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The energy and time dependence of the I1 / 2  —- I3/2 laser emission during the flash photolysis of CF3I was 
strongly influenced by the addition of CF3NNCF3 , its effect being related to the total pressure in the 
system and the ratio of the reactants.

Introduction
The elementary reactions which occur in the photo­

chemical iodine laser have been discussed by numerous 
workers. 1  With the exception of the dissociation (1) and 
laser emission (2 ) steps, there seems to be little agreement 
on the other reactions in this system.

CF3I + hv — *- CF3- + I1/2 (1)

fl/2 1-3/2 ^laser (2 )

We wish to report here the results of a study in which 
the effects of a deliberate introduction of CF3 - radicals in 
this system was investigated. In order to understand these 
data, the effects of hexafluorocyclobutene (C4F6 ) and oc- 
tafluorocyclobutane (C4F8 ) on the iodine laser were also 
measured.

Experimental Section
CF3I, C4F6 , and C4F8 (PCR Inc., Gainesville, Fla.) and 

hexafluoroazomethane (Merck Sharpe and Dohme, Mon­
treal) were degassed at liquid nitrogen temperature before 
use. Two different apparatus were employed. For experi­
ments which involved analytical measurements on CF3I in 
the presence and absence of C4F6 or C4F8 , a short (19.5 
cm long, 1 . 2  cm o.d. with flat quartz windows) quartz 
laser tube which was enclosed with the flashlamp 
(pumped with a total energy of 430 J) in a polished ellipse 
was used. A 100% reflecting plane mirror was placed at 
one end while the integrated output from the other end 
was measured with a TRG-100 thermopile. The flashlamp 
was filled with air at 15 Torr. Its output reached its maxi­
mum intensity in 3 ¿¿sec and its duration at half its maxi­
mum intensity was ~  1 0  Msec.

The experiments which involved CF3I in the presence of 
hexafluoroazomethane (hereafter HFAM) were conducted 
in a fourfold longer quartz laser tube of exactly similar 
design which was pumped with a flashlamp made up of 
four sections of the shorter one (i.e., a total pumping en­
ergy of 1350 J). No mirrors were employed because of the 
high gain in the system. The output of the laser from one 
end was measured with a thermopile and from the other 
was fed through a light pipe to an indium antimonide de­
tector, the signal from which was monitored by a Tektro­
nix 555 oscilloscope.

A conventional glass vacuum system was used to mix 
known quantities of CF3I and one of the added gases by 
several freeze-thaw cycles before introduction into the 
laser tube.

The extent of decomposition of CF3I was followed by 
two methods. One consisted of titrating the iodine formed 
with N/25 scdium thiosulfate. The second consisted of 
measuring the volume of gases volatile at melting n-pen­
tane temperature (principally C2F6 ). The two methods 
gave results within ±15%. Generally, the iodine titre gave 
a lower value for the decomposition since it was not possi­
ble to distil all of the free iodine out of the vacuum sys­
tem into a sample tube. The gas measurement, although 
more reliable, was impractical when large amounts of 
other gases were added to the system.

Results
In earlier studies, 1 -2 the correlation of the light output 

at 1.315 m with the photochemical decomposition of CF3I 
had not been attempted. Therefore, such measurements 
were undertaken in this work. These data are shown in
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Figure 1. Flash Photolysis of CF3I vapor.

ADDED GAS PRESSURE Tor'-
Figure 2. Effect of added gases on CF3I Laser (P(CF3I) = 40 
Torr): open circles and triangles, C4F6; filled circles and trian­
gles, C4F8; broken line, FIFAM.

Figure 1. In agreement with the observation of Kasper, 
Parker, and Pimentel3 it was found that at pressures less 
than 200 Torr, the per cent decomposition of CF3I was 
large (> 10%), presumably because of the pyrolysis which 
accompanied the photolysis. At the pressure ( ■—• 130 Torr) 
at which the output of the laser was a maximum, the 
overall decomposition was 50%.

In Figures 2 and 3, the effect of adding C4F6 or C4F8 on 
the performance of the laser are shown. The suppression 
of the production of iodine by a thermal route in the pres­
ence of a large excess of argon was first reported by Kas­
per, Parker, and Pimentel.4 Addition of C4F8 seems much 
more effective in suppressing the production of iodine. 
The behavior of C4F6 is quite similar to that of C4F8.

The effects of the addition of HFAM at two different 
initial pressures of CF3I are shown in Tables I and II. 
These data are normalized and entered in Figures 1 and 2 
as well for purpose of comparison to the other additives. 
The variations in the intensity of the laser in the presence

ADDE0 GAS PRESSURE Torr

Figure 3. Effect of added gases on CF3I laser (P(CF3I) -  130 
Torr): open circle and triangles, C4F6; broken line, HFAM.

TABLE I: Laser O utput as a Function 
of HFAM Pressure

C F al, T orr H F A M , T orr O utput, m j

40 0 265
40 1 0 360
40 2 0 460
40 30 385

TABLE II: Laser Output as a Function 
of HFAM Pressure

CF3I, T orr H F A M , T orr O utput, m j

100 0 610
100 40 570
100 60 470

of HFAM as a function of time as recorded in the oscillo­
scope are given in Figures 4 and 5. These results could be 
duplicated to within ± 10% when care was taken to outgas 
the system and mix the ingredients well.

It can be seen at P(CF3I) = 40 Torr, the addition of 
HFAM can increase the output of the laser by 80% while 
the other gases cause an increase of 10% or less. The pro­
file of the laser output shows that the beneficial effect of 
HFAM persists over the entire duration of the laser emis­
sion.

Discussion
From previous studies5 on the photochemistry of 

HFAM, it was expected that its effect in this system 
would be threefold. The first and least specific one is as 
an inert diluent gas in the manner of argon.4 Both C4F6 
and C4F8 molecules closely approximate HFAM in their 
molecular weight while C4F8 should offer some chemical 
similarity to HFAM as a quencher. It can be expected 
that HFAM would also have reduced the pyrolytic decom­
position of CF3I in the manner of C4F6 and C4F8 although 
direct analytical measurements were not performed. It is 
evident from the experiments with C4F6 and C4F8 that 
this cooling effect is in itself insufficient to account for the 
increased output of the laser at a pressure of CF3I of 40 
Torr when HFAM was added.

The second one is as a source of CF3 radicals (eq 3).
CFjNNCFs +  hv — ► 2CF. +  No (3)

The secondary reactions of CF3- in the photolysis of CF3I

The Journal of Physical Chemistry, Voi. 78, No. 10, 1974
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Figure 4. Oscilloscope trace of emission at 1.315 /t: P(CF3I) = 
40 Torr; P(HFAM) =  0 (unbroken line); 10 (dashed line); 20 
(dotted line); 30 (dash-dotted line).

Figure 5. Oscilloscope trace of emission at 1.315 p.: P(CF3I) = 
100 Torr; P(HFAM) =  0 (unbroken line); 40 (dash-dotted line); 
60 (dashed line).

have been discussed.1’6-7
CF, +  I, — -  CFJ + I (4)

CF +  1... — -  CFJ (5)
cf3 +  I1/2 —  CFJ (6)

cf3 +  cf3i —  c .2f „ +  I1/2 (7)

Reaction 4 removes molecular iodine from the system and 
thus scavenges a powerful quencher of I1/2,4 but it also in­
troduces one atom of I3/2 which would affect the popula­
tion inversion. The buildup of I2 is a slow process which 
occurs by a three-body recombination.1 Therefore, reac­
tion 4 would be of importance only toward the end of the 
pumping flash. Reaction 5 would be a useful process since 
it would serve to sustain the population inversion. It may 
well explain the principal beneficial action of an addition­
al source of CF3- radicals. Reaction 6, if it leads to CF3I 
in its ground electronic state (vibrationally excited), 
would be deleterious to the operation of the laser. But if it 
leads to CF3I in its electronically excited state, the reac­
tion may be reversible. Reaction 7 offers yet another 
way1-7 in which CF3 radicals can increase the concentra­
tion of I1/2 and contribute to the lasing. This reaction has 
been invoked7 to explain the growth in the concentration 
of I1/2 atoms after the flashlamp has stopped pumping via 
photodissociation. This action could exist in concert with 
steps (4), (5), and (6).8

A third mode of action of HFAM is as a trap for CF3 
radicals derived from itself as well as from CF3I according 
to (8) and (9).5 It is known5b that HFAM is extremely ef-

CF:) +  CF.NNCF — -  (CF.,),NNCF:i (8>
CF:i +  (CF:i),NNCF:1 —  (CFj)2NN(CFi)2 (9)

fective in this respect. The experiments in which C4F6 
was added to CF3I were meant to see if this molecule 
would also serve as a trap for CF3 radicals and if so, what 
effect it would have on the lasing. Since C4F6 was no dif­
ferent from C4F8 in this respect it can be concluded that 
either the former is an ineffective trap (which involves a 
further tacit assumption that CF3 radicals somehow pro­
mote the laser output) or that trapping the CF3 radicals 
does not have any effect on the laser action.

Much of the discussion so far is applicable only to the 
laser action at an initial pressure of CF3I of 40 Torr. When 
the pressure is increased to 100 Torr, the chemistry of the 
CF3I laser, even in the absence of added gases seems un­
clear. The increase in the output of the laser from 40 to 
130 Torr (Figure 1) may be due to increased absorption of 
the pumping radiation. The sharp maximum at about 130 
Torr is probably due to progressive increase in the output 
from the above reason being conpensated by a quenching 
process. The most likely quenching agent is CF3I itself. 
The results of Donovan and Husain9 show that as a 
quencher for I1/ 2, CF3I is moderately efficient. It may 
also be noted that Aldrige2 has observed the fall off in the 
output of the iodine laser at pressure >100 Torr when 
CF3I was used as the photolytic gas.

In the region above 100 Torr, none of the added gases 
seem capable of augmenting the output of the laser. 
Under these conditions, the more intense absorption of 
CF3I (although its maximum does not coincide with that 
of HFAM)10 may prevent the complete photolytic decom­
position of HFAM. The undecomposed HFAM would then 
trap a part of the CF3 radicals and cause a decrease in the 
output of the laser. Ultraviolet absorption spectra do show 
that in the first weak absorption of HFAM, there is some 
interference from CF3I [P = 100 Torr) but no analytical 
work was undertaken to show that some HFAM survived 
the photolytic flash. There is need for further study of the 
chemistry of this laser at pressures greater than 100 Torr.

We are investigating the effect of alternative sources of 
CF3 radicals on the photochemical iodine laser.

Acknowledgment. The authors wish to thank Dr. P. P. 
Sorokin for his advice and encouragement during the 
course of this work.
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The effect of the addition of SF6 on the nitrogen yield in the gas-phase radiolysis of Xe, which is an 
“ electron supplier,” containing 3~20 mol % of N20  has been investigated. The decreasing nitrogen yield 
at higher concentrations of SF6 (~ 2  mol % in Xe) is almost independent of the composition of the 
mixtures. The relative rate of the electron capture process of N20  to that of SF0 decreases apparently by 
a factor of 102 with increase in the N20  mole per cent. The kinetic treatment shows that nitrogen forma­
tion in this system results from two different electron capture processes of N20, that is, the dissociative 
electron attachment to N20  during the course of its thermalization and the nondissociative thermal elec­
tron attachment to N20  by a three-body process. The rate constant for electron capture by SF6 is esti­
mated to be ~  10“ 12 cm3 molecule“ 1 sec“ 1 which is much lower than that generally recognized. The 
yield of nitrogen nonscavengeable by SF6 has been briefly discussed.

Introduction
Electrons ejected from a gas by irradiation have kinetic 

energy in excess of that of the gas molecule. This excess 
energy is eventually dissipated by elastic and inelastic 
collisions until the electrons are in thermal equilibrium 
with gas molecules. In polyatomic molecule gases as treat­
ed in ordinary radiation chemistry, however, it has been 
considered that the thermal electrons, not the epithermal, 
play a major role in most electron reactions because of the 
rapidness of their thermalization.2

Thus far the thermalization or the energy loss of low- 
energy electrons in many gases has been studied by sever­
al workers;2-4 the results of this work suggested that the 
energy loss of electrons in polyatomic molecules occurs 
mainly by inelastic collisions, whereas in rare gases it oc­
curs by elastic collisions alone. Therefore it may be ex­
pected that in a mixture of a rare gas and polyatomic 
molecules electrons become thermalized more slowly than 
in pure polyatomic molecule gas.

In the present study we chose the X e-N 20  system as 
the mixture described above, and investigated the effect 
of the addition of SF6 as an effective thermal-electron 
scavenger on the product yields. Nitrous oxide here is ex­
pected to behave not only as a polyatomic molecule, but 
also as an effective electron scavenger to form the measur­
able products. The competitive and noncompetitive elec­
tron capture of N20  with SFf, and the interaction of elec­
trons with polyatomic molecules during the course of their 
thermalization have been discussed.

The combination of Xe with N20  has the additional ad­
vantage that the possibility of charge transfer from Xe+ to 
N20  and Penning ionization of N20  by excited Xe atoms 
may be excluded.

Experimental Section
Xe (stated purity 99.9%) containing nitrogen and kryp 

ton as impurities supplied by Takachiho-Shoji Co. was 
degassed carefully by freeze-pump-thaw cycles. Since, 
however, its mass spectrometric and gas chromatographic 
analyses showed no impurities, the purity may actually be

better than 99.99%. N20  and SF6 also supplied by Taka­
chiho-Shoji Co. were used after the usual degassing.

The mixtures, all at about 720 mm total pressure, were 
irradiated with 60Co y rays at room temperature or slight­
ly above. The dose rate was 2.9 X 1019 eV g_1 hr“ 1 or (3.7 
±  0.2) X 1013 eV cm -3 sec 1 in Xe, and the total dose 
was 1.45 x  1020 eV g“ 1, which was determined by Fricke 
dosimetry making appropriate corrections for electron 
density.

All irradiations were carried out in 50-ml cylindrical 
glass vessels fitted with break-off tips which, prior to use, 
were baked in air at 500° and then pumped at least 
for 1 hr down to 10“ 5 mm. The vessels were sealed at 
—196° while open to the vacuum system.

After irradiations, the sample vessels were attached to a 
vacuum line and the seals were broken. The final prod­
ucts, noncondensable at -196°, nitrogen and oxygen, were 
collected by Toepler pump and analyzed gas chromato- 
graphically using a 5-m column of molecular sieve 5A at 
about 60°.

It may be considered that the products in the radiolysis 
of Xe-N 20  mixtures result ultimately from the decompo­
sition of N20 . The initial products in the radiolysis of 
N20  are N2, 0 2, and NO, but NO and 0 2 are known to 
react to form N 02 in a cold trap.5 The initial G values be­
fore NO and 0 2 react in the cold trap are calculated from 
the experimentally measured quantities. Since the decom­
position mode of N20  can be written as

(2a +  6)N,0 -------- * (2a +  6/2)N2 +  a02 +  6 NO

the initial amounts of the products expressed in G values 
are G(N2) = 2a + 6/2, G(0 2) = a, and G(NO) = 6. If 
g(N2) and g (0 2) denote the G values of N2 and 0 2 calcu­
lated from the experimentally measured amounts of those 
products, taking into account the presence of the reaction 
0 2 + 2NO -* 2N02 in the cold trap, we obtain g(N2) = 
G(N2) = 2a + 6/2, g (0 2) = a -  6/2. Therefore G(N2) = 
g(N2), G (02) = (Vs)(g(N2) + g (0 2)), and G(NO) = 
(Va)(2g(N2) -  4g(02)) or 2G(N2) -  4G (02).

The Journal ot Physical Chemistry, Voi. 78. No. 10. 1974
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Results and Discussion
The yields of products were calculated as the number of 

molecules formed per 100-eV energy absorbed by Xe only, 
and were corrected for the yields of N2 and 0 2 arising 
from the direct radiolysis of N20 , using G(N2) = 10.1, 
G (02) = 3.8 for binary mixtures (no SFs), and G(N2) =
8.0, G (02) = 3.2 for ternary mixtures.6 This is an approxi­
mate correction done simply on the basis of electron frac­
tion and the maximum correction is about 15% of the N2 
yield for the 20% N20  mixture.

Figure 1 shows that variations of G(N2), G (02), and 
G(NO) in the radiolysis of Xe-N 20  mixtures as a function 
of N20  mole per cent. Each increases with the increase of 
N20  mole per cent, and shows a tendency to reach a pla­
teau value, G(N2) = 6.1, G (02) = 2.7, G(NO) = 1.4. 
When SF6 (up to 2 mol % in Xe) was added to the 
mixtures, each G value decreased. The larger the amount 
of N20  in the mixture becomes, the more rapidly G(N2) 
decreases by the addition of SF6 (Figure 2). The rapid de­
crease of G(N2) in Figure 2 is very analogous to that in 
the gas-phase radiolysis of N20  itself6 or of hydrocarbon 
containing N20 7 while the gradual decrease of G(N2) in 
Figure 2 in the case of low concentrations of N20  is excep­
tional in the gas-phase radiolysis. Both G (02) and G(NO) 
also decreased by the addition of SF6, especially G(NO) 
which fell to nearly zero.

Since SF6 has an exceedingly large cross section for 
thermal electron attachment, the decrease of the yields by 
the addition of SF6 may be due to the following reactions

e,h-  +  SF6 S F (1) 

SF~ +  Xe+ no N2.0 2.or NO (2)

Electrons freed from Xe have initially large kinetic 
energies. They degrade through the collisions with N20 
molecules or Xe atoms and eventually become thermal 
electrons. The reactions involved are

Xe --------- *■ Xe+ +  e- * (3)

e * +  Xe —̂  eth +  Xe (4)

e- * +  N20  elh” +  N,0 (5)

where e_ * is an energetic (not thermal) electron. In the 
course of degradation, however, there exists the possibility 
of dissociative attachment to N20  of electrons having 
energies of 2~3 eV above thermal8

e- * +  N,0 N2 +  0“ (6)

Electrons created in the ionization (3) may carry out in 
part reaction 6 before they are thermalized by the process 
4 or 5.

Chantry9 showed that reaction 6, below 2-eV electron 
energy, requires an activation energy, which is based on 
the fact that the cress section of 0  formation is tempera­
ture dependent below 2 eV, whereas it is independent of 
temperature above 2 eV. Ferguson, et al. , 10 using geomet­
rical considerations of N20 _ , have predicted that the non- 
dissociative electron attachment to N20  should have an 
activation energy required to form stable N20 - in the 
bending mode. The existence of stable N20~ has been re­
ported by Paulson,11 and Phelps and Voshall.12 Since the 
N2- 0  bond dissociation energy and the electron affinity of 
0  atom are 1.67 and 1.47 eV, respectively, the energy of 
the electron in reaction 6 should have a threshold greater 
than 0.2 eV. Warman and Fessenden13-14 have suggested 
that the capture of electrons below about 0.2 eV may

Figure 1. Yields of the products in the radiolysis of X e -N 20  
m ixtures as a function of N20  mole per cent. The values of 
G (0 2) and G(NO) are calculated using the relations G (0 2) = 
(Va) (9(N 2) +  9 (0 2) ) and G(NO) =  2G (N 2) -  4 G (0 2).

Cs|Z
CD

SF0 mol0/»

Figure 2. Effect of SF6 on G (N 2) (N20  mole per cent): © , 3%; 
X, 5%; O, 6.7%; A , 10%; □ , 20%.

occur nondissociatively via a three-body process because 
of the requirement of collisional stabilization of N20~. 
Thus, we assume here the thermal or near-thermal elec­
tron capture by N20  to be a three-body process followed 
by the formation of stable N20~

e, h +  NjO
k,

<+M) n 2ct (7)

where k7 is the effective two-body rate constant and M is 
a third body. Subsequently N20 "  reacts with Xe+ to pro­
duce N2

R,<r +  Xe+ N2 +  0  +  Xe (8)

Since the formation of NO has been almost completely in­
hibited by the addition of SF6, the thermal electron cap­
ture of N20  may be responsible for its formation. The 
neutralization of N20~ with Xe ' may lead partly, instead 
of (8), to NO

NoO-  +  Xe+ NO +  N +  Xe (9)

Another important process in which electrons disappear 
is the direct neutralization with Xe+ 15

eth~ +  Xe+ Xe' (10)

It is known that O produced by electron impact for 
electron energies covering the range of 0~2.5 eV has ki-
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TABLE I: Values o f K  and A  in Eq a Obtained from  Figure 3

f 4 9 14 19 32

A> 1.9 1.9 2.0 1.8 1.8
A b 7 . 0  X 10~4 2.5 X 10-3 6.6 X 10~3 1.3 X 1 0 2 3.0 X 10-2

a  E a ch  value has an error lim it o f  ± 0 .1. b E a ch  significant figure in A  has an  error lim it o f  ± 0 .2 .

Figure 3. Plot of 1/ a G (N 2) as a function of [N 20 ] / [S F 6]. Each 
line corresponds to a plot for a definite mole per cent of N20 : C ,
3%; X ,  5%; O, 6.7%; A ,  10%; □ , 20%.

netic energy distributions below about 1 eV,9 and that the 
cross section of the reaction 0  + N20  -»  N2 + O2" is
near zero for O kinetic energies below about 2.5 eV.11 
The evidence for the reaction O + N20  —>■ N2 + 0 2 has 
been reported by Burtt and Henis.16 They have measured 
the pressure dependence of the intensity of 0 2 using 
negative ion mass spectrometer. However, Moruzzi and 
Dakin17 in their study of negative ion-molecule reactions 
in N20  have found that on purifying the N2O the intensi­
ty of O2 ~ reduces to a very minor peak, which indicates 
that the impurity is responsible for the formation of 02“ . 
Also recently Marx, et al. , 18 have detected no 0 2~ in the 
reaction of 0 “ with N2O. Thus 0  may not be responsi­
ble for the formation of N2 and may be consumed by the 
neutralization with X e +

O" +  Xe+ 0  +  Xe (11)
Assuming that 0  atoms produced in (8) and (11) are in 

the ground state and cannot produce N2,19 the decrement 
of the yield of N2 by the addition of SF6 is equivalent to 
the amount of thermal electrons captured by SF6- There­
fore according to the above competition for thermal elec­
trons, there the following relation should exist between 
the decrement of the nitrogen yield, AG(N2), and the 
concentrations, [N20] and [SFg]20

1
AG(N2) 1 +  A

[N20 ]  ̂
[SF6] ;

where

K = h  +  ¿4 /
K +  K +  k j

k, =
I > [ x r ]

Z f x r f

[Xe] 
[N,0]

- L - )
k  [N,o]y

(i =  2,8,9,10,11)

GN(e“ *) f  =  

10 ~2G(e~*)D

(a)

and D is the dose rate in eV cm 3 sec~ \ Xj~ is the nega

tive-ion species involved in reaction i, and ka is the aver­
age value of all the rate constants of neutralizations in­
volved. Since no large difference has been observed21 be­
tween the rate of ion-ion neutralization and that of ion- 
electron neutralization, it seems reasonable to assume ka 
nearly equals A’ io- GN(e~*) is the G value of electrons con­
tributing to nitrogen formation, and is not equal to 
G(e- *), 4.6, calculated from the W  value of Xe, since 
thermal electrons partly lead to produce NO as described 
before. Since GN(e- *) is equal to (fe8/(ftg + kg))G(e *) 
where the values of ks and kg are not known, we have 
transformed G^(e~*) to G(e- *) — (kg/(ks + kg))G(e~ *), 
and estimated an approximate value of GN(e~*) by equat­
ing (k9/(ks + kg))G(e~*) to the G value of electrons con­
tributing to form NO. Assuming that O and N atoms 
formed by (8), (9), and (11) ultimately recombine through 
N 02 to produce NO and O2,22 though the rate constants 
in ref 22 do not allow one to calculate exactly how much 
NO and O2 is formed, we can say that one electron leads 
to the formation of two NO molecules as maximum. Since 
G(NO) is about 1.4 in the present case, the G value of 
electrons which contribute to form NO is —0.7; therefore, 
the value of GN(e~*) is ~3.9.

According to eq a for a fixed composition of Xe-N 20 
mixtures plots of 1/AG(N2) v s . [N20]/[SFe] should be 
straight lines of slope A/K, which is shown in Figure 3. 
From the slopes and the intercepts calculated using least- 
squares fit of the data, K  and A can be obtained for each 
/  as listed in Table I.

It is noted that in this treatment the concentrations of 
SF6 in Figure 2 employed are limited to about 10% of the 
N20  concentration for all mixtures. We are concerned 
with the effect of a small amount of SFg on the yields of 
products, in which SF6 exclusively plays the role of a 
thermal-electron scavenger and the other effect, such as 
the thermalization of electrons by SFg, may be excluded. 
In fact the experiment on higher concentration of SF6 
(3~5% of the amount of Xe), though they are not pre­
sented in this paper, gave lower values of the yields of 
products than those expected from the smooth curves in 
Figure 2, and if one plots those lower values on Figure 3, 
all the points near the intercepts would begin to deviate 
from the straight lines. From these facts the above treat­
ment seems to be reasonable only when the lower concen­
tration region of SF6 is used.

Table I shows that within experimental error K  is near­
ly constant (~1.9) despite of the variation of /. This is 
fulfilled if

k j  «  +  i 6 (b)
and then

K  =  ks +  A6Gn(6 *} (c)
Other possibilities such as k j  > >  fe5 + k6 or k6 < <  k6 + 
kif may be excluded, since in both cases K  (= 1.9) should 
be equal to GN(e~*) estimated above to be 3.9.

Equation b shows that rare gas molecules are ineffective 
for the thermalization of electrons in comparison with 
polyatomic molecules. This is a reasonable conclusion and
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is consistent with the results obtained by other meth­
ods.2-4

Substituting K  = 1.9 and GN(e *) = 3.9 into eq c gives 
k5/(k5 + &6) = 0.5, which shows that the formation of N2 
in this X e-N 20 system may be originated from two kinds 
of electrons which have different ranges of energies, about 
the half of which are thermal and scavengeable by SF6.

It must be pointed out, however, that the above conclu­
sion may be influenced to some extent by the Hornbeck- 
Molnar process, which for Xe can be written as follows

Xe* 4- Xe * Xe,+ +  e (12)

where Xe* must have energies above the appearance po­
tential of Xe2+ (11.2 eV). It has been suggested that the 
electrons produced by the Hornbeck-Molnar process may 
contribute to the W  values of rare gases.23-24 If this pro­
cess occurs completely in our case, the situation is not 
changed at all. If on the contrary, however, N2O would 
happen to quench the Xe* atom, the Hornbeck-Molnar 
process might be suppressed, and then G(e- *) might have 
a value lower than that expected from the W  value of Xe.

Table I shows that the value of A largely depends on /. 
Taking N2O as the third body in reaction 7,25 one can ex­
press A as follows

A km . kjB [  10~2G(e~*)D 1
[N,0] “  kx ' kx /  ka [N20 ]2 (d)

where kln is the third-body rate constant. Since, however, 
an attempt to show a linearity of A /[N 20] vs. 1/[N 20]2 
has failed (Figure 4a), it seems necessary to assume the 
following additional processes, namely, the collisional de­
tachment of an electron from unstable SIY * 26

e ,r  + SF6 -is* SF6-* (13)

SF6-* +  Xe ^  SF6 +  Xe +  eth-  (14)

In the case of the collision of SF6- * with N2O, SF6 * 
might be stabilized immediately without ejecting the 
electron

SF”* +  N,0 SF," +  N20  (15)

In such cases one can rewrite eq d as

_________A___________^  ¿10 /  10~2G(e~*)Z) 1
[N20](1 +  fk u /kl5) ~ kYi +  k j  K  [N20 ]2

(e)
Assuming that processes 14 and 15 occur on every colli­
sion, the application of the Langevin rate equation27 to 
those processes gives kn/kis = 0.82. Plots of A /[N 20](1 + 
0.82f) vs. 1/[N 20]2 fit in a good straight line in Figure 4b, 
where its slope and intercept give £13 = ~ 10-12 cm3 mol­
e cu le 1 sec-1 and k111 = ~ 10-34 cm6 molecule 2 sec-1 
assuming ka ~ ki0 =  2 X 10-6 cm3 ion-1 sec-1 .28 The 
latter can be compared with the values 6 x 10 33 cm6 
molecule-2 sec-1 ,12-14 and 3.3 x 10-33 cm6 molecule-2 
sec-1 .29 The fact that the value of k111 estimated here is 
not close to these may probably be due to the crude as­
sumptions made. The value of kn  is approximately equal 
to that obtained by Hasted and Beg,26 but is nearly a fac­
tor of 10® lower than those obtained by other workers.30 
This large discrepancy in ki:i could not clearly be ex­
plained.31

Finally, the part of G(N2) nonscavengeable by SF6 is 
briefly discussed. The amount of nitrogen produced by the 
dissociative electron attachment (6) is included in it.

Competitive and Noncompetitive Electron Capture of N20 957

1 / (N2O]^ x 103 7 cm ^molecule-2

Figure 4. Dependence of A on the concentration of N20: (a) 
relation between <4/[N20 ] and 1 /[N 20 ] 2 based on eq d; (b) 
relation between /4 /[N 20](1 +  0.82f) and 1 /[N 20 ]2 based on 
eq e.

Since, however, it can easily be pointed out in Figure 1 
that the nitrogen yield is in excess of the total yield of 
electrons deduced from the W  value of Xe, part of the ni­
trogen is formed via nonionic processes. The lack of de­
pendence of K  on /  may also suggest that the electron­
positive ion neutralization is not responsible for the grad­
ual increase of G(N2) with the increase of N2O mole per' 
cent as shown in Figure 1. An important process for the 
nonionic formation of N2 in X e-N 20 mixtures might pos­
sibly be an excitation energy transfer to N20  from meta­
stable Xe atoms, Xe**, formed via direct excitation32

Xe** +  N20 —* N, + 0 + Xe (16)
Decomposition of N2O during the course of electron ther- 
malization (5)33 might also be responsible for “ nonionic” 
nitrogen formation

e* +  N ,0  — ► e th~ +  N , +  O  (17)

Further work is needed to resolve this question.
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7 irradiation of silver diethyl phosphate (AgDEP) at 77 K results in the formation of the CH2CH20- 
P (0 2)0C 2H5-  radical. Selective line broadening of the esr spectrum is observed and attributed to a re­
stricted motion of the CH2CH2-  moiety. Due to the electron-scavenging ability of the silver ions, other 
electron addition products, CH3CH2 and C2H50P0 2~, are not formed. Instead, the presence of Ag° is 
detected at 77 K. Concurrent with the decay of CH2CH20 P(0 )20 C2H5~ at 200 K is the appearance of a 
spectrum ascribed to CH3CH0 P(0 )20 C2H5_ . The latter free radical decays at room temperature.

Introduction
The exposure of esters of phosphoric acid to 7 irrradia- 

tion at 77 K results in the formation of three types of free 
radicals: (I) alkyl radicals formed by splitting a C -0  bond 
in an electron addition reaction; (II) free radicals derived 
by hydrogen atom abstraction, usually from the carbon 
adjacent to the ester oxygen, through ionic intermediates; 
and (III) the alkyl phosphite radical generated by cleavage 
of a phosphorus-oxygen bond.13 The mechanism for the 
formation of the last species has not been established; al­
though, dissociative electron attachment has been pro­
posed for phosphite radicals in 7 irradiated metaphos­
phate glasses.4

We have recently characterized these three types of free 
radicals in 7 irradiated magnesium diethyl phosphate 
(MgDEP) and have noted an enhanced stability due to 
the crystal lattice.5“7 An effort, therefore, is being made to 
assess the effect of environment on free-radical production 
in 7 irradiated dialkyl phosphates in the solid state.

Ag+ ions are known to be efficient electron scaven­
gers.4’8-9 Their presence in the irradiation of phosphate 
esters is expected to suppress the formation of type I and 
III radicals. It is the aim, in this communication, to iden­
tify the free-radical intermediates in 7 irradiated poly­
crystalline silver diethyl phosphate (AgDEP) and to de­

termine the role of the silver ion in the radiation damage 
process.

Experimental Section
Methods for synthesis of AgDEP, 7 irradiation of poly­

crystalline samples at 77 K, and recording of esr data 
have been reported previously.5’6 All esr data were record­
ed at X band and variable temperature studies were done 
using the Varian variable temperature accessory. Mea­
surements of g value were done using DPPH (g = 2.0036) 
as a standard.

Results and Discussion
Methyl Hydrogen Abstraction. A 77 K esr spectrum, 

centered at g = 2.0034 and attributed to the
CH2CH20 P (0 )20 C 2H5~ radical in 7 irradiated AgDEP, is 
shown in Figure la. Interaction of the electron with two «  
and two 8  hydrogen nuclei can be resolved. In 90% a 13C 
labeled AgDEP ((CH313CH20 )2P 0 2Ag) 7 irradiated at 77 
K, hyperfine coupling to the 13C nucleus is also observed 
(Figure 2). Based solely on the magnitude of this coupling 
(15.0 ±  0.5 G), which is comparable to those reported for 
the 13CH3CH210 and CH213COO~ 11 radicals, it is con­
cluded that the hydrogen is abstracted from 12C at position 
2 (Figure 3a).
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Figure 1. Esr spectra of CH2CH20 P (0 )20 C 2H5-  in polycrysta l­
line AgDEP y irradiated at 77 K. First derivative scan recorded 
at X band, modulation amplitude =  2.5 G, m icrowave power =  0.1 
mW: (a) T =  77 K, (b) T =  100 K, (c) T =  160 K.

Figure 2. Esr spectrum  of CH213CH20 P (0 )20 C 2H5_ in 90% 
or-13C polycrystalline AgDEP y irradiated at 77 K. Second deriv­
ative scan recorded at X band, modulation am plitude =  5 G, 
m icrowave power =  5.0 mW, and T =  110 K.

Coupling to the two /3 protons, which are magnetically 
nonequivalent, is isotropic with A !H(i = 33.2 and A 2H13 =
40.2 ±  0.5 G. The large magnitudes of the hyperfine cou­
pling indicate that the CH2CH20 -  fragment attains an 
equilibrium conformation in which the two /3 protons are 
approximately 30° from the p orbital axis of the odd elec­
tron.12 This conformation has been observed to be most 
stable for /^-substituted ethyl radicals of the type 
RMCH2CH2 when the atom M is from the first row of the 
periodic table.13’14 In the present case, if the Heller- 
McConnell relationship is used

A*Hyper =  p(Co +  c  cos2 9)
where Co = 2 G, C = 50 G, and p ~  1, the dihedral angles 
between each of the Ci- H j bonds and the p orbital are 
calculated to be 29 and 38°, respectively (Figure 3b).

Nonequivalence of the /3-hydrogen atoms requires that 
the radical fragment be either static or, assuming only 
rotation about the C2-C i bond, undergo a rotation re­
stricted by a twofold potential barrier. Equivalence of the 
a protons, observed in preliminary single-crystal data, eli­
minates the former possibility. Thus, the H2C- fragment 
is subject to a rotational motion which allows the hydro­

F igure 3. Two views of the CH2CH20 -  moiety in the 
CH2CH20 P (0 )20 C 2H5-  radical: (a) perpendicular to C -C  bond, 
(b) parallel to C -C  bond.

Figure 4. Plot of peak-to-peak line width measured from  the 
M ,°  =  0, M /  =  ± 1  transition in the CH2CH20 P (0 )20 C 2H5-  
radical as a function of temperature.

gens to remain predominantly in an equilibrium plane. 
This is expected to give rise to a deviation from axial 
symmetry in the o-proton hyperfine coupling.5 However, 
such a deviation could not be resolved in AgDEP because 
of relatively large line widths (A Hpp ~  6 G).

The effect of temperature on the spectrum of 
CH2CH20 P(0 )20 C2H5~ is shown in Figure lb and lc. At 
77 K, the = 0 components of the /3 proton transitions 
are broader than the = ± 1. As the sample is an­
nealed, these line widths become equivalent, the magni­
tude of coupling to each /3 proton decreases and the none­
quivalence in the two /3 protons is diminished. A iĤ  de­
creases from 33.2 to 30.5 G and AjA0 from 40.2 to 30.5 G as 
the sample temperature is increased from 77 to 190 K. Se­
lective line broadening of the spectral lines between 77 
and 100 K implies that the motion of the CH2CH2OP<^ 
fragment is more complex than just a simple rotation 
about the C-C bond. This motion must generate an out of 
phase modulation of the /3 protons.15

All of the absorption lines in the spectrum become nar­
rower with increasing temperature. This is due to an in­
creasing freedom of motion of the CH2 fragment. The 
peak-to-peak line width as measured from the M\a = 0, 
Mi3 = ±1 transition is plotted in Figure 4 as a function of 
temperature; however, a theoretical evaluation of the line 
narrowing has not been attempted. At 200 K, where tran­
sition lines are well resolved, principal values for the a 
proton hyperfine tensor are Aj_H“ = 19.5 and A Ho = 30.0 
±  0.5 G. In addition to the changes in the a and /3 proton 
esr parameters, the 13C coupling in CH213CH2OP<d de­
creases within the 77-200 K temperature range from 15.0 
to 14.0 ±  0.5 G. The radical eventually decays and cannot 
be detected above 200 K.

Reduced Silver Ion (Ag°). Besides the CH2CH20- 
P(0 )2OC2H5_ spectrum at 77 K, a larger magnetic field 
scan at high gain reveals the presence of a doublet of ab­
sorption lines with a 505 ±  10 G splitting and g = 1.990.
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2L
Figure 5. Esr spectrum of CH3CH0P(0)20C2H5_ radical in 
polycrystalline AgDEP y  irradiated at 77 K. First derivative scan 
recorded at X band, modulation amplitude =  5 G, microwave 
power =  1.0 mW, and T = 77 K. Sample is annealed to 200 K 
and returned to 77 K.

The latter spectrum is attributed to Ag° in which the odd 
electron is assumed to reside in the 5s orbital. Contribu­
tions to the interaction with the silver nucleus, therefore, 
arise from spin density in the 5s orbital and from polar­
ization of inner s orbitals. The 505-G coupling in AgDEP 
represents a 20-25% reduction in magnitude of interaction 
relative to that in :,he Ag° free atom.16 Because of the 
large line widths, AHPP ~  50 G, additional hyperfme 
structure due to the presence of the two naturally occur­
ring isotopes, 109Ag° (I = %, natural abundance = 48.18%, 
Hn = —0.130) and 107Ag° (I = %, natural abundance = 
51.82%, Mn = -0.113), could not be resolved.

Broadening of absorption lines and reduction in hyper- 
fine coupling has been reported for Ag° trapped in differ­
ent matrices and is caused by interaction of the silver 5s 
odd electron with the environment.916’17 The broadening 
is a consequence of either electron exchange between re­
duced silver and neighboring silver ions or the presence of 
magnetically distinct lattice sites. In AgDEP, the silver 
ion is coordinated to four oxygen atoms and it has been 
suggested that at least one of the A g-0 bonds possesses 
significant covalent character.18 Interaction of Ag° with 
the lattice results in a redistribution of the spin density 
from the 5s orbital onto the neighboring oxygen atoms. 
Moreover, the covalency in the A g-0  bonds leads to a re­
duction of the polarization contribution to the hyperfine 
coupling.

The silver atom eventually decays, probably as a result 
of its ability to complex with its environment. In the pres­
ent case, Ag° is annealed out at 200 K. It is assumed that 
the decay does not occur through the Ag2+ intermediate 
(Ag° + Ag+ —► Ag2+)9 since no such intermediate is de­
tected.

The white polycrystalline AgDEP turns orange upon y 
irradiation at 77 K and in subsequent annealing to 200 K 
the orange color disappears. Since no such color changes 
have been observed in other y  irradiated diethylphosphate 
salts, except for cadmium diethyl phosphate which turns 
yellow, it is assumed that the orange color in AgDEP re­
sults from absorption by the trapped silver atoms.16

Methylene Hydrogen Abstraction. The spectrum of 
CH2CH20P(0 )20C2H5_ is gradually annealed out by in­
creasing the temperature from 77 to 200 K and is replaced 
by a spectrum of comparable intensity consisting of a 
23-G quintet of broad absorption lines (Figure 5). This 
second carbon centered radical, attributed to 
CH3CH0 P(0 )20 C2H5_ , might be formed in part by inter- 
or intramolecular conversion of CH2CH20 P(0 )20C2H5- .

But it was not possible to establish a one-to-one relation­
ship between these two radicals because of the large de­
gree of overlap in the two spectra.

The CbDCHOP^ spectral lines become narrower upon 
raising the temperature and at 250 K, a 7.0-G coupling to 
the phosphorus is resolved. The radical subsequently de­
cays by annealing the sample to room temperature. A 
complete determination of the 31P hyperfine coupling pa­
rameters in CH3CHOP.<^ was not possible because of the 
lack of resolution. But tne parameters should be compara­
ble to those in MgDEP.7 The phosphorus atom in 
MgDEP19 and AgDEP18 lies close to the two C -C -0  
planes of the diethyl phosphate anion. The angles between 
the C -C -0  planes and O-P bonds are 2 and 18° in AgDEP 
and 1 and 14° in MgDEP. Assuming that there are no 
large changes in conformation upon abstraction of the hy­
drogen, the phosphorus will remain close to the nodal 
plane of the unpaired electron in the CH3CHO- 
P (0 )20C 2H5- radical. Consequently any contribution to 
the interaction of the electron with the 31P nucleus from 
hyperconjugation will be minimized. Since the major con­
tribution comes from hyperconjugation the net coupling is 
expected to be small.7

Conclusions
It is apparent, from the present work, that the environ­

ment does have an effect on the formation of free radicals 
in y  irradiated phosphate esters. In silver diethyl phos­
phate (AgDEP), the Ag+ ion acts as an electron sink, pre­
venting the formation of the ethyl and ethyl phosphite 
radicals

(C2H50)2P02~ —*- e“ + (C2H50)2PÓ2 (1)
Ag+ + e~ —* Ag° (2)

(C2H50)2P02~ + e~ -7̂  C2H5 +  C2H50P032“ (3)

'C2H50)2P 0 f  A e -/-+ C2H5OPOf + OC2H f (4)
On the other hand, formation of the hydrogen abstrac­

tion radicals is not suppressed by Ag+. This implies that 
hydrogen is lost subsequent to an electron removal step 
such as that in reaction 1. Though, in this case, there is 
no direct evidence for the formation of (C2H50)2P02 the 
following intermolecular ion-molecule reaction3 seems 
probable
(C2H50)2PÓ2 + (C2H50)2P02-  — -  (C2H50)2P0(0H) +

CH3CH0P(0)20C2H57 (or CH2CH20P(0)20C2H5") (5)
An alternative pathway, for the production of 

CH3CHOPO, is by free radical conversion

CH,CH20P(0)20C2H5“ — CH3CH0P(0)20C2H5_ (6)
Both hydrogen abstraction free-radical products have 

been observed in esters of phosphorous or phosphoric acid 
allowed to react with OH radicals in aqueous systems20 
and in uv irradiated alcohols.21 The presence of water or 
acid in alcohols enhances the yield of radicals resulting 
from hydrogen abstraction at the position 2 carbon. But it 
is not clear at this stage what condition in the solid state 
governs the position of hydrogen abstraction. The question 
is whether the two free-radical products are formed inde­
pendently or one is a precursor to the other.
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Measurement by Proton Magnetic Resonance Line Shape Analysis of a Small Barrier 
to Internal Rotation in A/.A/'-Di-terf-butylthiourea

Charalyn D. Freeman and Donald L. Hooper*

Department of Chemistry. Dathousie University. Halilax. Nova Scotia. Canada IReceived October 29. 1973) 
Publication costs assisted by Dathousie University

Pmr line shape analysis shows that the barrier to internal rotation about the C-N bonds in N.N'-di-tert- 
butylthiourea is AG* = 11.0 ±  0.2 kcal mol-1 .

The room temperature 100-MHz spectrum of N,N'-di- 
ferf-butylthiourea has been reported1 to show three single 
peaks near r9, with the obvious interpretation that these 
are the ferf-butyl signals of the cis-cis, cis-trans, and 
trans-trans conformations of the thiourea. Such a simul­
taneous observation of the signals of all three conforma­
tional isomers in a pmr spectrum at ca. 40° would indi­
cate either high barriers to the interconversion of the iso­
mers and hence to rotation about the C-N partial double 
bonds or an unexpectedly large chemical shift difference 
between the ferf-butyl groups of the different isomers. In 
the pmr spectrum of A-methylthiourea separate signals 
for the methyl groups cis and trans to the thiocarbonyl are 
observed2 only at temperatures below 0° and the barrier to 
internal rotation has been estimated as only 13.2 kcal 
mol- A There is insufficient data on the barriers to inter­
nal rotation in monosubstituted thioureas or thioamides 
to allow prediction of the effect of increasing the size of 
alkyl substituents, however, for a series of iV,./V-dialkyl 
acetamides increasing the size of the alkyl groups is re­
ported3 to lower the barrier. It seems then that the barrier 
to internal rotation in di-terf-butylthiourea should be 
comparable to that in N-methylthiourea unless steric in­
teractions are enough to make the ferf-butyl case anoma­
lous. We have disproved the possibility of such an anoma­
ly by recording low-temperature pmr spectra of di-terf- 
butylthiourea.

At room temperature 60- and 100-MHz spectra of di- 
terf-butylthiourea, both samples from commercial sup­
pliers and those freshly prepared by reaction of tert-butyl-

amine with tcrt-butylisothiocyanate, show only a single 
tert-butyl peak with intensity nine times that of the NH 
peak observed in, e.g., acetone or DMSO solution. Addi­
tional high-field peaks are observed only when the sample 
begins to decompose after long standing in solution.

At temperatures below -55° the single tert-butyl peak 
splits into two peaks of approximately equal area, with no 
additional signals observed in the 60-MHz spectrum to 
-98°. From the coalescence temperature (218°K) and the 
limiting chemical shift difference (19.8 Hz at 60 MHz) a 
barrier AG* = 11.0 kcal mol-1 is estimated for a 5% solu­
tion of di-terf-butylthiourea in V3 toluene-ds and deuter- 
iochloroform. For a 5% solution in deuteriochloroform co­
alescence temperature (217°K) and limiting chemical shift 
difference (13.0 Hz at 60 MHz) measurements give AG* =
11.1 kcal mol. Line shape analysis for temperatures at and 
below coalescence, using the iterative line shape program 
of Saunders,4 refine these measurements to AG* = 10.9 ± 
0.2 and AG* = 11.1 ±  0.2 kcal mol-1 , respectively.

The limiting chemical shift difference between the two 
ferf-butyl signals increases by 6.8 Hz at 60 MHz on going 
from deuteriochloroform to % toluene-dg and deuter­
iochloroform, indicating that one of the low-temperature 
signals corresponds to ferf-butyl groups cis to the thiocar­
bonyl and the other to groups trans to the thiocarbonyl. 
As the two signals are of approximately equal intensity, it 
appears that the time-dependent process monitored by 
low-temperature spectra is the interconversion of the two 
cis-trans confcrmational isomers. This is somewhat unex­
pected as inspection of molecular models indicates that
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the cis-cis conformer should be subject to minimal steric 
interactions and hence be favored at low temperature. 
However, the infrared spectrum of this compound also 
shows5 approximately equal areas for the bands assigned 
as the cis and trans NH stretching vibrations.
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Electronic Structure of Oxovanadium(IV) and Copper(ll) 
Dicyclohexyldithiophosphinate Complexes

Henry J. Stoklosa, Gerald L. Seebach, and John R. Wasson*

Department of Chemistry, University of Kentucky, Lexington, Kentucky 40506 (Received June 25. 1973; Revised Manuscript 
Received February 7. 1974)

The unusually stable vanadyl(IV) and copper(II) dicyclohexyldithiophosphinate complexes, 
VO[SiP(C6H n )2]2 and Cu[S2P(C6H n)2]2, have been prepared and characterized using infrared, mass, 
electronic, and electron spin resonance spectroscopy. The esr spectra of the complexes exhibit consider­
able phosphorus superhyperfine splitting in the solid state and solution which is essentially isotropic. 
The electronic spectra are interpreted in terms of crystal field calculations and the properties of the 
complexes are discussed in terms of extended-Hiickel molecular orbital calculations for the model com­
pounds VO(S2PX2)2 and Cu(S2PX2)2 (X = H,F).

Introduction
Within recent years transition metal complexes with di- 

thiophosphate (I) and dithiophosphinate (II) ligands have 
received considerable attention.1 The electron spin reso­
nance (esr) spectra of the copper(II) and oxovanadium(IV) 
(hereafter referred to as vanadyl) complexes of these lig­
ands are of particular interest since they exhibit apprecia­
ble 31P superhyperfine splittings attributed2 to delocaliza­
tion about the chelate ring in the copper(II) complexes and 
transannular interactions in the vanadyl complexes. One 
of the purposes of the present work was to make a more 
detailed inquiry into the origin of the observed 31P su­
perhyperfine splittings as well as the 75As superhyperfine 
splitting in the esr spectra of vanadyl dithiocacodylate, 
VO[S2As(CH3)2]2, in various solvents.3

I II
M  =  m e ta l  io n  

n =  o x id a t io n  s ta te  o f  th e  
m e ta l

R  =  a lk y l  o r  a r y l  g ro u p

In general, copper(II) dithiophosphate and -phosphinate 
complexes tend to be unstable. They tend to decompose 
into polymeric copper(I) compounds and oxidized forms of 
the ligands. However, they have been trapped in the cor­
responding diamagnetic nickel(II) host lattices.1-4’5 The 
vanadyl complexes have been studied in solution1-2’6 and

characterized in the solid state.6 Generally, the vanadyl 
complexes are sensitive to air and water. We have found 
that stable copper(II) and vanadyl complexes result from 
the interaction of ammonium dicyclohexyldithiophosphi­
nate with aqueous solutions of the appropriate metal 
salts. The esr and optical spectra of these complexes have 
been examined in the solid state, solution, and in various 
host lattices. Iterative extended-Hiickel molecular orbital 
and crystal field calculations have been utilized to de­
scribe the electronic structures of these complexes.

Experimental Section
Ammonium dicyclohexyl dithiophosphinate, NH4S2P- 

(C6Hh )2, was obtained from Aldrich Chemical Co., 
Milwaukee, Wise., and used without further purification. 
The other chemicals employed in these experiments were 
of reagent or spectroscopic grades. Elemental analyses 
were performed by Chemalytics, Inc., Tempe, Ariz.

Oxobis(dicyclohexyl dithiophosphinato) vanadium (IV), 
VO[S2P(C6H11)2]2, V0(dtp)2. This compound was pre­
pared by adding a methanolic solution of ammonium di­
cyclohexyl dithiophosphinate to a methanolic solution of 
hydrated vanadyl sulfate to which sufficient water had 
been added to dissolve the salt completely. The blue com­
plex was isolated by filtration, washed with ether, and 
stored in a desiccator over anhydrous calcium chloride for 
2 days.

Anal. Calcd: 48.88% C, 7.52% H, 21.45% S. Found: 
48.02% C, 7.26% H, 21.1% S. Melting point (uncorrected): 
218°.
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Bis(dicyclohexyl dithiophosphinato)copper(II), Cu- 
[S2P(C6H ii)2]2, Cu(dtp)2. This brown complex was pre­
pared as above using a 2:1 ligand to metal ratio.

Anal. Calcd: 49.2% C, 7.6% H, 21.9% S. Found: 53% C, 
9.2% H, 22% S.

Difficulties with the C and H analyses were noted. C 
and H analyses were consistently high while the sulfur 
analyses were reproducible within ±0.1%. Blue diamag­
netic bis(dicylohexyl dithiophosphinato)nickel(II) and 
white bis(dicyclohexyl dithiophosphinato)zinc(II), to be 
described in detail elsewhere, were also prepared by the 
above procedure. The vanadyl and copper(II) doped sam­
ples of the zinc and nickel complexes were prepared using 
mixed solutions of the metal salts.

Infrared spectra (4000-200 c m '1) were measured with a 
Perkin-Elmer 621 instrument using Nujol mulls on cesium 
iodide plates and potassium bromide pellets. Electronic 
absorption spectra were obtained with a Cary Model 14 
recording spectrometer using matched 1.0-cm quartz cells 
and a mull technique described previously.7 Mass spectra 
were obtained using a double-focusing Hitachi Perkin- 
Elmer RMU-7 spectrometer. Routine spectra were run 
with a resolution of about one part in 2000 with the ion­
ization energy maintained at approximately 70 eV. Elec­
tron spin resonance spectra of finely ground compounds 
and solutions were obtained using the X-band instrument 
and techniques previously described.8 Calculations were 
performed on the IBM 360-65 computer at the University 
of Kentucky Computer Center.

Results and Discussion
The vanadyl complex, VO[S2P(C6Hi i )2]2, is stable with 

respect to room conditions indefinitely. The compound 
decomposes in oxygenated noncoordinating solvents with­
in 1 day, the solutions turning from blue to green. The 
compound is highly soluble in coordinating solvents but 
the solutions decompose within minutes. The mass spec­
trum of the complex exhibits a parent peak at m/e 589. 
This result, agreeing with the calculated molecular 
weight, indicates that the complex is monomeric. The 
ready solubility of VO(dtp)2 in common solvents as well 
as failure to observe any esr lines attributable to dimers in 
solution indicate that VO(dtp)2 is also monomeric in solu­
tion.

The copper(II) complex, Cu[S2P(C6Hi i )2]2, is slightly 
soluble in noncoordinating solvents without apparent de­
composition. It is slightly soluble in coordinating solvents 
but decomposition takes place within 1 day. The mass 
spectrum gives a parent peak agreeing with the calculated 
molecular weight of the complex.

Infrared Spectra. Figure 1 gives stick diagrams of the 
infrared spectra of the complexes and ammonium dicyclo- 
hexyldithiophosphinate over the range in which metal-lig­
and vibrations can be expected to occur. Since the spectra 
above 900 cm ' 1 are largely due to ligand vibrational 
modes, they have been omitted. Metal-sulfur stretching 
frequencies are expected in the region 400-200 cm "1. We 
have tentatively identified ¡'(V-S) at 325 cm -1 in accord 
with Cavell’s work6 and i^Cu-S) at 293 cm -1 . Due to the 
lack of normal coordinate analyses for complexes of this 
type only tentative metal-sulfur stretching frequency as­
signments are possible. The vanadyl V = 0  stretching fre­
quency occurs at 1005 cm-1 . This is similar to v(V =0) 
found for vanadyl dithiocarbamates9 and is consistent 
with the formulation of the complex as a monomeric 
species. Cavell, et al. , 6 found that VO(S2PF2)2 and

FREQUENCY (cm-')
F igure 1. Infrared spectra of dicyclohexyldithiophosphinate com­
plexes in the 650-200-cm ' 1 region.

0PPH

F igure 2. Electron spin resonance spectrum of powdered 
VO[S2P(C6H11)2]2. The g values are field markers, v =  9.361 
GHz.

F igure 3. Esr spectrum of VO[S2P(C6H i i )2]2 in chloroform. The 
numbered peaks indicate transitions due to the vanadium nucle­
ar hyperfine splitting.

VO[S2P(CF3)2]2 exhibited i>(V=0) at 860 and 870 c m '1, 
respectively, and postulated V = 0 - . -V = 0  interactions 
in the solid state. The monomeric nature of the dicyclo­
hexyldithiophosphinate complexes of concern here can be 
safely attributed to the bulkiness of the cyclohexyl groups 
and this is additionally supported by inspection of Pren­
tice-Hall framework and Benjamin-Maruzen molecular 
models. The tentative assignment of v(Cu-S) is not un­
reasonable in view of the normal coordinate analysis of 
the vibrational spectra of nickel dithiocarbamate.10

Electron Spin Resonance Spectra. The esr spectrum of 
a powdered sample of VO[S2P(C6H n)2]2, VO(dtp)2, 
shown in Figure 2 is atypical for a vanadyl complex since 
usually only one line is observed. The spectrum in Figure
2 undoubtedly arises from the partial resolution of the 51V 
hyperfine splitting brought about by magnetic dilution af­
forded by the bulky cyclohexyl groups. The isotropic solu­
tion spectrum of VO(dtp)2 in chloroform is given in Figure
3 where it can be seen that the eight 51V hyperfine lines
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TABLE I: Electron Spin Resonance Data
X  104 c m -1

Compound L a ttice (g)a g f g2 £3 (maOc uA,d ma , ma , <PA>"
VO[S 2 P(C ,H „ ) 2 ] 2 CH.C12 1.988 1 0 0 28.2

Ni (II) complex 1.973 1.980 1.980 1.959 1 0 0 63 63 177 30.1 31.9 31.9 28.4
Cu [S2 P(C 6 H „ ) 2 ] 2 CH,C12 2.066 80 6 . 2

Pure Powder 2.057 2.028 2.028 2.115
Ni (II) complex 2.047 2.006 2 . 0 1 1 2.124 71.4 39.3 14.1 170.7 5.4 5.8
Zn(II) complex 2.066 2 . 0 1 2 2.014 2.171 74.1 54.0 35.7 140.9 5.5 5.9

"  (g) =  g  isotropie or l /3 ( g i  +  gi +  g3). b g 1 =  g? =  gj_ fo r axia l geometry. N o te  th a t g || <  g ±  fo r  vanadyl complexes and g|| >  g± fo r copper complexes. 
The  nuclear hyperfine and phosphorus superhyperfine coupling constants lis ted  are those associated w ith  the corresponding g  values. c ( M A )  =  m eta l isotrop ic 
e lectron sp in -nuclear spin hyperfine coupling constant o r l / 3 ( Mz li +  MA z  +  MA3). d A i  =  A 2 =  A ±  fo r axia l geometry. e ( PA ) =  phosphorus-31 superhyperfine 
s p litt in g .

V0(S2P(C6H„)2 )2

1 0 0  oe

Figure 4. Esr spectrum of VO[S2P(C6H1 ! ) 2 ] 2  in bromoform.

are each split into three components with intensity 1 :2 : 1  

by the presence of two equivalent phosphorus (3 1 P, /  = V2) 
nuclei in the molecule . 2  The solution spectrum is described 
by the spin Hamiltonian

H  =  g 0/3H S z +  mA 0 S zmL  +  " VA 0S Z 'PI Z ( 1 )
where go  is the isotropic g  value, (i is the Bohr magneton, 
H  is the applied magnetic field and MA 0  and 3 1 pA 0  are the 
metal and phosphorus hyperfine splitting constants, re­
spectively. § 2  is the electron spin operator and MI Z and 

3 lpI z are the nuclear spin operators. The esr parameters for 
V 0 (d tp ) 2  are summarized in Table I. The solution param­
eters were checked by simulation of the spectrum using a 
computer program provided by Professor McClung, Univ­
ersity of Alberta. The solution spectrum of V 0 (d tp ) 2  in 
bromoform (Figure 4) is not a simple isotropic spectrum, 
the 31P superhyperfine splitting is not evident and the va­
nadium nuclear hyperfine lines are considerably broad­
ened. This type o f spectrum arises from the failure of the 
molecule to tumble sufficiently rapidly in solution to pro­
duce an isotropic spectrum due to viscosity, inertia, and 
molecular diameter effects . 1 1  For complexes with large 
molecular diameters ( ~ 2 0  A) such spectra are expected to 
be routinely encountered. The evaluation of accurate esr 
parameters from spectra of the type shown in Figure 4 is 
difficult. The powder esr spectrum of V 0 (d tp ) 2  diluted 
into the related nickel(II) complex is shown in Figure 5. 
Magnetic dilution is achieved and vanadium hyperfine 
and 31P superhyperfine splittings are resolved (Table I). 
Doping VO(dtp ) 2  into the corresponding zinc(II) complex 
gave a spectrum with considerable overlapping of hyper­
fine lines which could not be unambiguously interpreted. 
This may be a result of distortion of the complex when 
placed in the tetrahedral zinc complex which gives rise to 
three g  values which differ only slightly and the corre­
sponding hyperfine and superhyperfine absorptions. Dis­
tortion of the copper(II) complex takes place, as noted 
below, when it is doped into the zinc compound. The 
spectrum of V 0 (d tp ) 2  doped into the nickel(II) complex is 
accounted for using the axially symmetric spin Hamilto-

Figure 5. Esr spectrum of VO[S2P(C6H11)2]2 doped into the cor­
responding powdered diamagnetic nickel(II) complex. The ar­
rows pointing upward indicate the parallel absorptions while the 
downward arrows indicate the perpendicular absorptions.

Figure 6. Esr spectrum of Cu[S2P(C6H11)2]2 in dichloromethane. 

n ian

H  =  g J i H zS z +  g ± /3(H xS x +  H y S y ) +  mA mI :S z +

mB ( mI xS x +  % S y) +  "PA ( 1,pI xS x +  Jp7 y S y +  " P1 ZS , )  (2)

where g „  and g x are the axial g  values, the other quan­
tities have their usual significance, and the last term 
implies that the 31P superhyperfine splitting is isotropic. 
For practical purposes the later is true except for a slight 
lattice effect and experimental uncertainty due to the na­
ture of the powder spectra. This result is in accord with 
similar measurements on related systems . 1 - 2 ’ 6  The esr pa­
rameters are listed in Table I.

The esr spectrum of a powdered sample of brown 
Cu[S 2 P(C 6 H n )2]2, Cu(dtp)2, is indicative of a tetragonal 
geometry with g  = 2.115 and g x = 2.028. No hyperfine 
splitting is resolved in the spectrum of the pure complex. 
However, the solution esr spectrum of the copper(II) com ­
plex in dichloromethane (Figure 6 ) shows not only the 
copper hyperfine lines but also splitting o f the high-field 
peak into three components by two equivalent phosphorus 
nuclei along with an additional splitting due to superposi­
tion2  o f 63Cu and 85Cu isotope lines. The esr spectra of 
Cu(dtp ) 2  doped into the corresponding powdered diamag­
netic nickel(II) (Figure 7) and zinc(II) (Figure 8 ) com­
plexes can be interpreted by standard methods using a 
rhombic spin-Hamiltonian operator . 1 2  The effective ¿ 2h 
symmetry of the copper(II) chelate is expected to be asso-

The Journal of Physical Chemistry, Voi. 78, No. 10. 1974



Esr Spectra of C u (II) and VO (IV ) Complexes 965

TABLE II: Electronic Spectra

Compound Solvent
PI,

k K <.a
ft X 
lO«6

v-t
k K

h  X 
10*

P3,
k K €3

U x 
10*

v\,
k K €4

h X 
10*

VO[S 2 P(C 6Hn ) 2 ] 2 Chlorobenzene 9 . 7 6 1 0 . 4 2 . 3 0 (1 3 .7 ) 1 4 . 2 :i 1 . 3 1 1 6 . 8 4 6 . 4 6 . 8 5 (2 4 .4 ) 3 2 . 0 6 . 3 3
Dichloromethane 9 . 7 1 8 . 4 1 .3 7 (1 4 .2 ) 1 5 . 4 1 .9 3 1 6 .7 4 0 . 8 6 . 3 4 (2 4 .4 ) 2 1 . 0 4 . 2 4
Bromoform 9 . 7 1 2 5 . 3 2 . 1 9 (1 4 .3 ) 2 0 . 3 1 6 . 4 37
Nujol mull' 9 . 8 [ 0 . 2 6 ] ( 1 3 .5 )  [ 0 . 3 6 ] 1 6 .5 [ 0 . 5 7 ] (2 4 .5 )  [ 0 . 4 2 ]

Cu [S2 P(C 6 H „ ) 2 ] 2 Dichloromethane ( 1 0 .3 ) d 125 1 4 . 7 405 164
Dichloroethane ( 1 0 .3 ) 115 1 4 . 7 385 149
Nujol mull' 1 1 . 0 [ 0 . 1 0 ] 1 5 . 0 [ 0 . 5 0 ] ( 1 8 .0 )  [ 1 . 0 0 ]

n M o la r a bso rp tiv ity . ' O scilla tor strengths, /, were calculated using the expression /  = 4.60 X 10~9emax v\ ■ where rmax is the m olar a b so rp tiv ity  o f the hand 
m axim um  and v\/2 is the band w id th  a t ha lf-he igh t expressed in  wave numbers: C. J. Ballhausen, P rv g r . I n o r g . C h em ., 2, 251 (1960). c The e values listed in 
brackets are absorbance values w hich  are presented on ly  in  order to  ind ica te  re la tive  band intensities. Parentheses ind icate a shoulder. e v> and the  correspond­
ing parameters fo r  V O (d tp ) 2  were obtained using the  program  B IG A U S S  (re f 14).

Cu;Ni(S2 P(C6Hm)2 ) H -------*-

3
2

Figure 7. Esr spectrum of C u f^P fC e H n D h  doped into the 
nickel(II) complex, powder spectrum. The numbers indicate the 
hyperfine components.

dated with three g  values in accord with this result. The 
dramatic change in the spectrum which occurs upon dop­
ing the complex into the tetrahedral zinc chelate indicates 
that the copper(II) complex undergoes a marked distor­
tion from its normal geometry. Spectra of samples at sev­
eral levels of doping did not result in any improved reso­
lution of the phosphorus superhyperfine splitting over that 
shown in Figures 7 and 8 . The observed 31P superhyper­
fine splitting was strongly indicative of the isotropic result 
obtained for the vanadyl chelate. The esr parameters for 
the copper chelate are summarized in Table I. The 
changes in the copper nuclear hyperfine coupling con­
stants upon doping into the zinc complex is also consis­
tent with the suggestion that the complex is forced to as­
sume a tetrahedral type of geometry.

The isotropic 31P superhyperfine splitting in complexes 
such as Cu(dtp ) 2  has been attributed2  to electron delocal­
ization v ia  sulfur to the phosphorus atoms whereas a di­
rect V(3 dl 2 _y2 ) -P ( 3 s) transannular interaction can be 
employed to account for the isotropic 31P splitting in 
vanadyl chelates. These mechanisms giving rise to the lig­
and superhyperfine splitting are taken up in more detail 
in a subsequent section describing the results of iterative 
extended-Hiickel molecular orbital (EHMO) calculations 
for model complexes similar to Cu(dtp ) 2  and VO(dtp)2. 
The isotropic 31P splitting is given by the familiar expres­
sion1 3

'"PA =  ^ - g e g M \ h M \ W  (3)

where cs is the coefficient of the P 3s orbital in the molec­
ular orbital containing the unpaired electron and 
|̂ 3 s(0 ) | 2  is the 3s electron density at the nucleus. The

C uZn(S 2 P(C6H,,)2)2

Figure 8. Esr spectrum of C u ^ P iC e H n D ^  doped into the zinc- 
(II) complex, powder spectrum. The numbers indicate the hy­
perfine components.

experimental evaluation of c s 2  is achieved 1 3  by taking the 
ratio of the observed 31P superhyperfine splitting, A obsd, 
to that calculated, A caicd, for an unpaired electron resid­
ing in a P 3s orbital , 1 3  i.e.

c s 2  =  Aobsd/Acaicd =  A obsd/3640 G (4)
From the solution spectra (Table I) c s 2  was found to be 
0.0084 and 0X018 for V 0 (dtp ) 2  and Cu(dtp)2 , respective­
ly. For oxovanadium(IV) and copper(II) dithiophosphate 
complexes c s 2  was found 2  to be 0.0135 and 0.0026, respec­
tively, while c4s2 = 0.0132 from the esr spectrum of oxo- 
bis(dimethyl dithioarsinato)vanadium(IV ) . 3  The result for 
VO(dtp ) 2  is in good agreement with the value (0.0093) 
found for VC[S 2 PR 2 ] 2  (where R = CeH5-, CH 3 - , and 
CF3 - ) 6  showing that substituent effects in the dithiophos- 
phinates are rather minimal and that, while the steric 
properties of the cyclohexyl groups contribute to the sta­
bility of the ctp complexes with respect to external reac­
tants, there is no steric effect on the electronic structure. 
The esr spectrum of the corresponding Cu[S 2 P(CeH 5 ) 2 ] 2  

complex 2  yields c s 2  = 0.0016 in agreement with the pre­
ceding conclusion.

E l e c t r o n i c  S p e c t r a .  The electronic spectrum of 
VO(dtp ) 2  in dichloromethane (Table II) is shown in Fig­
ure 9. The calculated spectrum shown agrees with the ex­
perimental spectrum when five Gaussian component 
bands are assumed. The spectrum was calculated using 
the program BIGAUSS . 1 4  The spectrum of VO(dtp ) 2  is 
characteristic of vanadyl dithiophosphinate complexes6 1 5  

but is not typical of vanadyl compounds in general1 6  since 
more than two or three bands are observed. The band at 
about 10 kK (1 KK = 1000 cm -1 ) is of uncertain ori­
gin6 ' 1 5  and it has been suggested6  that it is due to oxida­
tion of vanadyl dithiophosphinates. However, we have 
found that exposure of solution of VO(dtp ) 2  to air and 
bubbling oxygen through the solutions results in disap­
pearance of the band at about 10 kK. Three alternate pos­
sible origins for the band at 10 kK can be proposed: (1) 
additional “ c -d ”  transitions which occur due to the low 
symmetry (C2t) assumed for VO(dtp)2, (2) low-lying lig-
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TABLE III: Results of Crystal Field Calculations for VO dtp !., and Cu(dtp)2, Electronic Transitions (kK)
Compound <*•_>/ <24 a(S, k K y z  * -  x -  -  y - xz x ! -  3/2 x y  -i— x 2 y"- z2 x2 — y 2

VO(dtp),» 0 . 9 0 1 1 .7 1 3 .4 1 1 3 .8 1 1 6 . 9 3 71 .55

z2 x y  < -  x -  -  y - x y  x z x y  + -  y z

C uldtp),3 0 . 9 0 - 7 . 0 1 0 .4 4 1 1 .7 2 1 3 .6 5 1 3 .7 9
0 . 9 0 - 7 . 5 1 1 .1 8 1 2 .5 6 1 4 .6 2 1 4 .7 8
0 . 9 0 - 8 . 0 1 1 .9 3 1 3 .4 0 1 5 .6 0 1 5 . 7 6

"  a C ~  =  9 4 .5 0  k K  ( r e f  19 a n d  2 0 ) ; S -V -S  c h e la te  a n g le  =  8 8 ° ,  O -V -S  a n g le  =  1 0 5 ° . fl S -Cu—S c h e la te  a n g le  — 8 8 ° .

form. The solid line is the observed spectrum which has been 
subjected to a Gaussian analysis using the program BIGAUSS.

and ► metal charge transfer transitions due to the pres­
ence of sulfur ligands, and (3) transitions associated with 
the presence of an isomer with approximate trigonal bipy- 
ramidal geometry. The latter possibility is suggested by 
the geometry found 1 7  for the vanadyl chelate of 8 -hy- 
droxyquinaldine. These possibilities will be taken up in 
the ensuing discussion of the results of extended-Hiickel 
molecular orbital (EHMO) calculations. The electronic 
spectrum of the copper(II) dicyclohexyldithiophosphinate 
complex (Table II) in chloroform and dichloromethane 
consists of a broad band with a maximum at 14.7 kK 
(«max ~ 400) and a very weak shoulder at 10.3 kK (fmax 
— 120). Since these bands are of such low energy, they can 
be attributed to “ d -d ” bands with high intensity due to 
substantial metal-ligand covalency. The assignments of 
the transitions of the copper(II) compounds are considered 
in the following section.

C r y s t a l  F i e ld  a n d  M o l e c u l a r  O r b i ta l  C a lc u la t io n s .  In 
order to provide an increased understanding of the spec­
tral and magnetic properties of VO(dtp ) 2  and Cu(dtp ) 2  

crystal field and EHMO calculations were performed. The 
crystal field calculations employed the method of Com­
panion and Komarynsky 1 8  and a computer program pre­
viously described . 1 9  Details of this explicit method 1 8  for 
d 1  and d9  ion complexes, its simplification using elemen­
tary group theory, and evaluation of ligand crystal field 
parameters1 9 ’ 2 0  are discussed elsewhere. The general coor­
dinate system given in Figure 10 was employed in both 
the crystal field and MO calculations. For the copper(II) 
complex effective D2h symmetry was assumed. The sym­
metry orbitals for VO(dtp ) 2  and Cu(dtp ) 2  were generated 
by standard projection operator techniques.

X = S ; Y = P ; Z * F , H 1R (genera l) ;  A = adduct

F igure 10. Coordinate system employed in crystal field and ex­
tended Huckel molecular orbital calculations. The sulfur (X) and 
phosphorus (Y) atoms lie in the xy plane. Fluorine and hydrogen 
atoms (see Figures 11-14) lie in the xz plane. For the vanadyl 
complex the doubly bonded oxygen atom and an trans-axial 
donor atom lie along the z axis. This coordinate system also 
applies to Figures 11-14.

The value of the ligand field splitting parameter, aq ( = 
6 D q ) ,  for the dicyclohexyldithiophosphinate ion was ob­
tained using the spectrum of the chromium(III) complex 2 1  

and Jorgensen’s expression2 2

10Dg =  /(ligandslgfm etal) X 103  cm ' 1 (5)

A value of /(ligands) = 0.78 was thus obtained. The pa­
rameters employed in the calculations are summarized in 
Table III along with the calculated transition energies. 
Justifications of the parameters employed are discussed 
elsewhere . 1 9 ’ 2 0  In the absence of crystallographic data for 
VO(dtp ) 2  and Cu(dtp ) 2  a value of 8 8 ° was assumed for the
S -M -S  chelate angle. The calculated ground states are in 
agreement with more qualitative considerations as well as 
the results of EHMO calculations. For VO(dtp ) 2  the cal­
culations show that the e,-* level in the Ballhausen-Gray 
C4l. model1 6  is split only 0.4 kK upon lowering the effec­
tive symmetry to C 2v. Since the splitting of the e n* level 
is so small, it is unlikely that such a splitting will be ob­
served under room temperature conditions and the Cqa 
model appears appropriate even for C 2v chelates. It is 
noted that Belford, e t  a l.,23 have reported low-tempera­
ture spectroscopic data for oxobis(2,4-pentanedionato)va- 
nadium(IV) consistent with a ~0.4-kK  splitting of the 
e n* level. The calculated transition energies ~13.8 and
16.9 kK for VO(dtp ) 2  are in good agreement with experi­
ment (Table II). The band appearing at about 24 kK can 
be assigned to a d z 2  *— d * 2 - v 2  promotion 1 6 ’ 2 4  which is 
not calculated using the crystal field model1 9 - 2 0  since the 
metal d-orbital coefficient is small. MO calculations 1 6 ’ 2 4  

show that transition d 2 2  * d^ -vz which best corresponds 
to the “ d ■<— d” classification of crystal field theory occurs 
at about 70 kK, a value in accord with the o q 0 2 _  parame­
ter chosen in the crystal field calculations performed here. 
The band at about 10 kK in the spectrum of VO(dtp)2, 
which appears as a tail in the spectra of vanadyl /3-diketo- 
nates2 3  and VOCls3 - , 2 5  is ruled out as a “ d -d ”  transition 
by virtue of the crystal field calculations. The presence of
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{ ) —Arlthmatric 
[ ] — Geom.lrlc

n in A Z. plOM —Harmonic

Figure 11. Geometry and EHMO results for Cu(S2PH2)2. The 
left-hand side shows the assumed geometry and the right-hand 
side gives the results of EHMO calculations. Numbers directly 
above an atom indicate the net charge. Numbers between Cu 
and P above the line are the reduced overlap populations and 
those below the line refer to the product of Cu dXy  and P 3pv 
orbital coefficients in the ground state. Arithmetic, geometric, 
and harmonic refer to the approximations employed for the off- 
diagonal matrix elements.

( ) —Arlthmatrlc 
[ ] — G*om*trlcI" in XZ pion« — Harmonic

Figure 12. Geometry and EHMO results for Cu(S2PF2) 2.

a trigonal bipyramidal isomeric form of the complex is 
ruled out by the line widths of the solution esr spectrum 
and the failure to separate isomers chromatographically. 
It is noted that MO calculations for vanadyl complexes 
show a clustering of filled levels in the order of 1 eV below 
the ground state. We propose the assignment of the band 
at ~10  kK in various vanadyl complexes to arise from a 
filled predominantly ligand level -*• d*2 - y 2  (or d*v) pro­
motion. The comparatively weak intensity of the band at 
~10 kK suggests that it is enhanced by increased metal- 
ligand covalency in sulfur complexes and by lower sym­
metries in complexes of the type2 4  VOCl2  (tetramethyl- 
urea)2 . For the tetramethylurea complex, V 0 C 1 2 (TM U )2 , 
Kuska and Yang2 4  have suggested that a related transi­
tion at 9.8 kK be assigned to a d X 2  dxy transition, how­
ever, the assignment is a bit suspect. The crystal field cal­
culations for Cu(dtp ) 2  (Table III) indicate the one-elec­
tron d energy level sequence x y  >  z 2  >  x 2  — y 2  >  x z  >  y z  
and the calculated transitions are in fair accord with ex­
periment. This assignment of one-electron levels is not 
unambiguous due to the well-known phenomenological 
nature of the calculations and the EHMO calculations, 
discussed below, are not particularly helpful.

Bond distances and angles employed in the EHMO cal­
culations, given in Figures 11-14, were assumed on the 
basis of results of crystallographic studies of related com ­
plexes1  and phosphorus compounds . 2 6  The EHMO calcu­
lations were performed using Hoffmann’s program2 7  which

H in XZ plane

( ) — Arithmetic 
[ ] —Geometric 

—’Harmonic

F igure 13. Geometry and EHMO results for VO(S2PH2) 2.

tz
(-I.40) (-0.56)

F In XZ plane [ ] _  Geometric
— Harmonic

F igure 14. Geonetry and EHMO results for VO(S2PF2)2.

was obtained from Indiana University Quantum Chemis­
try Program Exchange and modified to permit inclusion of 
a central metal atom. Calculations were performed itera­
tively until the output charge on the metal, obtained 
using a Mulliken2 8  population analysis, was within 0.01 of 
the input charge. To economize on computer time initial 
charges assumed were those obtained using Sanderson’s 
electronegativity method . 2 9  The m o d e l  compounds 
VO(S 2 P X 2 ) 2  and Cu(S 2 PX 2 ) 2  (X  = H and F) were chosen 
for the calculations since they could be considered repre­
sentative of both dithiophosphinate and dithiophosphate 
complexes, the results for the high-symmetry model com­
pounds could be readily interpreted and calculations for 
the dicyclohexyl derivatives would be prohibitively expen­
sive. Also, had the dicylohexyl groups been included the 
M O’s of interest would probably be buried in a plethora of 
ligand levels. The metal valence state ionization poten­
tials (VOIP’s) were those of Basch, Viste, and Gray . 3 0  

Using an additional approximation introduced by 
Schachtschneider, e t  a l.,31 in their calculations for vana- 
docene the metal VOIP’s are given by

H u =  ~ ( A q 2 +  B q  +  C)

where A ,  B, and C are parameters obtained from spectro­
scopic data on the free atom and ions and q  is the net 
charge on the atom. Average ligand VOIP’s were taken 
from the tabulation given by Ballhausen and Gray . 3 2

The off-diagonal matrix elements of the effective Ham­
iltonian were estimated by the arithmetic mean or Mul- 
liken-Wolfsberg-Helmholz3 3  approximation, i.e.

H , j  =  -0 .5  K S i ; (H „  +  H j j )
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with K  set2 7  equal to 1.75. Off-diagonal matrix elements 
were also evaluated by the geometric1 6  and harmonic or 
reciprocal3 4  mean approximations, i.e.

H , j  =  — K S i j i H u H j j ) 1'2

and
H u  - - K S i j W H u H j J K H a  +  H j j )]

respectively.
Slater orbital exponents for the metal ions were those 

employed by Zerner and Gouterman in their calculations 
for porphyrin complexes . 3 5  Ligand atom Slater orbital ex­
ponents were simple averages of the energy optimized va­
lence shell orbital exponents listed by Clementi and Rai­
mondi . 3 6

The results of the EHMO calculations for the model 
compounds Cu(S 2 P X 2 ) 2  (X  = H,F) are summarized in 
Figures 11 and 12 and Table IV. The (H )F-P-F(H ) angle 
was assumed tetrahedral in all of the calculations. It is 
noted that Cu(S 2 PF 2 ) 2  does not exist, the acid HS 2 PF 2  

forms3 7  only the Cu(I) complex upon reaction with cop- 
per(II) chloride. This is reflected in the low charges on the 
copper atoms and the large negative charges calculated for 
the sulfur atoms. The large positive changes calculated for 
the phosphorus atoms bound to fluorine are in accord with 
electronegativity considerations. Of particular interest are 
the reduced overlap populations3 8  between the copper and 
phosphorus atoms. The reduced overlap populations show 
that there is an antibending interaction across the chelate 
ring. The product of the metal dxv and phosphorus 3pv 
coefficients in the ground state is also negative indicating 
the d^-p* interaction is also antibonding. The negative re­
duced overlap populations are also consistent with the ex­
pected repulsion between the copper and phosphorus posi­
tively charged centers. The data in Table IV show that 
the calculated energies of the first five electronic transi­
tions, using the “ hole”  formalism, vary considerably with 
the substituent on the phosphorus atom and the mean ap­
proximation employed for the off-diagonal matrix ele­
ments and do not agree with those found using phe­
nomenological crystal field theory (Table III) except with 
respect to the symmetry of the ground state. Ligand levels 
are mixed in among the “ d”  levels and the calculated “ d 
•*— d” transitions would be expected to be obscured by lig­
and —* metal charge-transfer transitions. The failure of 
the EHMO calculations to provide semiquantitative elec­
tronic transition energies can be linked to the assump­
tions employed concerning the bond distances and angles 
in the complexes as discussed below. It is noted, however, 
that neither the copper nor the phosphorus s orbitals ap­
pear in the ground state of the Cu(S 2 P X 2 ) 2  complexes. 
This shows that the EHMO model cannot be employed to 
account for nuclear and superhyperfine interactions with­
out the introduction of other considerations, van der Av- 
oird, e t  a l . , 3 9  employed the distorted actual geometry of 
bis(dithiocarbamato)copper(I3) rather than D 2h (slightly 
idealized) symmetry in order to introduce metal s orbitals 
into the ground state. Lowering the symmetry of the 
Cu(S 2 P X 2 ) 2  complexes would enable a crude evaluation of 
the hyperfine and superhyperfine interactions but it is un­
likely that the electronic transition energies would im­
prove.

Due to the lack of structural data for VOS4 complexes 
two V -S bond distances were assumed in the EHMO cal­
culations, the results of which are summarized in Figures 
13 and 14 and Table V. The charge distributions and re­
duced overlap populations are reasonable in terms of the

type of complexes of concern. The calculated charges on 
the ligands seem a little high compared to other vanadyl 
compounds2 4  but it is noted that the dithicphosphates 
can reduce vanadyl to vanadium(III ) . 4 0

The symmetry combinations of basis functions show 
that the Ai ground states of vanadyl chelates involve con­
siderable mixing of metal d, s, and p orbitals. Since phos­
phorus s orbitals are included in the ground state, appre­
ciable phosphorus superhyperfine splitting in the esr spec­
tra of the complexes can be expected and is observed for 
vanadyl dithiophosphate 1 - 2  and dithiophosphinate 1  -2  6  

chelates as well as related dithioarsinate3  compounds.
The crystal field calculations gave the energy level 

scheme: aRd « - v 0  < b 2 (d y z ) <  b 1 ( d X2) <  a 2 ( d x y ) <  
a i ( d Z2) . The EHMO calculations for all of the complexes 
agree with the crystal field ground state. Although the x z  
and y z  levels are close together, the EHMO calculations 
uniformly indicate the levels are interchanged compared 
to the crystal field model. For a V -S distance o f 2.40 A 
the “ d”  energy level sequence ai < 6 1  < b2  <  a% <  b2  

holds generally for the VO(S 2 P X 2 ) 2  complexes but this is 
considered unrealistic since qualitative and semiquantita­
tive arguments show that the d2 2  antibonding level must 
lie highest. For a V -S distance of 2.50 A and “ d ”  energy 
level sequence ai < 6 1  < b 2  <  a 2  <  ai < ai holds general­
ly in accord with expectations. The transition energies in 
Table V are not in good agreement with those found 
(Table II) for VO(dtp ) 2  but it must be kept in mind that 
the EHMO calculations are for m o d e l  compounds. Eluci­
dation of the energy levels of VOS 4  complexes awaits crys­
tallographic studies and subsequent single-crystal elec­
tronic spectral investigations. The present work indicates 
that the Ballhausen-Gray 1 6  type model is also satisfactory 
for low-symme:ry vanadyl complexes.

The V -P  reduced overlap populations in the 
VO(S 2 P X 2 ) 2  complexes show that the V -P  interactions 
are antibonding. However, the quantity 2c,c jS ij (where i 
= V 3 d*2 -y 2  and j  = P 3s and Su is the corresponding 
overlap integral) for the Ai ground states shows that there 
is a transannular V -P  bonding interaction in the 
VO(S 2 PH 2 ) 2  complex whereas the interaction is of an an­
tibonding type in VO(S 2 PF2 ) 2  as in the Cu(S 2 P X 2 ) 2  com­
plexes. (PA) for VO(S 2 PF 2 ) 2  is 59.6 g , 6  larger than any 
values reported1 ’ 2 ' 6  for any other vanadyl dithiophosphate 
or dithiophosphinate complexes. Apparently, the type of 
interaction across the chelate ring is not as important as 
the magnitude of the phosphorus 3s coefficient in the 
ground state.

In summary, the unusually stable complexes VO(dtp ) 2  

and Cu(dtp ) 2  have been prepared and characterized by a 
variety of techniques. Crystal field and EHMO calcula­
tions agree on the symmetry of the ground states but not 
particularly well with regard to calculated transition ener­
gies and one-electron “ d” levels. The assumed geometries 
employed in the EHMO calculations are consistent with 
available structural data but, apparently, are not com­
pletely appropriate for the problem to which they were 
addressed.
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CNDO /2 Study of NH*-*0 Hydrogen Bonds in Ions, Zwitterions, and Neutral 
Molecules

R. D. Singh and D. R. Ferro*

I s t i t u t o  d i  C h im ic a  d e l le  M a c r o m o le c o le  d e l  C N R . 2 0 1 3 3  M ila n o .  I t a ly  ( R e c e iv e d  N o v e m b e r  3 0 . 1 9 7 3 )  

P u b lic a t io n  c o s ts  a s s is te d  b y  th e  I s t i tu to  d i  C h im ic a  d e l le  M a c r o m o le c o le

CNDO/2 calculations have been carried out on a number of hydrogen bonded systems, including ammo­
nia, ammonium, imidazole, and glycine as proton donors and formic acid, formate ion, and glycine as 
acceptors. The interaction energy at intermolecular separations larger than the equilibrium distance has 
been interpreted as the sum of the electrostatic energy and an attractive potential C/Hh for each H bond. 
A moderate dependence of U HB on the nonlinearity of the H bond is observed, while in the case of two H 
bonds or of a bifurcated H bond, the additivity of ( /Hb is found to hold with good approximation. The 
magnitude of U yiU greatly increases when varying the donor and/or the acceptor from neutral molecule to 
zwitterion and to ion.

Introduction
Considerable attention has been given to the study of 

hydrogen bonds of N -H ---0  type, which play an impor­
tant role in stabilizing the secondary and tertiary struc­
tures of polypeptides. In a recent paper McGuire, e t  a l . , 1 

have pointed out the importance of a suitable empirical 
hydrogen bond potential function for the study of the con­
formations of macromolecules. They have derived hydro­

gen bond potentials in a variety of relevant systems by 
calculating the interaction energy between simple mole­
cules using CNDO/2 and empirical methods. Such func­
tions may be useful in the empirical expression of the con­
formational energy of a macromolecule. Thus one can 
write total conformational energy2  as

E con{ =  Z t / IO„  +  X U „ h +  I U H B +  E e] ( 1 )
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where the four components on the right-hand side repre­
sent the torsional, nonbonded, hydrogen bond and the 
electrostatic energies, respectively . 3

However, the energetics of the hydrogen bonds formed 
between a proton donor and a proton acceptor, of which 
either or both bear an electric charge, is little known and 
only few theoretical papers have dealt with it . 4  The main 
reason for this lack of interest is that the ionic groups of 
molecules of biological significance in water are normally 
solvated and their interaction is therefore screened by the 
solvent. On the other hand, the protein structures deter­
mined by the X-ray diffraction show examples of ionic 
bonds, while at times H bonds and electrostatic interac­
tions appear to stabilize the substrate-enzyme or hapten- 
antibody complexes . 5 - 7  Amino acids and oligopeptides are 
found as ions and zwitterions in the solid state and as 
such are linked by strong hydrogen bonds; similar H 
bonds may, therefore, be formed also between the ioniza- 
ble groups of macromolecules when favorable conditions 
are met.

From their nmr and esr studies of angiotensin II, Wein- 
kam and Jorgensen8  have concluded that in this octapep- 
tide and its several analogs the C terminus tripeptide his- 
pro-phe, exists in a cyclic structure stabilized by an ion- 
dipole interaction between the COO-  group and the histi­
dine ring. In an attempt to study the conformation of an­
giotensin II and to confirm the findings of these authors 
by conformational energy calculations, we were faced with 
the problem of using an appropriate empirical hydrogen- 
bond potential function for the COO •••H-N type of in­
teraction. Due to the lack of the experimental information 
on such interactions, we had to resort to independent 
quantum mechanical calculations in order to gain insight 
about the hydrogen bond potential function to be used in 
our empirical expression of the conformational energy.

We have, therefore, undertaken a systematic study of 
hydrogen bonds of the type N -H ---0  in small systems 
consisting of ions, zwitterions, and neutral molecules, 
using Pople and Segal’s9  CNDO/2 method. In all these 
systems, ammonia, ammonium, imidazole, and both the 
canonical and the zwitterion forms of glycine have been 
taken as proton donors; formic acid, formate ion, and both 
the forms of glycine as acceptors.

The present study is, therefore, aimed at seeing whether 
in the conformational calculations on systems in which 
charged groups form H bonds (a) one can apply the com­
putational scheme of eq 1 , i .e . , describe the hydrogen 
bonding, also in such cases, by a simple function to be 
added to the electrostatic and nonbonded energies; and if 
so, (b) the functions U HB are the same as for a normal hy­
drogen bond.

Method
Since the most important quantities responsible for the 

intermolecular interaction are the charge distribution and 
thus the electrostatic energy, we have used the complete 
neglect of differential overlap (CNDO/2) method which 
yields a reasonable charge distribution. This method has 
already been applied to such calculations 1  and its details 
can be referred to elsewhere . 9  In the study of intermolecu­
lar hydrogen bonds, it is generally observed that upon the 
optimization with respect to internal coordinates CNDO/2 
predicts too short O ■ • -H distances and overestimates the 
dimerization energies. However, when the two monomers 
are held rigid and calculations are done at experimental

hydrogen bond length, a fairly reasonable value is ob­
tained for the energy of formation of hydrogen bond. Since 
CNDO/2 underestimates the repulsive interactions, it fol­
lows that this method can provide satisfactory informa­
tion only in the attraction region of the potential energy, 
and some other method is required to determine the 
depth of the minimum and the shape of the potential in 
the repulsion region. The information obtained by these 
two methods, in the two regions, when compounded to­
gether with proper weight to reproduce some experimental 
quantities, could lead to the complete hydrogen bond po­
tential. Due to the lack of experimental knowledge of hy­
drogen bonds in our systems, we, at present, have restrict­
ed our studies in the attraction region; even in this region, 
however, it remains to be seen if the quantitative validity 
of the derived potential is based on experimental facts.

We have used the CNDO/2 method to calculate the in- 
termolecular interaction in several systems forming one or 
more hydrogen bonds of the N -H ---0  type, as a function 
of 0 • • • H distance ( R o n ) ,  limiting the analysis o f our re­
sults to the range of R 0H above its approximate equilibri­
um value of 1.75 A. The interaction energy E ( R o l i ) be­
tween the two molecules, defined as the difference be­
tween the energy of the dimer and the sum of the energies 
of the two isolated components, has been calculated by 
holding rigid the two molecules and translating one of 
them along a straight line (shown by the arrow in the fig­
ures). A modification was made to Segal’s original pro­
gram 1 0  which enabled us to use the final molecular orbit­
als of one calculation as the initial guess for the following 
one; this led to a significant reduction of the computer 
time required for calculating the curves E ( R 0H).

The interaction energy calculated using a b in i t io  MO 
methods in hydrogen bonded systems when split into elec­
trostatic, exchange, charge transfer, polarization, and dis­
persion interaction components appears to provide a phys­
ically meaningful interpretation . 1 1  A similar but more 
simplistic decomposition of the total interaction energy is 
implied in the empirical calculations. Thus in the case of 
two interacting rigid molecules eq 1  becomes

Winter =  2 t /nb +  SU HB +  Ee, (2 )
and we analyze the CNDO/2 results to see whether the 
behavior of E  supports such an empirical expression of the 
interaction energy. The first term of E inter is the pairwise 
sum of the nonbonded interactions (extended over all the 
atom pairs except the 0  • • ■ H ones involved in hydrogen 
bonding), each represented by a repulsive part and the 
attractive dispersion energy. At the intermolecular dis­
tances we are dealing with, the repulsive contribution to 
the nonbonded term is negligible; whereas CNDO/2, 
which is an approximate SCF method, neglects the dis­
persion energy We may, therefore, conclude that 2 f /nb is 
not included in E .  The second term Z ( / Hb arises from 
each intermolecular hydrogen bond, and each [ / Hb is a 
function of only the distances between the atoms directly 
involved in the hydrogen bonding (H, O, and perhaps C 
and N as well). Thus in order for eq 2 to be of general ap­
plication it must be possible to express the difference be­
tween the total interaction and the electrostatic energy by 
a simple sum of terms

E  — E e i =  2 I / HB (3)

independently of (a) the relative orientation of the mole­
cules, (b) the number of hydrogen bonds formed, and (c)
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TABLE I:“ Internal Coordinates of the Isolated Monomers
G lycine6 Form ic acid

Z w itte rion  Canonical form  Im idazo lec N eu tra l Ion

C "-C ' 1 .4 6 1 .4 6 C:-C 2 1 .3 6 C -N 1 .0 8 1 .0 9
C“-N 1 .4 5 1 .4 7 c 2 - n , 1 .3 6 c = o 1 .2 4 1 .2 5
C ' = 0 1 .3 0 1 .2 7 n 3- c „ 1 .3 1

c <-n 5 1 .3 2 C O 1 .3 1
C '-O 1 .3 0 1 .3 6 N rC , 1 .3 9 O -H 1 .0 0
C“-H 1 .0 9 1 .0 9
N -H 1 .0 0 1 .0 0
O-H 1 .0 0

c , - c 2- n 3 1 0 7 .0 o  c = o 1 2 4 .3 1 2 4 .0
C“- C '= 0 1 1 9 .5 1 2 3 .0 C 2 -N 3-C 4 1 1 0 .0 H -C = 0 1 1 7 .8 5 1 1 8 .0
C " -C '-0 119.5 116.0 n 3 - c 4- n 5 1 0 9 .0 H -C -O 1 1 7 .8 5 1 1 8 .0
N -C “- C ' 1 0 9 .5 1 0 9 .5 C 4 h i  5  C i 1 0 8 .0
C '-O -H 1 0 9 .5 1 0 9 .5 n 5- c , - c 2 1 0 6 .0 C -O -H 1 0 7 .8

n A l l  the  bond lengths are in Angstrom  u n its  and angles in  degrees. b A l l  H  atoms are te trahedra lly  attached to  C** and N , w ith  one N H  bond ly in g  in  the
N C a C '0  plane. c Each hydrogen is placed in  the  ring  plane a t 1.00 A on the  bisector o f  the corresponding ring angle.

Figure 1. CNDO/2 and CNDO/2 (ON) (in parentheses) net 
charges on the atoms for the above conformations of the mole­
cules participating in the intermolecular interaction. The values 
given should be divided by 1000 to obtain electronic charge 
units.

the substituents attached to the atoms forming the hydro­
gen bond. Therefore E  -  E ei was plotted as a function of 
f?OH for different configurations of the dimers, and eq 3 
was fitted by the least-squares method. First U HB was ex­
pressed as a function of R 0H only, i .e . , the effect of non­
linearity of the hydrogen bond was neglected. However, it 
was found that the fitting is significantly improved by in­
troducing a direction-dependent term to account for the 
nonlinearity of bond. The final form for U HH
selected for the attraction range of the R on  distance is

U HB -  - A R o u ~ ni  1 -  «  sin 2  (N H -O )]  (4)
Our approach to the study of the nature of the hydrogen 

bond is very similar to that of McGuire, e t  a l . , 1 but we 
deviate from them in the following three points.

(a) As discussed above, to derive the hydrogen bond po­
tential we do not substract the nonbonded term from the 
total interaction energy. The error due to this term, not 
accounted for by C N D O /2 , is of the order of 0.5 kcal/mol

in small systems, but it would have been a few times 
bigger in the case of larger systems as glycine-glycine (see 
Results and Figure 8 ).

(b) We calculate the electrostatic energy in the usual 
monopole approximation

E , ,  =  2 , 2 , ( 5 )
' U

<41 and Qj being the fractional charges on the atoms i and 
■j, respectively, calculated by CNDO/2 population analy­
sis, and rij being their separation. On the contrary, 
McGuire, e t  al., calculate the charge distribution by 
means of a population analysis based on overlap normali­
zation . 1 2  Although the overlap normalized (ON) charges 
may represent a better approximation to the true electron 
distribution, they are not consistent with the CNDO 
scheme, and a fictitious dielectric constant equal to 2  had 
to be added to obtain the convergence of E e{ to E  at large 
distances. The dipole moment calculated by CNDO/2 is 
in agreement with the experimental value when the atom­
ic dipoles, arising mainly from the lone pairs, are added to 
the dipole calculated from the net charges. We agree then 
that these charges must be altered to reproduce the total 
dipole moment by means of a point charge distribution 
only; but they are consistent with the CNDO energy and 
must be used as such to interpret E  in terms of E e] and 
other contributions.

(c) Finally, unlike McGuire, e t  al., we have not tried to 
determine the repulsive part of U HH. For each curve also 
the nonbonded interactions were calculated and only the 
points corresponding to negative values of 2 f /nb were in­
cluded in the fitting of E  — E e i . This procedure avoided 
errors due to omission of the repulsive interactions, but in 
the case of distorted hydrogen bonds it restricted the 
range of fitting above R o n  = 2  A. In most cases, however, 
it is found that inclusion of points corresponding to even 
smaller value of R o n ,  and thus, to a (small) positive value 
of 2 t /nb, does not significantly affect the fitting.

D e f in i t i o n  o f  t h e  D im e r s .  The monomers of the hydro­
gen bonded dimers treated in the present paper are illus­
trated in Figure 1, where the fractional CNDO/2 and ON 
charges (in parentheses) are given for each atom. The m o­
lecular internal coordinates used in our calculations are 
reported in Table I. The values for the two forms of gly­
cine are those reported by Oegerle and Sabin , 1 3  except for 
the CCO angle of the carboxylate group, which here corre-
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Figure 2. Conformations of linear, distorted, bifurcated, mono-, 
and multihydrogen bonded dimers of ammonia and formate ions. 
The arrows indicate the directions of translation of one molecule 
with respect to the other and the dotted lines are used to repre­
sent hydrogen bonds.

Figure 3. Zwitterionic dimers of glycine The inter- and intramo­
lecular hydrogen bonds are shown by dotted lines. The direc­
tions of translation in cases a and b are indicated by the arrows.

sponds to a lower value of the CNDO/2 energy of the iso­
lated molecule.

In a first set of calculations ammonium and ammonia 
as proton donors were allowed to form the hydrogen bonds 
with formate ion and formic acid in all the four possible 
combinations taking two at a time: A (ammonium•••for­
mate), B (ammonium •••formic acid), C (ammoni- 
a---formate), and D (ammonia---formic acid). Figure

Figure 4. Dimers of glycine. The upper part shows the dimer 
zwitterionic glycine-'-glycine (B), and the lower part glycine 
•••glycine (D). The dotted lines represent the hydrogen bonds 
and the arrows indicate the directions of translation of one mol­
ecule with respect to the other

2, which is restricted to tne system A, i.e.,  ammonium- 
• •-formate, shews all the relative orientations of the in­
teracting molecules. The corresponding arrangements for 
systems B, C, and D can be obtained from Figure 2  by re­
moving one of the free protons (the one lying above the 
plane of the figure in the cases a through e) from ammo­
nium and/or by adding cne proton to the free oxygen. 
Only the dimers a, d, and e have been considered for the 
combinations C and D. In all the cases the heavy atoms 
are coplanar; tne configuration of case d is similar to the 
bifurcated H bond formed in the crystal of a-glycine by 
the COO- groups of two parallel molecules; e is derived 
from d by removing one acceptor molecule.

Dimers of glycine were then studied, as this is the sim­
plest example of a zwitterion. The structures considered 
are shown in Figures 3 and 4. Except in case a of Figure 3, 
where the two molecules were set on the same plane to 
form a linear H bond, a preliminary scan was performed 
to find favorable orientations of the dimers by empirical 
energy calculation. In the case of two zwitterions three en­
ergy minima were found; the two most stable, c and d, 
showing a center and an axis of symmetry, respectively, 
are compact structures in which van der Waals contacts 
are important and they gave rise to practical difficulties 
in translating the molecules; therefore the curve E  — E et 
was not calculated for them. The constraint of exact line­
arity was applied to obtain the dimer of case B. and two 
almost linear and equivalent hydrogen bonds were ob­
tained in case D.

We examined the linear hydrogen bonds formed by im­
idazole with the formate ion and the glycine zwitterion. 
The first system is shown in Figure 5a; in the latter case 
the formate ion is replaced by the glycine molecule orient­
ed as the mirror image of the donor of Figure 3a.

Finally, for a comparison with the hydrogen-bonded di­
mers also a few pairs of molecules not linked by H bonds 
were studied; those discussed in the next section are pre­
sented in Figure 5b, 5g, and 5h.
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<E>

Figure 5. Hydrogen bonded (a) and nonhydrogen bonded (b) 
dimers of imidazole and formate ion. g and h represent two dif­
ferently oriented nonhydrogen bonded dimers of ammonia and 
formate ion. Arrows indicate the directions of translation of one 
molecule with respect to the other.

Results and Discussion
Illustrative examples of the interaction energy E, calcu­

lated by using the CNDO/2 method, the electrostatic en­
ergy calculated from the CNDO/2 charges, and the differ­
ence E  — E ei are shewn in Figures 6 - 8 . The order of mag­
nitude of E  differs considerably in the three systems. In 
each case, for values of R 0 h greater than 6  A, Ee, conver­
ges to E  within an uncertainty of the order of the compu­
tational errors (0.05 keal/mol). In the case of the glycine 
dimer shown in Figure 8 , subtraction of the nonbonded 
energy contribution from E  — Eel leads to a physically in­
consistent result, since a positive value of the order of 2  

keal/mol is predicted for the hydrogen bond potential at 
the 0 ---H  distance of ca. 2.5 A. These facts quantita­
tively support our interpretation of the CNDO/2 interac­
tion energy in terms of the electrostatic and the hydrogen 
bond components only.

The values of E  and E  -  E e, calculated at some R im  
distances, together with the corresponding fitted values 
2 I /hb> are listed in Tables II-IV. The coefficients A  and a  
were determined by the least-squares fitting for several 
integral values of n  in the expression (5) of t /HH; all the 
structures of Tables II-IV, except the dimers c and d of 
the glycine zwitterion, were included. In all the cases the 
best fit corresponded either to n  = 5 or 6 , except for im­
idazole •••formate where it was 4; therefore the A ’s and 
the a ’s for the values 5 and 6  of n are reported in Table V, 
where we give also the root-mean-square deviation corre­
sponding to the best potential U m  = — A R OH~ n . In the 
following paragraphs we will examine the difference E  — 
Eei as a function of R OH separately for the types of sys­
tems described in the previous section.

A m m o n i u m  (o r  A m m o n i a )  •• - F o r m a t e  ( o r  F o r m i c

Figure 6. R0h dependence of the CNDO/2 interaction energy £, 
the intermolecular electrostatic energy £el, and their difference 
E — Eei in case b of the ammonium- • -formate dimer.

Figure 7. Roh dependence of CNDO/2 interaction energy E, in­
termolecular electrostatic energy £el, and their difference £ — 
£el in the case of imidazole-•• formate dimer.

A c i d ) .  The collection of dimers shown in Figure 2 consti­
tutes a variety of situations sufficient to investigate the 
I ? o h  dependence of E  — Ee] and its additivity in multihy­
drogen bonded systems. A cumulative inspection of Fig-
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TABLE II: Interaction Energies for Hydrogen Bonded Dimers at Various R 0h Distances
ÄOH, E , E  — E c l, E , E  — E c \,

Configuration Â kcal/mol kcal/mol 2 £ / h b kcal/mol kcal/mol Si/lIB

NH, + - • HCOO- N H r  • HCOO-
a 1 .7 5 - 1 1 9 . 3 8 - 2 2 . 9 9 - 2 5 . 1 7 - 9 . 5 5 - 7 . 7 5 - 8 . 3 6

1 .8 5 - 1 1 1 . 2 0 - 1 7 . 9 5 - 1 8 . 0 4 - 7 . 8 8 - 6 . 2 5 - 6 . 3 3
2 . 0 0 - 1 0 1 . 1 0 - 1 2 . 1 2 - 1 1 . 3 0 - 5 . 8 0 - 4 . 3 3 - 4 . 2 9
2 . 1 5 - 9 3 . 2 5 - 8 . 1 1 - 7 . 3 2 - 4 . 2 5 - 3 . 0 0 - 3 . 0 0
2 . 5 0 - 8 0 . 8 0 - 3 . 3 2 - 2 . 9 6 - 2 . 3 4 - 1 . 3 7 - 1 . 4 0
4 . 0 0 - 5 7 . 0 0 - 0 . 4 8 - 0 . 1 7 - 0 . 6 2 - 0 . 1 9 - 0 . 1 3

b 2 . 0 2 - 1 3 2 . 6 0 - 1 6 . 7 6 - 1 9 . 9 9 - 7 . 4 9 - 5 . 2 3 - 6 . 3 8
2 . 1 7 - 1 2 1 . 7 0 - 1 1 . 8 1 - 1 1 . 9 6 - 5 . 8 2 - 3 . 8 1 - 4 . 4 3
2 . 5 1 - 1 0 3 .5 8 - 4 . 7 8 - 5 . 2 2 - 3 . 2 9 - 1 . 7 1 - 2 . 1 8
4 . 0 1 - 6 9 . 3 5 - 0 . 4 7 - 0 . 3 8 - 0 . 9 8 - 0 . 2 3 - 0 . 2 3

c 2 . 1 5 - 1 1 9 . 3 6 - 1 2 . 9 7 - 1 3 . 2 3 - 6 . 9 0 - 5 . 3 3 - 5 . 0 0
2 . 3 0 - 1 1 0 . 0 1 - 8 . 9 1 - 8 . 9 3 - 5 . 2 5 - 3 . 8 4 - 3 . 6 5
2 . 5 0 - 1 0 0 . 2 0 - 5 . 3 2 - 5 . 5 3 - 3 . 6 7 - 2 . 4 4 - 2 . 4 9
4 . 0 0 - 6 5 . 9 8 - 0 . 4 4 - 0 . 3 4 - 0 . 8 3 - 0 . 2 9 - 0 . 2 5

d 2 . 0 0 - 2 0 9 . 2 8 - 1 8 . 5 8 - 1 7 . 4 0 - 8 . 4 1 - 6 . 6 0 - 5 . 2 4
2 . 1 5 - 1 9 4 . 9 1 - 1 3 . 7 9 - 1 1 . 6 8 - 6 . 9 4 - 5 . 2 3 - 3 . 9 3
2 . 3 0 - 1 8 3 . 0 6 - 9 . 9 6 - 8 . 0 8 - 5 . 5 8 - 3 . 9 8 - 3 . 3 0
3 . 0 0 - 1 4 7 . 8 8 - 2 . 7 5 - 1 . 7 3 - 2 . 4 7 - 1 . 3 1 - 0 . 8 8

e 2 . 0 0 - 1 0 7 .0 9 - 9 . 8 5 - 8 . 7 0 - 4 . 0 0 - 3 . 0 5 - 2 . 6 2
2 . 1 5 - 9 9 . 3 2 - 7 . 0 5 - 5 . 8 4 - 3 . 2 4 - 2 . 3 5 - 1 . 9 7
2 . 3 0 - 9 2 . 9 7 - 4 . 9 4 - 4 . 0 4 - 2 . 5 6 - 1 . 7 2 -1 .5 1
3 . 0 0 - 7 4 . 6 3 - 1 . 1 7 - 0 . 8 6 - 1 . 0 7 - 0 . 4 7 - 0 . 4 4

f 2 .5 5 - 1 1 2 . 7 0 - 4 . 9 2 - 6 . 8 1 - 2 . 9 7 - 1 . 6 0 - 2 . 1 6
2 . 8 5 - 1 0 0 .3 3 - 2 . 6 6 - 3 . 5 1 - 2 . 2 3 - 1 . 0 0 - 1 . 2 8
3 . 3 0 - 6 9 . 1 9 - 1 . 1 9 - 1 . 4 8 - 0 . 9 2 - 0 . 4 9 - 0 . 6 4

TABLE III: Interaction Energies for Hydrogen Bonded Dimers at Various Ron Distances
Ä O H , E , E  -  E c l. E , E  -  E e l ,

Configuration Â kcal/mol kcal/mol S E / h b kcal/mol kcal/mol 2 E / h b

NH 4 + - ■ ■ HCOOH N H j'- HCOOH
a 1 .7 5 - 2 3 . 7 3 - 1 1 . 8 2 - 1 2 . 0 1 - 3 . 6 5 - 3 . 0 9 - 3 . 2 9

1 .8 5 - 2 0 . 3 8 - 9 . 3 5 - 9 . 0 9 - 3 . 1 4 - 2 . 6 5 - 2 . 4 9
2 . 0 0 - 1 6 . 3 6 - 6 . 4 3 - 6 . 1 6 - 2 . 3 2 - 1 . 9 1 - 1 . 6 8
2 . 1 5 - 1 3 . 3 9 - 4 . 4 0 - 4 . 3 0 - 1 . 6 1 - 1 . 2 7 -1 .1 7
2 . 5 0 - 9 . 2 0 - 1 . 9 4 - 2 . 0 1 - 0 . 6 5 - 0 . 4 3 - 0 . 5 5
4 . 0 0 - 3 . 9 5 - 0 . 3 9 - 0 . 1 9 - 0 . 0 9 - 0 . 0 3 - 0 . 0 5

d 2 . 0 0 - 3 2 . 8 0 - 1 0 . 4 4 - 1 0 . 2 2 - 2 . 8 6 - 2 . 3 6 - 2 . 3 8
2 . 1 5 - 2 7 . 6 3 - 7 . 5 9 - 7 . 3 0 - 2 . 3 5 - 1 . 8 9 - 1 . 7 4
2 . 3 0 - 2 3 . 4 9 - 5 . 3 6 - 5 . 3 4 - 1 . 7 3 - 1 . 3 1 -1 .3 1
3 . 0 0 - 1 3 . 5 9 - 0 . 8 1 - 1 . 4 9 - 0 . 4 4 - 0 . 1 9 - 0 . 3 8

e 2 . 0 0 - 1 6 . 8 5 - 4 . 9 4 - 5 . 1 1 - 1 . 4 1 - 1 . 1 4 - 1 . 1 9
2 . 1 5 - 1 4 . 2 1 - 3 . 5 4 - 3 . 6 5 - 1 . 1 7 - 0 . 9 2 - 0 . 8 7
2 . 3 0 - 1 2 . 1 1 - 2 . 4 6 - 2 . 6 7 - 0 . 8 7 - 0 . 6 5 - 0 . 6 5
3 . 0 0 - 7 . 0 1 - 0 . 5 1 - 0 . 7 5 - 0 . 2 2 - 0 . 0 9 - 0 . 1 0

Imidazole - • -Formate Imidazole • • ■ +Gly “

a 1 .7 5 - 1 8 . 5 7 - 1 1 . 2 3 - 1 1 . 0 7 - 4 . 0 7 - 6 . 2 5 - 6 . 4 4
1 .8 5 - 1 5 . 9 4 - 9 . 0 7 - 8 . 8 7 - 3 . 7 4 - 5 . 0 6 - 4 . 8 8
2 . 0 0 - 1 2 . 7 2 - 6 . 4 7 - 6 . 4 9 - 3 . 3 1 - 3 . 4 9 - 3 . 3 0
2 . 1 0 - 1 1 . 0 5 - 5 . 1 5 - 5 . 3 4 - 2 . 9 6 - 2 . 3 8 - 2 . 3 0
2 . 5 0 - 7 . 0 3 - 2 . 2 7 - 2 . 6 5 - 2 . 3 2 - 0 . 9 3 - 1 . 0 8
4 . 0 0 - 3 . 1 5 - 0 . 2 4 - 0 . 0 8 - 1 . 0 3 - 0 . 1 1 - 0 . 1 0

ures 9-12 gives an idea of the relative strengths of various 
types of hydrogen bonds.

First of all one observes that the lowest curve in all the 
figures always corresponds to the linear hydrogen bond 
(a), while the curves of cases b through e, all representing 
variously distorted H bonds, lie close to it. This fact 
suggests that, besides being a function of R o h , U Hb must 
possess a moderate dependence on the nonlinearity of 
atoms N, H, and 0 .

Secondly the three E  — E eX curves of cases e (one H 
bond), b (two equivalent H bonds), and c (two H bonds 
having the donated proton in common) fall fairly close to 
each other when normalized to one hydrogen bond. An

even stronger indication of the additivity of E  — E t,\ stems 
from the comparison of curves d and e (Figures 11-13); the 
interaction of the proton with two acceptor molecules (bi­
furcated H bond) yields a value of E  -  E e] per H bond al­
most equal to that with one acceptor in the same condi­
tion. A note of caution should however be added while 
making a quantitative comparison of the interaction ener­
gies; since we are studying the effect of hydrogen bonding 
when acceptor and donor approach each other, the isolat­
ed acceptor in case d is defined as the complex of the two 
formate (or formic acid) molecules at the 0 - 0  separation 
of 3.2 À, and E e] is therefore computed using the charge 
distribution of this complex. In systems A and B, because
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TABLE IV: In teraction  Energies for H ydrogen B onded D im ers at Various R e m  Distances

C onfiguration
R on,

A
E ,

kca l/m o l
E  -  E q i , 
kca l/m o l s £ / h b

•Ron,
A

E ,
kca l/m o l

E  -  E e 1, 
kca l/m o l z E / h b

- Gly + ■ “Gly + “ Gly + • • - Gly
a 1.75 -2 3 .9 7 -9 .8 8 -1 0 .4 4 1.85 -7 .3 7 -5 .0 3 -5 .1 1

1.85 -2 0 .8 1 -7 .7 4 -7 .4 8 1.96 - 6 . 0 0 -3 .9 7 -3 .8 2
2 . 0 0 -1 6 .9 1 -5 .1 7 -4 .6 8 2 . 1 0 -4 .4 2 -2 .7 4 -2 .7 1
2.15 -1 4 .0 1 -3 .4 0 -3 .0 4 2.50 -1 .9 7 -0 .9 8 -1 .1 3
2.50 -9 .7 8 -1 .2 9 -1 .2 3 4.00 -0 .1 9 - 0 . 1 1 - 0 . 1 1

4.00 -4 .0 1 -0 .1 3 -0 .0 7 G l y  Gly
b 2 . 0 0 -2 9 .6 4 -7 .7 7 -7 .7 5 1.87 -6 .9 7 -5 .4 9 -5 .7 3

2.49 -1 8 .4 4 -2 .1 5 -2 .1 6 2 . 0 2 -5 .0 4 -3 .8 0 -3 .6 1
2.99 -1 3 .1 8 -0 .6 5 -0 .7 6 2.17 -3 .7 4 -2 .7 0 -2 .3 5
3.98 -8 .0 9 -0 .1 6 -0 .1 5 2.63 -1 .2 4 -0 .6 0 -0 .7 4

c -4 2 .7 5 -1 0 .3 8 -6 ,5 9 4.10 -0 .1 7 +  0 . 0 1 -0 .0 5
d -4 3 .5 4 -9 .4 7 -7 .1 6

F igure 8. Variation of different types of intermolecular energies 
with R0 h in the case of the glycine---glycine dimer. £ nb is the 
empirical nonbonded interaction term; of particular interest is' 
the fact that E — Ee] — £nb is largely positive at Roh — 2.50A.

Figure 9. A plot of E — Eel vs. f i0H for various conformations of 
the ammonium-• -formate dimer. Curves a, b, c, e, and f refer 
to the corresponding situations of Figure 2. For comparison the 
curves b and c have been normalized the one H bond by divid­
ing E -  £e, by 2.

F igure 10. A plot of E -  Eei vs. R0 h for various conformations, 
of the ammonia-•-formate dimer. Curves b and c are normal­
ized to one H bond.

of the mutual polarization of the two anions, E e] so com ­
puted differs significantly (almost by 4 kcal/m ol at R 0h = 
2  A in A) from the value relative to the charge distribu­
tion of the isolated formate ion. There is then a lack of 
additivity of the total interaction energy arising from Eei 
rather than from U m \ in fact it does not occur with sys­
tems C and D where the acceptor is a neutral molecule.

The configuration of dimer f is obtained from b by ro­
tating the donor by 90° about the C—N axis, so that for 
any given C -N  separation the distances R 0 H only differ in 
the two structures. Upon rotation it is observed that E  in­
creases much more than E eX\ the result is a large positive 
change of E  — Eel (e . g ., 11 and 3.5 kcal/m ol, respectively, 
in A and B for J?0H in b equal to 2 A), which then is due 
only to the breaking of two hydrogen bonds partially bal­
anced by the formation of four long and more distorted 
ones. This result shows that with good approximation, 
also in the case of charged molecules, E  -  E e] does not
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r„„ d )

F igure 11. A plot of normalized E -  £e) vs. R 0 h  for the various 
conformations of ammonium---form ic acid dimer. Curves a, d, 
and e refer to the corresponding dimer conformations.

Figure 12. A plot of normalized E — Eel vs. R0H for the various 
conformations of the ammonia-••form ic acid dimer. Curves a, 
d, and e refer to the corresponding dimer conformations.

arise from the polarization induced by ions or dipoles in­
dependently  of the positions of the hydrogens, but it is es­
sentially a function of the coordinates of the atoms form­
ing the H bonds. If this statement were exact then E ei 
should equal E  when two polar molecules interact without 
hydrogen bonding, whereas a certain polarization effect is 
to be expected. An estimate of the amount of E  -  E e] not 
arising from hydrogen bonding can then be obtained by 
comparing the curves relative to configurations g and h 
(Figure 5) of H C 0 2  ■••NH3  with those of the hydrogen 
bonded dimers; in particular, cases b, c, and h differ from 
each other only by a rotation through N. The comparison 
(Figure 14) is very rough, since E  -  E el is plotted as a 
function of the distance i iCN, taken rather arbitrarily as a 
measure of the intermolecular separation. It shows any 
way that in nonbonded systems, at intermolecular dis­
tances corresponding to normal hydrogen bonds, the cor­
rection to E e, due to the charge redistribution is only a

F igure 13. Comparison between the normalized E -  Ee] curves 
of cases d and e for the systems ammonium---formate (A) 
and ammonia - • - formate (B ).

F igure 14. A plot of E -  Eel vs. R C n  for the nonhydrogen bond­
ed dimers g (-  • -)  and h ( • • • • )  of ammonia-• -formate, com­
pared with the curves of the hydrogen bonded cases b (-------)
and c (----- ).

small fraction of the hydrogen bond energy. The calcula­
tion also offers an estimate of a typical error committed in 
the empirical calculations of the conformational energy
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TABLE V: Best Fit Coefficients A ,  a, and n of the Potential Function U hb

D onor Acceptor

71—5 n  = 6

oon
A ,

kca l/m o l A5 a a
A ,

kcal m ol A 6 a a

N H ,+ HCOO ~ 383 0.53 1 . 0 1 723 0.36 0.92 1.36
NH, H COO - 137 0.61 0.48 256 0.41 0.55 0.71
N H r HCOOH 197 0.27 0.30 366 0 . 1 0 0.44 0.47
NH. HCOOH 54 0 46 0 . 1 1 1 0 0 0.31 0.16 0 . 2 2

-G ly + i' “Gly + 163 0.65 0.24 300 0.48 0.23 0.57
Gly “Gly + 1 1 1 0 . 1 0 213 0.16
Gly Gly 63 0 . 2 1 1 2 2 0 . 2 0

Imidazole H C O O - 194 0.36 356 0.78
Imidazole “Gly + 106 0.14 195 0.29

" Root-mean-square devia tion  fo r a  = 0. The values reported correspond to  the best n, w hich  varies from  5 to  7. Represents -OOC-CH:-N H l + .

F igure 15. A plot of the charge O r transferred (per H bond)
from donor to acceptor for cases d (------ ) and e (------ ) of the
four combinations ammonium-■-formate (A), ammoni- 
a---form ate (B), ammonium---form ic acid, (C) and am- 
m onia---form ic acid (D).

where the charge distribution is kept constant while vary­
ing the molecular conformation.

The features of the results discussed above are common 
to the four systems considered. However, the magnitude 
of E  — E e | at a given R 0 h greatly increases in going from 
the dipole---dipole to the ion---dipole and to the ion 
• ••ion type of interaction. This fact is quantitatively ex­
pressed by the best fit coefficients A  of i/m,, reported in 
Table V. The improvement of the two-parameter fitting 
(i .e . , accounting for the angular dependence) over the 
one, can be immediately visualized by comparing the 
root-mean-square deviations <r0  in the last column of this 
table, with the lowest value of a. In general, the error is 
almost halved when the nonlinearity of the hydrogen bond 
is accounted for in the present way. The residual error 
may be partially due to the analytical form selected for 
U HK, but is mainly contributed by the different situations 
which we try to fit with the same potential. Although the 
discrepancies do not show a regular trend, cases b seem 
the most deviating ones.

While we do not attempt to interpret the potential U m  
quantitatively in terms of the charge transfer and the po­
larization components, the results indicate that both must 
be important. For example, one observes rather a good 
correlation between the magnitude of the coefficients A  of 
the four types of hydrogen bonds and the total charge Qx 
transferred from the proton acceptor to the donor. Figure

F igure 16. A plot of normalized E — Eei vs. Roh 'or 'he glycine 
dimers. Curves A (a), A(b), C, and D refer to the corresponding 
situations In Figures 3 and 4.

15 shows also that the transferred charge in the bifurcated 
case approaches the corresponding value in the equally 
distorted single hydrogen bonds but the differences are 
larger than those between their energies. We finally ob­
served a moderate dependence of QT on the distortion of 
the H bonds. On the other hand, the charge transfer and 
the hydrogen bond energy are greatly enhanced when the 
donor and/or the acceptor is an ion. A comparison of cases 
B and C shows that this effect grows with the polarizabil­
ity of the molecule interacting with the ion.

G l y c in e  D im e r s .  The three combinations A, B, and t) of 
the two forms of glycine (Figures 3 and 4) differ from the 
ones described previously for the replacement of the ion 
with the zwitterion. The effect is that the differences be­
tween the strengths of the hydrogen bonds in the three 
cases are reduced, probably because the polarization 
caused by the binding ion is partially balanced by the op­
posite ion on the other side of the molecules. The E  E e] 
curves for these systems are reported is Figure 16. The 
two forms a and b of the zwitterion dimer show again that 
there is a significant effect of distortion on the hydrogen 
bond energy and on the total charge transferred. The lat­
ter can be seen in the upper part of Figure 17, whereas the
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Figure 17. Charge redistribution due to hydrogen bonding in the 
dimers of zwitterionic glycine. Dashed lines refer to one linear H 
bond (case a), while solid lines refer to two distorted H bonds 
(b). Upper half shows the variation of Q t  v s . R 0 h - Lower half 
shows the behavior of the fractional CNDO/2 charges on hydro­
gen bonded hydrogens and oxygens. In the case of two hydro­
gen bonds the variation of the charges on the two bonded hy­
drogens is exactly the same, whereas on the two oxygens is dif­
ferent because one of them (0 2) is intramolecularly bonded. 
Worth noting is the susceptibility of these charges even at large 
intermolecular distances, In contrast to QT and £ -  £e) which 
approach zero at Aoh =* 3 A.

lower part of this figure shows the behavior of the net 
charges on the atoms directly involved in the hydrogen 
bonding. An important feature of these curves that de­
serves a special mention is the nature of QT and the net 
charges at large distances. It can be noticed that while QT 
drops to zero at R 0 h ~ 3.5 A, the net charges remain ex­
periencing the influence of the interacting molecule up to 
much larger distances. The charge redistribution due to 
the H-bond formation qualitatively agrees with the one 
normally found by other MO calculations , 1 1  namely, an 
increase o f the electron density on the electronegative 
atom carrying the proton and also on the electronegative 
atom forming the bond, and a decrease on the hydrogen 
and on the atom (C here) bonded to the electronegative 
atom. However, the variation of the individual charges 
does not appear to be correlated with the H-bond poten­
tial. A redistribution of the charges in the dimer upon the 
formation of the hydrogen bond and a good correlation of 
the variation of QT with that of hydrogen bond energy 
supports the fact that the hydrogen bonding is a collective 
interaction.

The three E  — E e \ curves A, B, and D referring to the 
linear H bonds are much closer to each other than those 
in ion ■••ion and related systems. Thus, while the coeffi­
cient A  is not very different in gly---gly and ammoni- 
a-••formic acid as one should expect, in the case of the 
zwitterionic dimer it is less than a half the value of 
HCOO~ •••NHi ' . Yet the differences in the hydrogen 
bond strengths are large enough (A:B:D ~  3:2:1) to con­
vince one not to use the same H-bond potential function 
for neutral and charged groups. Concerning the large dis­

Figure 18. A plo: of £ -  £ei vs. f iN0 for the hydrogen bonded
dimers lmidazole---formate (------ ) and ¡midazole---zwltter-
Ionic glycine (-------- ), and for the nonhydrogen bonded Imidazo-
le---form atedlm er.

agreement between E  — E ei and 2 t /HB for the two cases c 
and d of the zwitterionic dimer, we notice that both struc­
tures present several very distorted H bonds; the error 
may arise from having overestimated the distortion pa­
rameter«.

I m i d a z o l e  as a P r o t o n  D o n o r .  Since the aromatic ring of 
imidazole is more polarizable than ammonia one could ex­
pect stronger hydrogen bonds when the former acts as the 
proton donor. Such appears to be the case when imidazole 
forms a linear hydrogen bond with the formate ion (Figure 
5a); the coefficient A  is 40% larger than that in ammoni- 
a-••formate and a similar behavior is offered by Qx . 
When the imidazole molecule is rotated until the nonpro- 
tonated N is colinear with the C = 0  bond (Figure 5b), £  
-  E e \ becomes small compared with its value in the hy­
drogen bonded configuration at the same R 0n distance. 
Again the polarization effect is small unless the 0  and H 
atoms come close, and so the increase of A  when imidaz­
ole replaces ammonia is mainly due to the strengthening 
of the H bond. Contrary to this, such an increase is not 
observed when imidazole replaces a glycine molecule 
bonded to the zwitterion of glycine. Table V shows that 
the coefficient A  of imidazole--- + gly~ is even slightly 
smaller than that of gly--- + gly . Calculations on some 
more systems are, therefore, needed to analyze The impor­
tance of the substituents.

Conclusions
The results of the present CNDO/2 calculations support 

the empirical representation of the interaction energy be­
tween the hydrogen bonded molecules as the sum of the 
intermolecular electrostatic energy and one potential ( /Hb 
(function of R QH and N ---0 ) for each hydrogen bond 
being formed; to these terms the dispersion energy, not 
accounted for by CNDO, should be added. Of particular 
interest is the result that the additivity of t / H B holds also 
in the case of bifurcated hydrogen bonds.
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The attractive coefficients A  determined by us show 
that the parameters of the hydrogen bond potential func­
tions to be used in the empirical energy calculations vary 
greatly according to whether neutral molecules, zwitter- 
ions, or ions participate in the hydrogen'bonding. Further 
work is needed to test the applicability of f /Hn and to ex­
tend it to shorter distances; for this purpose lattice energy 
calculations of crystals of the above molecules may be 
useful.
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Charge-Transfer Complexes in Organic Chemistry. X I.1 Effect of Acceptors on the 
Properties of Charge-Transfer Complexes Formed by Cyclic Anhydrides

J. B. Nagy,2 O. B. Nagy,* and A. Bruylants
L a b o r a to i r e  d e  C h im ie  G é n é r a le  e t  O rg a n iq u e .  U n iv e r s it é  C a th o liq u e  d e  L o u v a in .  I n s t i tu t  L a v o is ie r .  P la c e  L. P a s te u r .  B - 1 3 4 8  

L o u v a in - la -N e u v e .  B e lg iu m  ( R e c e iv e d  J u ly  27. 1 9 7 3 : R e v is e d  M a n u s c r ip t  R e c e iv e d  J a n u a r y  14. 1 9 7 4 )

7t—7r and n - 7r type charge-transfer complexes with fixed donor moiety and variable acceptor moiety were 
examined. The thermodynamic and spectroscopic properties of these complexes were analyzed as a func­
tion of the properties of the acceptors. Several new electron affinity values for the acceptors were deter­
mined and their magnitude was interpreted in the light of the molecular electronic structure.

In a previous paper3  we examined the variation of the 
properties of charge-transfer complexes (CT complexes) 
formed by tetrachlorophthalic anhydride (TCPA) with ar­
omatic 7r donors when the latter were changed. In the 
present paper we wish to report a similar study on the n-7r 
and 7r - 7r type CT complexes of several cyclic anhydrides 
(Table I).

The main purpose is to examine the behavior of various 
CT complexes when their acceptor moiety is varied.

Although the different presently known acceptors were 
already compared and their acceptor strength carefully 
analyzed , 4  only a few studies were devoted to closely re­
lated acceptors. The homologous series of polynitroben- 
zenes4 “ 6 ’ 8  and of substituted p-benzoquinones4 ' 7 - 9  were 
studied in detail.

The importance of this type of study should be empha­
sized since it permits one to establish how the properties 
of the acceptor molecule may influence those of the whole 
CT complex.

According to the Theory of weak complexes a direct re­
lationship exists between the CT band position ¡>max and 
the electron affinity of the acceptor, E A 4

C,
h»c-r =  -  Ea +  C, +  c  (1)

C i and C2  are constants characteristic mainly of the 
donor moiety. Since the last term on the right-hand side 
of eq 1  turns out to be negligible, one should obtain a 
straight line with unit slope when plotting h v c r  against 
E a both expressed in eV units. This prediction has al­
ready been verified experimentally by Briegleb 1 0  and by 
Foster8  who used either the actual electron affinity values 
or the half-wave reduction potentials, E 1/2, which are 
closely related to them 1 0

E A -  ~ E U 1  +  1.41 (2)
The intercept of eq 1 is given approximately by

C, =  I u + E C -  W 0 (3)
where / D is the ionization energy of the donor; E c  repre­
sents the Coulomb interaction energy of the two opposite­
ly charged ions resulting from the complete transfer of one 
electron from the donor to the acceptor; W o  represents the 
interaction energy between the donor and the acceptor 
due to other factors than charge-transfer.

Since in practice \ID +  Ec\ »  | VFo|, eq 3 reduces to

Ci = / D +  E c (4)
It is noteworthy that only very few E A values are known 

at present and their reliability is often questionable . 1 0
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TABLE I: Cyclic Anhydrides Used 
in the Present Study

Nam e Sym bol

Tetrachlorophthalic anhydride TCPA
Tetrabromophthalic anhydride TBPA
3,6-Dichlorophthalic anhydride DCPA
4-Nitrophthalic anhydride 4NPA
3,5-Dinitrophthalic anhydride 3.5NPA
Homophthalic anhydride HPA
Phthalic anhydride PA
1,8-Naphthalenedicarboxylic anhydride NA
2,3-Pyridinedicarboxylic anhydride PCA
Maleic anhydride MA

The study of CT complexes presents an extremely useful 
approach to overcome the difficulties. If a series of CT 
complexes with fixed donor and variable acceptor moieties 
is examined, new electronaffinity values can be extracted 
from the plot huc r  vs. E A.

Results and Discussion
All the CT complexes studied in 1,2-dichloroethane 

(DCE) presented a new electronic absorption band either 
well separated from the components’ absorption or show­
ing up as a shoulder (Figure 1).

Table II gives the results obtained by using the Scat- 
chard equation for the 7r-ir type CT complexes of acena- 
phthene (ACE) with the various anhydrides. The 1 : 1  stoi­
chiometric composition of such complexes was previously 
established . 1 ’ 3  The concentration of the anhydrides varied 
between 3 X  10-  3  and 2 X  1 0 ' 2  M .  The range of con­
centration of the donor is 0.1-1.1 M .  The saturation 
factors are 0.2-0.7, except for DCPA (0.15) and this value 
must be regarded with caution. The extinction coefficient 
of the complexes does not vary with temperature showing 
that contact interactions are unimportant . 1 ’ 3 1 1

The thermodynamic and spectroscopic data are also 
collected in Table II. The enthalpies of complex formation 
do not show any change with temperature. This precludes 
the presence of isomeric CT complexes of different 
A H ° . 1 ’ 3 ’ 1 2  The low values for AH °  indicate that ACE 
forms only relatively weak complexes with the anhydrides 
under study. This is corroborated by the low ionic charac­
ter (¡%) of the CT bond.

The entropy values, ranging from —2 to —12 eu, are 
negative in all cases. It seems that the increase in entropy 
due to partial desolvation of the donor and acceptor mole­
cules cannot counter balance the considerable entropy loss 
accompanying the complex formation. The desolvation ef­
fect is the greatest for M A and the smallest for TCPA, 
TBPA, and 3.5NPA. This is in accord with the different 
solvation of the acceptors due to their different size. More 
important, however, is the solvation of the CT complex 
which is governed mainly by its polarity due to the 
charge-transfer; that is the more polar the complex the 
better it is solvated. This effect works in an opposite man­
ner to the effect of the partial desolvation resulting in the 
observed entropy sequence. Good correlation exists be­
tween AH °  and T a S c (Figure 2). The slope is close to 
unity ( 1 . 2 0  ±  0.08) showing that the entropy varies almost 
as much as the enthalpy. Therefore it cannot be supposed 
that the entropy factor remains constant when a series of 
CT complexes with variable acceptor moiety is consid­
ered. Nevertheless, the observed A H ° / T A S °  relationship 
is rather surprising as no such relationship could be ob­
tained for complexes of variable donor moiety . 3

The molar extinction coefficient t does not vary regular-

Figure 1. Electronic spectra of the CT complexes of cyclic anhy­
drides with ACE in 1,2-dlchloroethane at T =  20° (concentra­
tions in parentheses in M): 1, TCPA (3 X  10-3 ) +  ACE 
(0.436); 2, 4NPA (6.0 X  10-3 ) +  ACE (0.416); 3, DCPA (1.2 
X  10-2 ) +  ACE (0.140); 4, PA (2.4 X  10 2) +  ACE (0.555); 
5, MA (2 X  10-2 ) +  ACE (0.313); 6, 3.5NPA (1.666 X  1 0 "3) 
+  ACE (0.555); 7, TBPA (3 X 10-3 ) +  ACE (0.60).

Figure 2. Relat onship between A H° and TAS° for the com­
plexes of ACE with various cyclic anhydrides in DCE.

ly with rma,  while the oscillator strength f  gives an excel­
lent correlation (Figure 3) (/ = -0 .105 (±0.013)r>max + 
6.12 (±0.31)). Thus /  represents much better than t the 
charge-transfer transition intensity . 1  Since the correlation 
obtained satisfies the general theory , 4  i .e . ,  f  decreases 
with increasing i>max, no correction was carried out for sol­
vent complexation effects . 1  This latter is supposed to vary 
only slightly from acceptor to acceptor.

The transition moment of the charge-transfer band 
is about 2 D 1 5  for all complexes studied.

The complexes of l,4-diazabicyclo[2.2.2]octane (DBO) 
with the anhydrides are of the n - 7r type. They are stronger 
than the corresponding 7r - 7r type complexes of ACE as in­
dicated by the lower emax values. The thermodynamic 
data show clearly that this is indeed the case: K  for the 
complex DB O -PA 1 6  is equal to 0.9 M  1  at 40°, A H °  =  
—4.2 kcal m ol-1 , T A S °  = —4.4 kcal m ol - 1  on the other 
hand for the complex ACE-PA we have K  = 0.09  M - 1  at 
44°, AH °  = —1.3 kcal m ol-1 , and T A S °  = —2.8 kcal 
mol - J.

TCPA also forms stronger complexes with n donors: the 
value K Mn -  5.6 M  1  at 20° for the complex DBO- 
TCPA 1 7  is to be compared with K uv = 2 M - 1  at 20° for 
the complex A CE -TCPA . 1 8

The half-band width for the complexes of ACE in­
creases slightly with i>max. The relationship is far from

The Journal of Physical Chemistry. Vol. 78. No. 10. 1974



982 J. B. Nagy, 0 . B. Nagy, and A. Bruylants

TABLE II: Variation of Thermodynamic and Spectroscopic Data with Acceptor 
Properties for the Complexes ACE-Anhydrides at 20° in DCE"

A nhydride E a , eV X ,  M -1 AG°, kca l m o l_1 H ° , kca l m o l 1
— T A S ° ,  

kcal m o l- l
i'maxt

k K

‘'max
Ë1/2, 

cm  _1

fmaX)
M ~ l
c m -1

f  X  
102

M T,
D i % h

TCPA 0.58 ' 2 . 1  ± 0 . 1 -0 .4 3  ± 0 .0 3 - 3 . 6  ± 0 . 5 3 . 2  ±  0 . 5 24.3 2300 940 3.5 1.8 5
TBPA» 0.7« 1.8 ± 0 .0 5 -0 .3 3  ±  0.03 - 3 . 4  ± 0 . 4 3 . 1  ± 0 . 4 24.25 2300 960 3.6 1.8 5
DCPA 0.5« 0 .8  ±  0.04 +  0.13 ±  0.05 - 2 . 4  ± 0 . 4 2 . 5  ±  0 . 4 26.15 2600 800 3.4 1.7 3
S+N PA6 1 , \ d 2.5 ±  0.1 -0 .5 3  ±  0.04 - 4 . 0  ± 0 . 4 3 . 5  ± 0 . 4 20.3 2400 1030 4.0 2.0 6
4NPA 0.5" - 0 . 6 23.75 2700
MA 0.57« 0.7 ±  0.03 +  0.1 ± 0 .0 3 - 0 . 5  ± 0 . 1 0 . 6  ±  0 . 1 220
PA 0 . 1 5 « - 0 .1 -1 .0 7

a Reference 13. b Reference 14. c Reference 10. d Calculated from  the re la tionship i'max/-Ea o f  the complexes form ed w ith  pyrene.11,114 e C alculated from  eq 6
and verified by eq 7. 1 Calculated from A — e K C \ aC \^ ,  where C \°  and Cn° are the initial concentrations for the acceptor and donor molecules, respectively; A  is 
the absorbancy.17 The errors are given as standard errors; the propagation of errors was also taken into account. h Per cent ionic character of the CT band fol­
lowing Briegleb;4 i(% ) — AU ° | / ( j A H ° ' -j- hvct), 10-,

Figure 3 . V a r ia t io n  o f f w ith  r m a i  fo r  th e  c o m p le x e s  o f A C E  w ith  
v a r io u s  c y c l ic  a n h y d r id e s  in D C E  a t T  =  2 0 ° .

being perfect but it can be seen that when the stability 
decreases the complexes become looser. For the complexes 
of DBO. the half-width i<max — i>i 2  seems to be indepen­
dent of i'max •

The complexes of A’-dimethylaniline (DMA) are of bor­
derline type between n-ir and 7r - 7r. Indeed DMA is an n 
donor due to its free electron pair on the nitrogen but it is 
also a 7r donor due to its benzene ring. This is hhown by 
the behavior of Pmax values; the CT absorptions are either 
hvpsochromic or bathochromic with respect to the corre­
sponding values for DBO (Table III). The mixed character 
of DMA can also be inferred from the solvent effect stud­
ies on charge-transfer maxima when similar substituted 
benzene molecules are used as solvent1 9  or from the prop­
erties of complexes formed by aniline . 2 0 ' 2 2  A further sup­
port comes from the fact that the slope of the straight line 
obtained by plotting i>max of the complexes of DBO 
against j>max of the complexes of DMA is not unity. Since 
the same is true in the case when the complexes of ACE 
( tt- tt) are correlated with those of DBO (n - 7r), one can say 
that DBO and DMA are donors of different type. However 
this latter explanation should be handled with caution, 
since no satisfactory explanation exists at present for the 
deviation of the slopes from unity . 2 3

As starting point of determining new electronaffinity 
values we used the E A values for TCPA, MA, and PA as 
given by Briegleb 1 0  (Table III).

The E x of 3,5NPA was obtained by interpolation from 
the empirical relationship hi’CT =  —E A +  3.42 established 
for the CT complexes of pyrene . 1 0 - 1 4  When ACE is the 
donor, the points c-f the plot hi-CT/E A follow closely the 
theoretical straight line of unit slope.

The equation obtained with the theoretical slope
hvQ T =  —E a +  3.73 (5)

was used to calculate the E A values of TBPA and DCPA. 
A similar procedure 'Table III) for the complexes when 
DBO or DMA were taken as donors in benzene (B) solu­
tion, yielded the equation

TABLE III: Spectroscopic Data of the Complexes of 
Anhydrides Formed with DBO and DMA 
in Benzene at 200

DBO D M A

Anhydride
i’max»
kK

fmax

cm
fmax,
kK

i'max —
i'l/2» 

cm _1 E a , eV

TCPA 2 2 . 6 2950 21.85 2900 0.58“
DCPA 24.25 2850 23.45 3050 0.5"
PA 26.5 3050 -27 O.I5 »
MA 25.45 3150 24.65 0.57“
4NPA 22.75 2950 0.5»
NA 25.15 2900 27.0 0.35>'
PCA 25.8 0.32”
HPA 25.3 2350 0.33«

" For the  values see Table I I .  b Calculated from eq 6 and verified by eq 7. 
c Calculated from eq 6.

hvcr = —E a +  3.48 (6 )

From this equation the E A values for NA, PCA, and HPA 
could be calculated (Table III).

In order to check the validity of the new E A values, they 
have been compared to the corresponding half-wave re­
duction potential ( E 1/2) of the acceptors . 1 3 - 2 4  The empiri­
cal relationship obtained

E A =  ~  0.99(±0.04) E m  +  1.42 (±0.04) (7)
shows that despite the different estimating procedures the 
proposed E A values are essentially correct . 2 5  This expres­
sion differs only slightly from eq 2 . 2 6  It should be noted 
that the different E A values satisfy simultaneously eq 5 
and 6  (the 4NPA is an exception) valid for tt- tt and n - 7r 
CT complexes, respectively; this represents a further sup­
port of the reliability of the new E A values.

According to eq 4, the two quantities / D or E c  can be 
determined if one of them is known. Using I D = 7.7 eV for 
ACE , 3  I D =  7.2 eV for DBO , 2 7  and I D =  7.3 eV for DM A 2 8  

the following Coulomb energies could be calculated: =
-3 .97  eV for the complexes of ACE, £ c = -3 .72  eV for 
the complexes of DBO, and E c  = -3 .82  eV for the com­
plexes of DMA. These values are in good agreement with 
E c  =  -3 .3  ±  0.5 eV as suggested by Mulliken and Per­
son . 2 3

Considering the ± (0 . 1 - 0 .2 ) eV uncertainties attached to 
the I D values one can say that the Coulomb energies re­
main constant when passing from n  donors to n donors for 
the same tt acceptor.

Similar constancy of E c  is observed for complexes of it 

donors when 7r acceptors and <r acceptors are compared as
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shown by theoretical and experimental considerations . 2 9  

These findings are in disagreement with earlier sugges­
tions that different E c  values must be used for 7r - 7r and 
ir-<s complexes . 1 0

The apparent insensitivity of E c  toward the nature of 
the complexing partners is somewhat surprising. Even if 
we suppose, as an extreme situation, that the intermolec- 
ular distance remains constant, the charge transfer and 
the charge distribution for tv- it and n-7r complexes are 
certainly different enough to cause a variation in E c . Our 
results suggest that beside these factors the intermolecu- 
lar distance does also change resulting in a constant E c  
term. The charge transfer in n-Tr complexes is greater 
than in i r -n  complexes. Therefore the Coulomb interac­
tion should be stronger in the former. It follows from the 
constancy of E c  that the intermolecular distance should 
be smaller for ir -w  than for n - 7r complexes. Unfortunately, 
this is not borne out in practice.

We wish to note that we use Briegleb’s E A values1 0  to 
establish our equation on account of the greater number 
of data available. It should be kept in mind that these 
values were calculated using chloranil as reference. They 
are by about 1  eV lower than those given by Batley and 
Lyons . 3 0  These authors established an absolute electron 
affinity scale using the iodine atom as a standard . 3 1  The 
new E A values may be interpreted in terms of the elec­
tronic structure of the acceptors.

The presence of the benzene ring in PA reduces consid­
erably the electron affinity compared to MA. The intro­
duction of two chlorine atoms in the 2 , 6  positions as in 
DCPA seems to correct for this and raises the electron af­
finity almost up to that of MA. Further substitution by 
chlorine as in TCPA has almost no effect . 3 2

It appears that one nitro group in the 4 position is as 
efficient as two chlorine atoms in raising the electron af­
finity. An additional nitro group as in 3,5NPA doubles ap­
proximately the E a value. Therefore 3,5NPA belongs to 
the class of relatively strong acceptors such as 2,4,7-trini- 
tro-9-fluorenone ( E A =  1 . 1  eV), dibromopyromellitic di­
anhydride (E A = 1 . 1 6  eV), or dichloro-p-benzoquinones 1 0  

( E A =  l . l 5 eV).
The higher E A value for TBPA (0.7 eV) than for TCPA 

(0.5g) 3 3  follows well the trend observed for the correspond­
ing substituted p-benzoquinones: E A (p-bromanil) > E A 
{ p -chloranil) . 1 0 ’ 3 0

The pyridine ring in PCA is more of an electrocaptor 
than the benzene ring in PA as could be expected. It is in­
teresting to note that PCA has about the same electron 
affinity as NA.

Experimental Section
The preparations of TCPA, DCPA, PA, 4NPA, NA, and 

3,5NPA have already been described . 1 6  ATBP, PCA, HPA 
(Aldrich products), and M A (UCB product for analysis) 
were used without further purification. The purification of 
DCE and of B was previously described . 1 6

A p p a r a t u s .  All spectra were taken on an Unicam SP 800 
spectrophotometer, calibrated by the holmium spectrum.

Their accuracy is ± 1 0 0 -1 5 0  c m '1. The solutions studied 
were thermostated within ± 0 . 1 °.
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A mathematical analysis of the rate equations for both stepwise and multiple exchange of hydrogen iso­
topes in molecules containing N  kinetically equivalent exchangeable hydrogen atoms is presented. The 
solutions are obtained in terms of a transform function E m(t) which can be used to transform experimen­
tal data to an uncoupled representation. This uncoupled representation provides N  independent tests for 
correspondence between experimental data and the kinetic assumptions. The application of the uncou­
pled representation to the analysis of experimental data is illustrated for (i) stepwise exchange using lit­
erature data for the deuteration of ammonia and neopentane on heterogeneous platinum and nickel and
(ii) multiple exchange using the deuteration of benzene with a hom ogeneous PtCR2“ catalyst. Very fre­
quently undeuterated substrate is exchanged with a fully enriched deuterium source and therefore an 
Appendix of the constants necessary for transformation of experimental data under these conditions is 
provided.

1. Introduction
The catalyzed exchange of protium and deuterium 

atoms in hydrocarbon molecules has been observed in 
both heterogeneous and h om ogeneous systems. Two 
classes of reaction are common: (a) between chemically 
different species and (b) between chemically identical po­
sitions in identical species. Reactions in class a are e x ­
change reactions whereas those in class b are redistribu­
tion reactions. Mass spectrometric analysis is widely used 
to determine the distribution of deuterium isotope over 
the various isotopic species. This technique yields the 
fraction of molecules containing 0,1, . . . ,  i, . . . ,N  deuterium
atoms (denoted by d o , d l t  . . . ,d,.............d s ) ,  the molecules
themselves being denoted by D t. In principle, these data 
contain detailed information on the reaction mechanism, 
but their correct interpretation in some instances involves 
mathematical complications. The development of uncou­
pled representations for kinetic systems has considerably 
facilitated evaluation of experimental data . 1  In particular, 
the uncoupled representation for stepwise redistribution 
reactions permits simple graphical evaluation of the ex­
perimental data . 2

Many exchange reactions occur in a stepwise manner 
without an appreciable isotope effect. Recently an elegant 
method for integration of the rate equations in stepwise 
redistribution reactions with arbitrary initial conditions 
was derived . 2  The solutions were obtained in terms of a 
system of orthogonal polynomials, the properties of which 
can be used to transform experimental data to an uncou­
pled representation.

Bolder and coworkers3  have presented the general solu­
tion for stepwise exchange with arbitrary conditions of s, 
where s represents the fraction of hydrogen atoms in the 
deuterating agent -hat is deuterium. In the absence of an 
isotope effect, the reaction sequence for stepwise exchange 
in a molecule containing N  chemically equivalent ex­
changeable hydrogen atoms may be schematically written

D, + D, D!+1+H , U = 0,1,..., N- l )  (I)
(i +  Dc

where D s and H s refer to the deuterated and protonated

species in the deuterating agent. A solution was also de­
rived for the special, and frequently used initial condition, 
s = 1. In this case the d/(t) were given by the binomial ex-
pression

d,{t) =  { ^ j p q s ~‘ (1.1)

where p and q  are defined by
.V

N p  =  Y m u ) 
1=0

(1.2)

.V
N q  =  Y ( N  — i ) d i ( t )

i = 0

(1.3)

+ II (1.4)

However, there are numerous cases where multiple ex­
change occurs. Bolder and coworkers3  found that if a 
steady-state approximation is introduced the rate equa­
tions can be solved, but the expressions for the di(t) are 
obtained in a surveyable form only when the deuterium 
content of the deuterating agent remains constant. Physi­
cally this implies an infinite pool of deuterating reagent, 
but in many systems is a reasonable approximation, and 
is especially true during the initial stages of the reaction. 
There have been many kinetic treatments of both step­
wise and multiple systems, but the two referred to are the 
most important and contain references to earlier litera­
ture.

In this paper the concept of uncoupled representations 
will be extended to include multiple exchange in mole­
cules containing N  chemically equivalent exchangeable 
hydrogen atoms, provided s remains constant. For com­
pleteness the analysis will also be presented for stepwise 
exchange ( i . e ., class a reactions) under the same condi­
tions. As an illustration, the methodology will be applied 
to exchange in ammonia, neopentane, and benzene. A ref­
erence Appendix of constants is provided to facilitate 
transformation of experimental data to the uncoupled rep­
resentation in cases where the initial condition s = 1  is 
valid.

The Journal of Physical Chemistry, Vol. 78, No. 10, 1974



M athem atical Analysis of Hydrogen Isotope Exchange 985

2. Experimental Section
The procedure adopted for the h o m o g e n e o u s  exchange 

of benzene with deuterioacetic acid was a modification of 
that described previously . 4  Na 2 PtCl4  (Matthev Garrett) 
was used without further purification. All reactions were 
carried out in sealed ampoules under air. Aliquots (2 ml) 
of the stock platinum(II) catalyst solution containing 
Na2 PtCl4  (16 mg) in 50 mol % deuterium oxide-deuter- 
ioacetic acid mixture that was 0.02 M  in DC1 and benzene 
(0.25 ml) were sealed off and allowed to react at 100° in 
an oil bath. After cooling, the ampoules were opened, 
water was added, and the benzene removed with a Pas­
teur pipet. The benzene was analyzed for deuterium con­
tent by low voltage mass spectrometry (Hitachi-Perkin- 
Elmer RMS4).

3. Method for Stepwise Exchange Systems
(a) S o l u t i o n  o f  R a t e  E q u a t i o n s .  Stepwise exchange is 

represented by the system in eq I and the corresponding 
rate expressions are
k ~ ' (d / d t ) d i ( t )  =  r ( i  +  l ) d i  + i { t )  — [(r — s ) i  +  N s ] d , ( t )  +

s ( N  — i +  l ) d , - i ( t )  (3.1)

with s, and therefore r  =  1  -  s, constant this system of 
equations can be solved by the method of Corio . 2  Alterna­
tively, the d i ( t )  can be transformed according to (3.2) and 
the time dependence of the transformed function E m(t )  
can be determined. This method is presented because it 
can be readily extended to include multple exchange (sec­
tion 4). E m( t ) is defined as

.v
E m{ t ) = Y JK m( i ) d , { t )  (3.2)

i =0

where K m(i)  is the Krawtchouk polynomial of degree m  in 
the discrete variable i. These polynomials satisfy the dif­
ference equation
sUV — i ) K m{i  +  1) — [' r — s ) i  +  s N  — m ] K j i )  +

i r K j i - l )  =  0 (3.3) 

The Krawtchouk polynomials are generated by the func­
tion

(1 — s.v)A_'(l +  r x ) '  =  Y ^ K m{ i ) x ”' (3.4)
m

and are given explicitly by the formula

K J i )  =  £ < - l ) m~ J ( ’ )  ( Î Z l) s"'~JrJ (3.5)

The mathematical theory of Krawtchouk polynomials has 
been presented earlier . 5 - 6  Substitution of (3.2) into (3.1) 
yields

Jfe_,(d /d t ) E „ . ( t )  =  k ~ '  +  +
i =o

|(r — s ) i  +  N s\ d ,( t )  +  s ( N  — i +  l ) d , - \ { t ) ]  (3.6) 
It can be shown that (3.6) simplifies on rearrangement to

.v

l : ~ ' (d / d t )E , „ { t )  =  X  j i K m( i  — l )  — \ ( r - s ) i  +
i-0

N s ) K m( i )  +  s ( N  -  i ) K m( i + l ) ] d , ( t )  (3.7) 

By comparing (3.3) and (3.7) it follows that
A '

/e_I(d /d  t ) E j t )  =  — ^ m K j i ) d , ( t ) =  —m E „ , ( t )  (3.8)

Therefore, the E m(t )  are the uncoupled solutions for (I) 
and can be found by integrating (3.8).

E „ , ( t )  =  E m( 0 )  e x p ( - m k t )  (3.9)

Graphs of In E m ( t ) against t will be straight lines with 
slope —m k .  The system of equations in (3.9) gives N  inde­
pendent estimates of k  and provides an exhaustive test for 
the kinetic assumptions.

If required, the d,(t) can be obtained from the E m(t )  by 
using the orthogonality relationship

¿o ;( /)A „( ))A 'm(i) =  ( s r ) " ( ^  (3.10)

where bnm = 0 , for n ^  m ;  and bnm = 1 , for n = m. cc ( i )  is 
defined by

Therefore

d , ( t )  =  i ( s r ) ‘
t :

a> ( i )K m( i ) E „ , ( t )  (3.12)

Alternatively

.v
d , ( t ) =  J ^ a mc o ( i )K m(i)x  e x p ( - m k t )  (3.13)

m =()

where

(s r )''©Is* ( i )d , {  0 ) ( 3J4)

( b )  S o lu t io n s  f o r  S p e c i a l  In it ia l  C o n d i t io n s .  If undeuter- 
ated compound is used initially then do(0) = 1. From 
(3.14)

am = [ ( s r f ^ ) J  K m( 0 )  =  (3.15)

where from (3.4) and (3.13) it can be shown that

d , ( t ) =  +  s e xp(—&f)]A -'[l — exp(— k t f j s  (3.16)

The substitutions (3.17) and (3.18) are made
p  =  s[ 1  -  exp(—k t ) ]  (3.17)

q  =  r  +  s  exp ( ~ k t )  (3.18)
and p  +  q =  1  since s +  r  =  1 . With these substitutions 
(3.16) becomes

d, ( t )  =  ( y ) p ' 9 v-  (3.19)

This is precisely the relationship in ( 1 . 1 ) provided (1.2) 
and (1.3) are satisfied. The result can be obtained by per­
forming the summation indicated in ( 1 .2 ) with the d , ( t )  in 
(3.19).

Very often undeuterated organic is used as substrate 
and the deuterating agent is fully deuterated ( i .e . .  s =  1 , r 
=  0). For this particular system the K m(i)  are greatly 
simplified; K ,r ( i ) becomes

K J i )  =  ( ~ l ) m( N  m lSj  (320)

Since these initial conditions are frequently used it is con­
venient to refer to tabulated values of K m{i ) .  In Appendix 
I values for K m( i ), with these initial conditions, have been
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F igu re  1. Plot of log [100£m(f)/£m(0)] vs. time for exchange In 
ammonia. Data taken from Kemball.

tabulated for N  = 1,2, . . .  ,10. The initial condition also 
yields

EJ 0) = ( - 1)"'(^) (3.21)

If, however, s does net remain constant during the reac­
tion the jE m(t )  transformation is still useful for these ini­
tial conditions ( i .e . ,  initially s = 1 ). For stepwise ex­
change and variable s, Bolder and coworkers3  have shown 
that

* n = ( ^ ) p V - '  (3.22)

Therefore

EM) = ¿ (_1>m( 7V~ m) ( f ) ^ V~' (3-23)

This expression can be simplified to yield

EmU) = ( - l ) Y ' P  (3.24)

Alternatively

E m( t ) / E m( 0 )  =  q m (3.25)
Equations 3.24 and 3 25 suggest a simple test for a step­
wise reaction. A plot of log [ ( - l ) mEm(t)] or log [ E m(t)/  
E m(0)] vs. log q for the data should yield a straight line 
with slope m .  There will be N  independent tests for con­
sistency, but the rate constant k  must be obtained from 
the time progress of either p  or q.

p(°°) — p i t )  =  p(°°) exp[—¿£/p(co)] =  q ( t ) ~  q (oo) (3)26)

(c) A p p l i c a t i o n  o f  M e t h o d  to  A m m o n i a  E x c h a n g e .  
Kemball7  has shown that exchange between deuterium 
and ammonia over a variety of metal films, including 
nickel and platinum, proceeds via  a stepwise process (eq 
II). He numerically integrated the rate equations and

NH3 +  D2 <meta‘ - NH,D + HD (II)
compared the solutions with the data. Mikovsky and Wei8  

have calculated the d i ( t )  for this system from the binomi­
al expression and have shown that the results are consis­
tent with the data. Both these methods involve compli­
cated curve fitting and a more attractive function for 
demonstrating this consistency is the transform E m {t ) .  In 
Figure 1 , log [100Em(t)/.Em(0)] for Kemball’s data is plot­
ted against time. Because s varied considerably during 
this reaction (actually some 50%), the curves are not lin-

m = 0

F igure 2. Plot of log [100£m( f) /£ m(0)] vs. log q for exchange In 
ammonia. Data taken from Kemball.7

F igure 3. Plot of log [100£m( f) /£ m(0)] vs. time. Results taken 
from ref 9.

ear. The nonlinearity is particularly obvious for the small­
er values of m  because these E m {t )  are more heavily 
weighted with the higher deuterated species. However, 
plots of log [1 0 0 E m( i ) / £ m(0 )] against log q are linear and 
clearly demonstrate that the reaction conforms to the 
stepwise exchange mechanism over the range studied 
(Figure 2).

(d )  A p p l i c a t i o n  o f  M e t h o d  to  N e o p e n t a n e  E x c h a n g e .  A  
second example is taken from the data of Kemball9  on the 
deuteration of neopentane on metal films.

CH3 CB,
i r

CH — C—CB, + D, ^  CH:J— C—CH2D + HD (III)
I ‘ I
CB ch3

The ferf-butyl ion was used as a measure of the reaction 
progress. In Figure 3, log [ 1 0 0 E m ( t ) / E m (0)]  is plotted 
against time and in Figure 4, log [100Em(f)/£m(0)] is 
plotted versus log q. The results in Figure 4 clearly show 
stepwise character and the curves in Figure 3 reflect the 
variation in s.

4. Method for Multiple Exchange Systems
(a) S o lu t io n s  f o r  M o l e c u l e s  w i th  N  E q u i v a l e n t  H y d r o ­

g e n  A t o m s  in th e  R e a c t i v e  S t a t e .  Multiple exchange is 
possible if a small fraction of all the molecules in the sys­
tem are converted to a particular state from which they 
are capable of undergoing exchange. A multiple exchange
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Figure 4. Plot of log [100Em(f) /£ m(0)] vs. log q . Results taken 
from ref 9.

reaction is defined as a process in which a molecule after 
passing through the transition state for the exchange of 
one hydrogen atom does not necessarily return to the nor­
mal state, but to a relatively stable and, with respect to 
exchange, reactive state (designated *). In the system 
chosen at the end of this section to illustrate the principle 
of the proposed method, the exchange of benzene is used 
in the presence of homogeneous PtCl4 2  catalyst . 4 - 1 0  The 
proposed mechanism 4  for this deuteration is shown in eq 
IV where A denotes the reactive state (*).

TABLE I: Time Progress for Deuterium Incorporation 
into Benzene from D.O in Acetic Acid in the 
Presence of Na2PtCL“

D eute rium  d is tr ib u tio n  b

Tim e,
hr Do D i Do d 3 D i Ds De

l 6 7 . 6 5 . 9 5 . 9 5 . 8 5 . 7 5 . 3 3 . 8
2 . 1 4 5 . 9 8 . 2 8 . 8 9 . 4 1 0 . 0 1 0 .1 7 . 6
3 3 3 . 5 8 . 7 9 . 8 1 1 .0 1 2 .8 1 3 .8 1 0 .4
4 2 3 . 8 8 . 4 1 0 . 0 1 2 .1 1 5 .1 1 7 . 4 1 3 . 2
5 . 1 1 5 .9 7 . 8 9 . 8 1 2 .8 1 7 . 2 2 0 . 8 1 5 .7
6 1 2 .1 6 . 9 9 . 3 1 3 .0 1 8 .5 2 3 . 0 1 7 .2

a Reaction conditions as in  Experim enta l Section. b B y  low  voltage mass 
spectrometry.

where s is assumed to remain constant. If this is not so, 
then the substitutions k 2 s =  k 2  and k ~ 2'r = k - 2  are 
made. C refers to the catalyst in homogeneous systems or 
to the active sites in heterogeneous catalysis. C ( t )  is then 
the concentration of catalyst in the former system and the 
number of active sites in the latter system at time t.

The rate equations for the system are

•V A'

(d /d  t ) C ( t )  =  - ¿ i  ^ d j ( t )  +  k - i ^ d * ( t )  (4.1)
J-0 ]=0

(d /d  t ) d , * ( t )  =  k iC (t )d i i t )  — k - i d * ( t )  +  ( N  — i +  l ) k 2d , _ * ( t )  — 

[ i k - > + ( N  — i-)k,]di*(t) +  ( i  + l ) k - 2d i + 1* ( t )  (4.2)

(d /d t)d ,(t) =  - k . C m . i t )  +  k - 4 , * ( t )  (4.3)

Cl
I ^

Cl — Pt1̂—Cl
'  I

Cl
1--O0 —

1 _ 2- r ci 1

Cl--Pt"'

L a [QJ_ Cl

+ cr

c i
H

II (A)

Cl ,C\

Cl

V e'

IÎ

This system of equations can be solved if the reasonable 
approximation that C(t) remains constant is made, but 
the analysis is mathematically intricate and can be great­
ly simplified by assuming that in addition to C(f) remain­
ing constant, a steady-state exists in the d,*(t) for most of 
the reaction . 3  If there is no isotope effect then

k - 2 = ^ k 2 (4.4)

It can be shown that the stationary value of C(t) is the 
equilibrium concentration. Therefore we let

0(f) = Ce (4.5)
where Ce is constant .

The (d /dt)d ,*(f) in (4.2) are set to zero and with (4.4) 
gives

kyCed i t )  ~  k - i d i * i t )  +  y  \(N ~ i  +  l ) s d , ~ * ( t )  —

[ ( r ~ s ) i  +  s N ] d , * ( t )  +  {i +  l ) rd ,  + l*(t)\ =  0 (4.6)

Equations 4.3 and 4.5 can be solved by the method of Bol­
der and coworkers3  but a more elegant approach is to use 
the Krawtchouk polynomials to obtain the solutions in 
terms of the uncoupled representations. The d,(t) and

(IV) d i* ( t )  are transformed by the relationships

In general, the mechanism for multiple exchange in 
molecules with symmetrical activation can be schemati­
cally written

D, +  C D ,*
k-,

( N - i ) k i  ||(/ +  1>A'_, U=0,1,.........V - l i  ( V )

D , + 1 — C 4 ^= D, +  1*

E m( t )  =  f ^ K J i ) d i ( t )  (4.7)
i=0

E m* ( t )  =  (4.8)
<=o

These transforms are applied to (4.3) to give

(d /d  t ) E m( t )  =  - k 1C eE J t ) + k - iE m* ( t )  (4.9)
By transforming (4.6) it can be shown (as in section 3)

The Journal of Dhysical Chemistry, Voi. 78. No. 10, 1974



988 J .  L . G a r n e t t  a n d  J . C . W e s t

TABLE II: T abulation  o f  K m(j) for N = 10, s = 1

m i 0 1 2 3 4 5 6 7 8 9 10

0 X 1 l l l l l 1 l 1 1
l -1 0 - 9 - 8 - 7 - 6 - 5 - 4 - 3 - 2 - 1 0
2 45 36 28 21 15 10 6 3 1 0 0
3 -1 2 0 -84 -56 -3 5 -2 0 -1 0 - 4 - 1 0 0 0
4 210 126 70 35 15 5 1 0 0 0 0
5 -2 5 2 126 -56 -2 1 - 6 - 1 0 0 0 0 0
6 210 84 28 7 1 0 0 0 0 0 0
7 -1 2 0 -36 - 8 - 1 0 0 0 0 0 0 0
8 45 9 1 0 0 0 0 0 0 0 0
9 - 1 0 - 1 0 0 0 0 0 0 0 0 0

10 1 0 0 0 0 0 0 0 0 0 0

F igure 5. Plot of log [100£m(f)/£ m(0)J vs. time for exchange in 
benzene. Data taken from Table I.

F igure 6. Plot of log [1 0 0£m ( f ) / £ m (0 )] vs. log q for exchange in 
benzene. Data taken from Table I.

that
k , C , E m( t ) ~ k - i E m* ( t ) - ^ r n E m* ( t )  =  0 (4.10)s

It follows that

E m* a )  =  h klS+ l  E Mk-iS  +  k.,m
Substituting (4.11) into (4.9) yields

-k ik im C ,
( d / d t )E m ( t )  -  t —‘ , , E m( t )

k —iS “T k  -iTYl

It follows that

where

E m( t )  — Em(0) exp(— Amf)

 ̂ _  kfi .iCem

m ~  k - i S  +  k m

(4.11)

(412)

(4.13)

(4.14)

F igure 7. Plot of 1 /\m vs. 7/m for exchange In benzene and 
ammonia. Am is defined in eq 4.14: ( +  ) plot for exchange in 
ammonia, data as in Figures 1 and 2; (O) plot for exchange In 
benzene, data as in Figures 5 and 6.

Plots of In E m{ t ) against time for multiple exchange, with 
constant s, and a steady state in the d ,* ( t )  should be lin­
ear with slope = —Am. Unlike stepwise exchange, the Am 
are not linear functions of m  but are given by (4.14). 
Agreement between the experimentally determined Am 
and (4.14) provides a convenient test for the kinetic as­
sumptions in the model. However, (4.14) is easier to han­
dle if rearranged to

1 /  Am s 1 
k iC jK ft  m

+
k\Ct,

(4.15)

where

K r =  k , / k ^  <4-16>

Plots of 1/Am against 1 /m  should be linear and K n can 
be used as a measure of the multiplicity.

K r =  s(intercept/slope) (4.17)

The solutions for stepwise and multiple exchange are for­
mally similar (compare (3.9) and (4.13)). If (4.12) is used 
to represent both stepwise and multiple systems, then a 
straight line through the origin (in eq 4.15) indicates a 
stepwise process.

(6) A p p l i c a t i o n  o f  M e t h o d  to  B e n z e n e  E x c h a n g e .  The 
homogeneous PtGU2 catalyzed exchange between ben­
zene and deuterated aqueous acetic acid follows multiple 
kinetics10 (eq IV, Table I) and therefore it is particularly 
interesting to compare the results for this reaction with 
those for stepwise reactions. In Figures 5 and 6, log [100 
E m ( t ) / E m{0)] is plotted against time and log q, respec-
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tively. Two features are apparent. First, neither plot pro­
duces a linear function (because s is not constant) and 
secondly, the initial slopes in Figure 5 do not increase pro­
portionally with m .

In Figure 7, 1/Xm is plotted against 1 /m  for exchange 
reactions with benzene (multiple) and ammonia (step­
wise). Both sets of results give linear plots and show the 
validity of eq 4.15 for the stepwise and multiple exchange 
systems.

The present procedure thus demonstrates that for an 
isotope exchange process possessing either stepwise or 
symmetrical multiple character, the transform E m(t ) ,  
which is defined in eq 3.2, greatly simplifies the treatment 
of the mass spectral kinetic data.

A c k n o w l e d g m e n t s .  The authors thank the Australian 
Research Grants Committee and the Australian Institute 
of Nuclear Science and Engineering for the support of this 
research.

Appendix I
A tabulation of K m( i ) is provided for the special initial

conditions: undeuterated organic substrate and a fully 
deuterated source of deuterium (i.e., s = 1, r = 0). The 
table is for A = 10. Tables for N  = 1 to 9 are readily ob­
tained as subtables of this Table n .

In general for N  =  y ;  y  =  1 to 9, subtract (10 -  y) from 
all values of i at the top of Table II and disregard all col­
umns for which i becomes negative. Then use only the 
first y  rows of Table II to complete the tabulation for N  =  
y . For example, if N  = 6, subtract 4 from the values of i 
and disregard the first four columns. Use only the first six 
rows to complete the table.
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Virial Theorem Decomposition of Molecular Force Fields

Gary Simons* and Jay L. Novick
D e p a r tm e n t  o f  C h e m is t r y .  W ic h i ta  S ta te  U n iv e r s it y .  W ic h i ta .  K a n s a s  6 7 2 0 8  ( R e c e iv e d  D e c e m b e r  17. 1 9 7 3 )

A procedure for decomposing a molecular force field into its (1) electronic kinetic and (2) electronic and 
nuclear potential components is developed. By applying this procedure to the triatomic species N 2 O, HCN, 
CS2, C 0 2, S 0 2, 0 3, S e0 2, C102, BOz- ,  H2S, HzO, H2Se, C1CN, OCS, GeF2, N CO- , OF2, and N 0 2, a set 
of structural rules regarding the signs of various T  and V  components of the Bom-Oppenheimer potential is 
obtained. The signs of the equilibrium values of <97/7)0, d 2 V/8 6 2, 8 2 V / 8  Rd 8 , d 2 V / d R 1d R 2, d 3 V /d R 2 dd, 
d3 T/dRdd2, <93Vy<9Ri<9R230, 8 T / 8 R , 8 2 V/ 8 R 2, and d3 T / d R 3  are shown to be generally negative, while the 
signs of the respective derivatives of the other components are positive. A discussion of the physical sig­
nificance of the rules is given, and the decomposition procedure is used to assess the virtues and defects of 
three recently proposed model functions.

I. Introduction
As witnessed by the number of recent review articles 

which deal with the subject,1' 4 the determination of mo­
lecular force fields including cubic and often quartic force 
constants has become an area of considerable research ac­
tivity. There are now in the literature cubic or quartic 
force fields of varying degrees of accuracy for nearly 20 tri­
atomic species,5-23 and several more ambitious studies 
have been reported.24-26 Given the difficulty and expense 
of determining accurate potential surfaces from a b - in i t i o  
computations,27 these “ experimental”  force fields remain 
a primary source of information concerning the interac­
tions between atoms in molecules. The determination and 
interpretation of these fields is a formidable task, how­
ever, which has led several investigators to propose simple 
model potential functions.28-36 These models provide ad­

ditional physical content for the empirically determined 
force constants, and may eventually lead to the construc­
tion of model potentials for molecules about which there 
is little or no experimental data.

In section II of this paper we demonstrate that by 
employing the polyatomic quantum-mechanical virial the­
orem in the form derived by Nelander,37 one may rigor­
ously decompose a molecular force field into its kinetic 
and potential components (the components due (1) to the 
electronic kinetic energy and (2) the electron-nuclear, 
electron-electron, and nuclear-nuclear electrostatic inter­
actions, respectively). Since no physical model, empirical 
rule, or approximate wave function is employed, the re­
sulting kinetic (T )  and potential (V) constants may be re­
garded as “ experimental,”  subject only to the errors in­
volved in the determination of the force constants.
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By inspecting the T  and V  fields of a number of tri- 
atomic molecules, we have discovered several relation­
ships of apparently general validity, which describe the 
way T  and V  contribute to certain force constants; these 
are given in section III. These rules may prove useful in 
assessing the reliability of experimental force fields or of 
computed potential surfaces, but more importantly, they 
allow for an increased understanding of the “ whys”  of 
bonding and structure: for example, we show that in es­
sentially all cases the kinetic energy tends to open the 
bond angles of bent triatomics, while the potential tends 
to close the angles.

Further, the experimental T  and V  fields may be em­
ployed to analyze physical models of force fields. In sec­
tion IV we use this approach to assess the virtues and de­
fects of three recently proposed model functions.

II. Decomposition of Force Fields
The Born-Oppenheimer potential or force field of a 

polyatomic molecule may be expressed as a sum of kinetic 
and potential components

w m ,  j0*D =  v(\Rj\, m  +  n m ,  m  (p
where ji?;) are a set of internuclear distances and \dk\ a set 
of angles which together are s u f f i c i e n t  to determine the 
molecular structure. Nelander37 has shown that these 
quantities are related by the polyatomic virial theorem

V  =  2 W  +  Z , R , ( d W / d R , )  (2)

where i runs over the set j ,  with all members of \R, ( except 
Ri held constant during each differentiation. For a tri- 
atomic molecule, eq 2 may be written

V ( R h R 2, 6 ) =  2 W ( R l t R 2, d )  +  R J W / d R ,  +  R 2d W / d R 2

(3a)
or
T ( R h R 2, 0) =  - W ( R h R 2 J )  -  R J W / d R ,  -  R , d W / d R 2

(3b)
where R i, R 2 , and 6  are the two bond lengths and the 
bond angle. By successively differentiating eq 3, one 
straightforwardly obtains a series of expressions relating 
various derivatives of T  and V to derivatives of IT.36 If the 
derivatives are then evaluated at the equilibrium geome­
try, the T  and V  fields may be expressed in terms of the 
molecular force field. Thus if the force field W  is written 
as

IT =  2 t f i+J+t> W / d q ‘d q 2Jd q 3% q M q 3k/ i\ j lk l  (4)
i + j + k < N  

i. J. *  >  0

where the q ’a are the displacement coordinates I?i — Rle, 
R 2  ~  f?2 e, and 6  — de , and |e indicates the derivatives are 
evaluated at the equilibrium geometry, then eq 3 and its 
derivatives allow one to determine the kinetic field

T =  2  (d l‘+J+k,T / d q 1‘dq.2 'd q 3k\eq l‘ q 2Jq 3k/i\jlk\  (5)
i + j + k < N - l  

1. j .  k > 0

and the analogous potential field. Note that an Nth order 
force field determines N  -  1th order T  and Vfields.

We have determined the T  and V  constants for a num­
ber of triatomic molecules. Unfortunately, the derivatives 
of IT are not normally known to high accuracy, and errors 
in the force constant values are magnified in the determi­
nation of the T  and V constants. Although experimental 
uncertainties are not necessarily closely related to statisti-

TABLE I: L inear Angle Derivatives for 
B ent T ria tom ics" ''

Molecule ÒT/Ò9 ò V / ò d % error Ref

SO, -1 .5 1 1.51 27 10o3 -1 .3 8 1.38 28 12
SeO, -0 .0 5 0.05 67 13
CIO, -0 .4 9 0.49 14
H,S -0 .3 6 0.36 16
h ,o -0 .8 6 0.86 24 17
H,Se -0 .2 3 0.23 16
GeF, 0.06 -0 .0 6 21
OF, -0 .5 9 0.59 1
NO, -1 .5 5 1.55 3 23

a In  this and following tables, T  and V  are in mi lliergs, R i  and R 2 are in
angstroms, and 9 is in radians. b In  this and following tables, % error is
per cent uncertainty in T  component derivative determined from statistical
dispersions; see text.

TABLE II: Q uadratic Angle Derivatives
fo r  Linear Triatom ics

Molecule Ò2T/ÒÌ2 W V / d d * % error Ref

n 2o 3.10 -2 .4 3 1 1 5

HCN 0.61 -0 .3 5 18 6
CS, 1.71 -1 .1 4 2 8
CO, 2.04 -1 .2 6 1 9
B 0 2-» -2 .4 2 3.09 8 15
B O ,-'’ 1.10 -0 .4 3 10 15
C1CN -0 .4 2 0.77 20 18
ocs 1.46 -0 .8 1 39 19
NCO “ “ -1 .3 3 2.07 10 22
N C O ” 6 2.23 -1 .5 0 5 22
N C O “ e 2.30 -1 .5 7 7 22

a In  KC1 matrix. b In  K B r  matrix. c In  K I  matrix.

TABLE III: Q uadratic B ond-A ngle Derivatives
fo r  B ent T riatom ics

Molecule ò * T / à R ò 9 ò2V/òRò0 % error Ref

so. 4.76 -4 .2 4 1 1 1 0

o3 5.32 - 4 .7 8 88 1 2

SeO, -0 .4 0 0.42 210 13
C102 -1 5 .1 9 15.35 14
BUS 1.00 -0.86 16
H ,0 0.68 -0 .2 3 152 17
H,Se 0.11 -0 .0 3 158 16
GeF, 0.78 -0 .8 0 21
OF, 2.04 -1 .8 3 1
n o 2 0.80 - 0 .1 4 23

cal dispersions, we have treated the dispersions (when 
available) as errors, and carried them through the calcula­
tions. The final “ uncertainties”  are not quantitatively cor­
rect, but they do suggest which derivative values are 
meaningful and which are not. Some results are presented 
in Tables I -  VII.

III. Structural Rules
An inspection of Tables I-VII reveals a number of rules 

regarding the signs and magnitudes of various T  and V  
derivatives.

1. I n  b e n t  t r ia t o m ic s  th e  k i n e t i c  c o m p o n e n t  o f  t h e  
B o r n - O p p e n h e i m e r  e n e r g y  fa v o r s  la rg er  a n g le s  w h i l e  t h e  
p o t e n t i a l  c o m p o n e n t  fa v o r s  s m a l l e r  a n g l e s  (dT/dd <  0, 
dV/dd >  0 ) . This rule is rather surprising, as it attributes 
the same type of energetics to diverse molecules such as 
SO 2  and H20 ; nevertheless, it is well supported by the 
data. Nine of the ten molecules listed in Table I obey the 
rule, and the uncertainties in the force constants of the
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TABLE IV: Q uadratic B on d -B on d  Derivatives
Molecule W T / Ö R r f R l W / d R i d R n % error Ref

n 2o -0 .2 6 1.29 318 5

n 2o 3.68 -2 .6 5 2 0

HCN 1.58 -1 .8 0 48 6
CS2 3.02 -2 .3 8 9 8
c o 2 5.28 -4 .0 2 9 9
s o 2 3.44 -3 .3 2 10 10
o 3 2.78 -1 .0 5 171 12
SeO, 1.01 -0 .9 8 188 13
CIO, 16.72 -1 6 .6 3 14
b o 2- 4 4.82 -3 .7 2 15
B O ,-' 4.71 -3 .6 3 15
H,S -0 .0 8 0.07 714 16
h 2o 1.42 - 1 .5 4 74 17
H2Se 0.41 -0 .4 3 208 16
C1CN 3.49 -3 .1 0 5 18
OCS - 6 .0 8 7.12 238 19
GeF, 0.12 0.14 21
N C O “4 8.77 -7 .5 2 22
N C O - ' 8.17 -6 .9 6 22
N C O -* 7.07 -5 .9 4 22
o f 2 2.11 -1 .2 8 1
NO, 1.27 0.87 140 23

° In  N 2 matrix. b In  KC1 matrix. c I n  K B r  matrix. d I n  K I  matrix.

TABLE V: C ubic B on d 2 A ngle Derivatives
for B ent T riatom ics

Molecule à * T /à R * à 9 f r V /d R * d O % error Ref

s o 2 9 . 5 4 -1 2 .7 2 1 0

0 3 17.06 -2 0 .6 0 7 4 1 2

C102 170.9 -1 6 1 .7 14
H,S 2.4 - 3 . 2 16
h 2o 51.69 -5 2 .6 7 63 17
n o 2 0.10 -0 .6 8 23

exception, GeF2 , may be quite large. Hence we conclude 
that conventional arguments which attribute the large 
bond angle in H2G to proton-proton repulsions38 are not 
totally correct; the unshielded protons may indeed cause 
the large bond angle, but only indirectly, by shaping the 
electron distribution which determines dT/dd.

2. In  l in ea r  t r i a t o m i c s  V fa v o r s  b e n d i n g  w h i l e  T  o p p o s e s  
b e n d in g  (d2T/dd2 > 0, d2V/d62 < 0, \d2T/d82\ > \d2V/ 
dd2\). This rule is also well supported by the data, as 
shown in Table II. Five molecules obey the rule, in two 
cases (B 0 2-  and N C O - ) K B r and K I matrix results agree 
with the rule, and in one case the rule is disobeyed. When 
taken together, rules 1 and 2  support an interpretation of 
T  as the kinetic energy of a “ particle-in-a-sector” 28-31 
(any motion which increases the sector size decreases T ). 
Moreover, rules 1 and 2 suggest that a model in which in­
creased bending leads to increased attractive electrostatic 
interactions might be appropriate for V. A purely point- 
charge model would predict 8 2 V / 8 8 2  to be positive, how­
ever, so higher terms are necessary.

3. In  b e n t  s y m m e t r i c  t r ia t o m ic s  t h e  k in e t i c  b o n d -a n g le  
in t e r a c t io n  is p o s i t i v e  (8 2 T/dR d 6  >  0)  w h i l e  t h e  r e s p e c t i v e  
p o t e n t i a l  in t e r a c t i o n  is n e g a t iv e .  As shown in Table III, 
eight molecules obey this rule, while C 10 2 and S e 0 2 do 
not. The uncertainty in the S e 0 2 derivative is so great 
(2 1 0 %), however, that this value is meaningless. The CIO2 
data are for an excited state, which may be atypical; no 
statistical dispersions were given for this molecule. This 
rule is also in accord with the “ particle-in-a-sector” idea.

4. T  m a k e s  a p o s i t i v e  c o n t r i b u t i o n  t o  t h e  b o n d - b o n d  in ­
t e r a c t i o n  f o r c e  c o n s t a n t ; V  m a k e s  a n e g a t iv e  c o n t r i b u t i o n

TABLE VI: C ubic B ond-A n gle2Derivatives
Molecule Bond d*T /dRc)9  2 d * V / d R d 9 2 % error Ref

N,0 N-N -5 .9 6 4.28 42 5
HCN C-H 2.37 -0 .4 8 152 6
HCN C-N 1.06 -1 .7 2 63 6
c s 2 C-S -4 .7 2 3.99 12 8
c o 2 C-O -4 .2 4 3.02 14 9
S02 3-0 -1 0 .1 6 7.86 18 10
o 3 0 - 0 -9 .4 0 5.34 317 12
CIO, Cl-O 35.48 -3 7 .6 8 14
B O ,'" B-0 -4 .1 4 4.84 15
B 02' 4 B-0 -1 .3 7 0.08 15
H,S H-S 4.76 -4 .8 6 99 16
H,0 H-O 6.46 -7 .2 7 n o 17
C1CN C-N -4 .6 7 3.90 15 18
C1CN C-Cl -5 .8 4 6.43 6 18
OCS C-S -3 .6 1 2.39 236 19
OCS C-O -9 .7 1 9.52 152 19
N,0 N-0 -6 .2 8 4.71 31 5
NO, N-0 -4 .1 9 3.12 23
NCO-0 C-O -1 1 .2 4 12.70 22
NCO-4 C-O -5 .4 3 3.88 22
NCO-' C-O -5 .5 6 4.13 22
NCO- “ C-N -4 .5 4 3.53 22
NCO-4 C-N -4 .1 4 3.25 22
NCO- ' C-N -4 .8 7 3.81 22
“ In  KC1 matrix. 4 In  K B r  matrix. '  In  K I  matrix.

TABLE V II: C ubic B ond -B on d  Angle 
Derivatives fo r  B ent T riatom ics

Molecule à*T /à R ià R h d 9 ö3Vr/öi? iöJR2Ö0 % error Ref

s o . 2.67 -3 .5 6 9 1 0

0 3 -1 1 .5 9 10.10 98 1 2

C102 -1 5 .1 9 15.35 14
h 2s 1.00 -0 .8 6 16
h 2o 0.68 -0 .2 3 152 17
n o 2 1.02 -2 .1 9 23

{d 2 T/ 8 R i d R 2  >  0, 8 2 V / d R id R 2  <  0 ) .  Seventeen of the data 
sets in Table IV obey this rule. All of the data sets which 
disobey the rule, two partially and three com pletely, pos­
sess large or unknown dispersions. Hence this observation 
appears to be of quite general validity, applying to mole­
cules with both positive and negative force constants. 
This result provides a new basis for the rule of Linnett 
and Hoare,3 2 ’ 39 which states that molecules with localized 
bonding electrons have negative force constants and mole­
cules with nonlocalized bonding electrons have positive 
force constants. The positive kinetic derivative should 
have a larger magnitude when there are nonlocalized 
bonding electrons.

5. F o r  b e n t  tr ia to m ic s ,  8 3 T / 8 R -i 2 8 8  >  0  a n d  8 3 V/dR\2 8 d
<  0. A ll six molecules in Table V  support this rule. Note 
that for most molecules, 8 2 T / d R i 8 8  and 8 3 T/ 8 R i 2 8 8  have 
the same sigr.; ordinarily a differentiation leads to a sign 
reversal.

6 . F o r  b o th  l in ea r  a n d  n o n l in e a r  t r ia t o m ic s ,  d3 T / 8 R 8 d2

<  0  a n d  d 3 V/8 R 8 8 2  >  0. Fourteen of the nineteen interac­
tions displayed in Table VI obey this rule. The hydride 
molecules H CN, H20 , and H2S seems to be exceptions, 
but the estim ated errors are quite large in these cases. As 
in rule 3, C 10 2 is an exception. There generally is a sign 
reversal between 8 2 T / 8 R 8 8  and d3 T / 8 R 8 8 2.

7. F o r  n o n l in e a r  t r ia to m ics ,  8 3 T / d R y d R 2 d8  > 0  a n d  
d 3 V/8 R 18 R 2d 6  <  0. Four of the six cases listed in Table VII 
satisfy this relation. O3 and CIO2 do not, but both values 
are presumed to have large uncertainties.
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8. I n d iv id u a l  b o n d  s tr e tc h e s  fo l lo w  th e  s a m e  p a t t e r n  as  
in d ia to m i c s :  d T / d R i  <  0, d V / d R i  >  0 ;  9 2T / d R i 2 >  0, 
d W / d R J  < 0; d 3T / o R j . 3 < 0, d 3 V J d R x3 >  0 ;  \dn T / d R p \  
> |5nV/Si?in |. This rule is, of course, not surprising. It is 
in accord with earlier observations16 and values for partic­
ular derivatives are available from the authors.

Attem pts to obtain a structural rule for d3/3Ri2dR2 de­
rivatives failed, as the data are scattered and expected 
uncertainties are quite large.

The structural rules proposed here should not, of 
course, be accepted as “ final.” It is quite possible that 
new and improved data could modify some of the conclu­
sions, and that molecules with unusual bonding patterns 
may be exceptions. Nevertheless, we believe that the pro­
posed rules are basically correct, and that they will apply 
to the great majority of triatom ic molecules.

IV. M odel Force Fields
An exact model force field will autom atically predict 

proper values for derivatives of T  and V. If, however, a 
model is employed which does not predict all force con­
stants precisely, then one may decompose the model force 
field into its kinetic and potential components to deter­
mine which terms are being treated accurately and which 
are not. In the following we report the results of such 
analyses of three model functions.

A .  T h e  P a r r -B r o w n  M o d e l .  Parr and Brown2 8 -29 have 
proposed that a Born-Oppenheim er potential function of 
the form

W  =  W J R i  +  W 2 / R 2  +  W J R J  +
W 22/ R J  +  W 12/ R R 2 +  W m / R J R ,  +

W m / R J t i 1 +  W G es c  (0/2)/R R 2 (6 )

be employed to describe linear triatom ics. They deter­
mined the W  coefficients by a least-squares fit to the force 
constants for C 0 2, O CS, H CN , and N 20 .29 The W lt W 2, 
W n , and W 22 coefficients were interpreted using a point- 
charge and particle-in-a-box model earlier found useful for 
diatom ics ;4 0 -41 the W G term was justified by a particle- 
in-a-sector argument.

Sm ith and Overend have suggested3 0 -31 that eq 6  be 
modified to

W  =  W J R ! +  W 2 / R 2 +  W J R J  +
W J R J  +  W J / R J  +  W J / R J  +  W VZ/ R R 2 +

W e tan 2 [1/2(tt -  9 ) ] / R l- R J  (7)

They used this function to study C 0 2, C S 2, O CS, HCN, 
C1CN, and N 20 . Both the original and modified functions 
yielded force constants in reasonable agreement with ex­
perimental values.

B y inspecting the T and V derivatives obtained from 
the original Parr-Brown potential function for C 0 2, OCS, 
H CN, and N 20, we have found that out of 84 distinct T 
and V  derivatives, nine disagree in sign with the experi­
mental values (three for C 0 2, two for O CS, one for HCN, 
and three for N 20 ). Some of the discrepancy is due to de­
rivatives of the type d3T/dR\2dR2 and 83V/dRJdR2; we 
regard the experimental values for these quantities as un­
reliable. In other cases, calculated derivatives which dis­
agree with experiment but are in accord with the rules 
outlined in section III may, in fact, be more reliable than 
the experimental ones. Thus we distinguish between the 
11  “ unconfirmed” discrepancies for these molecules, and 
the four “ confirmed” discrepancies, cases in which calcu­
lated values disagree both with experiment a n d  with the

rules of section III. For the potential function of eq 6 , con­
firmed sign discrepancies occur for d2 V / d 6 2 of O C S, d2 V /  
dd2 of C 0 2, d3 V / d R N<)dd2 of N 20, and for d3 V / d R t>-ndO2 
of N 2 0 . There are no confirmed discrepancies for any k i­
netic derivatives or for any non-angle-dependent potential 
derivatives.

In the Sm ith and Overend studies of these same mole­
cules, there are 18 unconfirmed discrepancies, but only 
one confirmed discrepancy (32 V / d R i d R 2 for H C N ). The 
high number of unconfirmed discrepancies is due either to 
questionable terms involving d3/ d R i 2d R 2 or to cases in 
H CN  and O CS where the predicted derivatives agree with 
the structural rules but the experimental values do not. 
Thus the modified potential function eq 7 is somewhat 
more accurate than eq 6 , and supports the structural rules 
of section III. This function is also successful in treating 
C S 2 and C1CN, where there are six unconfirmed but only 
one confirmed discrepancy.

B . T h e  A n d e r s o n  P o te n t i a l  F u n c t io n .  Anderson has re­
cently proposed3 3 -34 a potential function of the form

W ( R h R p 6 ) =  W d( R J  +  W J R j  +

A / R 3N -  B / ( R j  +  r ,R ay  (8 )

where the W D are functions obtained from the respective 
diatomic molecules via  a Poisson’s equation approach ,42 r/ 
is a scale parameter, and N  is taken to be either 2 or 4. 
He evaluated his potential function for C 0 2, C S 2, OCS, 
H CN, H20 , S 0 2, and O3 . For the two linear symmetric 
species, C 0 2 and C S 2, a virial theorem analysis of his re­
sults shows that there are no confirmed or unconfirmed 
discrepancies; eq 8  seems to describe quite accurately this 
kind of molecule. These results are superior to those re­
ported by Parr and Brown29 and Sm ith and Overend .31

For the two nonsymmetric molecules, O C S and H CN , 
there are 17 unconfirmed and 4 confirmed discrepancies; 
these results are inferior to those reported in section IVA. 
Three of the four confirmed discrepancies involve deriva­
tives of V.

The three nonlinear molecules, H 20 , S 0 2, and O 3, are 
more difficult to model successfully. Anderson’s results 
contain 2 0  unconfirmed and 10  confirmed discrepancies. 
All of the confirmed discrepancies involve angle-depen- 
dent derivatives, five of T  and five of V. Thus the virial 
theorem analysis suggests that Anderson’s function is 
quite accurate for symmetric linear species, somewhat less 
accurate for nonsymmetric linear molecules, and signifi­
cantly less accurate for nonlinear triatom ics.

C. P o i n t -C h a r g e  P o i n t -D i p o l e  M o d e l .  One of us has re­
cently proposed a point-charge point-dipole model for V  
which contains two parameters: q, a bond charge, and g ,  a 
point dipole on the central atom .36 The suggested form of 
V  was

V ( R h R t, 6) =  — 2 0 ( q 2e 2/ 9 R i )  -  2 0 ( q 2e 2/ 9 R 2) -

10[ q p e  cos ( 0 / 2 ) / 3 R J ]  — 10[ q p e  cos (0/2)/3/?-22] +  

[ 2 2 q 2e 2/ 9 ( R J  +  R J  -  2R R 2 cos 0)m ] -  

[ 2 q 2e 2/3\(R J  +  1/4R J  -  R , R 2 cos 19)1/2] -

[2q2e2/3(l/4:f ? 12 +  R J  -  R R 2 cos 6»)1/2] (9)

The parameters were evaluated using approxim ate rela­
tions obtained from the virial theorem and their values 
were shown to be in accord with chemical intuition. A p ­
proximate values for d3 W / d R J  and d2 W / d d 2 were predict­
ed .36 Now that experimental values for d V / d R i  and d V /d d  
are available, we have determined q  and g  parameters for
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C 0 2, CS2, S 0 2, Os, S e02, C102, B 0 2- ,  H2S, H20 , H2Se, 
and OF2. The new q  values are generally larger than those 
obtained previously (<7old(H20 ) = 1.16, qnew(H20 ) = 1.60; 
(j0id(C02) = 2.30, <7new(C02) = 3.62), so the connection 
between q values and bond orders is now less satisfactory.

Values for derivatives of V  were calculated, and their 
signs were compared to those predicted by the structural 
rules. We found that the signs of rj2 V / d R 12, d2 V /d R id d ,  
d W / d R y 3, and d3 V/dR -LdR2d R 3 are predicted correctly, the 
signs of d2 V / d R i d R 2, d2 V /d d 2, and d3 V / d R i 2dd are incor­
rect, and results for d3 V /d R i d d 2 are ambiguous. Thus, our 
conclusions are in agreement with those obtained by Ray 
and Parr.43 The initial formulation of the model appears 
to be chemically useful at the simple quadratic valence 
force field level, but an improved expression for V, capa­
ble of correctly predicting more derivatives, will require 
the inclusion of other electrostatic interactions, such as 
point charge point quadropole or point dipole point dipole 
terms.

V. Conclusion
The virial theorem decomposition technique is a useful 

procedure for extracting physical information from empir­
ically determined force fields. By decomposing the force 
fields of a number of triatomic molecules, we have devel­
oped a set of rules regarding the contributions of T  and V  
to molecular structure. The rules have been shown to be 
of interpretive value, and can be further employed to 
study the strengths and weakness of model force fields.
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Aromatic Radical Cation Formation on the Intracrystal Surfaces of Transition Metal 
Layer Lattice Silicates
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M ic h ig a n  4 8 8 2 4  { R e c e iv e d  O c to b e r  2 9 . 1 9 7 3 )

P u b lic a t io n  c o s ts  a s s is te d  b y  M ic h ig a n  S ta te  U n iv e r s it y

The adsorption of selected aromatic molecules on the intracrystal surfaces of Fe(III) and V 0 2+ exchange 
forms of a layer lattice silicate (hectorite) has been studied by ir, uv-visible, and esr spectroscopy. In ad­
dition to aromatic radical cation formation, type II species, which exhibit an intense charge-transfer 
band in the ir region and vibrational frequencies that are substantially shifted relative to the parent m ol­
ecule, are formed with benzene on the Fe(HI) exchange form and with anisole and thiophene on both 
Fe(III) and V 0 2+ exchange forms. The complexes are identical with those previously observed on Cu(II) 
layer lattice silicates. It is suggested that the type II species are a s s o c ia t e d  radical cations formed by 
electron transfer from the parent molecule to the metal ion. Toluene radical cation formation is accom ­
panied by polymerization, and the polymer apparently inhibits radical cation association.

Introduction
In an earlier report1 from these laboratories it was 

shown that the chemisorption of benzene on the interlam- 
ellar surfaces of copper(II) montmorillonite under dehyd­
rating conditions results in the formation of two distinct 
species distinguishable by infrared spectroscopy: a green- 
yellow type I complex containing a planar CeH6 ring, and 
an intensely red type II species in which the ring no longer 
appears to be planar and aromaticity is apparently lost or 
greatly perturbed. The type I benzene is observed under 
conditions where the degree of hydration of the mineral is 
greater than that necessary for formation of type II ben­
zene, and the two forms can be reversibly interconverted 
by adding or removing controlled amounts of water. Phe­
nol and alkyl-substituted benzenes have been found to 
form only type I complexes,2-3 but both type I and type II 
species have also been observed with anisole and related 
aromatic ethers,4 biphenyl, naphthalene, and anthra­
cene,5 and thiophene.6

The vibrational spectra of the type I complexes are con­
sistent with the aromatic ring being edge-bonded to cop- 
per(II) in a manner analogous to that found in 
Ag(C 6 H 6 )C 1 0 4 7  and Cu(C6H6)AlCl4 .8 This mode of bond­
ing is further supported by spectral similarities between 
aromatics chemisorbed on the Ag(I) exchange form of 
montmorillonite and the corresponding type I Cu(II) com­
plexes.9

The nature of the type II species, however, is considera­
bly less certain. The principal spectral feature of all type 
II aromatics is the presence o f a very low energy electronic 
transition in the ir region which extends from ca. 1600 
cm 1 to beyond 4000 cm -1 . They also exhibit C-C 
stretching and C H deformation bands which are strongly 
shifted relative to those characteristic of the parent aro­
matic molecule. Type II benzene, for example, shows two 
intense C -C  stretching bands at 1540 and 1480 cm -1 and 
a broad C -H  deformation near 790 cm ~ 1. In comparison, 
the corresponding vibrations in liquid benzene are found 
near 1478 and 675 c m 1, respectively.

In a recent esr study, Rupert5 has found that upon for­
mation of type II species the g  and g L resonance compo­

nents of Cu(II) are lost and a new band is obtained which 
exhibits a width of 3 G between points of extreme slope 
and a g  value (2.0024) near that expected for a free spin­
ning electron. The ratios of integrated signal intensities 
revealed that only a small fraction of the Cu(II) spins lost 
are recovered as free electron spins. He suggested that the 
type II species involved the formation of radical cations or 
divalent cations as a result of electron transfer from the 
arene to copper(II). The lack of proton hyperfine splitting 
was interpreted in terms of rapid electron exchange be­
tween the radical cation and neutral molecule or the dica­
tion. The loss of spin density was attributed to the initial 
formation of a dication or electron transfer between radi­
cal cations to give a dication and the neutral molecule. An 
alternative suggestion was that a paramagnetic complex is 
formed which has an unfavorable relaxation time to be 
detected by esr.

Rupert’s suggestion of radical cation or divalent cation 
formation is in accord with our observation that type II 
anisole is oxidized to type II 4,4'-dimethoxybiphenyl4 and 
with Matsunaga’s discovery10 that the uv-visible spectra 
of adsorbed phenolthiazine and tetrathiotetracene on 
Cu(II) montmorillonite are consistent with the presence of 
only the radical cation and divalent cation, respectively. 
Although Matsunaga also found that adsorbed perylene 
exhibits electronic bands characteristic of the radical cat­
ion, the band near 4000 cm -1 could not be assigned to a 
transition of the radical cation, the dication, or the dimer­
ic perylene cation. It was suggested that the new perylene 
species is formed by interaction of radical cations and the 
neutral molecules.

In view of Rupert’s and Matsunaga’s findings it be­
comes of interest to determine whether type II aromatics 
are truly complexes formed between aromatic cations and 
other organic species present on the surface or if the cop­
per ion plays an intimate role in their formation. If Cu(II) 
functions merely as an oxidizing agent to generate the ar­
omatic cations needed to form an organic complex, then it 
should be possible to form these complexes with metal 
ions which are stronger oxidizing agents than Cu(II). 
Therefore, the present study of the chemisorption of ben­

The Journal of Physical Chemistry, Vol. 78. No. 10. 1974



Cation Formation on the Intracrystal Surfaces of Silicates 995

zene and other aromatic molecules on V 0 2+ and Fe3+ ex­
change forms of a layer lattice silicate was undertaken.

Experimental Section
P r e p a r a t i o n  o f  H o m o i o n i c  H e c t o r i t e s .  Hectorite was ob­

tained from the Baroid Division of the National Lead Co. 
The approximate unit cell formula is Nao. 66(Mg5. 3 4 - 
Li0 . 6 6 )(Si8 )O 2 0 (OH,F)4. This mineral is structurally 
similar to montmorillonite except that the negative charge 
on the silicate layers arises from substitution of Li(I) for 
Mg(II) in the octahedral layer. The vanadyl exchange 
form of the mineral was prepared by stirring the fraction 
of the clay below 2 n esd with an 0.25 M  aqueous vanadyl 
sulfate solution. The procedure was carried out three 
times to maximize the exchange. Excess salt was removed 
by repeated washing with distilled water until the wash­
ings were sulfate free. Analysis for total vanadium (Gal­
braith Laboratories, Knoxville, Tenn.) showed the miner­
al to contain 63 mequiv of VO2+/ 100 g, in comparison to 
the total exchange capacity of approximately 90 mequiv/ 
100 g. Samples of Fe(III) and Cu(II) hectorite were pre­
pared in an entirely analogous manner using aqueous 
chloride solution. A sample of the vanadyl hectorite was 
slurried three times with a 0.5 M  CaCl2  solution to deter­
mine whether the V 0 2+ ions were exchangeable. Chemi­
cal analysis indicated that at least 80% of the V 0 2+ could 
be exchanged in this manner.

Cu(II)-doped Zn(II) hectorite was prepared by three 
successive 1-hr treatments of 10 g of the mineral in 500 ml 
of methanol containing 1  mequiv of CuCl2 -2 H 2 0  and 9 
mequiv of ZnCl2 -2H 2 0 . The mineral was washed free of 
CD with methanol. The powder was air dried, suspended 
in 300 ml of water for several hours to displace adsorbed 
methanol, and then freeze dried.

Thin, self-supporting film samples for use in the ir and 
uv-visible studies were formed by depositing a few millili­
ters of an aqueous suspension of the mineral onto a Teflon 
sheet, and allowing air evaporation to take place. Consid­
erable particle orientation is obtained in this way, the 
basal planes of the silicate layers being aligned predomi­
nantly in the plane of the film.

F o r m a t io n  o f  A r e n e  C o m p l e x e s .  Air-dried film or pow­
der samples of V 0 2+ and Fe3+ hectorite were placed in a 
P 2 O 5  desiccator containing a small beaker of the hydro­
carbon. Color changes were observed as the aromatic mol­
ecules were adsorbed onto the mineral surfaces. Benzene 
was also adsorbed on V 0 2+ hectorite using Rupert’s 
method of suspending the mineral in boiling benzene and 
removing adsorbed water by azeotropic distillation. Pery- 
lene was adsorbed on Cu(II) and Cu(II)-doped Zn(II) hec­
torite by suspending the mineral for 4 hr in a saturated 
solution of perylene in acetone at room temperature, fil­
tering the suspension, and drying the mineral in a stream 
of dry nitrogen for several hours. As acetone is lost in the 
drying procedure, the Cu(II) saturated minerals turns 
from brown to purple and the Cu(II)-doped Zn(II) form 
changes from yellow to lavender.

Subsequent to complex formation, all samples were 
handled in a dry nitrogen atmosphere to avoid decom- 
plexation of the aromatic species by moisture.

S p e c t r o s c o p i c  M e a s u r e m e n t s .  X-Band electron spin res­
onance spectra were recorded using a Varían E4 spectrom­
eter operating in the range 9.48-9.52 GHz. Measurement 
of g  values was made relative to a standard pitch sample. 
Spectra at 77°K were obtained by immersing the sample 
tube in a Dewar filled with liquid nitrogen. The spectrom­

eter gain was varied depending on sample size, but care 
was taken to ensure that the modulation amplitude did 
not exceed half the line width. Infrared spectra in the 
range 4000-600 cm - 1  were recorded on a Beckman IR-7 
spectrophotometer. Samples were mounted in a brass cell 
fitted with NaCl windows. Uv-visible absorption spectra 
in the range 200-800 m / 4  were recorded on a Cary 15 spec­
trophotometer. A thin film of Na+ hectorite was used as a 
reference sample. The sample and reference were coated 
with Nujol oil and sandwiched between quartz disks to 
reduce scattering and to protect the complexes from at­
mospheric moisture.

Results
B e n z e n e .  The exposure of a freshly prepared sample of 

Fe(III) hectorite to benzene vapor in the presence of P2O5 
causes the mineral to turn from the yellow characteristic 
of hydrated Fe(III) to a deep red color. A similar color 
transformation occurs when the mineral is slurried in boil­
ing benzene ar.d the water removed by azeotropic distilla­
tion. The infrared spectrum of the chemisorbed benzene is 
shown in Figure 1  along with the spectra of the parent 
mineral and of type II benzene on Cu(II) hectorite. As can 
be seen from the figure, the bands at 1540, 1480, 1195, and 
790 cm “ 1  are identical with those present for the type II 
species on the Cu(II) exchange form . 1  Also, the character­
istic electronic absorption which extends from 1600 to be­
yond 4000 cm - 1  is present. Matsunaga 1 0  has found this 
latter band to be centered at 4400 cm “ 1  for type II ben­
zene on Cu(II) montmorillonite.

As shown in Figure 2a, type II benzene on Fe(III) hecto­
rite exhibits at least two overlapping, broad absorptions in 
the uv-visible spectrum in the range 300-600 nm. Two 
well-resolved bands near 430 and 500 nm and a weak band 
near 560 nm are found in the spectrum of type II benzene 
on Cu(II) hectorite and montmorillonite . 2 ’ 1 0  Figure 3a 
and 3b illustrate that upon formation of the type II 
species, the broad esr resonance characteristic of Fe(III) is 
replaced by a new sharp band of reduced intensity and 
with g  =  2.0028 and width 3.5 ±  0.3 G. A totally analo­
gous loss of the metal ion signal and appearance of a free 
radical signal occurs upon type II benzene formation on 
Cu(II) montmorillonite5  and hectorite. We find, in agree­
ment with Rupert’s results, that only ca. 1% of the Cu(II) 
spins lost upon type II benzene formation are recovered as 
free radical spins.

The observation of type II benzene on Fe(III) hectorite 
is in contrast to an earlier report1 1  that Fe(III) layer lat­
tice silicates absorb benzene by physical means only. The 
sample of Fe(III) hectorite used in the present study was 
freshly prepared. When the experiments were repeated 
using Fe(III) hectorite or montmorillonite that had been 
allowed to age for 3 weeks to several months or more 
under ambient conditions, only physically absorbed ben­
zene was observed. It is possible that aging renders the 
Fe(III) exchange form inert due to formation of polymeric 
iron oxides or hydroxides1 2  which reduce the oxidation po­
tential of the metal ion or hinder the access of the ben­
zene molecules to the metal ion positions on the exchange 
sites.

While still moist, freshly prepared vanadyl hectorite ex­
hibits a light blue color characteristic of the aqueous 
vanadyl ion V 0 (H 2 0 ) 5 2  + . The light blue color is lost and 
a tan color develops when the sample is air dried or freeze 
dried. Subsequent exposure of the tan-colored mineral to 
water vapor results in fairly rapid conversion to a bright
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Figure 1. Infrared spectra of (a) F e ( lll)  hectorite, (b) type II 
benzene on F e (lll)  hectorite, and (c) type II benzene on Cu(II) 
hectorite.

Figure 2. Uv-visible spectra of Fe(III) hectorite with (a) type II 
benzene, (b) chemisorbed toluene, and (c) type II anisole pres­
ent on the intracrystal surfaces.

yellow color. This change is also induced, though more 
slowly, by atmospheric moisture. The change could not be 
reversed either by vacuum drying over P2O5 or by heating 
for 24 hr at 110°. X-Ray diffraction studies of the tan and 
yellow forms of vanadyl hectorite indicate in each case a 
broad (001) reflection. The average d0oi value corresponds 
to about 13.0 A for the tan form and 14.3 A for the yellow 
form, compared with about 9.6 A for the completely dehy­
drated mineral. One may conclude that both forms consist 
of randomly interstratified mono- and dimolecular layers 
of water between the silicate sheets, the yellow form hav­
ing a greater proportion of dimolecular layers.

The infrared spectra of the tan and yellow forms in the 
range 4000-600 cm~1 exhibit bands attributable to 
the silicate lattice or to adsorbed water. Since the V = 0  
stretching mode lies in the range 985 ±  50 cm - 113 the 
band is probably obscured by the silicate absorption cen­
tered at ~  1000 cm-1 . The esr spectrum of the light-blue 
vanadyl hectorite (Figure 4a) exhibits an isotropic, eight­
line spectrum characteristic of rapidly tumbling aqueous 
vanadyl ions. From the spectrum one obtains g  = 1.971 ±  
0.002 and hyperfine splitting parameter A = 110 ±  1.0 G. 
In contrast, the tan form exhibits an anisotropic spectrum 
having the appearance of an axially symmetric system 
(Figure 4b) which is characteristic of V 0 2+ ions in an en-

A

5 0 0  gauss

Figure 3. Esr spectra for (a) Fe (III) hectorite and Fe (III) hec­
torite in presence of adsorbed (b) benzene (type II), (c) tolu­
ene, and (d) thiophene (type II).

5 0 0  g a u ss

Figure 4. Esr spectra of the (a) blue, (b) tan, and (c) yellow 
forms of V 0 2+ hectorite and of V 02+ hectorite containing ad­
sorbed (d) benzene, (e) toluene, and (f) anisole (type II).

vironment in which molecular rotation is restricted. The 
spectrum may be fitted approximately to the usual spin 
Hamiltonian.
3C =  g n( m :S, +  g i (3(HxSy +  HySv) +

A nI,S, +  A X(IXSX +  /,.Sv)
with g  = 1.931 ±  0.003, A = 198.5 ±  1.0 G, and g ±  =  
1.987 ±  0.003, A± = 79.0 ±  1.0 G. The yellow form of 
vanadyl hectorite, like the blue form, exhibits an isotropic
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spectrum (Figure 4c) having g  = 1.974 ±  0.002 and A = 
110 ±  1.0 G. The isotropic nature of the spectrum 
suggests that rapid molecular rotation or Jahn-Teller rear­
rangement is taking place.

Irrespective of which color form of V 0 2+ hectorite is ex­
posed to benzene vapor in presence of P2O5, the mineral 
adopts a green color. Infrared spectral bands at 1478 (C-C 
stretching) and 688 cm r1 (C-H deformation) indicate the 
presence of physically bound benzene.1 However, the esr 
spectrum (Figure 4d) shows a weak free radical signal in 
addition to the V 0 2+ signal, indicating that some electron 
transfer does take place. Also, a band is present at 385 nm 
in the electron spectrum (Figure 5a) which cannot be as­
signed to physically adsorbed benzene. After aging several 
days, the green mineral turns brown and all infrared 
bands attributable to benzene are absent. Weak absorp­
tions occur at 1598, 1510, 1491, and 1450 cm-1 which may 
reflect the existence of a polymeric product.

Toluene. The adsorption of toluene on Fe(IH) hectorite 
under dehydrating conditions causes the mineral to turn 
dark green. The infrared spectrum exhibits C-C stretch­
ing and C-H out-of-plane deformation bands at 1495 and 
738 cm-1, respectively, which are indicative of physically 
adsorbed toluene.2 In addition, new bands appear at 1435, 
1365, 1300, and 1944 c m 1 which are attributable to the 
presence of a polymer. Extraction of the mineral with 
methanol or acetone yields, in addition to free toluene, a 
brown, waxy substance which exhibits vibration bands 
near those found for the adsorbed polymer. The infrared 
spectrum of toluene on V 0 2+ hectorite is identical with 
that described for the Fe(III) exchange form, and the 
same polymeric material can be desorbed with methanol. 
A polymer free of Cu(II) can also be desorbed from tolu­
ene on Cu(II) hectorite and montmorillonite under condi­
tions where the type I complex is present, but this poly­
mer is a red solid which exhibits strong to medium bands 
at 1600, 1505, 1490, 1450, 1305, 1170, 1140, 1075, 1020, 810, 
55, 726, and 705 cm-1 . In contrast, the desorption of type 
II benzene from Cu(II) hectorite affords mainly free ben­
zene. For example, the extraction of 50 g of Cu(II) hecto­
rite containing ca. 4.0 g of type II benzene affords less 
than 5 mg of polymeric solid when extracted with metha­
nol.

As illustrated in Figure 2b and 5b, chemisorbed toluene 
on Fe(III) and V 0 2+ hectorite exhibits two strong bands 
near 410 and 455 nm and weak bands in the region 550- 
650 nm. The 410- and 450-nm bands are present for tolu­
ene adsorbed on Cu(II) hectorite and montmorillonite, 
and two weak bands are resolved at 555 and 610 nm. The 
desorbed polymer exhibits bands at 402 and 430 nm.

Although there is no indication of the low-energy elec­
tronic absorption characteristic of a type II species, the 
esr spectra of the Fe(III), V 02+, and Cu2+ exchange forms 
of hectorite containing chemisorbed toluene all show a 
sharp free-radical signal near g  = 2.00, the intensity of the 
transition metal ion signal being significantly reduced. 
Figures 3c and 4e illustrate the esr spectra for toluene on 
the Fe(III) and V 0 2+ forms, respectively.

Anisole. The adsorption of anisole on V 0 2+ hectorite is 
remarkably analogous to its adsorption on the Cu(II) ex­
change form of the mineral. In both cases the mineral de­
velops an intense blue color which can be rapidly trans- 
foriped to a brilliant green upon exposure to atmospheric 
moisture. It has been previously shown in the case of 
Cu(II) that the blue species is a type II anisole complex, 
whereas the green species is a type II complex of 4,4'-di-

Figure 5. Uv-visible spectra of V 02+ hectorite with adsorbed 
(a) benzene, (b) toluene, (c) anisole (type II), and (d) 4,4'- 
dimethoxybiphenyl (type II) present on the Interlamellar surfac­
es.

methoxybiphenyl. Both exhibit the characteristic electronic 
band which extends well into the infrared. The vibration 
spectra of both species have been described in detail in a 
previous report ,4

The adsorption of anisole on Fe(III) hectorite also leads 
to the formation of blue type El anisole. Its exposure to 
water vapor provides a brown product which can be de­
sorbed with acetone. The infrared spectrum of the de­
sorbed solid contains predominantly bands which may be 
attributed to 4,4'-dimethoxybiphenyl, but additional 
bands are present which suggest the presence of higher 
polymerization products. Thus type II anisole on Fe(III) 
hectorite is oxidized in part to 4,4'-dimethoxybiphenyl. 
but further oxidation probably also occurs to give higher 
oligomers.

Figure 2c shows the absorption bands in the uv-visible 
spectrum of type II anisole on Fe(III) hectorite. At least 
three bands are present at 440, 491, and 682 nm. On V 02+ 
hectorite these three bands are slightly shifted in energy, 
and a fourth band is resolved at 323 nm (cf. Figure 5c). 
Type II anisole on Cu(II) hectorite exhibits bands in the 
same regions.

The esr spectra of Fe(III), V 02+, and Cu(II) hectorites 
containing type II anisole all exhibit a narrow line at g  =
2.0029 and a weak transition metal ion signal which is sig­
nificantly reduced in intensity in comparison to the origi­
nal mineral. The spectrum in the case of the V 02+ ex­
change form is shown in Figure 4f. Type II 4,4'-dimethox- 
ybiphenyl formation on V 02+ and Cu(II) hectorite is also 
accompanied by the appearance of a sharp free-radical 
signal at g = 2.0029. The brown product which forms 
upon exposure of type II anisole on Fe(III) hectorite to 
water vapor does not give rise to a free-radical signal; only 
the signal characteristic of Fe(III) is present under these 
conditions.

Thiophene. Both V 0 2+ and Fe(III) hectorite adopt a 
green color or. exposure to thiophene and exhibit infrared 
spectra closely similar to the blue, type II thiophene com­
plex recently found by Cloos and coworkers6 on Cu(II)
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F igure 6. Esr spectra of (a) Cu(ll)-doped Zn(II) hectorite and 
(b) Cu (II) hectorite in presence of adsorbed perylene.

montmorillonite. All three exchange forms with thiophene 
exhibit the characteristic infrared absorption above 1600 
cm-1 and sharp free-radical in their esr spectra. In each 
case the resonance signal characteristic of the metal ion is 
almost entirely absent. The spectrum obtained with type 
II thiophene on Fe(III) hectorite is illustrated in Figure 
3d.

Esr Hyperfine Splitting. Several attempts were made to 
observe proton hyperfine splitting of the free-radical sig­
nal associated with the chemisorption of the aromatic 
molecules described above. None could be observed even 
at 77°K for any of the systems studied. A sample of type 
II benzene on Cu(II) montmorillonite gave a single, sharp 
resonance even at 8°K. The g values and line widths ob­
served at ambient temperature are summarized in Table 
I.

It was found, however, that the absorption of perylene 
from acetone solution onto Cu(II)-doped Zn(II) hectorite 
gives rise to an esr signal with g = 2.0021 ±  0.0003 and 
nine hyperfine components separated by 3.25 G. Perylene 
on Zn(II) hectorite itself does not give an esr signal. The 
former spectrum, illustrated in Figure 6a, is essentially 
the spectrum previously observed for the perylene radical 
cation on silica-alumina catalysts.14-17 It is to be noted 
that the resolved hyperfine structure is much less than 
can be observed for the ion solution.18 Brouwer15 has at­
tributed the lower resolution of hyperfine splitting to 
some contribution of the anisotropic part of the paramag­
netic absorption of the adsorbed ions which are neither 
completely free to tumble nor too rigidly fixed. Integration 
of the Cu(II) and perylene4- signals indicates that about 
3% of the Cu(II) spins lost are recovered as perylene radi­
cal cation spins.

The presence of the perylene radical cation is further 
verified by the presence in the uv-visible spectrum of a 
band at 545 nm. This band has been well established for 
the radical ion in solution.19 Additional bands appear at 
388, 412, 433, and 433 nm which are indicative of the 
presence of neutral perylene.19 Also, a weak band at 645 
nm is present which has been previously assigned to the 
protonated perylene ion on silica surfaces.15 The vibra­
tional spectrum of the adsorbed perylene is obscured by 
the presence of coadsorbed acetone, but the strong in­
frared absorption from 1600 to beyond 4000 cm -1 charac­
teristic of a type II species is clearly evident.

The esr spectrum of perylene on Cu(II)-saturated hecto­
rite gives only a single line (cf. Figure 6b). Apparently, in­
creasing the surface density of radical ions results in the 
loss of proton hyperfine structure. This result is in accord 
with Rupert’s suggestion that rapid electron exchange is 
responsible for the absence of hyperfine structure for the 
radical cation of benzene and substituted benzenes. Un­

TABLE I: g Values and Line Widths of Esr 
Free-Radical Signals Associated with the 
Chemisorption of Aromatic Molecules on 
VO24 and Fe(III) Hectorite”

C ation M olecu le
g

(± 0 .0 0 0 1 ) AH, G

vo=+ Anisole 2.0029 0 .9  ±  0 .1
V 0 2 + 4,4'-Dimethoxy biphenyl 2.0029 0 .7  ± 0 . 1
V 0 2 + Toluene 2.0029 6 .0  ±  0 .5
V 0 2 + Benzene 2.0028 8 .0  ±  0 .5
V 0 2 + Thiophene 2.0037 4 .0  ±  0 .5
Fe3 + Anisole 2.0028 3 .5  ±  0 .3
Fe3 + Toluene 2.0029 6 .5  ± 0 . 5
Fe3 + Benzene 2.0028 3 .5  ±  0 .3
Fe3 + Thiophene 2.0036 5 .0  ± 0 . 5

a A ll data  w ere obta in ed  at am bient tem perature.

fortunately, no hyperfine structure could be observed for 
the radical signal associate with type II benzene on Cu(II)- 
doped Zn(II) hectorite.

Discussion
The formation of type II benzene on both Cu(II) and 

Fe(III) hectorite and of type II anisole, 4,4'-dimethoxybi- 
phenvl, and thiophene on Cu(II), Fe(III), and V 0 2+ ex­
change forms of the mineral indicates that the role of the 
metal ion is simply to serve as an oxidizing agent to form 
organic radicals which may subsequently interact among 
themselves or with other organic species present on the 
interlamellar surfaces. The previously reported5-11 ab­
sence of type II complex formation in the adsorption of 
nitrobenzene or chlorobenzene on Cu(II) layer lattice sili­
cates or with benzene adsorption on a variety of other 
metal ion exchange forms of these minerals (e.g., Co(II), 
Mn(II), Ni(II), or Cr(III)) is now readily explained in 
terms of unfavorable redox couples for these systems.

The oxidizing role of Cu(II), Fe(III), and V 0 2+ is fur­
ther demonstrated by the conversion of type II anisole to 
type II 4,4'-dimethoxybiphenyl and by the oxidation of 
toluene to polymers or oligomers. The polymerization of 
benzene and related coupling reactions of other aromatic 
nuclei by Cu(II) and Fe(III) in homogeneous solution has 
been well documented by the work of Kovacic.20-21 Thus 
it is not surprising that these metal ions and V 0 2+ should 
also oxidize aromatic molecules when present on the in­
tracrystalline surfaces of a layer lattice silicate. Whether 
the structures of the toluene polymers formed on the sili­
cate surface are analogous to those formed in solution re­
mains to be investigated.

The exchange-narrowed free-radical esr signal associ­
ated with the formation of each of the type II species is 
undoubtedly due to the organic radical cation [Ar ]4 
formed by one electron transfer from the parent molecule 
to the transition metal ion

Ar + M"+ — * [ A r ] + + M‘” “ i,+
In the case of 4,4'-dimethoxybiphenyl formed from ani­
sole, the radical cation may result from coupling of the 
anisole radical cation and a neutral anisole molecule.4 No 
esr signal is observed at room temperature for the reduced 
form of the metal ion as it is either diamagnetic (Cu(I)) or 
a non-Kramer paramagnetic ion (Fe(II), V(III)). The pres­
ence of the radical cation of perylene in the type II pery- 
lene-Cu(II)-doped Zn(II) hectorite system is unequivolcal- 
ly established by the uv-visible and esr results. Moreover, 
the presence of CeH^4 in the type II benzene systems is 
indicated by a weak band at 560 nm as C6H6+ in organic
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glasses at 77°K22,23 and on silica gel24 exhibits a band in 
this region. The band near 430 cm-1 may be due to the 
carbonium ion CeH7+ since a band at 400 nm has been 
attributed to this species in liquid HF.25 The presence of 
the protonated perylene ion in the type II perylene system 
on Cu(II)-doped Zn(II) hectorite is indicated by the band 
at 645 nm.

Despite the evidence for the presence of radical cations 
and carbonium ions in the type II systems, it is impossible 
to assign the infrared absorption and the vibrational spec­
tra characteristic of the type II complexes to either of 
these species. Protonated benzene and perylene ions, for 
example, do not give rise to an electronic absorption in 
the infrared region.26 If the type II species was a simple 
radical cation, the infrared absorption would have to be 
assigned to a <x —* ir transition. Previous attempts to ob­
serve this transition in substituted benzene radical cations 
have been unsuccessful.23 The most cogent evidence disfa­
voring the assignment of type 13 species to the parent rad­
ical cation is provided by the adsorption of toluene on 
Cu(II), Fe(III), and V 02+ hectorite. Each of these systems 
gives rise to a sharp esr signal and a weak absorption near 
555 nm which is indicative of [C6H5CH3 U ;22,23 yet, the 
intense ir absorption typical of a type II species is absent.

It is unlikely that the type II species are dimer radical 
cations of the type (Ar)2+ with eximer-like sandwich 
structures.23 If this were the case, the unpaired spin on 
the perylene dimer cation should be equally distributed 
over both halves of the ion as in (napthalene)2+.27,28 
However, the coupling observed for the perylene radical 
on Cu(II)-doped 2n(II) hectorite is consistent with the un­
paired spin being localized on a single perylene entity.

Since only a small fraction (<5%) of the Cu(II) spins 
lost upon type II benzene and perylene formation are re­
covered as radical cation spins, we suggest that the type II 
species are formed by coupling of the radical cations 
themselves. Coupling of perylene radical cations has been 
observed previously.29,30 In solvents of low polarity the 
associated ions exhibit an intense charge transfer band in 
the region 6500-8300 cm -1 . For type II perylene on Cu(II) 
montmorillonite, the infrared band is centered near 4500 
cm' 1.10 Unfortunately, no vibrational data have yet been 
reported for associated aromatic radical cations.

The failure of toluene and other readily oxidized alkyl- 
substituted benzenes to form type II species may be ex­
plained by their polymerization or oligomerization on the 
interlamellar surfaces of the mineral. In the presence of a 
polymer, the association of the trapped radical cations 
may not be possible, yet rapid electron exchange between

the cations and polymer could occur, accounting for the 
absence of proton hyperfine splitting in their esr spectra.
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On the Estimation of Ionic Entropies in Various Solvents
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P u b lic a t io n  c o s ts  a s s is te d  b y  T h e  N a t io n a l  S c ie n c e  F o u n d a t io n

The correspondence principle has been employed to divide recently published partial molal entropies for 
electrolytes in acetone and acetonitrile into their ionic components. The data are expressed in terms of 
the equation S2°(X) = a + f>S2o(H20) where a and b are constants characteristic of the solvent and 5° 
(X) and S2°(H20) are the entropies of the corresponding ions in the nonaqueous solution and water, re­
spectively. Coefficients in the above equation for these solvents are compared with the coefficients for 
eight other nonaqueous solvents, deuterium oxide, and water in relation to the structural characteristics 
and basicities of the solvents. It is shown that solvent structure, rather than basicity, plays the predomi­
nant role in determining the value of ionic entropies. A general equation is presented which enables one 
to estimate ionic entropies in nonaqueous solutions for which there are no data.

A reliable means of estimating thermodynamic proper­
ties of electrolytes in nonaqueous solutions would be of 
considerable value to chemists and engineers. Some de­
gree of success has been realized in the estimation of stan­
dard partial molal ionic entropies, S2°. Through the use of 
correspondence plots, several investigators1"4 have divided 
the entropies of electrolytes in nonaqueous solutions into 
their ionic components and have shown that these en­
tropies are related to the entropies of ions in water by

S A X ) =  a +  bS f(R O )  ( 1)
where a and b are constants characteristic of the solvent.

Criss, Held and Luksha,3 and Criss and Salomon4 have 
employed the correspondence plot method and the “ abso­
lute” entropies of ions in water5 in an effort to evaluate 
“ absolute” entropies of ions in eight nonaqueous solvents 
and D20. Within the limits of experimental error, the en­
tropies of both cations and anions (and hence any pair of 
ions) in the various solvents are observed to increase in 
the order NH3 < DMF = EtOH < MeOH < PC ~ 
DMSO < NMF < F < H20  < D20 . This order was ra­
tionalized in terms of the inherent structure within the 
solvent resulting from hydrogen bonding or strong dipole- 
dipole interactions. The highly ordered solvents at the 
right end of the series presumably cause the entropies of 
the ions to be relatively positive because of the large en­
tropy increase from solvent disruption, while low entropy 
values are exhibited by ions in solvents at the left end of 
the series since very little solvent disruption occurs. It was 
suggested3 that entropies in various solvents could be rep­
resented by the equation

S,° =  S° +  AS¥° +  AS, ° +  ASd° (2)
where S° is the inherent entropy of the ion or pair of 
ions,6 ASf ° is the entropy change because of loss of de­
grees of translational freedom of the gaseous ion, AS0° is 
the entropy of orientation of solvent in the electric field 
around an ion (always <0), and ASn0 is the entropy of 
disruption of the original solvent (always > 0 ). For any 
given ion or pair of ions the first two terms are positive 
and independent of the solvent.7 Criss and coworkers3'4 
further assumed that ASt)° for a given ionic solute would 
be constant in all solvents, since one can look at this term 
as a function of how strongly molecules are restricted and

how many are restricted. Justification for this assumption 
was made on the basis that the interactions are electro­
static in nature and that solvent molecules of large dipoles 
will be strongly oriented near the ion but loosely oriented 
away from the ion because of the rapid decrease in field 
strength. On the other hand, for solvent molecules of low 
dipole moment, the nearest molecules are less severely re­
stricted in their motion, but more molecules are affected 
since the field surrounding the ion does not diminish as 
rapidly. Consequently, the first three terms in eq 2 may 
be replaced by a constant, and since the entropy of dis­
ruption of the solvent, ASd°, should be directly propor­
tional to the degree of structure in the solvent, it was pro­
posed3 that eq 2 be replaced by

S,° = 6Sstr +  C (3)

where S s t r  is the “ structural” entropy of the pure solvent 
and k and C are constants characteristic of each ion. It 
was further proposed that Sstr was proportional to the dif­
ference in the actual boiling point of the solvent and the 
boiling point that the solvent would have if there were no 
strong interactions present, and eq 3 was modified to

S,° = k'AThp +  C (4)
While this equation is only approximately valid, it can be 
employed for estimating entropies of ions in solvents for 
which no data exist, if solvent structure is the major fac­
tor affecting the entropy and if one can estimate a reliable 
value for ATbp for a solvent.

In contrast to the above argument, one can make a case 
for correlating the ionic entropies with the base strengths 
of the solvents. Within any solvent type (alcohols, amides, 
etc.), ionic entropies become more negative with the gen­
erally accepted solvent basicities. Support for this view 
comes from studies of enthalpies of solution or of transfer 
between solvents. In nearly all of the solvents that have 
been investigated enthalpies of solution or transfer be­
tween water and the nonaqueous solvent are in the same 
order as the ionic entropies. It is tempting, therefore, to 
conclude that the processes causing the enthalpies of solu­
tion to vary are the same that cause the variation in en­
tropies. Since the variation in heats of solution in differ­
ent solvents and the sign of the enthalpy of transfer be­
tween any two solvents has frequently been rationalized in
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terms of solvent basicity,813 or the coordinating ability of 
the solvent molecules, one might expect the entropies also 
to depend mainly upon the coordinating ability of the sol­
vent. If this were the case, AS0° in eq 2 would not be con­
stant, but would become increasingly negative for those 
solvents that coordinate well with the ions.

At the time the proposal was put forth relating S20 with 
the structural entropy of the solvents,3 insufficient S20 
data existed to choose with certainty between the above 
alternative correlations. A test to differentiate between 
these two explanations would exist if S2° data were avail­
able for a series of ions in a structureless solvent of low 
basicity and solvating power. According to the first view, 
ionic entropies in a structureless solvent would be very 
negative in spite of the fact that the solvent is an ex­
tremely weak base. On the other hand, if 8 2 ° were depen­
dent primarily on base strength, ionic entropies would be 
relatively positive in a solvent of low basicity.

Two notably poor solvating solvents that are generally 
considered very weak bases, and yet are relatively struc­
tureless, are acetonitrile and acetone. Recently, Abra­
ham14 reported entropies of transfer of electrolytes from 
water to several solvents, including acetonitrile and ace­
tone. From these, and the application of the correspon­
dence principle, absolute entropies of the ions in acetoni­
trile and acetone have been evaluated on a mole fraction 
standard state and compared with ionic entropies in other 
solvents. The coefficients in eq 1 for these solvents have 
also been evaluated and are listed in Table I, along with 
coefficients for other solvents. The overall trend of the 
ionic entropies, as indicated by the intercept, a, shows 
that the entropies of ions in acetone and acetonitrile are 
much more negative than one would expect on the basis of 
base strengths. The deviations from the ideal boiling 
points, ATbp, for the various solvents are also listed in 
Table I. These were obtained by taking the difference be­
tween the actual boiling point of the solvent and the esti­
mated ideal boiling point; that is, the boiling point the 
solvent would exhibit if hydrogen bonding or dipole-dipole 
interactions were absent. In practice the ideal boiling 
points are determined by way of model compounds or se­
ries of compounds of nearly identical molecular weights 
and shapes, but with very low dipole moments and little 
or no opportunity for hydrogen bonding. Considering the 
crude manner in which AT^p must be estimated, the cor­
relation between the constant a and ATbp is remarkable. 
The above observations lead one to conclude that the 
structural characteristics of the solvents play the predom­
inant role in determining ionic entropies and that solvent 
basicities or solvating power play a minor role.

Table I shows that the slope of eq 1 is constant to about 
25% for all solvents, and has an average value of 0.85 ± 
0.2. Consequently, for entropies of ions in water that are 
not too different from zero, the error introduced by as­
suming b = 0.85 for all solvents would not be large. For 
the alkali metal and halide ions the largest absolute aque­
ous ionic entropy is for I~, which is 23.1 eu (mole fraction 
standard state), which would lead to a maximum error or 
about 4.6 eu in other solvents. Errors due to this term for 
other ions and for most of the solvents would be consider­
ably less.

The data in Table I may be employed to estimate the 
intercept in eq 1 for other solvents. For the hypothetical 
ion in water having an entropy of zero, eq 1 reduces to

S2° =  a

TABLE I: Constants for Eq 1 and the Deviation in 
Ideal Boiling Points for Various Solvents'1

S olvent a b Ac A7Y pd

D ,0 0 .8 1 .04 0 .4 173
H 20 0 . 0 1 .. 0 0 0 . 0 174
F -  1 .5 0 ..63 1 .5 162
N M F -  4. 8 0 .. 6 6 0 .4 128
P C -  9. 3 0 ..75 1 . 8 151
D M SO -  9. 9 0 ..92 1 .9 135
M eOH - 1 0 .. 8 0 .82 0 .7 117
E tO H - 1 5 . 8 0 .76 0 . 6 97
D M F - 1 5 . .9* 0 ..79* 1 ..8 * 98
A N - 1 8 ..3 0 ..92 0 .. 8 105
N H , - 2 2 .4 0 ..82 2 .. 0 57
A C - 2 7 . 6 1 ., 1 1 0 ..7 62

a C onstants are evaluated b y  a least-squares treatm en t o f  th e  data for  the 
m ole  fraction  standard state, and w ith  the exception  o f  aceton itrile  and ace­
ton e have been  determ ined on  en tropy  values listed in  r e f  4. T h e  data for 
acetonitrile  and acetone are from  ref 14. Slight variation  in som e o f  the con ­
stants listed here and those reported in re f 3 are d u e to  revised data; see 
re f  4. b T h e  constants and standard deviation  for  D M F  d o  n o t  include the 
en trop y  data  for L i + since apparently  its  value is in serious error or  it  does 
n ot adhere to  the correspondence m ethod o f  treatm en t. c A is the standard 
d ev iation  betw een the calcu lated and the experim ental values. d D eta ils 
fo r  the evaluation  o f  ATbp are given  in re f 3 and 4, e x cep t  fo r  the solvents, 
acetone and acetonitrile. F or these solvents, the m od el com pou n ds used in 
estim ating ATbp are (C H 3)2C =C H 2 (bp  —6 °) and C H 3 C = C H  (b p  —2 3°), 
respectively.

which upon substitution into eq 4 becomes
a =  k'A Tbp +  C (5)

Evaluation of the constants in eq 5 gives k' = 0.21 and C 
= —37.3. Substituting eq 5 into eq 1, with b = 0.85 gives

S,°(X) =  0.21 A T bp +  0.85S2°(H2O) -  37.3 eu (6)

This equation will be useful for calculating the entropy of 
any simple singly charged ion (on a mole fraction stan­
dard state) in any solvent for which one can estimate an 
accurate value of ATbp. An error of about 1 eu is intro­
duced for every 5° error in the estimation of A Tb|). Equa­
tion 6 reproduces 83% of the experimentally known ionic 
entropies3-4 for the solvents listed in Table I within 4 eu 
of the experimental values. When no experimental sources 
of information are available it appears that eq 6 can be 
applied with a fair degree of reliability to estimate ionic 
entropies in nonaqueous solutions. For solvents for which 
the a and b constants have been evaluated, eq 1 can be 
used with an even higher degree of reliability. The con­
stants listed in Table I reproduce 66% of the experimen­
tally known ionic entropies to 1 eu and 97% of the experi­
mental entropies to within 3 eu. The mole fraction ionic 
entropies calculated by eq 1 and 6 can be converted to the 
more common hypothetical 1 m standard state entropies 
by the equation

where M  is the molecular weight of the solvent.
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Experimental results regarding the nuclear magnetic relaxation rate of 81Br in aqueous bromide solutions 
containing tetraethylammonium bromide are presented together with data for admixtures of neutral or­
ganic solutes to aqueous bromide solutions. For comparison, the 87Rb magnetic relaxation in the corre­
sponding solutions has as well been studied. The very strong relaxation effect caused on the 81Br relaxa­
tion may be interpreted in terms of an entirely electrostatic theory. In the encounter configuration be­
tween bromide and the organic solute a coherency of water molecules is postulated whose electric dipoles 
cause the strong electric field gradient. The occurence of this structural effect is considered to be con­
nected with the hydrophobic hydration of nonpolar groups.

1. Introduction

The present paper is a contribution to our under­
standing of the magnetic relaxation of halide ion nuclei
such as 35C1, 37C1, 79Br, 81Br, and 127I in aqueous solu­
tion. Knowledge of this relaxation mechanism then in
turn can be helpful (to a greater or lesser degree depend­
ing on the circumstances) to obtain information con­
cerning the structure of aqueous solutions. For all the ha­
lide ionic nuclei mentioned above the nuclear magnetic 
relaxation mechanism is the interaction of the nuclear 
quadrupole moment with the electric field gradient at the
nuclear site.

In aqueous alkali halide solutions the relaxation can be 
understood satisfactorily in terms of field gradients pro­
duced by the electric monopoles and multipoles repre­
senting the ions and water molecules in the solution.1 * *-4 If 
we claim that the relaxation can be explained in terms of
an electrostatic mechanism we are aware of the fact that 
this does not mean that the relaxation mechanism is real­
ly exclusively electrostatic. Distortions of the charge dis­
tributions of the ion beyond the one to be expected within 
the framework of the electrostatic theory (for details see
ref 1) may indeed be present. But such contributions, if at
all effective, are small when compared to the electrostatic
effects or at best of the same order of magnitude.

In the early days of the investigation of halide nuclear 
magnetic relaxation it was observed by one of the present 
authors5 * * * that their relaxation rate is very large if the cat­
ions present in the solution are tetraalkylammonium ions. 
Later on, this effect has been studied in a more systemat­
ic way by a group of Swedish workers.6 8 These authors 
tried to give an explanation of the very strong relaxation 
effect in terms of the peculiar hydration behavior of the 
(inert) alkyl groups, a hydration which has been denoted 
in the literature as the iceberg effect,9-10 hydration of the 
second kind,11-12 or hydrophobic hydration.13-14 Accord­
ing to their treatment a certain fraction of halide ions re­
sides in clathrate sites close to the tetraalkylammonium 
ions. The observed linear concentration dependence leads 
to the requirement that only a small fraction of anions is 
bound in the clathrate positions and from this it would 
follow that the quadrupole interaction in these positions 
must be very high, that is almost of the order of magni­
tude as it is known in a state of covalent binding. Consid­
ering this finding (and some other difficulties) we feel 
that their explanation cannot be considered to be fully 
satisfactory.

The investigation of this effect is of particular interest 
because relaxation studies of the halide nuclei have fre­
quently been and will in the future be applied in order to 
obtain information regarding macromolecules with biolog­
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ical significance.15 In this conjunction it is of basic impor­
tance to have knowledge of all possible relaxation mecha­
nisms which can influence the measured relaxation rates. 
Here the substituted ammonium ions may act as suitable 
model substances.

It is the purpose of the present paper to show that the 
anomalous relaxation effect caused by the tetraalkylam- 
monium salts can as well be explained on an entirely elec­
trostatic basis.

The Swedish workers6'8 had already extended their 
study to a number of o:her cations such as mono-, di- and 
trialkylammonium ions, alkyl-substituted sulfonium and 
phosphonium ions, and to the uncharged EtsN in order to 
see how specific the relaxation effect in question is. Sum­
marizing, their finding was that the inert alkyl group has 
a dominant influence and that the presence of polar 
groups such as NH or OH causes no anomalous relaxation 
effect or at least reduces the effect one would obtain if the 
H or the total polar group is replaced by CnH2n + i, n — 1,
2.

We shall proceed in a similar manner, that is, we shall 
present experimental results regarding the relaxation ef­
fect caused by a rather wide variety of other solutes aside 
from the R4NU By doing so we consider the tetraalkylam- 
monium ion to be one link in a gradual transition from a 
purely aqueous environment of the relaxing ion to an en­
tirely organic environment. Moreover, in order to make 
our approach more general we shall also present some ex­
perimental results regarding the influence of organic so­
lutes on the magnetic relaxation of ionic nuclei which as 
well relax by quadrupole interaction, but which are cat­
ions or anions other than halide ions.

2. Experimental Section
Nmr line width measurements performed by the wide- 

line technique are easily influenced by experimental con­
ditions. Our experience shows that especially line widths 
up to ca. 3000 Hz are often artificially broadened resulting 
in too high relaxation rates. In contrast to this pulsed nmr 
spin lattice relaxation time measurements are less af­
fected by experimental parameters and yield more accu­
rate results if one is able to overcome the signal-to-noise 
problems. Therefore, as far as possible in this work we 
used the pulse technique. The spectrometer was a Bruker 
B-KR 304 S pulse spectrometer. The resonance frequency 
was 12 MHz for 81Br, 35C1, 23Na, and 133Cs and 18 MHz 
for 8rRb and 1H. To be able to measure the extremely 
short Tj values of 81Br, special care was taken to have 
maximum transmitter power (highest Hi field) and mini­
mum receiver dead times of the spectrometer. For mea­
suring short Ti values (<3 msec) we used the 180°-90° se­
quence whereas for longer values the 90°-90° sequence was 
applied. The signal-to-noise ratio was improved by using a 
relatively large sample volume of about 5 cm3, a modified 
probe circuit, and by applying electronic signal accumula­
tion (Ridl 400 channel analyzer). Due to the short relaxa­
tion times in the case of 81Br and 87Rb, about 2000 accu­
mulations per measuring point were possible, resulting in 
signal-to-noise ratios greater than 50:1. The data given on 
the following pages are mean values of at least five mea­
surements. Thus the experimental error is estimated to be 
less than ±5% in most cases.

Our result for the 81Br relaxation rate, extrapolated to 
csr-  — 0, is (T = 25°) 1 /T i = 1050 sec" L

By direct analysis of the free induction decay (81Br) and 
by using a Gill-Meiboom modified Carr-Purcell sequence

Figure 1. 81Br relaxation rates in aqueous solution o‘ Et4NBr as 
a function of the concentration (25°): # ,  this work; ▲, data re­
ported by Lindman, e ta /.6

(87Rb) in some cases we determined T2, the transverse re­
laxation time. Ti and T2 were found to be equal, thus the 
situation of extreme narrowing is established. For some 
samples the relaxation rate ratio for the isotopes 79Br and 
81Br was measured. The results agreed within 5% with the 
theoretical value which one obtains from the squared ratio 
of the quadrupole moments of the two isotopes. To obtain 
the 14N data we used a Varian DP 60 wide-line spectrom­
eter with the variable frequency unit V-4210 A. The line 
widths measurements were performed at 4.33 MHz in side 
band technique. The sample temperature was held con­
stant within ±0.5°. Unless otherwise indicated all experi­
mental results reported were obtained at 25°. The solu­
tions were prepared from substances of the highest purity 
commercially available and used without further purifica­
tion. Some substances, prepared in our laboratory, were 
recrystallized several times before use. For the admixture 
experiments with alkali halide solutions stock solutions of 
the organic compounds were prepared to which the alkali 
halides were added. Solutions in which the proton relaxa­
tion times were determined were freed from oxygen by the 
usual pump and freeze technique.

3. Experimental Results
3.1 81Br Relaxation in Aqueous (C2H5)4NBr Solutions. 

For our investigations we used only the tetraethylammo- 
nium ion (Et4N+ ) as a typical representative for the sym­
metrical tetraalkylammonium ions. It is known from the 
work of Lindman, et al. . 6 and from previous unpublished 
work at this laboratory that the relaxation effect on 81Br 
increases with increasing length of the alkyl groups. Fig­
ure 1 shows the concentration dependence of the 81Br relax­
ation rate in aqueous Et4NBr solution. With the pulse 
technique higher concentration than 1 m could not be 
measured. For comparison, some results reported by Lind­
man, et al.,e are also given in Figure 1. These data are
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converted from 79Br line width measurements. As men­
tioned in the Experimental Section, the differential scan­
ning wide line methods is liable to systematic line broad­
ening. Thus, Lindman’s relaxation rates are slightly larger 
than our’s but the general pattern is the same. One im­
portant feature of Figure 1 is the linear concentration de­
pendence. An approximately linear increase of the relaxa­
tion rate is quite generally found within a moderate range 
of the organic solute, i.e., c* < 1 m. Thus, one finds a lin­
ear increase of the relaxation rate with the Et4NBr con­
centration when this salt is added to a YX solution of any 
concentration where Y is an alkali metal ion, and X is one 
of the halide ions of interest here (all except F ). Like­
wise, the concentration dependence is substantially linear 
when Y is the relaxing nucleus or if the added solute is 
any other organic molecule. Therefore, for the following it 
is convenient to define a relative molal increase of the re­
laxation rate of the relaxing nucleus with respect to an or­
ganic solute

. p _  i)t* ~  (1 /Ti)p
m _  ( l /T U c *

where 1 ¡T\ = relaxation rate of the ion nucleus, (1/T i)r* 
= relaxation rate at organic admixture concentration c* 
(molality scale), and (1/T i )0 = relaxation rate without an 
organic admixture. With this definition our result for a 
“ pure” Et4NBr solution according to Figure 1 is ARm = 
10.54 m -1 . On the other hand, if one studies the deuteron 
magnetic relaxation rate in a solution of (C2H5)4NBr in 
D20, one finds ARmD = 0.29 m - 1 (rh = aquamolality, 
moles of salt/55.5 mole of water) for the solvent water. 
Since the variation of the deuteron relaxation rate mea­
sures the change in the rotational correlation time of the 
water molecule12-1619 and thereby at the same time the 
change of the correlation time for the quadrupolar relaxa­
tion mechanism,1“4 it may be seen that in the presence of 
Et4NBr the 81Br relaxation varies much more than the 
correlation time, which has been emphasized previously 
by Lindman, et al,6 In fact, this is the anomalous relaxa­
tion effect which is the subject of this paper.

3.2 Shape of the Cation. We asked the question: is the 
shape of the cation of substantial importance for the re­
laxation strength? We compared the effect of nonsymme- 
trical (CH3)2(C3H7)2NBr with symmetrical Et4NBr, both 
cations having the same molecular formula. The result 
given in Table I shows that the shape of the cation is not 
a decisive factor for the anomalous relaxation.

3.3 Other Anions. Wennerstrom, et al. , 8 did not find 
competition effects among I- , Br- , and Cl- . Consequent­
ly, the relaxation rate depends only on the cation present. 
Furthermore, the relative increase of the relaxation rate 
found by these authors was in the order Cl < Br < I. We 
confirmed these findings with some measurements as 
given in Table II. Another anion nucleus which relaxes by 
quadrupole interaction is 14N. Measurements of the 14N 
relaxation as line width measurements were feasible for 
CN- and SCN- . It may be seen from Table II that the 
14N relaxations in CN-  and in SCN- in fact show an 
anomalous relaxation increase as Et4N + is added, because 
the molal relative increase in the correlation time is only 
about 30%.

Our conclusion is that anomalous relaxation increase 
due to the presence of Et4N + has been found for CN- and 
SCN- , thus it is not unique for halide ions.

3.4 Relaxation of Alkali Metal Cations. The alkali 
metal ions 23Na, (39K), 87Rb, and 133Cs all relax by qua-

TABLE I
Solution ( l /W . l r . s e c - i AÄm

0 .8  m Me2Pr2NBr 9090 9.57
0 .8  m E t4NBr 9900 10.54
2 m KBr +  0 .1  m Me2Pr2NBr 1758 5.67
2 m  KBr +  0 .1  m Et4NBr 1953 7.40

TABLE II
1/7*1, 1/T2,

N ucleus Solution sec 1 A/?m

81Br 2 m  KBr +  2 m  K I +  0 .07 m 
Et4NBr

1670

4 m  KBr +  0 .07 m  Et4NBr 1700
8lBr 4 m NaBr 1470

4 m  NaBr +  0 .3  m Et4NBr 3960 5.67
81Br 2 m  RbBr 1220

2 m RbBr +  0 .5  m 
(CH3)3CCOONa

1870 1.06

35C1 4 m  NaCl 48.1
4 m  NaCl -f 0 .3  m EtiNCl 121 5.04

HN 2 m KCN 141.5
2 m  K C N  +  0 .25 m  Et4NBr 188.5
2 m K C N  +  0 .5  m  E t4NBr 295
2 m KCN  +  1 m  EtJSTBr 496 2 .5
2 m KSCN 220
2 m KSCN +  0 .5  m Et4NBr 305 0 .9
2 m  KSCN I  1 .0  m E t4NBr 398
2 m KSCN +  2 . 0  m  E t4NBr 675

!3Na 3 m NaBr 21.1
3 m  NaBr 4  0 .3  m Et4NBr 22.5 0.22

87Rb 2 m RbBr 391
2 m  RbBr +  0 . 3 m  E t4NBr 425 0.29
2 m  RbBr +  0 .5  m 

(CH3)3CCOONa
500 0.56

U3Cs 4 m  CsBr 0.072
4 m  CsBr 4  0 .5  m E t4NBr 0.087 0.43

drupole interaction and formally the theory given pre­
viously1-2 is exactly the same for anions and cations with 
noble gas structure. Consequently, the question arises: do 
the cation nuclei also suffer an anomalous enhancement of 
magnetic relaxation when tetraalkylammonium ions are 
present? The entries of Table II show that this is not the 
case. The relative increase of the cation relaxation rate is 
roughly given by the relative increase of the correlation 
time, only the 133Cs relaxation shows a slightly larger ef­
fect. In Figure 2 we have depicted the dependence of the 
87Rb relaxation on the added amount of Et4NBr. The 
dashed (the theoretical) curve gives the behavior to be ex­
pected if the change of the 78Rb relaxation rate is only 
due to the increase of the rotational correlation time of 
the solvent water. The relative variation of the rotational 
correlation time has been derived from deuteron relaxa­
tion time measurements in the usual manner.12 One sees 
from Figure 2 that any anomalous or excess relaxation 
contribution is absent when the 87Rb cation relaxation is 
studied.

3.5 Influence of Organic Anions on the 81Rr and S7Rb 
Relaxation Rate. Next we studied a solution which is the 
analog to the system described in paragraph 3.4: 2 m 
RbBr + 0.5 m CH3C(CH3)2COONa in H20 . The anion 
was of the most symmetric form available. The results for 
the 81Br and 87Rb relaxation in the same solution are 
shown in Table II. It may be seen that here as well the 
halide relaxation is more liable to an excess relaxation en­
hancement than that of the cation, inspite of the fact that 
the perturbing solute particle carries a negative charge. 
The finding that the cation nuclear quadrupole relaxation
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TABLE I I I
S olu tion : 2 m R b B r  in
--------------------------- ---------  1/Tt,

Nucleus mol % H>0 + mol % organic solute sec 1 A /?n/ ±Rm'a
87Rb 100 0 391
81Br 100 0 1220
87Rb 80 20 MeOH 637 0.032 0.052
81Br 80 20 MeOH 6666 0.223
87Rb 90 10 EtOH 730 0.087 0.115
81Br 90 10 EtOH 4926 0.304
87Rb 95 5 f-BuOH 641 0.128 0.153
81Br 95 5 t-BuOH 5405 0.686
87Rb 97.8 2 .2  glycerol 476 0.108
81Br 97.8 2 .2  glycerol 1940 0.270
8,Rb 95.3 4 .7  glycol 487 0.052
81Br 95.3 4 .7  glycol 2410 0.208
87Rb 98.2 1.8 formamlde 426 0.050
8,Br 98.2 1.8 formamide 1486 0.120
87Rb 98.2 1.8 urea 439 0.068
81Br 98.2 1.8 urea 1387 0.076

2 m KBr in
81Br 99.46 0.54 Et.,NBr 3500 3.93

Figure 2. 87Rb re la xa tion  ra te  in 2 m  RbBr to w h ich  c *  m o l/k g  
o f H 20  E t4N B r has been added. The dashed cu rve  rep rese n ts  
the the o re tica l re la xa tion  ra te  a cco rd in g  to  eq 1 (2 5 °).

is only slightly altered by the presence of an organic ion is 
in accordance with measurements mentioned in ref 8.

3.6 81 Br and H7Rb Relaxation in the Presence of Un­
charged Organic Solutes. For these solutions it is more 
convenient to redefine the quantity ARm slightly. We 
write

, ( l / r p ,  — ( i / t ,x,
{ l / T M

where q is the mole per cent of added organic solute and 
(1 / T i ) q is the relaxation rate at composition a. Thus we 
have A/?m' ~  Af?m'D represents the relative in­
crease per mole per cent of the deuteron relaxation rate,
i.e., of the correlation time. Our results for a number of 
solutions are presented in Table III. The difference be-

Figure 3. D iffe re n ce  be tw een  re la tive  81 Br and 87Rb re laxa tion  
ra te  in 2 m  R bBr so lu tions to w h ich  va rio us  o rg a n ic  so lu tes  have 
been added (25°).

tween the relative relaxation rates for 81Br and 87Rb in 
the same solution is shown in Figure 3. Two facts may be 
extracted from these data, (i) Similar to the behavior of 
charged organic particles.7 for neutral organic solutes as 
well the relaxation effect becomes greater when more 
methyl or methylene groups are present and it becomes 
smaller when more nonpolar groups are replaced by polar 
groups, the size of the molecule being kept approximately 
unchanged, (ii) The relaxation enhancement due to the 
alkyl groups is observed only for the anion, as the alkyl 
groups are replaced by polar groups the relaxation effect 
of the cation and anion gradually become the same. Last­
ly. it may be mentioned that we observed the greatest rel­
ative increase of the 81Br relaxation rate in the presence 
of the macroheterobicyclic compound “ cryptate” as de­
scribed by Lehn and coworkers.20 The 81Br relaxation in a 
2 m KBr solution to which 0.05 m of the cryptate was 
added increasec by 84%; this corresponds to ARm ~  17.

3.7 Variation of Relaxation Effect with Alkali Bromide 
Concentration. In the next type of experiment we kept the
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Figure 4. 81 Br re la xa tion  ra te (open sym bo ls) and so lven t p ro ton  
re la xa tion  ra tes (filled  sym bo ls) of a 0.3 m  E t4N B r so lu tion  to 
w h ic h .c *  m o l/k g  o f H 20  Y B r has been added (Y =  Li, Na, K): 
□  , Li; A ,  Na; O , K. Le ft-ha nd  and r igh t-ha nd  o rd in a te  regard  the 
81Br and p ro ton  re la xa tion  ra te , re sp e c tive ly  (2 5 °).

Figure 5. 81 Br re la xa tion  ra te  and so lven t p ro ton  re la xa tion  ra te  
of a 1.5 m f-B uO H  so lu tion  to  w h ich  c *  m o l/k g  o f H20  Y B r has 
been added (Y =  Li, Na, K ). For co m p a riso n  the  81Br re laxa tion  
ra te  in “ pu re '' Li Br so lu tion  is inc luded  as the  low es t cu rve . 
O ther d e ta ils  a re  the  sam e as in F igure  4.

Et4NBr concentration constant at 0.3 m  and varied the 
salt concentration YBr, where Y = Li, Na, or K. The pur­
pose of these measurements was to see how sensitive the 
anomalous relaxation effect of 81Br was with regard to 
varying amounts of alkali bromide present in the solution. 
The results are shown in Figure 4. The dashed curves rep­
resent the proton relaxation rate of the solvent water in

F igu re  6. T e m pe ra tu re  de pend ence  o f 81 B r re la xa tion  ra te  in 2 
m  K B r so lu tio n  ( • )  and in the  so lu tio n  2 m  K B r +  0 .07  m 
Et4N Br ( A ) .  The te m p e ra tu re  de pend ence  o f A R m fo r E t4N Br +  
2 m  K B r is a lso g iven ( ■ ) .

TABLE IV

E a ,
S olu tion  Ea, k c a i /m o la k ca l/m o l

2 m  KBr 2 .2  ± 0 . 2  2 . 1 ± 0 . 4 b
2 m  KBr +  0 .07 m  Et4NBr 3 .0  ±  0 .2
4 m  KBr +  0 .5  m  Et,NBr 4 .2  ± 0 . 2  4. 4 ± 0 . 2 '

13 T h is  w ork . ' R eferen ce  21. c F rom  re f 7 fo r  a pure 0.5 m E U N B r solu- 
tion .

the corresponding solution (the contribution of the alkyl 
protons to the total proton signal may be neglected). The 
proton as well as the deuteron relaxation rate gives an ap­
proximate representation of the concentration dependence 
of the correlation time entering in the quadrupole relaxa­
tion mechanism.2 3 4 It may be seen from Figure 4 that the 
excess relaxation effect decreases a little when the alkali 
bromide concentration increases. A more quantitative 
evaluation of these results will be given below. Figure 5 
shows the corresponding plot for the system 1.5 m t- 
BuOH + YBr.

3 .8  T e m p e r a tu r e  D e p e n d e n c e . We measured the tem­
perature dependence of the 81Br relaxation rate for the 
two solutions: (i) 2 m  KBr, (ii) 2 m  KBr + 0.07 m  
Et4NBr. It may be seen from Figure 6 that the magnitude 
of the anomalous relaxation effect decreases with increas­
ing temperature. The activation energies were found as 
given in Table IV.

4. Evaluation of Experimental Results
4 .1  G en era l. It is our task to give an interpretation of 

the experimental results reported in section 3 in terms of 
an electrostatic model. The detailed theory on which the 
following treatment is based has been given elsewhere.1-2 
To begin with, we consider the isolated ion (.i.e ., in the 
limit of infinite dilution). Let the ion be Br~ or Rb+. As
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has been shown previously,1’22 the relaxation rate is given 
by the equation

m2 c^ o '-P ^ o
T,° =  k' (1)

6tt 2 7 + 3  /  eQ(l +  y . ) \2 

5 72(27 — 1)\ y
where 7 is spin of relaxing nucleus, e the charge of the 
proton, Q the nuclear quadrupole moment, the Stern- 
heimer or antishielding factor, m, the electric dipole mo­
ment of the water molecule, Ch2o ' concentration of water 
molecules (particles per cm3), rH2o the correlation time 
due to reorientational motion of water molecules, P the 
polarization factor (see below), and r0 = closest distance 
of approach of water dipole to the center of the ion.

For the following it is important to have a clear picture 
of the model on which eq 1 is based. The model assumes 
uniform distribution of the centers of mass and random 
dipole orientation of the H2O molecules over the entire 
space up to the surface of the ion. Thus, a hydration 
sphere in the usual sense is absent in this model. For the 
present section P  is the most important quantity in eq 1 
and needs further explanation. The mechanism of relaxa­
tion is based on the fluctuating electric field gradient pro­
duced by all the water molecules [i.e., by point dipoles) 
present in the system. If all these water dipoles were en­
tirely independent, then we would have P = 1. But actu­
ally they are not independent. For, if one H2O molecule is 
a nearest neighbor of the ion, a second nearest neighbor 
cannot be anywhere, e.g., it cannot have the same posi­
tion as the first one. furthermore, the orientations of these 
two nearest neighbors are determined (at least partly) by 
the fact that there is a “ central” ion whose hydration wa­
ters they are. Likewise, if a given water molecule is far 
apart from the ion, it is well known that its (water) neigh­
bors do not have random orientation relative to this par­
ticular H2O. Let Vw be the field gradient produced at the 
center of the relaxing ion by the (selected) single water 
molecule and let N WV WW be the field gradient produced 
by the total surroundings of this water molecule. Nw = 
total number of water molecules in the sample. Now we 
express AfwR'vw in terms of VAv

ArwF ww =  K V V (2a)
with K  constant, 1 > K  > — 1. This approximation ne­
glects the fact that actually K  depends on the separation 
between the ion and the “ selected” water molecule.1 It is 
convenient to replace the constant K by

K =  P 2- 1
because the sum of the mean squared field gradient of the 
single water molecule, (Vw)2, and the cross-correlation 
contribution between this water molecule and its sur­
roundings, V ^ N yjV ww, yields P 2(V W)2. Then P 2(V w )2t H2o 
is essentially the expression shown by eq 1.

We see that if the surroundings of the selected single 
H2O does not produce any field gradient, we have P = 1, 
if the surroundings compensates the field gradient of the 
selected water molecule exactly, then P  = 0, if the field 
gradient of the surroundings reinforces that of the single 
selected water molecule, then 1 < P < 2 1'2. The restric­
tion K  < 1 is due to our approximation which takes ac­
count of only two water cross correlations. We have char­
acterized N v/Ÿ f,v/ as the field gradient of the “ total” sur­
roundings of the single H2O. This means that this quanti-

ty implies an integral over the entire space. (For more 
quantitative details see eq 27 and 28 of ref 1 or eq 37a and 
38 of ref 2.) Therefore we may call the polarization factor 
P  as delocalized cross correlation correction.

Usually in our work we have chosen P = V2 ,1’22 i.e., {P2 
— 1) = — 3/i. This is close to the value

P =  (2e +  3)/5t

(t = dielectric constant) derived by Cohen and Reif on the 
basis of a continuum theory.23

We now return to the description of the hydration 
model in conjunction with eq 1 where we had said that 
the model does not involve any distinct hydration sphere. 
However, eq 1 contains the correction factor P2 = % and 
we may interpret this factor as a symmetry effect in the 
first hydration sphere, but we may as well interpret it as a 
general polarization effect spread over the whole solution. 
The (delocalized) treatment does not make any statement 
in this regard.

So far we were concerned with the limit of infinite dilu­
tion. Next we turn to finite concentrations of any other 
solute, i.e., ions or uncharged particles. Consider an in­
stantaneous configuration in which the selected single 
water molecule is in contact with both the relaxing ion 
and another solute particle. Now, in general, the quantity 
NviVwvl will have changed. Especially we would expect 
this to be so when the solute particle contains inert alkyl 
groups which represent a “ dielectric hole” in the solution. 
As mentioned above, Nw Vww involves an integral over the 
space around the single water molecule, and if this sur­
roundings is substantially a dielectric hole, it is well pos­
sible that Nw V*w will deviate from the former value KVk 
(see eq 2a) which corresponds to a filled, polarizable hole. 
Therefore, if the contact situation just described occurs 
we write

=  A ^ o wwVw (2b)
with N^koww =t= K  in general (for the mathematical defi­
nition of &oww see eq 40 of ref 2).
The probability that the selected single water molecule is 
a member of the hydration sphere of the solute particle is 
given by

Ph =  «he c * / 55.5 (3)

if we have random distribution of the solute particles rela­
tive to the relaxing ion. ry,c = hydration number of the 
solute particle and c* = molality of solute particle. Thus, 
we may understand Nwk0WW -  (P2 -  1) as a perturbation 
of the polarization P2 — 1 due to the close approach of the 
solute molecule. Now the nuclear magnetic relaxation in 
the present system is due to a fluctuating electric field 
gradient. In fact, as the solute particle moves toward and 
away from the relaxing ion, the field gradient contribution 
Nw V’Ww fluctuates between the perturbed value Nw V*vw = 
(Vwfe0wwVw and the unperturbed value (P2 — l)VAv. P may 
depend weakly on the composition of the solution, there­
fore now we have written P, i.e., mean value of P. As has 
been shown elsewhere2 the contribution to the relaxation 
rate corresponding to this process is

1  7 5 c * « h t

r p  ww k  t u 2.c u 2o  8 7 f  5 5  5  W w A o

(P2 ~  1))F.4 4( r0,a,)7H.,o/ 

0 <  c* < 5 5 .5 /«hc (4)
where r\,c = hydration number of organic solute, c* = con-
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centration of organic solute (molality scale)

F „.„( ru,a')
87T

15 v! \ *«1 ( ” ;• ) r~ ‘ +

v = 2rr -  3; Ei{ro/a') -  Jlo/<>'(£ y / y )  4y> tH2o ' — 
TH20hC7’pol/(TH20hC + Tpol), tpoi = mean time a water mol­
ecule resides in a position close to the relaxing ion and the 
organic solute, rH20hc = rotational correlation time of a 
water molecule in the hydration sphere of organic solute, 
and a' = ion-solute separation beyond which the effect of 
special structures on the ion nuclear relaxation vanishes.

It may be useful to summarize once again the qualita­
tive meaning of eq 4: (Nwfe0ww -  (P2 -  1)) characterizes 
the amplitude of the perturbation of the field gradient 
caused by the surroundings of a selected water molecule, 
the perturbation being due to the neighborhood of the so­
lute molecule. F± 4 (to, a ') takes account of the range a' 
over which such a perturbation is effective, tH2o' is the 
correlation time after which an instantaneous field gradi­
ent perturbation of the type considered has decayed.

We must give a brief comment how to proceed for con­
centrations c* >  5 - 5 .5 / r ih c -  I f  expression 4 becomes ap­
preciable as c* —*■ 5 5 . 5 / n h c , then the correction of eq 1 is 
large, in other words, the model implied in eq 1 no longer 
holds at c* = 5 5 . 5 /nhc. In this event we have to apply an­
other model for c* > 5 5 . 5 /nhc which is more suitable. The 
corresponding formula for the relaxation rate then must 
contain a parameter which takes account of the further 
increase of 1/T i as e*, the concentration of the organic so­
lute, increases.

In ionic solutions of finite concentration the ions repre­
sent point charges which undergo translational thermal 
motion. This diffusive motion produces additional fluctu­
ating field gradients. The corresponding contribution to 
the relaxation rate is given by the expression

7 ^  =  2k ' c ' e 2P 2 F 3 3(a c,a ) T , '  (5)

where c' is the ion concentration (particles/cm3), ac the 
closest distance of approach between the ions, a the 
thickness of ionic charge cloud

T  c*Tion 

Tc* +  Tio„
rc* is the rotational correlation time for ion-ion vector, 
see ref 2, and rion is the time after which ion has diffused 
a length =  a. The derivation of eq 5 has been given else­
where.2 This equation is based on the assumption that the 
field gradient of the point charge is coupled with a field 
gradient produced by the surroundings of this point 
charge as given by eq 2a

J V « r * - ( F * -  1)V" M =  c,a (6)
where c, a represent the cation or anion, respectively. V“ 
is the field gradient due to a single point charge in vacuo, 
iVw$ ,w is the field gradient caused by the total surround­
ings of the point charge. But again, if the relaxing ion and 
the diffusing ion are close to one another, there may be a 
perturbation of the polarization state of the mutual sur­
roundings as compared with a situation where the diffus­
ing ion is far apart. For instance, the cation may represent 
a dielectric hole (tetraalkylammonium ion!). Then we 
have

Nwycw = N „ k  ocwVc
with Nwk0cw =f= (P2 ~ 1). Diffusion of the ion then pro­
duces an additional fluctuation of the field gradient be­
tween the perturbed and unperturbed state. The corre­
sponding contribution to the relaxation rate is2

= k'c'eH N . k 9"  ~  (F2 -1)) || F 3J a c, a ' f r "  (8)

T polTc*T "  =  --- --------
° T pol +  Tc*

where we have assumed that such an relaxation effect 
comes from the cation alone. For a better understanding 
we state the difference and analogy, respectively, between 
eq 8 and 4. In eq 8 (Nwkocv' ~ (P2 — 1)) corresponds to 
the amplitude of the perturbation of the field gradient 
caused by the surroundings of the cation (not of the water 
molecule). The perturbation is due to the close proximity 
of the cation and the relaxing anion. Again F ^  (ac,a') 
takes account of the range over which the perturbation is 
effective, rc"  is the correlation time after which the per­
turbing field gradient has vanished. Since our theory 
takes account only of two particle cross correlations, the 
contributions eq 4 and 8 appear as independent ones in 
eq 9 below, really they are coupled.

4.2 81Br Relaxation in Aqueous Et^NBr Solutions. Here 
the total (experimental) relaxation rate 1/T i is given by 
the sum of all the contributions eq 1, 4, 5, and 8

T\
1

7YW O)

We have to assign the observed anomalous relaxation ef­
fect to one or more of these terms. The "normal” halide 
nuclear relaxation behavior in alkali halide solutions can 
be understood in terms of eq 9 if we put a, the ion cloud 
thickness parameter which appears in l /7 Y on, about 
equal to the diameter of the alkali metal cation.3 It may 
be shown that it is possible to explain the halide nuclear 
relaxation in the presence of the tetraalkylammonium 
ions if in l /7 Y on one sets « —►“>. But this is clearly not a 
satisfactory approach. Thus the effect in question must be 
contained in the terms 1/T iww and 1/T jcw. This means 
that we have to determine the quantities Nwk0wv/ and 
Nv,k0cw from our observed data (see eq 4 and 8). If these 
quantities turn out to be of the order of magnitude of 
unity, then, according to the arguments given above ( e . g . ,  

one dipole parallel to the selected one) we may say that 
we have an electrostatic explanation of the anomalous re­
laxation rate. If, however, Afwfe0ww and Nwk0CW should 
come out very much larger than ~ 1, then the effect can 
only be due to specific “ electronic” alterations of the elec­
tric field gradient at the halide nucleus.

For the numerical evaluation of eq 9 we used the quan­
tities which are listed in Table V. These quantities, if not 
available from direct physical sources, were partly ob­
tained by simple geometrical estimates, and partly their 
approximate correctness has been shown by previous stud­
ies of alkali halide solutions.3-4 For further details of the 
evaluation see ref 26.

We are unable to give any reliable assessment regarding 
the ratio &oww/kocw. According to the general reasoning of 
the theory it seems to be most appropriate to set £0WW = 
k0cw. The error involved in such an assignment cannot be 
very large because, due to the rather large value of ac, eq 
8 represents only a small correction of the leading term 
1/Tiww.
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F igure  7. S tru c tu re  pa ram e te r A/W^ 0* 'w fo r “ p u re " E t4N Br so lu ­
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m  E t4N Br +  Y B r so lu tions and 1.5 m  f-B uO H  +  YBr so lu tions 
as a fu n c tio n  o f Y B r co n ce n tra tio n  C yB r*: Y =  Li ( □ ) ;  Y =  Na 
( A ) ;  Y =  K (O ) .

The results of our evaluation are given in Figure 7. It 
will be seen that the resulting iVwfe0ww lies between 2 and 
3 which is indeed of the order of magnitude which can be 
accounted for on grounds of a purely electrostatic model. 
According to Figure 7 Arwfe0ww decreases somewhat as the 
concentration of Et4NBr increases. This observation has 
little physical meaning because our evaluation implies the 
validity of eq 3. But if the tetraalkylammonium ions gain 
direct contact as the cation concentration increases, nhc, 
i.e., the number of surrounding water molecules per cat­
ion decreases, then p h becomes smaller which in turn 
would yield a greater A'wfe0ww (of course A\v decreases 
slightly as the ion concentration increases).

4.3 Cation Nuclear Relaxation Rate in the Presence of 
EtiNBr (and Related Experiments). We have to discuss 
the behavior described in section 3.4 and depicted in Fig­
ure 2. Now 1 /T i is almost exclusively given by eq 1, all 
other terms of eq 9 being small. The most evident reason 
for the vanishing of 1 /T 1WW will be that now p h ~ 0, 
where p h is the probability that a water molecule in the 
first hydration sphere of the relaxing ion is at the same 
time a member of the first hydration sphere of the organic 
cation (overlap of hydration spheres), i.e., eq 3 is not 
valid. The alkali metal cation does not approach suffi­
ciently close toward the organic cation (see also the study 
on selective solvation).27 On the other hand, the results 
given in section 3.5 show that p h ^  0, if the relaxing nu­
cleus is Br and if anions such as (CHslsCCOO- are 
present. In fact, now the term 1 /T iww becomes effective 
for the anion relaxation. For Rb+ Ph may or may not be zero, 
but in any case R b+ will approach the polar end of the 
anion, here the solute appears as a polarizable dipole, not 
as a dielectric hole.

4.4 Relaxation in the Presence of Uncharged Organic 
Solutes. In these solutions (see section 3.6) the relaxation 
rate of 81Br is

y y  o ~F y ion (2TV.) T  y w\v (10)
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while that of 87Rb is

~j\ =  jy i +  j'^on (2tn) (11)

We have determined N^koww from the experimental re­
sults by aid of eq 10 and 4 for solutions with MeOH, 
EtOH, and t-BuOH. The parameters needed are listed in 
Table V together with the lVw/t0ww results derived. It may 
be seen that these A7wfe0ww are markedly smaller than 
those found with Et4N 1 . Three reasons for this finding 
may be quoted, (i) The alcohol molecules have a polar 
group. The rchc values (listed in Table V) entering eq 3 
and thus in eq 4 regard the entire solute molecule. Thus 
actually the hydration number of the nonpolar part is 
smaller. Use of nhc values which are V2 of those given in 
Table V leads to the iVwfe0ww results shown in parentheses 
in that table, (ii) ph according to eq 3 is the approxima­
tion of uniform distribution. Stronger anion-organic cat­
ion attraction or weaker anion neutral solute attractions 
than implied in eq 3 would lead to smaller and larger 
Nwk0wv/ values, respectively, (iii) The presence of the 
electric field of the organic cation itself may cause a di­
pole-dipole alignment which produced an enhancement of 
the field gradient.

For the other uncharged organic solutes listed in Table 
III Nwk0WW gradually approaches P2 — 1 = —0.75 as the 
ratio of the number of inert groups/number of polar 
groups decreases. For the 87Rb relaxation we always have 
Arwfcoww = P2 -  1 = -0.75.

4.5 Et^NBr and t-BuOH in Alkali Bromide Solutions. 
This paragraph regards the experimental results presented 
in Figures 4 and 5. Equation 9 has to be applied, 1/T icw 
is absent when i-BuOH is the organic admixture. Now the 
term l /T i ion takes account of the increasing amount of 
alkali bromide present in the solution. This ionic contri­
bution to the relaxation rate of 81Br is known from previ­
ous work with “ pure” alkali halide solutions.3 The corre­
sponding quantities (after a suitable correction due to the 
slight change of the correlation time) have been subtract­
ed from the experimental data presented in Figures 4 and
5. The other parameters used are listed in Table V and 
the results of this evaluation, Nwfe0ww as a function of the 
YBr concentration, are shown in Figure 7. We obtain the 
statement from Figure 7 that the parameter Nwfe0ww, 
which describes the particular water arrangement in the 
encounter configuration alkyl group of solute-Br" is not 
sensitive with respect to high electrolyte concentrations. 
Since Nw decreases with increasing salt concentration 
(the volume of the sample is constant) a slight decrease of 
Nwkoww is to be expected, but even such a decrease is not 
evident for the solution of noncharged solutes.

As a summary we show Figure 8 which represents the 
anomalous relaxation effect of 81Br

5 = 1/ Tj — 1050i?D sec-1

~  1/T 1WW +  l /7 \ cw

Rd = (l/TU c/U /TU o for deuteron relaxation, for the so­
lutions 0.5 m MetNBr, 0.5 m Et4NBr, and 0.5 m Pr4NBr, 
and 1 m MeOH, 1 m EtOH, and 1 m t-BuOH as a func­
tion of the hydration number nhc (1/T i = 1050 sec-1 for 
81Br in the limit of infinite dilution). For the alcohols 
1/T j is extrapolated to cRr_ ► 0. The hydration numbers
nhc are obtained from a simple geometrical estimate; the 
concentration of the alcohols is twice that of the ammo­
nium ions because only half of the hydration sphere re-

Figure 8. Excess relaxation effect of organic solutes In aqueous 
solution on the 81 Br relaxation rate in dependence of estimated 
hydration number nhc. For details see text. The asterisk shows 
corrected values from Lindman, ef a/.7

gards the inert part of the molecule. It is clearly demon­
strated by this picture that the same physical effect is 
concerned with the solution of tetraalkylammonium ions 
and aliphatic alcohols.

5. Interpretation of the Anomalous Relaxation Effect in 
Terms of a “Localized” Model

So far our interpretation of the anomalous relaxation 
effect was based on the statement that in the encounter 
configuration inert solute-Br " ion there is some parallel 
dipole polarization relative to a selected water molecule or 
at least less quenching of the mean gradient produced by 
the water dipole. We denoted this approach as a delocal­
ized one because no geometrical details are involved, i.e., 
nothing is said where, relative to the approaching parti­
cles, structural peculiarities occur and of what nature 
they are. Now Figure 9 leads us to the localized model. At 
the hydrophobic interface we see a number of water mole­
cules which show substantially parallel dipole orientation. 
The positive and negative ends of the water molecules 
point toward the bulk water and the dielectric hole, re­
spectively.28'29 Recently it has been shown experimentally 
that the water protons surrounding CH3 groups predomi­
nantly point toward the bulk water.30’31 In pure H2O the 
water molecules form tetrahedral H bonds but here the 
orientating torque on the H2O probably comes about as a 
combined effect of the dielectric hole acting on the dipole 
and quadrupole moment of the molecule. This is the hy­
drophobic hydration. If a dipole resides in the hole, then 
the electric field at the hydrating H2O is quite different 
and the particular torque producing the hydrophobic hy­
dration is absent.

In Figure 9 the coordination number of B r ' is assumed 
to be 6. Three of these water molecules are members of 
the hydrophobic hydration sphere as well. Now let us con­
sider for a moment an isolated hydrated Br" ion with 
coordination (= hydration) number nh = 6. Then, corre­
sponding to this hydration model 1/T i°  may be written1 

1 9 m -

T ? =  4^ k' 7 7  nhTc(1 “  e_6A) (12>
This formula implies a well-defined hydration number 
(here nh = 6) and radial orientation of the water dipoles.
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org. solute

Figure 9. B r"  ion in contact with hydrophobic hydration sphere 
of large organic solute particle. The circular arrows Indicating 
angles are not in the paper plane.

X is a parameter which describes the width of the lateral 
angular distribution of the hydration water. X —*■ <=° means 
isotropic lateral distribution, X —* 0 corresponds to exact 
positions of the water molecules on octahedron sites. rc is 
the correlation time for the vectors connecting the ion 
center with the point dipoles, here r c = 2.5 X 10" 12 sec. 
We may determine X from the experimental 81Br relaxa­
tion rate. One finds X = 0.01 which corresponds to a high 
degree of order. In fact, actually the order in the hydra­
tion sphere of Br is less than this, the small relaxation 
rate is due to random dipole orientation and loose pack­
ing, as described in connection with eq 1, but for our pres­
ent treatment we substitute for the real hydration sphere 
of Br" an effective one which is ordered. This procedure is 
convenient as will be shown shortly, it does not restrict 
the generality of our arguments.

Let us return to the situation depicted in Figure 9. We 
see that now three of the previously radially oriented 
water molecules are replaced by water molecules belong­
ing to the hydrophobic hydration sphere. Their orienta­
tion is parallel to the z' axis which in turn is perpendicular 
to the hydrophobic surface. These Three water’s have axial 
symmetry with respect to z'. The angular position and 
orientation of a water molecule is given by the angles 8 
and i?, respectively, as indicated in Figure 9. The electric 
field gradient V rr  at the Br" nucleus caused by one 
water molecule may be shown to be22

3m , r
Vzz =  —j  jLsm ¡Isin d +  cos #cos#](5 cosL d — 1) —

' o

2 cos & cos 61 j (13)

and with radial orientation of the water dipoles, i) = 8

Vz’z- =  7TT (3 cos2 8 —1) (14)

The angle 8 for the octahedrally located water molecule is 
8 = 54° 44'. This is the “ magic” angle for which cos2 8 = 
%, thus, according to eq 14, for radial dipole orientation 
we have Vz-z- = 0. Consequently the contribution of the 
three waters on octahedral positions may be neglected, 
this is also essentially valid when these three waters do 
not have strict radial orientation and are more widely dis­
tributed over space corresponding to the situation around 
B r". Thus we are left with the field gradient generated by 
the three water molecules sitting cn the hydrophobic sur-

TABLE VI
a/Ti)8iBr1,ydr

d pm h, A (calcd), sec'

2 8 °  5 0 ' +  0 .7 4 4 .3 3 7 ,5 2 0
5 4 °  4 4 ' - 0 . 7 7 3 .3 4 6 ,9 6 4
6 3 °  3 0 ' - 0 . 9 2 .8 9 1 1 ,1 2 6
8 0 °  9 0 ' - 0 . 4 9 1 .9 6 3 ,3 0 0

° W e have set ro =  3.36 A; =* 0.

face. For one dipole parallel to the axis z', i.e., r) = 0, we 
have

V** = ~  (5 cos3 0 -  3 cos 6 ) = ~  F(0) (15)

If the Br" just comes in contact with the close packed 
water of the hydrophobic hydration sphere one finds 6 = 
28° 50' (h = 4.33 A), if Br” approaches further toward the 
hydrophobic surface, the waters are pushed aside, 8 in­
creases (h decreases), finally, Br" is in contact with the 
hydrophobic surface, now one finds 8 max = 80° 90' (hmin 
= 1.96 A). The field gradient may be calculated for any 8 
according to eq 15. At 8 = 39° 10' VZ’Z- vanishes, and at 6 
= 63° 36' VZ’Z' attains its maximum absolute value. Let 
us consider the effect of a neutral hydrophobic particle 
first, then, according to the general theory of quadrupolar 
relaxation32 we have the relaxation rate in the configura­
tion shown in Figure 9

\ Mi­

r i  =
3 2 /+  3 feQ (l +  y J

40 72(27—1) V ft H 3 r i  F W ) r,

(16)
The correlation time r c is the lifetime of the configuration 
given in Figure 9; we set r c = 5 X  10" 12 sec, this is the 
rotational correlation time of a water molecule in the hy­
drophobic hydration sphere.12 Table VI gives some results 
as calculated with eq 16.

We compare these data with experimental results. We 
assume rchc = 25 for i-BuOH, then, since 55.5/nh = 2.2 at
1.1 m one-half of all water molecules are in the hydration 
sphere of f-BuOH. But at this concentration the probabil­
ity that a given Br" is in a configuration as given in Fig­
ure 9 is «  one-half because the three water’s which are 
members of the alcohol’s hydration sphere may as well be 
located at the polar part of f-BuOH. For such Br" the re­
laxation rate is (1/T i)free = 1290 sec" 1 where only the 
change of the correlation time has been taken into ac­
count. The observed relaxation rate at 1.1 m is ( l/T i)obsd 
= 3560 sec"1, and from

( r f - m r -  (fD (17 )

we find (1/T 1)hydr = 5830 sec-1 which is in good agree­
ment with the entries of Table VI.

The entries in Table VI have been calculated with r0 =
3.36 A. Clearly we have no precise knowledge of r0, but we 
are only interested in an order of magnitude comparison. 
Thus, even if ro should be larger by 10%, (1 /T i)hydr in 
Table VI would still be of the order of 103 sec"1, that is, 
we have demonstrated that our model with a “ localized” 
electrostatic field gradient can account for the observed 
quadrupolar relaxation effect.

The condition d = 0 was introduced in conjunction with 
our model of the hydrophobic hydration. We have to ex­
amine whether our results remain valid when the three

The Journal of Physical Chemistry, Voi. 78, No. 10, 1974



1012 H. G. Hertz and M. Holz

water dipoles, e.g., point toward the center of a smaller 
hydrophobic solute particle. We give two numerical exam­
ples. One calculates from a corresponding formula similar 
to eq 16: ( l /T O W  = 10,000 sec" 1 with d = 60°, 0 = 28°; 
( l / T i j h y d r  = 12,000 sec- 1 with t? =30 ° , 6  = 54 ° 4 4 '.

Moreover, it may be shown (see below) that even for d 
= 0 , i.e., radial orientation of the water dipoles with re­
spect to the relaxing nucleus, (1/T i)hydr is of the order 
104 sec-1 provided 9 is sufficiently different from the 
magic angle. Thus we arrive at the much more general re­
sult that for the explanation of the anomalous relaxation 
effect, it is sufficient to postulate in the encounter config­
uration the existence of a triplet of water molecules with 
more or less coherent dipole orientation which is closely 
packed to the halide anion.

For Rb+ the “ crown” of three waters closely attached to 
the ion is not formed, therefore, the relaxation behavior is 
normal. Likewise, in the neighborhood of a polar solute, 
obviously the water molecules are not closely packed to 
the halide ion. It is tempting to consider the dipole orien­
tation in the hydrophobic hydration layer as described 
above as being the cause for the attraction or “ adsorp­
tion” of the anions, a tendency which is not effective for 
the alkali metal cation.

Next we turn to the tetraalkylammonium ion. Now the 
field gradient due to the cation charge is superimposed on 
that of three waters, consequently (for d = 0)

/ l \ hydr 3 27+ 3
\T1)  ~  40 72(27 — 1)

^eQ( 1 +  7 „) J  I 9m F(d) + T c

(18)

where ac is the separation between the two ions. We no­
tice that now the sign of F(0) becomes important, for 
small separations the field gradient of the point charge re­
duces that of the three dipoles. We give three numerical 
examples for Et4N + which are calculated from eq 18: (1/ 
T^hydr = 11,000 sec- 1 with d = 0, 6 = 28° 50', ac = 7.8 
A, (1/T 1)hydr = 30,000 sec- 1 with d = 28.50,' 0 = 28° 50', 
a,. = 7.8 A, (1/T i)hydr = 6400 sec“ 1 with = 0, 0 = 63° 
30', ac = 6.9 A. In a theoretical treatment by Friedman 
and coworkers33 the separation a,. ~ 7.5 A was found to 
correspond to the maximum of the anion-cation pair dis­
tribution function. The second numerical example given 
above represents radial orientation of water molecules 
with regard to the bromide nucleus. The above figures 
have to be compared with the experimental results: for 
Et4N + nhc «  30, from this it follows that at 0.9 m all Br 
anions are in a configuration as shown in Figure 9, be­
cause 55.5/30 = 1.8. The experimental relaxation rate at 
this concentration is ( l /T i)obsd = 11,000 sec-1 . Thus (1/  
7\)°bsd = (1 /T i)hydr.

As a result of this section we obtain the statement that 
the localized model approach yields a full confirmation of 
the delocalized approach presented in the previous sec­
tion. Molecular arrangements may indeed be constructed 
which, on an entirely electrostatic basis, produce strong 
additional relaxation effects, that is, there is a justifica­
tion to account for the large Nwkoww values found in sec­
tion 4 in terms of an electrostatic mechanism.

Lastly we examine whether the greatest 81Br relaxation 
rates observed in very concentrated Et4NBr solutions, c* 
~ 7 m, can be understood in terms of the electrostatic 
theory. Now essentially all water molecules should be at­
tached closely to the anion, but an ordering which pro-

duces cubic symmetry at the Br- nucleus is not expected. 
For this situation we may apply eq 12 with X —► i.e.,
for random lateral positions of the F^O’s

1 9 772-2
7 /  =  +7T k '  7 7  nhTc (16a )

At c* = 1.8 m we had r c = 5 X  10" 12 sec, then from the 
fact that at 6.8 m EtNBr the deuteron relaxation rate of 
the solvent water yields a value 4.3 times larger than that 
at 1.8 m, 12 we obtain r c = 2.2 X  10" 11 sec at c* = 6.8 m. 
This gives with eq 16a (1/T i)calcd = 150,000 sec"1. On the 
other hand, if we drop the condition of radial orientation 
of the dipoles and apply the model of closest packed (nh 
= 6) randomly orientated hydration dipoles (see eq 57 of 
ref 1) then

1 5 ,, m2

T\ ~  T k  k 77  ” hTH*°

Now with t H 2 q  =  t c we find (1/T i)calcd =  88,000 sec-1 . 
The experimental result of Lindman, et al.,6 is ( l /T i)obsd 
= 89,000 sec-1 . It is clear that here and above any precise 
numerical agreement is fortuitous, but the agreement of 
the order of magnitude is convincing. If close packing 
around the cation Rb+ is absent up to the highest concen­
tration we would expect that eq 1 holds over the entire 
range.
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The interactions of poly(vinylsulfonate) with hydrogen, silver, and selected alkali and alkaline earth 
metal ions have been studied by dilatometry, dialysis equilibrium, and viscosity methods, employing 
tétraméthylammonium ion as a competing cation. A desolvation parameter, 9V, defined as the ratio of 
the observed volume change to that estimated for complete desolvation of the site-bound species and 
hence considered a measure of the tightness of binding, correlates well with the degree of binding as de­
termined from dialysis equilibrium. The preference of the poly(vinylsulfonate) follows the order Ag ' > 
K+ > Na+ > H+ ~ Li+ > TMA+, for the univalent cations, and Ba2+ > Mg2+ for the divalent cations. 
The viscosity results show that, in general, the contractive effect by the cations on the molecular dimen­
sions parallels the degree and tightness of binding. However the effect of hydrogen ion appears to be ex­
ceptionally weak. This result is taken to indicate that the small hydrogen ion, in contrast to the metal 
ions, does not cross link the polyion through simultaneous site binding to two sulfonate groups widely 
separated along the polymer contour. The results obtained here with poly(vinylsulfonate) are interpreted 
in the light of comparable findings with other polyelectrolytes.

Introduction
It has been shown that the interactions between po­

lyions and counterions frequently exhibit pronounced 
specificities which may be attributed to solvation effects.2 
Among methods which have been found useful in demon­
strating such specificities are the determination of polyion 
selectivities for competing counterions by dialysis equilib­
rium,3 the comparison of the effect of different counter­
ions on the polyion molecular dimensions by viscosity,4-6 
and the measurement of volume changes accompanying 
ion exchange processes by dilatometry.7 In this paper we 
are presenting the results obtained by applying these 
methods to the interactions of poly(vinylsulfonate) (PVS) 
with selected pairs of the cations H+, Li+, Na+, K +, Ag+, 
Mg2+, Ba2+, and tétraméthylammonium ion (TMA+). In 
most instances the TMA+ which interacts very weakly 
with the polyion has been taken as one of the competing 
ions and may be considered a reference against which the 
other cations are measured. It is hoped that the correla­
tion of the results obtained from the different experimen­
tal methods will lead to a better understanding of the 
mechanism of the “ site binding” of counterions by poly- 
(vinylsulfonate) in particular and also by polyelectrolytes 
in general.

Experimental Section
Materials. Poly(vinylsulfonic acid) (HPVS) was pre­

pared by the polymerization of vinylsulfonic acid fol­
lowing the procedure of Eisenbsrg and Mohan.5 The 
vinylsulfonic acid monomer was generated from its sodi­

um salt, obtained from American Hoechst Corp., by the 
method of Breslow and Hulse.8 The polyacid was neutral­
ized with sodium hydroxide and the resulting poly(sodium 
vinylsulfonate) (NaPVS) was purified by repeated precipi­
tations of its aqueous solutions into methanol. The granu­
lar white solid was dried in vacuo at 60°. Low molecular 
weight impurities were removed by exhaustive dialysis 
against conductivity water. The average molecular weight 
of the NaPVS was estimated to be 1.0 X 105 from viscosi­
ty measurements in 1.00 M  NaCl at 32.4°.9 The NaPVS 
was stored at 4° in the form of a 0.75 N  stock solution 
from which all solutions used in this work were derived by 
appropriate dilution and dialysis.

All inorganic chemicals were obtained commercially in 
Reagent Grade form.

Dialysis Equilibrium. Solutions of PVS which had pre­
viously been brought to the desired cation form by ex­
haustive dialysis against the desired electrolyte and test­
ed, where necessary, for the complete elimination of sodi­
um ion by atomic absorption were placed into Visking cel­
lulose casing bags, each provided with a glass bead. The 
bags were tumbled in the desired “ outside” solution 
which was changed at least three times. Final equilibra­
tion was attained by tumbling for 48 hr at 30.0 ±  0.1°. 
The outside solution was prepared to contain two cations 
at a total normality close to 0.2. In those experiments in­
volving silver the anion was nitrate; in all others it was 
chloride.

The concentrations of alkali and alkaline earth metal 
ions in the final inside and outside solutions were deter-
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mined with a Techtron Model AA-4 atomic absorption 
spectrophotometer. Potassium, sodium, and lithium were 
measured with solutions diluted to 10-4 to 10-3 M. The 
presence of PVS, TM A+, H+, or Ag+ did not affect the 
accuracy of the results. The analysis for Ba2+ which was 
carried out in the concentration range from 10“ 3 to 10“ 2 
equiv/1. was sensitive to the concentration of C P . 
Therefore the calibration curve was constructed at 0.2 M 
chloride ion. Magnesium was determined from 10-5 to 
10-4 N. The calibration procedure was adjusted for the 
observed effect of PVS on the Mg2+ analysis.

Silver and chloride ions were determined potentiometri- 
cally in aqueous 60% acetic acid. The analysis for nitrate 
ion was carried out by the Devarda method.10 Hydrogen 
ion was determined by potentiometric titration.

The PVS normality was measured by replacing all cat­
ions with hydrogen ion in a Dowex-50X8 ion-exchange col­
umn and analyzing the effluent for hydrogen ion concen­
tration. From this value the total concentration of cations 
in the original inside solution was calculated, and the 
PVS normality was deduced from the electroneutrality 
condition. Knowledge of the total cation concentration 
also allowed the calculation of the TMA+ molarity.

Dilatometry. Volume changes were measured at 30° as 
described previously in Linderstrom-Lang dilatometers 
immersed in a thermostated bath controlled within 
O.OOl0.7'11

Viscosity. Viscosimetric measurements were carried out 
at 30° in a Cannon-Ubbelohde four-bulb dilution viscome­
ter. Viscosities were extrapolated to zero shear rate. No 
shear dependence was observed.

The procedure in obtaining the appropriate solutions 
was as follows. An inside solution of known PVS concen­
tration was transferred from the dialysis bag of one of the 
dialysis equilibrium runs into the viscometer. After its 
viscosity was obtained, dilutions were made with the out­
side solution of the same dialysis equilibrium experiment 
in order to keep the chemical potentials of the simple 
electrolyte components constant. The solvent viscosity 
used for the calculation of the specific viscosity was that 
of the outside solution.

Results and Discussion
Dialysis Equilibrium. A general treatment for obtaining 

a relation between binding parameters from dialysis equi­
librium data involving two univalent counterions has been 
given previously.3 The results of the treatment can be ex­
pressed in the form

J L _______= =  h (u
(c ,+)„ (C,+)„ (C+lo (C2+)„ 12

where the desired quantities 8 i and 82  are the fractions of 
sulfonate groups neutralized by bound cations C i+ and 
C2+, while the experimentally determined parameters ¡3T 
and /Hi' are defined by the relation

0 k =
(C* )■ -  (Q „

(PVS) k =  L 2 (2)

Parentheses indicate normalities, and the subscripts o and 
i refer to the outside and inside solutions, respectively. 
Equation 1 does not uniquely define the binding parame­
ters /31 and 8 2 , but the parameter 612, unambiguously de­
fined by eq 1 in terms of the experimental quantities 8 k' 
and (C*+)o, is a useful measure of the preference of the 
polyelectrolyte for counterion 1 over counterion 2. An ad­
ditional criterion is needed to obtain individual values for

81  and 8 2 - The only requirement for the validity of eq 1 is 
that there are no specific interactions between the polyion 
and the free counterions; i.e., any specific interactions 
must occur with the bound counterions. A criterion which 
is likely to satisfy this requirement is the identification of 
the bound ions with those predicted to be “ condensed” by 
the theory of Manning.12 For our experimental condition 
this criterion becomes

0t +  02 =  0.64 (3)

Results from competitive dialysis equilibrium experi­
ments involving two univalent cations are given in Tables 
I and II. Because of their application to the dilatometry 
and viscosity results to be given below, the data involving 
tetramethylammonium ion as one of the cations are given 
in detail in Table I. It should be noted that in the case of 
the silver ion result, the lowest value of 81  compatible 
with eq 1 (corresponding to 8 2 — 0) is 0.68, i.e., greater 
than 0.64, perhaps indicating some covalent contribution 
to the binding. Since under these circumstances no con­
densation of TMA+ would be expected, the value of 0.68 
is assumed to be the correct one. The quantity 5i2 which 
indicates the preference of the polyion for C i+ over C2 + 
appears to show some tendency to decrease with increas­
ing ratio (C i+)o/(C2+ )o for a given cation pair, similar to 
observations made with ion exchange resins.13 However, 
the effect is not clear cut, and further substantiation is 
needed. The variations in b12 from one cation pair to an­
other are quite definite and indicate the affinity order 
Ag+ > K+ > Na+ > H+ > Li+ > TM A+.

Direct competitive dialysis equilibrium studies of pairs 
of these cations at approximately equal normalities of 0.1 
each in the outside solution led to values of ¿12 which are 
presented in Table II, where cation 1 is indicated along 
the top and cation 2 along the left-hand side. As can be 
seen, exact additivity, i.e., bki + 5; m ~ &km, is not general­
ly obtained, and perhaps should not be expected since the 
polyelectrolyte is in different states in 1-1 mixtures of 
C*+ and C/ + , C(+ and Cm + , and C*+ and Cm+. However, 
in many instances deviations from additivity are small, 
and with the exception of the Li+-H + pair, the affinity 
order observed in the cation-TMA" systems is main­
tained. In the case of the Li+-H + pair, Li+ seems to be 
preferred over H+ in direct competition, in contrast to the 
indirect comparison relative to TMA+ where H+ was pre­
ferred over Li+. The comparisons relative to K+ and Ag+ 
seem to indicate a very slight preference of PVS - for Li+ 
over H+, while no preference is found relative to Na+. 
Apparently the intrinsic affinities of PVS- for Li+ and 
H+ are approximately equal, so that small changes in 
state of the PVS- can affect the observed order.

Dialysis equilibrium results with Mg2+ and Ba2+ in 
competition with TMA+ are given in Table III. The whole 
of the excess of the divalent ion in the inside solution was 
assumed to be due to binding, and therefore 8 k was taken 
as equal to 8 k', defined in terms of normalities as in eq 2. 
Barium ion appears to be bound considerably more 
strongly than magnesium ion, as is seen from a compari­
son of the values of 8 k/(C>t2+)0 in the last column of 
Table III.

Dilatometry. Table IV gives the volume changes result­
ing from the following type of experiment: 2 ml of initial 
solution I containing PVS in the TMA+ form and TMAC1 
were mixed with 2 ml of initial solution II containing the 
indicated cation Cin + , with the total chloride normality 
brought to 0.2 with TMAC1.14 The concentration of
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TABLE I: Competitive Dialysis Equilibria of Univalent Cations and Tétraméthylammonium Ion
C i + (C ,+ ) „ ( C î+) „  = (T M A  +) o (P V S  -) Pi' Pi' 0,2 Pi Pi

Li + 0.0488 0.1495 0.0638 0.266 0.591 1.5 0.213 0.427
0.0740 0.1239 0.0647 0.383 0.490 1.2 0.296 0.344
0.1005 0.0993 0.0658 0.486 0.374 1.1 0.375 0.265

Na + 0.0480 0.1495 0.0629 0.339 0.513 3.6 0.288 0.352
0.0693 0.1281 0.0628 0.481 0.401 3.8 0.396 0.244
0.0940 0.1124 0.0696 0.560 0.294 3.3 0.463 0.177

K + 0.0509 0.1115 0.0631 0.471 0.440 5.3 0.392 0.248
0.0756 0.1290 0.0611 0.597 0.288 5.7 0.506 0.134
0.1018 0.1138 0.0644 0.658 0.205 4.7 0.553 0.087
0.1512 0.0496 0 .0620 0.813 0.087 3.6 0.617 0.023

H + 0.0962 0.1110 0.0741 0.485 0.338 2.0 0.395 0.245
Ag + 0 .1062 0 .0822 0.0791 0.807 0.102 6.4 0 . 6 8 0

TABLE II: Values of 5,2 from Competitive Dialysis 
Equilibria of Univalent Cations in 
Poly (vinylsulfonate) Solutions

C i + C i+  A g  + K  + N a  + L i + H  +

TMA + 6.4 4.7 3.3 l . i 2.0
H + 5.1 3.2 2.1 1.4
Li + 4.9 3.0 2.1
Na + 1.5
K + 2.4

TMAC1 in solution I was adjusted so that the final solu­
tion, resulting from mixing solutions I and II, would close­
ly imitate the composition of one of the inside solutions of 
the dialysis equilibrium experiments described in Tables I 
and III. Preliminary experiments agreed with earlier find­
ings that a number of secondary effects, including those 
arising from the dilution of the solutes on mixing and 
from any possible interaction of TMA+ with the polyion, 
are negligible.7 The composition of the final solutions is 
described in columns 1-4 of Table IV. Column 5 contains 
AVp, the measured volume change expressed for conve­
nience in units of milliliters per equivalent of PVS - .

We would like to determine the volume change, Ad , for 
the reaction ( per equivalent of C" + and PVS - )

I C"++ PVS" = C,/„PVS (4)

If we identify di with the fraction of sulfonate groups 
which has undergone reaction 4 then we have

A d =  AVp/fr (5)
Equation 5 must be interpreted with some caution. Reac­
tion 4 may occur in several stages involving different ex­
tents of solvation change and hence also varying volume 
change.15-17 All these stages are likely to exist simulta­
neously in a polyelectrolyte solution, so that, more exact­
ly, we should have

AVp =  'E fiiA v j  (6)
j

were Av¡ and /3ij correspond to stage j  of reaction 4. The 
parameters di and Au in eq 5 thus represent two interde­
pendent average quantities the estimate of one of which 
determines the value for the other.

The values of Av obtained by eq 5 using the values of di 
estimated from the dialysis equilibrium data are given in 
column 7 of Table IV. Several features of these results ap­
pear noteworthy. First, the magnitude of the Ad values is 
substantial and comparable to magnitudes obtained in 
simple acid-base reactions.11 Second, for a given Ci-PVS 
system, A d appears to be roughly constant, in some cases 
with a slight tendency to decrease with increasing /?i-

Such a tendency has also been observed with polyphos­
phates7 and polycarboxylates.17 Third, on comparing the 
values of Ad for the various Ci-PVS systems we note sig­
nificant differences which should be an indication of the 
extent to which bound water is released from the interact­
ing ionic species and thereby also of the strength of the 
interaction. However, the various cations are hydrated to 
different extents in their free state, and to obtain a mean­
ingful comparison the values of A d should be examined 
relative to the hypothetical volume change, A D m a )(, which 
would result from reaction 4 if the product was completely 
desolvated. We therefore define a desolvation parameter, 
0V, by the expression

9V = Av/Avmax (7)
The estimation of Avmax is carried out via the relation

Ad̂  =  Aiy + AVce (8)
where AVPe and AVce represent the contributions per 
equivalent of polyion and cation, respectively. The quan­
tity A Vpe may be obtained from the equation

AV Pe =  Up1 -  F P (9)

The partial monomolal volume of the polyanion, VP, has 
been reported to be 48.1 ml/equiv.16 The intrinsic mono­
molal volume, Vp1, is difficult to determine experimental­
ly for strong polyacids. We have estimated this quantity 
be a displacement method using molecular models. Mo­
lecular models of PVS of different chain lengths were con­
structed from Courtauld atomic models. The average 
monomolecular volume displaced by immersing these 
models into a container filled with styrofoam balls was 
taken to represent VP‘ . The size of the styrofoam spheres 
was chosen so as to represent water molecules on the scale 
of the Courtauld models. In this way VP1 for PVS- was 
determined to be 59.0 ml/equiv, resulting in AVPe = 10.9 
ml/equiv.

The molecular model method was tested with polyac­
rylate ion for which VP‘ can be assumed to be equal to the 
experimentally determined partial monomolal volume of 
undissociated poly(acrylic acid). A recently reported value 
of the latter is 46.7 ml/equiv.16 Our molecular model 
method gave 48.2 ml/equiv.

The quantity A Vce may be estimated from the relation

AVce =  V j  -  Vc (10)
where Vc* is the intrinsic volume per equivalent of bound 
desolvated cation and Vc is the partial equivalent volume 
of the free cation. The latter quantity was obtained from 
published ionic partial molal volume data,18 using as ref­
erence point -5 .4  ml/mol for the partial molal volume of 
hydrogen ion.19 Several methods are available for estimat-

The Journal of Physical Chemistry, Voi. 78, No 10, 1974



1016 John Hen and U lrich P. Strauss

TABLE III: Dialysis Equilibria with Divalent Metal Ions and Tétraméthylammonium Ion
C:"- + (e ,-) , (C<+:) „  =  ( T M A +) (P V S -) ßJ ß-j /3i7(Ci2+)„

Mg ’ + 0 . 0167 0.1277 0 . 0894 0.573 0.330 34.3
0 . 0402 0.1143 0 . 0970 0.690 0.243 17.2
0 . 0800 0.1158 0.1110 0.780 0.250 9.8

Ba2 + 0.0021 0.1813 0.0959 0.380 0.512 181
0 . 0038 0.1892 0.0936 0.451 0.523 119
0 . 0058 0 . 1534 0.1250 0.488 0.463 84
0.0074 0 . 1735 0.1195 0.571 0.370 77

TABLE IV: Volume Changes Due to Interaction of Metal Ions with Poly(vinylsulfonate)
AVl>,

m l/e q u iv Av, ^ ymaxi
CV ‘ * (PVS-) (Ci"+) ( T M A +) o f  PV S m l/e q u iv m l/e q u iv »V

Li + 0.064 0.066 0.187 2.05 0.213 9.62 18.3 ± 0 .7 0.53 ± 0.02
0.065 0.099 0.156 2.44 0.296 8.. 24 0.45 ± 0.02
0.066 0.132 0.124 2.78 0.375 7.41 0.40 ± 0.02

Na + 0.063 0.069 0.182 2.99 0.288 10.38 20.8 ±  1.1 0.50 ± 0.02
0.063 0.100 0.153 3.87 0.396 9.77 0.47 ± 0.02
0.070 0.133 0.133 4.14 0.463 8.94 0.43 ± 0.02

K + 0.063 0.081 0.139 3.86 0.392 9.85 17.9 ± 0 .5 0.55 ± 0.02
0.061 0.112 0.147 4.31 0.506 8.52 0.48 ± 0.02
0.064 0.144 0.127 4.88 0.553 8.82 0.49 ±  0.02
0.062 0.203 0.055 5.23 0.617 8.48 0.47 ± 0.02

H + 0.073 0.133 0.136 2.63 0.395 6.66 16.3 ±  0.3 0.41 ±  0.01
Ag + 0.074 0.170 0.093 9.19 0.680 13.51 19.6 ± 2 .4 0.69 ± 0 .0 8
M g !T 0.089 0.068 0.157 4.74 0.573 8.27 26.4 ±  0.8 0.31 ±  0.01

0.097 0.107 0.134 5.69 0.690 8.25 0.31 ±  0.01
0.111 0.167 0.143 5.26 0.780 6.74 0.26 ±  0.01

Ba2 + 0.096 0.038 0.230 5.74 0.380 15.11 24.1 ± 1.6 0.63 ± 0 .0 4
0.094 0.046 0.238 7.19 0.451 15.94 0.66 ±  0.04
0.125 0.067 0.211 7.64 0.488 15.66 0.65 ± 0 .0 4
0.120 0.076 0.218 9.18 0.571 16.08 0.67 ± 0 .0 4

ing Vck13-19-22 The uncertainty estimates of Avmax and strongly and are more easily displaced by the sulfonate
0V, given in the last two columns of Table IV, reflect the 
range of values of Vc' obtained by these methods.

We are now in a position to compare the desolvation ef­
fects of the cations by means of the parameter 6V. In com­
paring the univalent with the divalent ions, we find, 
somewhat surprisingly, that the divalent ions do not gen­
erally give higher values of dv than do the univalent cat­
ions. In fact, the values for magnesium are lower than 
those of any of the ur.ivalent ions studied. A comparison 
of the effects of the univalent ions with one another is ob­
tained conveniently by considering the 6V values obtained 
with solutions known to be in dialysis equilibrium with 
approximately equimolar solutions of TMA+ and metal or 
hydrogen ion. These dv values which are underlined in 
Table IV are seen to follow the order Ag+ > K+ > Na+ ~ 
H+ = Li+, which is consistent with the order derived in 
the dialysis equilibrium results. The observable rough cor­
relation between the underlines (?v values and the corre­
sponding values of /3i is not unexpected since 0V is a mea­
sure of the tightness of binding and di is a measure of the 
number of cations bound in competition with the common 
TMA+ reference ion. Similarly, for the divalent cations, 
the preference of PVS for Ba2+ over Mg2+, which was de­
duced from the dialysis equilibrium results, is also reflect­
ed in the 0V values.

These results may be interpreted in terms of a competi­
tion between the cation-sulfonate coulomb interactions 
and the attractions of each of these species for water mol­
ecules.23-24 For cations of high charge density, such as 
Mg2 + , Li+, and H+, the attraction for water molecules 
competes effectively with that for the large, weak-field 
sulfonate groups. For cations of lower charge density, such 
as K + and Ag+, the water molecules are attracted less

groups. An additional factor which may affect the value of 
0V is the possibility of multiple-site binding. If a cation 
were bound to more than one sulfonate group the extent 
of desolvation would be enhanced. This effect would be 
more likely with large than with small cations, and if the 
sulfonate groups involved are widely separated along the 
polymer contour, the effect should be reflected in a con­
traction of the polymer coil. The results of intrinsic vis­
cosity determination which have a bearing on this ques­
tion are given below.

Intrinsic Viscosity. Intrinsic viscosities were determined 
in Cin+-TM A+ salt solutions corresponding in composi­
tion to those studied by dialysis equilibrium and dilato- 
metry as described in the Experimental Section. The re­
sults are given in Table V expressed in units of deciliter 
per monomole of polyacid. All the cations are seen to de­
press the intrinsic viscosity from that measured in TMACl 
alone. Compared at corresponding Cin+ to TMA+ ratios 
the orders of depressing effectiveness for the univalent 
and divalent ions are Ag+ > K+ > Na~ > Li+ > H+ and 
Ba2+ > Mg2+, respectively, which closely resembles the 
orders found in the dialysis equilibrium and dilatometry 
experiments. A revealing comparison with the dialysis 
equilibrium results is presented in Figure 1 where the in­
trinsic viscosity, [77], is shown as a function of di- It is 
noteworthy that the data for all the univalent cations ex­
cept hydrogen ion can be represented quite closely by a 
single curve. One might conclude from this that the in­
trinsic viscosity is governed solely by the effects of the 
cation binding on the repulsion between the charged po­
lyion groups. However, one cannot overlook the fact that 
the hydrogen ion point lies a significant distance above 
the curve. Thus while both the dialysis equilibrium and
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TABLE V: Specific Effects of Cations on the 
Intrinsic Viscosity of Poly (vinylsulfonate)

h i ,
Cin + (Ci"+)o (TMA+) o dl/equiv

None 0.200 35.5
Li + 0.0488 0.1495 28.5

0.0740 0.1239 25.7
0.1005 0.0993 24.6

Na + 0.0480 0.1495 27.1
0.0693 0.1281 25.2
0.0940 0.1124 21.4

K + 0.0509 0.1115 25.1
0.0756 0.1290 22.4
0.1018 0.1138 19.8
0.1512 0.0496 15.2

H + 0.0962 0.1110 32.8
Ag + 0.1062 0.0822 12.0
Mg 2 + 0.0167 0.1277 14.4

0.0402 0.1143 7.9
0.0800 0.1158 5.5

Ba2 + 0.0021 0.1813 8.3
0.0038 0.1892 6.0
0.0058 0.1534 2.9
0.0074 0.1735 2.0

dilatometry results indicate a specific interaction of PVS“ 
with H+, of strength about equal to that with Li+, the H+ 
clearly has an exceptionally small effect on the molecular 
dimensions compared to Li+ and the other metal ions. 
This result can be interpreted to indicate that the bound 
univalent metal ions exhibit some specific depressing ef­
fect on the excluded volume through short-range interac­
tions such as dipole-dipole attractions between metal sul­
fonate complexes or the multiple-site binding mentioned 
above. Such interactions would be expected to increase 
uniformly with increasing overall binding, which would 
result in the single curve. The small hydrogen ion can 
produce little or no such short-range interactions, and its 
effect on being bound may be mainly that of a reduction 
of the long-range charge repulsions.

In examining the effects of the divalent ions we note 
that the magnesium points lie only slightly below the 
curve defined by the univalent ions. This result is not too 
surprising in the light of the weakness of the interactions 
as indicated by the low values of 9V. This weakness partly 
compensates for the greater tendency toward multiple site 
binding which would be expected for the increased cation 
charge. The same tendency very likely accounts for the 
results obtained with barium ion which produces a very 
much larger contracting effect on the PVS" than do any 
of the univalent cations.

Conclusion
The three experimental methods which have been used 

here to study the interactions of several cations with poly- 
(vinylsulfonate) indicate a high degree of correlation be­
tween the solvation changes, the selectivity, and the 
changes in molecular dimensions associated with these in­
teractions. In both the alkali metal and alkaline earth 
metal series the effects appear to become stronger with 
increasing size of the unhydrated ions. The findings are in 
contrast to results obtained with polyphosphates,3•4.8-7 
polyphosphonates,7 and polycarboxylates25 where inver­
sions from this order have been reported and where also, 
in some instances, deviations from a simple correlation 
between the degree of binding and the molecular dimen­
sions have been observed.4,6 In the case of polyphosphates 
the inversions in the binding order have been ascribed to 
very strong interactions accompanied by high degrees of

Figure 1. Intrinsic viscosity as a function of the degree of bind­
ing of hydrogen and metal ions in the presence of TMA + : A. 
H + ; O, Li + ; • ,  Na + ; □ , K + ; ■ , Ag + ; 0 , Mg2 + ; ♦ ,  Ba2 + ;<Q, 
reference 0.2 N TMACI solution in the absence of other cations.

desolvation which cause the ions with the smaller dehy­
drated size to be bound preferentially. However, the latter 
have less tendency for multiple site binding and hence 
produce a relatively smaller contracting effect on the mo­
lecular dimensions, thus accounting for the deviations 
from the correlation between the extent of binding and 
the molecular dimensions. In the case of poly(vinylsulfo- 
nate) the interactions are weaker and generally the larger 
unhydrated metal ions which are bound more strongly to 
one site are also more susceptible to binding to multiple 
sites.
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Physical Properties and Electrochemical Stability of the Thio Solvents 
Dimethylthioformamide and Hexamethylphosphorothioic Triamide
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The thio solvents dimethylthioformamide (SDMF) and hexamethylphosphorothioic triamide (SHMPT) 
have recently been identified as two powerful solvators of soft cations (each being a stronger soft cation 
solvator than the corresponding oxygen analog). For this reason the physical properties useful in correlat­
ing ion-solvent behavior have been determined for each solvent. The electrochemical stability of SDMF 
and SHMPT has also been determined and found to be inadequate anodically presumably due to the ox­
idation of the sulfur moiety. The available voltage range for SDMF and SHMPT containing 0.1 M  
tetraethylammonium perchlorate is +0.15 to -2 .5  V and +0.4 to —1.3 V, respectively, vs. the Pleskov 
electrode in acetonitrile as reference. The high dielectric constants of 47.5 and 39.5 for SDMF and 
SHMPT, respectively, suggest that they would make good solvents for strong electrolyte solutions, and 
the dipole moments, being 4.37 and 4.83 D for SDMF and SHMPT, respectively, indicate these solvents 
to be highly polarizable. From the dipole moment it is also concluded that both HMPT and SHMPT are
slightly associated in the pure form, whereas 
sodium or potassium metal when added to 
characteristic of the solvated electron.

Introduction
Dimethylthioformamide (SDMF) and hexamethylphos­

phorothioic triamide (SHMPT) and their respective oxy­
gen analogs DMF and HMPT permit a convenient com­
parison of ion-solvent interactions in terms of the Pear­
son1 hard-soft classification. For example,2-3 SDMF and 
SHMPT, both being classified as soft solvents, interact 
strongly with soft cations (Ag+, Cu+) resulting in these 
thio solvents being stronger solvators for soft cations than 
the oxygen analogs. Conversely, hard cations (Li + , Na+ 
and K +) interact much more weakly with the soft solvents 
SDMF and SHMPT than they do with the harder oxygen 
analogs DMF and HMPT, thus the oxygen analogs are 
stronger solvators of the hard cations. Since data on the 
physical properties of these two thio solvents appeared 
sparse, these data were generated in the present work. It 
was also considered to be of interest to ascertain the elec­
trochemical stability of SDMF and SHMPT, this was 
done using tetraethylammonium perchlorate and sodium 
tetrafluoroborate as solutes.

Experimental Section
Dimethylthioformamide was prepared from dimethyl- 

formamide and phosphorus pentasulfide, according to the 
method of Willstatter and Wirth,4 and then twice frac­
tionally distilled after drying with activated 4A molecular 
sieves.

Hexamethylphosphorothioic triamide was prepared by 
the reaction between phosphorus trichloride and dimeth- 
ylamine in an ether medium, according to Burg and 
Slota,5 and then allowing the product (Me2N)sP to react 
with sulfur according to Vetter and Noeth.6 The product 
SHMPT was finally twice fractionally distilled after 
drying with activated 4A molecular sieves.

SDMF and SHMPT prepared in the manner described 
above contained 45 and 19 ppm of H20, respectively, as 
determined by Karl Fischer titration.

Boiling point, melting point, and density (weighing bot-

DMF and SDMF are not associated. In contrast to HMPT, 
SHMPT does not liberate the blue coloration supposedly

tie technique) were determined in the conventional man­
ner.7 Refractive indices (nD) were determined using an 
Abbé 60 refractometer; specific conductivity was deter­
mined using a Type B221 Wayne Kerr bridge and conduc­
tivity cell of cell constant 1.93 c m '1; surface tension was 
determined using a Cambridge Du Nuoy tensiometer and 
viscosity was determined by employing a No. 6 Viscome­
ter tube for SHMPT and a Kimax A53 Size 50 viscometer 
tube for SDMF.

The dielectric constants (e) of SDMF and SHMPT were 
determined using a capacitance meter and probe,8 de­
scribed in ref 9 in conjunction with a capacitance cell 
comprising of a 22 gauge platinum wire 25 mm in length 
axially disposed in a copper cylinder of 5 mm diameter 
and 25 mm length. The frequency of the capacitance mea­
surement (2 MHz) is sufficiently high to permit accurate 
measurement, in the picofarad range, without significant 
error being introduced by dc conduction in the capaci­
tance cell.

This capacitance meter, cell, and probe was calibrated 
with nine solvents of known dielectric constant (ranging 
from 7.5 to 80) and a direct capacitance reading (in pF) 
vs. dielectric constant calibration graph constructed. The 
dc resistance of all solvents studied in this work was >100 
Kilohms when in the capacitance cell.

The dipole moment (/x) of SDMF. and SHMPT was ob­
tained by the following methods; (i) Onsager calculation10 
using the physical properties as measured in this work; 
(ii) the Halverstadt and Kumler method11 in which the 
values of t , nD, and density are determined for a series of 
solutions of the thio solvent in both benzene and carbon 
tetrachloride.

The electrochemical stability of SDMF and SHMPT 
containing either 0.1 M tetraethylammonium perchlorate 
or 0.1 M  NaBFi (saturated solutions containing >0.1 M  
were used in some cases) was determined using a conven­
tional three-compartment double H cell, each compart­
ment being separated from the other by a porosity 4 sin-
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TABLE I: Physical Properties of SDMF, SHMPT, DMF, and HMPTtt
S olvent

P roperty S D M F D M F 6 S H M P T H M P T 6

Bp, °C 67-70 il mm) 153.0 (760 mm) 94 (1.5 mm)” 233 (760 mm)
Mp, °C - 8 .5 -6 0 .4 29.0 7.2
Density, d, g/cm 3 1.0237 (27°) 0.9440 1.043 1.0270 (20°
71d
Specific conductivity,

1.5741 (27°) 1.4282 1.5070 1.4570

Mhos/cm 
Surface tension,

1.9 X 10 ~7 6 X 10-* 3.1 X 10 "7 1.9 X 10~7

dyn/cm 45.4 35.2 28.7 33.8 (20°)
Viscosity, cP 1.98 0.802 5.55 3.47 (20°)
€ 47.5 36.7 39.5 28.3”
¡i, Onsager ealed ■' 4.44 4.07 6.25 5.38
|U, in stated solvent 4.37 iCCl.,)» 3.86 (C6H6) 4.83 (CCh)« 4.48 (C6H+
Basicity, SbCly 37.3' 26.6* 38.8*
Basicity, CHCL7 0.78" 0.90“ 1 .83»
Basicity,” AGtr, Na + +  11.7 -4 .5 +  5.9 -5 .5
Basicity," AGtr, Ag + 
Molar polarizability,’’

- 22.6 -5 .2 -1 8 .8 -9 .6

cm3
Molecular

75.4 71.3 177.7 158.0

polarizability,“ A3 14.7 7.91 22.5 18.8
“ F or S H M P T  a ll m easurem ents w ere a t  30°; all other m easurem ents w ere a t 25° excep t w here stated  otherw ise. * R eferen ce  25. c T h is  va lue  agrees quite 

c losely  w ith  th at reported  b y  K ea t and S h a w -9 b u t does n o t  agree w ith  th at va lue  reported  b y  V etter  and N oeth .6 d R eference 26. e R e feren ce  20. f R eference  
10. 0 See tex t fo r  d iscussion  o f  these values. h R eference 21. i B a sic ity  expressed as the negative  o f  the enthalpy o f  interaction  betw een  S bC U  and the stated 
so lven t in high  dilu tion  in 1 ,2-dich loroethane 16 ; R eference 2. k R eference 16. 1 B a sic ity  expressed as nm r chem ical sh ifts o f  C H C ls at infinite d ilu tion  in the 
stated so lven t.27,28 m R eferen ce  27. n R eferen ce  28. 0 B a sic ity  expressed as the free  energy o f  transfer (k ca l/m o l) o f  either N a + o r  A g + from  w ater to  the stated 
so lven t taken from  re f 2 and 3. p [(e — l ) / 0  +  2 )](M/d).q [ ( « d2 ~  D /C ^ d2 +  2) ] [3/4 7riV].

ter. The working electrode12 (a platinum disk of area 25 
mm2) was situated in the center compartment, and the 
counter electrode (a large surface area platinum spiral) in 
the right compartment. Into the left compartment which 
contained the working electrolyte was dipped the refer­
ence electrode of Ag|10~2 M  AgC104, 10' 1 M  TEAP, ace­
tonitrile, contained within its own compartment and sep­
arated from the thio solvent in the left compartment by 
an additional porosity 4 sinter. The voltage range of each 
solvent containing Et4NC104 or NaBF4 was obtained 
using a Princeton Applied Research Model 170 electro­
chemistry system in the cyclic voltammetry mode at 100 
mV/sec and employing iR compensation. The voltage 
range is recorded as those anodic and cathodic voltages at 
which the total current exceeds 50 gA.

The measured physical properties of SDMF and 
SHMPT along with solvent basicity values and molar and 
molecular polarizabilities are shown in Table I. The elec­
trochemical data from SDMF and SHMPT are shown in 
Table II. In both tables the respective data for DMF and 
HMPT are shown for the purposes of comparison.

Discussion
The electrochemical stability of the thio solvents to oxi­

dation is expectedly inferior to that of the oxygen analogs, 
this being presumably due to the oxidation of the sulfur 
moiety and thus being independent of the anion present. 
The electrochemical stability toward reduction is depen­
dent upon the cation, and essentially identical for each 
pair of thio and oxygen solvents.

The liberation of the blue coloration, supposedly indica­
tive of solvated electrons,13 was observed in HMPT + 
NaBF4 at high cathodic potentials but was not observed 
for SHMPT + NaBF4. Both sodium and potassium metal 
were essentially insoluble in SHMPT with no blue colora­
tion being observed (this is in contrast to the well-known 
moderately stable blue solutions of Na or K in 
HMPT14'15). If the electron may be classified as a hard

TABLE II: Electrochemical Voltage Range of DMF, 
HMPT, SDMF, and SHMPT Containing Either 
Et4NC104 or NaBF4 of 0.1 M  Concentration Except 
Where Otherwise Noted“

Solute

S olvent
0.1 M E tiN C lO i, 

V
0.1 M N aB F i, 

V

DMF
SDMF
HMPT
SHMPT

+  1.2 to - 2 .7  
+  0.15 to - 2 .5  
+  0.6 to - 1 .3  
+  0.4 to -1 .3 *

+  1.2 to - 3 .4  
+  0.2 to -3 .5 *  
+  0.5 to —2.5c,d 
+  0.5 to -3 .1 *

a T h e  reference e lectrode in each  case being  A g | l0 -2 M AgCIO«, 0.1 M 
E ttN C lO i, aceton itrile . * Saturated so lu tion  o f  the solute in th is so lven t was 
less than 0.1 M. A ppropriate iR com pensation  in the experim entation  was 
how ever still possible. c T h is  ca th od ic  lim it is equ ivalent to  — 2.2 V  vs. 
aqueous see, the e lectrode A g | l0 -2 M AgCIO*, C H 3C N  being + 0 .3 0 0  V  
vs. aqueous see. T h is  value o f  —2.2 V  d oes  how ever include ju n ction  
potentials due to  H M P T |C H sC N  and C H 3C N IH 2O ju n ction s; how ever, 
these are considered to  in troduce on ly  a ± 5 0  m V  error.30 d T h is  cathodic 
lim it is suspected to  b e  low  d u e to  low  level w ater con tam in ation  w hich, 
for  H M P T , is know n31 to  produ ce  a positive  potentia l sh ift  in  th e  ca th od ic  
lim it. P reviously  reported values31-33 range from  —3.0 to  —3 .2 V  (aqueous 
see).

acid then greater stabilization, i.e., solvation, will occur 
with the harder of the two solvents, i.e., HMPT.2-3

As mentioned in the Introduction, SDMF and SHMPT 
are strong solvators, i.e., strong bases, of soft cations, e.g., 
Ag+, while they are weak bases in their interactions with 
hard cations, e.g., Na+ (see Table I). On these principles 
the greater donor number for SDMF on the Gutman scale 
of basicities16 shows SDMF to be a stronger base than 
DMF; therefore, SbCl5:SDMF adduct formation must 
typify a soft-soft interaction. The basicities expressed as 
CHCI3 chemical shifts would seem to represent, at least 
in the case of SHMPT and HMPT, a hard-hard interac­
tion since SHMPT has the lower shift of the two solvents.

The thio solvent molecules are more covalent and more 
polarizable than their oxygen analogs.17 The dipole mo-
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merits of both thio solvents are higher than their respec­
tive oxygen analogs (see Table I), the value for SDMF of
4.37 D being in good agreement with the previous litera­
ture18 value of 4.54 D obtained in CCI4 solvent. The di­
pole moment results in Table I would seem to indicate 
that the greater polarizability of the thio solvent molecule 
more than compensates for the decreased ionicity of the 
P = S  bond; thus, the dipole moments of thio solvents are 
greater than their respective oxygen analogs.

Dipole moment results in benzene, at weight fractions 
of thio solvent up to 0.20, were substantially lower than 
those reported in Table I using CCI4 as solvent, i.e., in 
benzene, dipole moments of 3.91 and 3.37 D were ob­
tained for SHMPT and SDMF, respectively. This would 
seem to be in accord with the interactions previously ob­
served by Keat and Shaw19 between HMPT and benzene; 
interactions between benzene and the solute being studied 
are known to produce a significant lowering of the dipole 
moment.18’20

The choice of g -  4.48 D for HMPT requires some com­
ment. The five literature values reported for the dipole 
moment of HMPT, being obtained by various methods in 
benzene solution, are 4.31,21 4.48,21 5.54,22 4.30,23 and 
4.31.24 It is to be noted that these values, with the excep­
tion of 5.54 where no experimental procedures were stat­
ed, were obtained at weight fractions of HMPT in ben­
zene much less than 0.020. Since the majority of results 
seem to favor a dipole moment of HMPT around 4.3-4.4, 
the most recent value21 of 4.48 D is accepted and taken in 
Table I. This value for HMPT is significantly lower than 
the calculated Onsager value10 of 5.38 D, i.e., the Kirk­
wood correlation factor10 g > 1; this could perhaps indi­
cate that HMPT is somewhat associated in the pure state, 
a conclusion in agreement reported by Gal and Moliton- 
Bouchetout.21 A similar conclusion may be made con­
cerning SHMPT, whereas SDMF is apparently not associ­
ated since the Onsager value of 4.44 D is close to the mea­
sured value of 4.37 D.

The high dielectric constants of these two thio solvents, 
in conjunction with their high polarizabilities, should 
make SDMF and SHMPT excellent solvents for electro­
lyte studies and as a media for inorganic and organic reac­
tions.
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Acid-base recombination rates for Bromocresol Green (BCG), Bromocresol Purple (BCP), and Chloro- 
phenol Red (CPR) have been determined in H20  and D20  at 25° (/ ~ 0) by the spectrophotometric elec­
tric field jump relaxation technique. For the reaction H+ + In2'  — HIn in water the specific rates (in 
units of 1010 M ' 1 s e c 1) are 7.71 ±  0.97, 7.77 ±  0.43, and 9.44 ±  0.48 for BCG, BCP, and CPR, respec­
tively. The corresponding specific rates in deuterium oxide for the reaction D+ -1- In2- —► D in ' are 5.16 
±  0.50, 6.36 ±  1.48, and 6.14 ±  0.81, respectively. The average solvent deuterium oxide kinetic isotope 
effect on this reaction is therefore ~1.4 in good agreement with a theoretical value of ~1.3 derivable 
from Debye’s phenomenological equation for the specific rate of a diffusion-controlled ion recombination.

Introduction
The Debye equation1 (eq 1) successfully predicts

, ____47t NAZAZBeu~(DA + Dy)

diff =  1000emexp[ZAZ Be 'j JarkT] -  1)
the maximum rates with which protons and small anions 
or molecules having high symmetries can diffuse together 
and react. (The significance of the symbols in eq 1 and 
their numerical values are given below.) Reactions for 
which recombination rate constants fall close to values 
predicted by eq 1 are2' 8 H+ + OH~, D+ + O D - , H+ + 
F -, H+ + H S ', H+ + NH3, H + + (CH3)3N, and H+ + 
S042 . There exists, however, a far larger group of acid- 
base reactions whose recombinaticn rates fall short of the 
values predicted by a factor of 2 or more.9 Included in this 
group are the reactions of a number of sulfonephthalein 
indicators whose recombination rates have been measured 
by the spectrophotometric electric field jump tech­
nique.10 13 Steric factors are usually invoked to account 
for such discrepancies.

In a recent kinetic study of Bromocresol Green (BCG) 
dianion recombination with H+ ir. glycerol-H20  mixtures 
in which solution viscosity was varied 20-fold there were 
indications that some process other than diffusion was 
rate limiting in water, whereas diffusion predominated in 
70% glycerol. In the present study the recombination reac­
tions of three sulfonephthalein indicator anions have been 
examined in H20  and D20  to determine whether rate 
changes are in agreement with these predicted for a diffu­
sion controlled reaction, or not. The ratio of specific rates 
for the reactions H+ + OH > H20  and D+ + O D ' —► 
D20  in water2 and deuterium oxide3 respectively is 
&r(H)/&r(D) = 1.67 ±  0.15 in good agreement with the 
value 1.54 estimated4 from eq 1. In the same vein, the 
agreement between ratios of equivalent conductances in 
water and in D20  of a number of univalent electrolytes 
determined experimentally and estimated from the Stokes 
equation14 is within 2%. Thus we have good reason to 
expect that the ratio of experimental specific rates for the 
reactions H+ + In2 —>- H In' anc D+ + In2'  -*■ D in ' in 
water and D20 , respectively, where In2'  represents a sul­
fonephthalein dianion, will agree well with a value

&r(H)/fer(D) = 1.3 estimated from eq 1 if these reactions 
involving sulfonephthalein dianions are diffusion con­
trolled. Implicit in this expectation is the reasonable as­
sumption that the so-called steric factor P, where 0 < P < 
1, in the equation

*obsd = P k i i f {  ( - )
will be unaffected by the substitution of D20  for water as 
solvent in these reactions of sulfonephthalein dianions. 
The topics of steric factors and angular constraints in dif­
fusion-controlled reactions have been discussed rather 
thoroughly by Eigen,5 9 Grunwald,15 and Schurr.16

Experimental Section
The spectrophotometric E-jump apparatus used for the 

kinetic measurements and its mode of operation have 
been previously described.10-12 A new sample cell was 
constructed from Kel-F having circular quartz windows of 
4 mm diameter. Unwanted electrical discharges were 
found to be greatly reduced by the use of Kel-F, and the 
cell opacity prevented spectrophotometric errors from any 
coronal glow at the H.V. electrode-pulse generator con­
nection. The in-liquid light path length of the cell was 15 
mm. An air-cooled 2000-W tungsten lamp (Sylvania-FEY) 
was used as the light source in conjunction with a Bausch 
& Lomb 1200 line/mm grating monochromator with slits 
fully open. The indicator dianion was monitored in all 
cases at its Amax: BCG, 617 nm; BCP, 588 nm; CPR, 575 
nm.

Bromocresol Green (3',3",5',5"-tetrabromo-m-cresol 
sulfonephthalein, BCG) and Chlorophenol Red (3',3"-di- 
chloropbenol sulfonephthalein, CPR) were recrystallized 
from glacial acetic acid; Bromocresol Purple (5',5"-di- 
bromo-o-cresol sulfonephthalein, BCP) was recrystallized 
from benzene. Stock solutions were made by using a Met- 
tler H16 analytical balance and diluted as required. Dis­
tilled water was deionized and redistilled from glass. Deu­
terium oxide (Stohler isotope chemicals 99.8% D) was re­
distilled before use. Analysis17 of reaction solutions after 
use showed a deuterium content not less than 99.7%.

pH measurements were made with a Beckman 1019 pH 
meter equipped with a Broadley-James 9008 microcombi­
nation electrode. All measurements were made in the
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TABLE I: Electric Field Jump Relaxation Method 
Experimental Data for Three Sulfonephthalein 
Indicators in Water at 25 °

( [ H - ]  +

10-5  m p H '’ 106 sec _1
[In2 ]) Tin2 

10-5 m

8.27
Bromocresol Green in Water 

4.09 6.10 8.51
4.14 4.33 4.63 5.32
4.14 4.47 3.84 4.33
1.65 4.68 2.76 2.62
1.65 4.94 2.80 1.76

11.2 4.00 9.40 10.6
1.12 5.20 2.67 1.35
1.12 5.59 1.57 1.16
0.56 5.41 1.48 0.803
8.27 3.91 12 .52 12.4

11.8
Bromocresol Purple in Water 

4.20 4.77 6.14
11.8 4.41 2.89 3.76
11.8 4.65 1.82 2.33
11.8 4.94 1.21 1.42
11.8 5.15 0.913 1.19

10.0
Chlorophenol Red in Water 

4.54 2.89 2.97
10.0 4.71 1.88 2.16
10.0 4.99 1.41 1.48
10.0 5.21 1.37 1.39
5.0 5.48 1.03 1.02
1.0 5.82 0.480 0.415
1.0 6.02 0.498 0.457

a T o ta l su lfon ephthalein  con cen tra tion  in m oles per liter. b A verage glass 
e lectrode pH  o f  sam ple solu tion  in th e  electric field ju m p  cell before  and after 
high  vo ltage  pulses. c R ec ip roca l o f  th e  chem ical relaxation  tim e corrected  
for the instrum ental tim e con stan t as explained in ref 19 o f  the text. d Sum  o f  
ca lcu lated  m olar concentrations o f  h ydrogen  ion and sulfonephthalein  d i­
anion m ultiplied  b y  the D e b y e —H iiekel lim iting law  a ctiv ity  coefficient for a 
d ianion .

sample cell immediately before and directly after the ki­
netic determination. Agreement to within ±0.01 pH units 
was generally obtained and the average value was used to 
calculate [H+], assuming pH = -lo g  [H+]. pD was taken 
as pH reading plus 0.40.18 pH or pD in the cell was ad­
justed by the addition by microsyringe of small amounts 
of acid or base made up in the appropriate indicator solu­
tion. At least four relaxation curves were obtained for 
each solution using photographic recording. Values of r, 
the relaxation time, were determined by semilog graphing 
of the exponential photographic trace. The standard de­
viation of t  was found to average about 8% of the mean 
value.

Experimental kinetic data for the three sulfonephth­
alein indicators in water and D2O are given in Tables I 
and II.

A Beckmann DB spectrophotometer with 1-cm cells 
thermostatted at 25 ±  0.1° was used to determine pKa 
values shown in Table III. pH measurements were again 
made directly in the cell.

Results
Indicator reactions for BCG, BCP, and CPR are of the 

type

H+ +  In2'  HIn“ (3)k,j
Changes in ionic strength accompanying the relaxation of 
this equilibrium when the electric field is removed are ne­
glected, and activity coefficients, 7 , are found from the

TABLE II: Electric Field Jump Relaxation Method 
Experimental Data for Three Sulfonephthalein
Indicators in Deuterium Oxide at 25°

< ID * ]  +
T~\e I ln i - p T I n * - ,4

Co,a 10-5 M p D 1’ 106 sec _1 10-5 M

Bromocresol Green in D 20
8.74 4.77 1.83 3.24
8.74 4.61 1.82 3.54
8.74 4.41 2.76 4.49
8.74 4.21 3.84 6.47
8.74 4.00 4.28 9.82
0.874 5.57 0.778 0.784
0.874 5.04 0.772 1.16
0.874 5.21 0.667 0.950
8.46 4.38 2.88 4.72
8.46 4.17 4.28 6.94
8.46 3.96 5.77 10.9
2.54 4.67 1.56 2 .48
2.54 5.06 1.07 1.64
2.54 5.38 0.896 1.62

Bromocresol Purple in D 20
12.8 4.44 2.30 3.49
12.8 4.51 2.23 2.97
12.8 4.64 1.61 2.22
12.8 4.79 1.36 1.64
12.8 4.95 0.803 1.19
12.8 5.08 0.593 0.953
12.8 5.26 0.379 0.816
12.8 5.37 0.356 0.728

Chlorophenol Red in D 20
7.80 4.70 1.18 1.97
7.80 5.25 0.490 0.783
7.80 5.82 0.420 0.972
7.80 5.58 0.649 1.26
7.80 5 .03 0.855 1.19
7.80 4.69 1.54 2.11
1.75 6.14 0.265 0.427
1.75 5.73 0.276 0.341
1.75 5.18 0.637 0.696
1.75 5.25 0 .-351 0.608
1.75 5.54 0.251 0.388
1.75 5.69 0.188 0.347

CL T o ta l m olar con cen tra tion  o f  sulfonephthalein . G lass e lectrod e  pH  +  
0.4 p H  units. c R ecip roca l o f  chem ical relaxation  tim e corrected  fo r  instru­
m ental tim e  con stan t (see fo o tn o te  19.) d Sum  o f  ca lcu lated  m olarities o f  
deuterium  ion and sulfonephthalein d ian ion  m ultip lied  b y  the D e b y e -  
H iickel lim iting law  a ctiv ity  coefficient for  a dianion .

Debye-Hiickel limiting law and the known initial ionic 
strength (I < 1 . 5  X  10~4 M). After cancellation of equal 
activity coefficients, the relaxation time,19 r, for the reac­
tion in eq 3 is given by20

r' 1 =  7 Iir> ([H+] +  [In2_])/zr +  kd (4)

Since numerical values of K a = kd/kr are known with 
much greater precision than values of r and since the 
reaction being observed kinetically is unquestionably that 
shown in eq 3, it is more appropriate to interpret the data 
of Tables I and II using the equation

7--' =  k,]( [H+] +  [In2“ ])7 In,- +  K„\ (5)
In effect, we wish to deduce a value of k, from a best fit of 
the experimental data to the equation y = kry where im­
precision in y  is approximately a constant per cent of the 
magnitude of y and liability of error is essentially limited 
toy. In such a case21 the least-squares straight line

In /c, =  ^ t l n ( ^ )  (6 )
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TABLE III: Spectrophotometrically Determined 
pK a Values for Sulfonephthalein Dyes in 
H20 and D2Q (25°, I  « 0)»

pJT%H) p ifa (D )

Bromocresol Green 4.911 5.38
Bromocresol Purple 6.47 6.93
Chlorophenol Red 6.25 6.73

a D a ta  g iven  in D . J . L en tz , P h .D . 
b V alue determ ined p rev iou sly .10

T hesis, U n iversity  o f  U tah, 1973.

TABLE IV: Rate Constants for Sulfonephthalein 
Dianion-H+ Recombination Reactions in
H20 and D20 at 25° (7 « 0)

¿ r (H ) ,a 1 0 10 M D ) , fl lO 10
M -1 s e c -1 M -' sec-1  M H ) / M D ) 6

Bromocresol 7.71 ±  0.97 5.16 ±  0.50 1.49 ± 0 . 3 3
Green

Bromocresol 7.77 ±  0.43 6.36 ±  1.48 1.22 ± 0 . 3 5
Purple

Chlorophenol 9.44 ±  0.48 6.14 ± 0 . 8 1  1.53 ± 0 . 2 8
Red

“ E rror lim its are 9 5 %  con fiden ce  lim its, ± ts /n1’2, w here t denotes the 
“ Studen t t ,”  s is th e  sam ple standard deviation , and n is the num ber o f  
observations. b E rror  lim its  o f  a  qu otien t are the sum  o f  the absolute values 
o f  the relative uncertainties in th e  factors. (F . D aniels, et al., “ E xperim enta l 
Physical C h em istry ,”  7th  ed, M cG ra w -H ill, N ew  Y ork , N . Y .,  1970, p  437.)

most appropriately represents the observed data and was 
used to calculate the specific rates snown in Table IV.

Aubom, et al. , 10 previously reported in the case of BCG 
at 25° that kT = 5.4 X  1010 M  1 s e c '1; for BCP, Ilgen- 
fritz13 found kT = 8.0 x  1010 M ' 1 sec' 1 at 15°. These 
workers used essentially the same techniques as in the 
present paper. The discrepancies between these specific 
rates and those of Table IV are probably attributable to 
slight differences in the handling of the data.22 For CPR, 
Eigen23 reported a value of kr = 2.3 x 1010 M -1 sec' 1 (7 
= 0.1 M, 15°) using T-jump. Lowering the ionic strength 
and raising the temperature both increase kr.

Discussion
The Debye equation (eq 1) may be used to predict 

values for diffusion-controlled ion recombination rate con­
stants in H2O or D2O, if a reasonable value for the reac­
tion distance <r is assumed. Symbols in eq 1 have the fol­
lowing significance: NA is Avogadro’s number, ZA and Z B 
are the ionic charges, e is the dielectric constant of 
the medium, and k is Boltzmann’s constant. Substituting 
the following values: DH+ = 9.33 x 10' 5 cm2 s e c 1 (cal­
culated from Ao = 349.9 A' 1 cm2/m ol),24 Din2_ = 2 X 
10-5 cm2 sec' 1,11 e = 78.54,25 and tr = 7.5 A,9 then AdiffH 
= 1.44 x 1011 M ' 1 s e c '1. Similarly if for D20  we use Dd+ 
= 6.45 X  10' 5 cm2 sec-1 (from Ao = 242.4 A' 1 cm2/  
mol),14 c = 77.94,25 <7 = 7.5 A, then kaifiD = 1.07 x 1011 
M " 1 s e c '1. If the reactions are truly diffusion controlled 
and limited by only a steric constant P (eq 2) then

kr(U )l kr(T>) = kilifH / kAifin = 1-34 (7)
From the results in Table IV it appears that for all three 
sulfonephthaleins the observed ion recombination kinetic 
isotope effect falls close to this calculated value. The 95% 
confidence limits for the three kinetic isotope effects over­
lap, indicating that differences between the three values 
may not be significant. Thus these solvent isotope experi­
ments do not lend any support to the earlier suggestion11 
that some process other than diffusion could be rate de­
termining in the recombination of a proton with Bromo­
cresol Green dianion in aqueous solution.

We also note in Table IV that fer(H) for BCG or BCP is 
probably significantly smaller than that for CPR. Thus 
one might be tempted to invoke steric or inductive effects, 
based on slight differences in the structures of the respec­
tive dianions, to account for these differences in 7zr(H). 
However, the fact that the same trend implausibly fails to 
emerge from the values of fer(D) prohibits such specula­
tive arguments for the time being.

Acknowledgments. This work was supported by Grant 
No. AFOSR 73-2444 from the Directorate of Chemical 
Sciences, Air Force Office of Scientific Research.

References and Notes
(1) P. Debye, Trans. Amer. Electrochem. Soc., 82, 265 (1942).
(2) M. Eigen and L. De Maeyer, Z. Elektrochem., 59, 986 (1955).
(3) G. Ertl and H. Gerischer, Z. Elektrochem., 65, 629 (1961).
(4) G. Ertl and H. Gerischer, Z. Elektrochem., 66, 560 (1962).
(5) M. Eigen and K. Kustin, J. Amer. Chem. Soc., 82, 5952 (1960).
(6) M. T. Emerson, E. Grunwald, and R. A. Kromhaut, J. Chem. Phys., 

33, 547 (1960).
(7) E. Grunwald, J. Phys. Chem., 67, 2208 (1963).
(8) M. Elgen, G. Kurtze, and K. Tamm, Z. Elektrochem.. 57, 103 

(1953).
(9) M. Elgen, W. Kruse, G. Maass, and L. De Maeyer, Progr. React. 

Kinet., 2 ,306 (1964).
(10) J. J. Auborn, P. W arrick, Jr., and E. M. Eyring, J. Phys. Chem., 75, 

2488 (1971).
(11) P. Warrick, Jr., J. J. Auborn, and E. M. Eyring, J. Phys. Chem., 76, 

1184 (1972).
(12) S. L. Olsen, et al., Rev. Sci. Instrum., 42, 1247 (1971); A. D. 

Maughan, M.S. Thesis, University of Utah, 1971.
(13) G. Ilgenfritz, Ph D. Thesis, University of Goettingen, 1966.
(14) W. N. Baker and V. K. La Mer, J. Chem. Phys., 3, 408 (1935); R. 

W. Gurney, “ Ionic Processes in Solution," Dover, New York, N. Y., 
1962, p 79.

(15) E. Grunwald, Progr. Phys. Org. Chem., 3, 317 (1965).
(16) K. S. Schmitz and J. M. Schurr, J. Phys. Chem., 76, 534 (1972).
(17) M. M. KreevoyandT. S. Straub, Anal. Chem., 41, 214 (1969).
(18) P. K. Glasoe and F. A. Long, J. Phys. Chem., 64, 188 (1960)
(19) Values of the relaxation time, r ,  were corrected according to the 

relation: r obsd2 = r chem2 +  TeIect2 (D. M. Hunter, "Introduction 
to Electronics," Holt, Rinehart and Winston, New York, N. Y., 1964, 
p 102). Telect was found to be approximately 100 nsec when the 
photomultiplier was terminated by 1000 A and 60 nsec when a 
220-A resistor was used.

(20) M. Elgen and L. De Maeyer, Tech. Org. Chem., 8, 904 (1963).
(21) A. G. Worthing and J. Geffner, “ Treatment of Experimental Data,” 

Wiley, New York, N. Y., 1943, pp 246, 247.
(22) Values of t in ref 10 were uncorrected for electronic response time 

Teiect (ref 19). Also no activity corrections were made. A least- 
squares plot of the data in ref 13 yields a value k r =  7.3 X 1010

1 sec _ T
(23) M. Eiqen and G. G. Hammes, J. Amer. Chem. Soc., 82, 5951

(1960).
(24) B. B. Owen and F. H. Sweeton, J. Amer. Chem. Soc., 63, 2811 

(1941).
(25) R. C. Weast, Ed., "Handbook of Chemistry and Physics," 50th ed, 

Chemical Rubber Publishing Co., Cleveland, Ohio. 1969, p E-67.

The Journal of Physical Chemistry, Vol. 78, No. 10, 1974



1024 E. A. G. Aniansson and S. N. Wall

On the Kinetics of Step-Wise Micelle Association

E. A. G. Aniansson* and S. N. Wall

Department of Physical Chemistry, University of Gothenburg, S-402 20 Gothenburg, Sweden (Received June 29, 1973; 
R e v is e d  M a n u s c r ip t  R e c e iv e d  O c to b e r  8 , 1 9 7 3 )

Kinetic equations have been given a form which suggest an analogy with heat conduction and identifies 
the rate limiting quantities. Relaxation times have been deduced for the net disintegration of and the 
rearrangement among the micelles. The agreement with existing experimental results is satisfactory.

During the last few years the kinetics of micelle associa­
tion and dissociation in surfactant solutions have been 
studied experimentally with various techniques.1-17 The 
degree of association is typically of the order of 100, which 
requires either that drastically simplified assumptions be 
made in treating the kinetics,1'12'18’19 or, that a perspi­
cuous method be found for its handling. The following 
treatment is a move in the latter direction.

First we shall put the kinetic equation into a form 
which suggests an analogy with heat conduction (diffu­
sion, etc.) and identifies the proper rate-limiting quan­
tities. A treatment of the relaxation process at very small 
deviations from equilibrium will be given and the result 
compared with existing experimental results. The treat­
ment will then be extended to larger deviations from equi­
librium and a plausible explanation given of the apparent 
linearity still exhibited by the process. Finally, the pro­
cess of rearrangement among the abundant micelles will 
be treated by approximating the kinetic equations by a 
partial differential equation. This treatment is limited to 
a somewhat idealized case, but an extension to more real­
istic ones is indicated.

Equations and Their Interpretation
Fortunately, it is very plausible to assume that the as­

sociation (and dissociation) proceeds in unitary steps giv­
ing the set of reactions

A, + A, A>
k r

A! + A, (1)

ks~

where Ai represents the surfactant monomer, A2 the 
dimer, etc. For ionic surfactants, Ai denotes the surfac­
tant- ion, and the treatment is limited to cases where the 
counterions are more easily movable than the surfactant 
ions, so that they can be assumed to adjust almost imme­
diately to the association of the latter. It is probable that 
this applies to the vast majority of cases.

Letting As also denote the concentration of the species 
and A., its equilibrium value, we introduce the relative de­
viation from the equilibrium

is =  ( As — As)/ As (2)
Using the fact that

k j A XAŜ  =  ks As (3)

one finds

a s^  =

k s As[£s- £ s-i(l +  £ i ) -£ i ]  s = 2 ,3 ,... (4a)
and particularly for s = 1

A , ^  = 2 k f A M i - 2Hi - t f )  +

£  * . " 3 . [ £ , - ^ 1(i +  £ i ) - f i ]  (4b)
s= 3

The second term on the right side of (4a) is the net in­
crease in unit time of the number of aggregates of size s 
and larger. It is thus a reaction flow in aggregation space 
js) and we shall therefore denote it by Js

J, = — i.-,(l + s£i) -£J (5a)
Equation 4a is then the equivalent of the continuity equa­
tion, as seen more easily when written on the form

dAs/dt =  J s — J s+1 (4c)

When £ is so small that it can be neglected in the inner 
bracket of (5a), which is the case toward the end of jump 
relaxation experiments, this equation takes the form

j . = (5t>)
There is a close analogy between this equation and the 
equation for heat conduction in one dimension;20 s corre­
sponds to the space coordinate, £s to the temperature, As 
to the mass per unit length (the specific heat capacity = 
1), and k s ~  to the conductivity per unit of mass per unit 
length. £1 here plays the role of a space-independent driv­
ing force acting in the negative s direction in addition to 
the “ derivative” of £s with respect to s. The rate-limiting 
quantities in the process are thus the products ks~As and 
not ks~, as one might be inclined to think at the outset.

Dissociation of Micelles at Small Deviations from 
Equilibrium

In a low-disperse micellar solution the dependence of In 
A s on s is something similar to that illustrated in Figure 
1.23-25 Also given in this figure is

. ks As d In As
n k j A 1 =  ~  nI Z i  “  ds

obtained from (3), and for comparison, In s. The micelle 
population is more or less sharply peaked around a most 
probable s value, in this example 100, and orders of mag­
nitude below and above this region. Although the micelle
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distribution n for this example is not very broad, about 
20% of the average aggregation number (see Further Com­
ments and Conclusions), the ratio ks~ /ks+Ai changes very 
little over most of the range. It is then plausible to assume 
that the variations of ks~ and ks+ themselves are not very 
much larger. That large changes of A s can be built up 
from ratios of ks~ /ks+A 3 only slightly different from unity 
is due to the large number of steps.

It might then well be that the “ conductivity” ks~As is 
very much lower in the intermediate micellar region than 
in the region of abundant micelles. Returning to the anal­
ogy with heat conduction, the situation is, at least in part, 
reminiscent of two large metal blocks connected by a thin 
wire, one block corresponding to the monomers and the 
oligomers, the other to' the abundant micelles, and the 
wire corresponding to the region in between. After an ini­
tial, short period of adjustment the main process would be 
a pseudo-stationary flow from one “ block” to the other 
through the “ wire.”

To pursue a calculation of the time development of this 
process we shall make the following more explicit assump­
tions.

The s space is split into three parts, 1 < s < Si, Si + 1 
< s < s2, and s2 + 1 < s. The conductivities ks~As are as­
sumed to be much larger in the first and the third part 
than at least some of the conductivities in the second, and 
the amount of material in the second part, J]s>sis2 + 
£S)AS, is assumed to be negligible compared to the materi­
al in the other two parts. We shall also assume that the 
deviation from equilibrium is so small that (5b) is appli­
cable for all s. Then in parts one and three

i , =  - 7 ^ V ~ o  <6a)ks A,
whereas in part two

ks As

where

J  =  - ru2Ci + n 32c,i 
R n 2ĉ rT3c3

m.i

m3 = X  S£SA,

(11)

(12a)

C3 -  X * . (12b)

—  1n i2 =  7. X  •
1

n-i ~  X  s A  n;!2 =  E- X  s2As

(12c)

To derive a differential equation for the process we note 
that, on the average, each micelle added to the third re­
gion increase the excess amount of material in that region 
with the amount dm3/dJ2 * > s2 £2As so that

dm3 _  dm3

di d X  £ A -
J (13)

A short calculation gives

Z t t  cr2c3 +  rtrci£»A, -  —= r -----  m.i
s>s2 n3ni-c 1

where a2 = n32 -  n32, the variance of the distribution. 
Using (11) one obtains

dm;j
di

1

(14)

(15a)

where
1 rtrCi A n32c3

RC.3 «rCj +  aAj
(15b)

The solution of (15a) is of the common relaxation form
where J  is the practically s-independent value of Js during 
the pseudo-stationary phase considered. This s indepen­
dence follows directly from the analogy with the blocks 
and wire. Due to the low “ mass per unit length” of the 
wire even small differences between Js and Js+1 would 
lead to large and rapid temperature variations, character­
istic of the initial adjustment but not of the pseudo-sta­
tionary phase.

Summing eq 6a from s  -  2 to s = Si, eq 6b from s = Si 
+ 1 to s2, and eq 6b from s = s2 + 1 to s", one obtains

Z„. =  s '% - R J  (7)
where

«'Si4! <8>
R being a resistance formed by series connection of the in­
dividual resistances l/ks~As. For s' < Si one finds simi­
larly that

(9)

Using the requirement of material balance

£  s£,As =  0 (10)

and the assumption that the amount of material in the
second region is negligible, one finds a relation between J 
and m3, the excess amount of material in the third region

m3(t) = m3( 0 ) e " T (15c)
t  being the relaxation time.26

To bring out the essential features of (15b) we shall ap­
proximate it in the following way, simulating an approxi­
mately Gaussian micelle distribution.27 The variance of 
this distribution, cr2 , will be assumed independent of total 
concentration and small compared to n32 so that the de­
pendence of n3 on total concentration can then be neglect­
ed (see Appendix) and so that one can also set n32 s  n32. 
The variance of the oligomer distribution will be neglect­
ed, i.e., n32 s  1 and c 1 s  A\. Then c3 can be expressed in 
the total content of surfactant molecules, Atot, and Ai.

c3̂ i ( A tot- A 1) 3  (16)n3 n3

We shall also assume that an r and an nr can be found so 
that

K -  X
1

ks~As
nr

k , A ,
(17)

with A r carrying the concentration dependence of R, nr 
being the average “ length,” and k r ~ A r the average 
“ width” of the “ narrow passage.”

To express Ar in Aexc we assume that approximately

c, v A-j; and A,. (18)
where = 1 for ideal nonionic surfactants.28 This gives
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25-

20-

-5-

F igure 1.

A r ~ (19)

with the index 0 denoting a reference concentration, e.g., 
such that Ali0 = cmc.

Equation 15b now takes the approximate form

1
T

kr Ar.O / Aexc.oV n" n 
nrc:i.„ \ Aexc /

1 +  n3

1 +
a~A(.,l
n.,A,

(20)

Above the critical micelle concentration region A i may be 
considered approximately constant and equal to the cmc 
if n3 is not too small. Then Aexc = Atot — cmc is a linear 
function of Atot and the only concentration dependent 
variable on the right side of (20).

Equation 20 takes the simplest form, a linear one, when 
a = 0 and (n3 -  r)/n3 ~  0, i.e., when the micelles are 
monodisperse and the “ narrow passage” is very short and 
close to n3. When cr2/n 3 s; 0, a downward trend in (20) is 
noticeable at values of Aexc = 0 (n3/cr2). On the other 
hand, when r is not very close to n3 the next to the last 
factor in (20) introduces an upward curvature in the re­
gion of very low Aexc values, i.e., just above the cmc, and 
with the last factor, an increased downward curvature at 
larger values.

These two deviations from a linear dependence of 1/ r  
on Atot have both been observed in experimental re­
sults.1-2 In Figure 2 are given the results of the best fits of 
(15b) to experimental results of 1/r us. total concentration 
using Gaussian approximations of the micelle distribution 
for s > S2 and of l/(fes~As) for Si < s < S2. It is seen that 
there are considerable latitudes in the values of a, r, and 
cmc, which are compatible with existing experimental re­
sults. The results thus far available seem to indicate low 
values of (n3 — r)/n3 and a. The accuracy of the measure­
ments and the ranges of concentration covered are, how­
ever, too small for detailed conclusions to be drawn. In 
two cases, ref 1 and 3, though, it has been explicitly stat­
ed that at larger concentrations the experimental points 
tended to fall below the straight line extrapolated from 
low concentrations, which indicates more sizable values of 
a and/or (n3 — r)/fi3. The comparatively low value of a

found from the present results are in agreement with the 
findings29®-30 from light scattering and other measure­
ments on the same or similar substances at low concentra­
tions. (See also Further Comments and Conclusions.)

Equation 15b contains the expression resulting from the 
simple model proposed by Kresheck, et al. , 1 who assumed 
the micelles to be monodisperse, As = A n5Sn, s > 1, and a 
single slow step, namely, the first one in the decay of the 
proper micelles; in our description kn~An <sC ks~As, s < n. 
In this case a = 0 and r = n3 and (15b) and (20) take the 
simple form

T =  *"“ ( 1 +  n x )  (21)
In our model the numerical value of kn~ obtained from 
(21) would be assigned to the quantity kr~Àr.o/nrc3io = 
(l/Rc3)o. Since Ar,o may be orders of magnitude smaller 
than c3io and further, nr may be considerably larger than 
1, the kr~ from this model may be many orders of magni­
tude larger than kn~ from the model of Kresheck, et al.

In fact, estimates of kn3~ from magnetic measure­
ments15-19 invariably indicate values that are orders of 
magnitude larger than those obtained from temperature- 
jump measurements using (21). Also, according to the 
present treatment, the activation energy deduced from 
(21) would be a more complicated quantity affected by 
the temperature dependence of A r,o, nr, and c3io-

Large Deviations from Equilibrium
Due to the very large number of steps, a rather strin­

gent requirement is placed on the smallness of £1 in order 
for the linearization of the equations to be valid. Using 
(5a) instead of (5b) in deriving an expression for £s"  simi­
lar to (7) under the same pseudo-stationary assumptions 
as used previously one finds

= (l +  £ i r - w f (1+ ! ^  ‘ (22a)

which we approximate by

L "  =  (l+{i)"3- l - J E - T - i  ' + ( s " - n 3)£, (22b)S>S\ Ks •‘ i s

Unless n3|£i| «  1, (1 + £i)n3 -  1 cannot be approximated 
by n3£ly and (1 + £i)n3-f; under the summation sign can­
not be approximated by 1. When, for example, n3 is of the 
order of 100, |£i| has to be much smaller than 10"2 in 
order for (5b) to hold. In typical temperature-jump exper­
iments1 |£i| is often as large as 5 X  10~2. Still, the relaxa­
tion curves are very nearly exponential,1-29a i.e., - (1/  
rrt3)(dm3/d i) is found to be practically constant.

Using (22), but otherwise the same approximations as 
before, one arrives at the following expression for 1/t^ ,  
= - ( l /m 3)(dm3/df) to be compared with (15b)

1
T (ìi)

where

1
R(Zt)c3

n\~C\ +  n.fC3 +  [(1+  £,)'* — 1 -  rc3£,]c:j

nl2c1 +  (n/ n32)c3

(23)

fl(fi) f  (1 +  i i P
■tr k. a .

(24)

Compared with the case when £a = 0, a negative (posi­
tive) £1 decreases (increases) both i?(£a) and the numera-
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0

Figure 2. Experimental results (O) and calculations (linesj based on eq 15b and the following assumptions and equations. The cmc is 
defined as the monomer concentration A /  where dc3/<)Atot = 1 /2h3' a prime indicating here and in the rest of the text quan­
tities at cmc. (At larger_ va|ues of Atot 5c3/5A tot is about 1 /f)3l and at smaller about 0.) The assumptions are n - ,2 = 1 ,A s' d exp[ —(s — 
n 3 ' ) 2 / 2 < r 2 } for s >  s2, As/A s' =  (A is/ A / ) ,  1 /kB~Aa' » e x p [-(s  — sr ' ) 2/2o>2] for St <  s < s2. Replacing summations by integrations 
and, in case of Gaussian integrands, extending the integration limits to one finds the following expressions: c3 = [A \ I ( n 3 2 -  a2)] 
exp[n3; In (A i/A 1;) +  1 /2  cr2 In2 ( A j /A / ) ] ,  Atot =  A, +  c3[n3' +  a2 In ( A , /A / ) ] ,  n32 = [ii3' +  a2 In (A ^ A , ') ]  +  a2, and 1 /f l =  (1 /R') 
exp[sr ' In (At/A/) — 1/2 <rr 2 In2 (At/At')]. For given values of At ', n3', a, sr ' , and oy the value of R' is sought which minimize the sum 
of squares of relative deviations between experimental values and calculated ones.

tor in (23), and it may well be that this compensating ef­
fect gives a practically invariant r(£i) and thus masks the 
nonlinearity of the process.31 This is all the more possible 
since the quantity obtained in temperature-jump experi­
ments of this kind is not proportional to m3 (or a corre­
sponding quantity) but to m3 plus an unknown, additive 
constant, the latter being adjusted so as to make the loga­
rithm of m3 plus constant as linear a function of time as 
possible.

Incidentally, negative values of £1 which are commonly 
met with in temperature-jump measurements tend to 
suppress the low - s  terms of f?(£i), decreasing the effec­
tive value of n3 -  r in eq 20 in agreement with the obser­
vation that low values of this latter quantity are indicated 
by the experimental results. (See Figure 2).

Rearrangement among the Abundant Micelles
If n3 and/or a change with the perturbation (tempera­

ture jump, pressure jump, etc.) in a relaxation experi­
ment, under the given assumptions there will be an initial 
period of rapid adjustment of the micellar distribution to 
the new conditions. Although the total number of micelles 
with s >  S2 will not change during this initial period, the 
amount of material, m3, in this range in general will. Al­
though this process may be difficult to follow experimen­
tally unless the changes in n3 and/or a are large, it may 
be of some interest to see how it could be handled theo­
retically.

We shall assume that for s > s2 + 1 the distribution is 
Gaussian, i.e.

As =  A0e ‘

this implies with (3) that

k s

k+At
A.-x
As

:! )'a'

(25)

(26)

This ratio will change with the factor e2 ” when s is var­
ied from n3 -  a to h3 + a, i.e., essentially over the proper 
micelle range. If a is not too small, e.g., of the order of 10 
(Figure 1), the ratio of k s -  to k s +  will change very little 
and it would be reasonable to assume that

k  ~  Si k ~  (27)

independent of s. We then note that if a is not too small, 
As, and probably also £s, will change slowly with s so that 
they may be treated as continuous and differentiable vari­
ables. Equation 4a will then take the form

A(s) % (s,t) 
dt

_d_
ds k (s)A(s)

~d£(s,t)
ds - f , ( l + f ( s , i ) ) (28)

Assuming now that |£(s,ij| <s 1, using (25) and (27), and 
looking for eigen solutions of the form

£(s,f) =  £(s)!e~x' (29)

we arrive at the following equation

r - 2 z e + r f  = - 2 Ÿ 2 < t H ( 1 ) z (30)

where
z =  (s - n 3)/ ( ¡ 2  f f (31a)

and
g  = 2 f f 2 \ / k (31b)

There is a particular solution

. . 2 /2  £(l)ff
P(z) =  --------- 22 - p

if /x ^  2 and a homogeneous equation

-  2 +  = 0

Unless fi is an even, nonnegative number32

(32)

(33)
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which is inadmissable. Putting, then, fi = 2n, where n is a 
positive integer or zero, we obtain a general solution of 
(28) in the form

ftz .f) =  J  ( c nH „ ( z )  •*— p „ (z ) ) e ~ Xn' (34)n-0
where the c„ are constants, H n (z )  are Hermite polynomi­
als, p n(z )  are of the form (32) except for n  = 1 where (32) 
obviously fails, and

X„ =  n k  / a 1 (35)

We see, then, that the inverse of the relaxation time has 
an equally spaced, discrete spectrum, the intervals of 
which are k ~ / a 2 . For fairly symmetric abundant micelle 
distributions it is practically concentration independent 
(see Appendix). For a given k ~  the relaxation times in­
crease with a which is immediately understandable since 
the number of steps in this process increases with u.

Using the conservation of the number of proper micelles 
and the orthonormality of Hermite functions, one finds 
that Co has to vanish. Similarly, the material balance, 
(10), implies that p n =  0 except for n  = 1. For n  = 1 the 
admissible particular solution is

p,(z) =  — 2£(1 )<rz d u  j  v 2e ~ l 2 d v  (36)

except for an unspecified content of H i ( z ) .  Given £(2 ) = 
|(2 ,0 ), c n is obtained from (34)

c n =  n  H n ( z ) e ^ U ( z ) ~  P d z ) ) d z  (37)
2 nn\Vir

The extension of the lower limit of these integrals from 2  

= —(ft 3  — s2) / v  2 cr to — “  is in accord with the previous as­
sumptions.

A first-order correction of these results for the noncon­
stancy of k s~, the nonlinearity of the exact equation (28), 
and any deviation of A s from the Gaussian form should be 
possible with a suitable perturbation calculation.

Further Comments and Conclusions
If the foregoing treatment is essentially correct it brings 

new interest to the rare, intermediate micelles and to the 
size distribution of the abundant micelles. Almost nothing 
is known experimentally about the former and only little 
is known about the latter. The very interesting recent 
treatment of micellar size distributions bv Mukerjee and 
others29b depend essentially on the determination of the 
ratio between the mass and number averages of the mo­
lecular weights, M w and M n . Now, it is easily found that

M ^ / M „  =  1  +  (a / n 3f

which means that a relative dispersion 2 a / n 3 of 2 0 % 
would give a value of M w/ M „  differing from 1  by only 0.12  

= 0.01. The errors in the experimental determinations of 
this ratio are certainly not smaller than this value and 
generally much larger. To prove a true monodispersity, a 
a less than about 0.5 would have to be ascertained. For 
micelles containing 50 monomers it would require an ex­
perimental accuracy in M w / M n of 10~4. Since such an 
accuracy is entirely out of reach today the term “ low-dis-
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persity”  should perhaps be used at present instead of 
“ monodispersity . ” 3 3  It seems, then, as if considerably 
more attention should be directed toward these two as­
pects of micelle formation.

The kinetics quantity obtained from (15b) is R  =  
E  >siSz 1 / (k s ~ A s) or, in the approximation (2 0 ), k r A r ,o / 
n r . In the latter form it gives some information con­
cerning the location, length, and “ width”  of the narrow 
passage. To obtain information on k r ~ , independent mea­
surements of A r 0 and n r are required.

In principle, more detailed information on the s depen­
dence of k s ~ A s would be obtainable from (23) and (24) at 
larger deviations from equilibrium. Knowing /?(£ 2 ) as a 
function of £1 , one would be able to obtain 1  / ks ~ A s as a 
function of s using a suitable deconvolution method. Fi­
nally, it is of interest to compare the reciprocal relaxation 
times expected from (20) and (35). Assuming k ~  and k r ~ 
to be of about the same order of magnitude, and using 
reasonable values of <7 and the other parameters entering 
these equations, one finds that the rearrangement among 
the abundant micelles tends to be faster than the overall 
disintegration of the same micelles This supports the ini­
tial assumptions made in the present paper. It is not in­
conceivable, however, that in some cases the rate of the 
two processes may be of the same order of magnitude. A 
treatment coupling the two will then be necessary.

The expressions sought are, then

d n 3 a 2

d A t o, +  n.ÿ2c 3
(A9)

da2 M 3

d A tot r ii2c l +  n 32c :]

and more generally

d M r M r t \ ~ r a 2M r-\

dA(ol , n,2 c, +  n ^C i

(A10)

(A ll)

If the micelle distribution is symmetrical, as is the Gauss­
ian distribution, M 3  =  0  and a2 is concentration indepen­
dent.

To get order of magnitude expressions we set, as before, 
nT5  s  1 , Ci £  A ] s  cmc, and n 32 =  n 32. One then finds 
that

d n 3 _  dn3 Cf2 (A12)

Qj
,

>
l

o •̂̂ exc “  A i  + n 3A „ c

d a 2 da'2 m 3
(A13)<5Atot •̂̂ exc -A-l "f" flS-A-QXC

When n 3 = 0(100) and A ex c/ A 1 = 0 (1) A] can be neglect­
ed in the denominators and one finds that

A c k n o w le d g m e n t . The authors wish to thank Dr. Mats 
Almgren for valuable comments on this manuscript.

Appendix
The required quantities are dns/ d A tot and da2/dA t o l . To 

derive expressions for these we shall start from eq 3 from 
which there follows

din A,, din A . , - 1

d ln A i din A,
and from this again

din A,- _  dA.,
din A, S ° r din A,

(A l)

( A2)

Using these results we shall first obtain the derivatives 
with respect to In A i, and then d A lo l/d In A i from which 
the required derivatives are obtained . 2 9 b - 3 4  

From the definitions

M r

c 3 =  £  A s

„  £  ( s - n - i ) r A s

C3 s>.,,

« 3  =  7  £  sA s
•' * > * 2

(Mo =  1 , M i =  0  , M 2 =  cr-)

one obtains

and

(A4)

dc3/d in  A] =  n.tC.t ( A5)

dn-J  d ln A j =  a 2 ( A6 )

d M r .
-  M r+l - r a 2M r_i

o  In Aj
(A T )

one finds further that

dAlot_______0 _
d lnA i din A, £  +

d _

din A, t .  S^s

n ^ i  +  nrC.i (A 8 )

and that

1  d n j
2 din Acxc

d o 2 /  d In Aexc =  M  j n 3

(A14) 

( A15)

When a <s n 3, one finds from (A14) that n3 changes very 
little when Aexc changes by an order of magnitude from the 
order of cmc.

A significant relative change in a 2 with a similar change 
in A exc will occur only for very unsymmetrical and broad 
distributions. Taking as an example

0 S <  S(,

A „ e  s >  So
( A16)

one finds <r = a , n 3 =  a +  so, and M 3 =  2 a 3 . In this case 
cr2  will change by an order of magnitude with a similar 
relative change of A,,xc if a is about as large as so- For a 
moderately broad and unsymmetrical distribution such as

A« =  Aose (s-s„r/3»'

one finds that

d  In (T-

dln Ae„.
( A17)

which again is negligible for a <s s0.
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Apparent molal volumes, 4>v, in aqueous solution at 25° were determined with a differential hydrostatic 
balance for the following series of compounds: secondary aliphatic alcohols, cyclic alcohols, primary, sec­
ondary and tertiary n-aliphatic amines. The most interesting results are the following, (i) The contribu­
tions to the limiting partial molal volumes, V20, of methylene groups in straight chain and cyclic com ­
pounds were found to be clearly different. Such a clear distinction was not observed in the case of meth­
ylene contributions to the molar volumes of the pure liquids, (ii) In the plane h - V 2° (h =  slope of the 
straight line 4>v = V2° + h e, valid in dilute solutions) monofunctional compounds lie on a single correla­
tion line; however, polyfunctional compounds are situated well below this line, the displacement increas­
ing with larger values of V 2°. (iii) The volume change in the proton ionization of the methylamines is 
found to be nearly constant: A V  = 4.7  ±  0 .7  ml mol-1 . For the higher members of the amine series the 
following ¿ V  values are instead observed: 4 . 6  ±  0 .4  ml mol- 1  (primary amines), 2.5 ±  0.3 ml mol- 1  

(secondary amines), 1  ±  1  ml mol- 1  (tertiary amines).

Introduction
As part of a systematic investigation of the thermody­

namic properties of organic solutes in aqueous solution, 
we have considered in recent papers1 2  volumetric proper­
ties of some cyclic ethers, cyclic amines, and their corre­
sponding hydrochlorides. Preliminary studies were made 
on the effects associated with the change from open chain 
to cyclic compounds, on the concentration dependence of

apparent molal volumes, <S>V, of mono- and bifunctional 
solutes, and on the volume changes in the proton ioniza­
tion process of organic compounds containing nitrogen.

In order to gain a clearer picture of the nature o f the 
volumetric behavior, we report here studies of the volu­
metric properties of the following series of compounds in 
dilute aqueous solution at 25°: aliphatic secondary alco­
hols (2-butanol, 3-pentanol, 3-hexanol, 4-heptanol), cyclic
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alcohols (cyclopentanol, cyclohexanol, cycloheptanol), pri­
mary rc-alkyl amines (CnH ^+iN I-^ with 1 < n <  7), and 
also secondary [(CraH 2 n + i) 2 NH with 1 < n  <  4] and terti­
ary amines (trimethyl-, triethyl- and diethylmethyl- 
amine).

Measurement of apparent molal volumes in aqueous so­
lutions have been previously reported for 2 -butanol3 , 4  in 
water, and for methyl-, dimethyl-, trimethyl- and trieth- 
ylamine in KOH aqueous solution . 5 , 6  Values of the vol­
umes of mixing in water were also given for 2 -butanol, cy­
clopentanol, cyclohexanol, diethyl- and triethylamine . 7

Experimental Section
M a te r ia ls . All substances employed were reagent grade 

commercial products. The alcohols were refluxed over cal­
cium hydride and then fractionally distilled. The amines 
were rectified on metallic sodium under nitrogen. In all 
cases the fraction collected showed a glc purity >99.5%.

In the case of ammonia, methyl-, ethyl-, dimethyl- and 
trimethylamine the commercial aqueous solutions were 
used directly without further purification. The amine con­
tent of these solutions was determined by HC1 titration.

Water used in all the experiments was deionized and 
further distilled from an alkaline potassium permanganate 
solution.

A p p a r a tu s  a n d  M e a s u r e m e n ts . The hydrostatic differ­
ential balance used for density measurements (with a pre­
cision of 1  ppm) and the experimental procedure were 
previously described . 1

The apparent molal volumes of the alcohols were calcu­
lated by

=
M
d °

(1 )

where M  is the solute molecular weight, c its molar con­
centration, d °  and d  the density of the water and the solu­
tion, respectively.

In the case of the amines (B) apparent molal volume 
values, 4>vobsd, were first calculated by introducing into eq 
1  the molecular weight of the hypothetical hydrate 
B-H^O. The latter were then corrected to <f>v values of the 
free amines using values of the acid dissociation constants 
of the bases taken from Perrin8  and values of the apparent 
molal volumes of the amine salts taken from Desnoyers 
and Arel, 9  Verrall and Conway , 1 0  and Laliberte and Con­
way . 1 1  The $v° values of NaCl, NaBr, and NaOH were 
taken from Desnoyers, e t  a l . ,12 and from Bodanszky and 
Kauzmann . 1 3  The correction procedure was described in a 
previous paper . 1

As an example, Figure 1 shows the trend of the function 
<f>* / ( 1  -  a ) vs. ( 1  -  a )cB° for dimethylamine, where cB° is 
the stoichiometric concentration of the base and a  is the 
degree of hydrolysis. Values of the function are shown cor­
rected and uncorrected for hydrolysis. At low solute con­
centration marked deviations from linearity occur on 
changing the pK a values used by 0 . 1  unit.

Results and Discussion
Table I summarizes the values at infinite dilution of the 

partial molal volumes, V2°, and the excess molal volumes, 
V °K, calculated as V°E = V2° -  V 2, where V2  is the molar 
volume of the pure substance. Values are also reported of 
the slope h  of the straight line representing the concentra­
tion dependence, in dilute solution, of the functions 4>v 
and4>*/(l -  a )  for alcohols and amines, respectively.

As is generally noticed for all the nonelectrolytes so far

Figure 1. Apparent molar volumes of d im ethylam ine in aqueous 
solution at 25°: •  data uncorrected for hydrolysis ( a  =  0); O, 
data corrected for hydrolysis; □ ,  from  measurements in 0.025 N  
KOH ( a  =  0).

considered, the excess volumes are negative and increase 
in magnitude with increasing size of the hydrocarbon part 
of the molecule and concentration.

Though this is a well-known behavior, the large amount 
of data now available suggests some relationship between 
structure of the compounds and their volumetric proper­
ties. Particularly, these data allow one to individuate 
some general behavior in the dependence of <t>v on concen­
tration thus leading to a better understanding of solute- 
solute interactions in dilute aqueous solution.

M e t h y l e n e  C o n tr ib u tio n  in  C y c l ic  a n d  O p e n  C h a in  M o ­
n o fu n c t io n a l  C o m p o u n d s . The linear dependence often 
found for many thermodynamic properties on the number 
of carbon atoms, ric, in homologous series of unbranched 
compounds allows one to identify the slope of this func­
tion with the average contribution of a methylene group to 
the specific property.

In the case of volumes an average value V(CH 2 ) = 16.6 ±  
0.3 ml m op 1  is so obtained by applying the relationship V  
=  f(nc) to homologous series of monofunctional open 
chain liquid compounds (n-alkanols, primary n-aliphatic 
amines, and secondary n-aliphatic amines). On the con­
trary the V(CH 2 ) values of monofunctional cyclic com­
pounds (secondary cyclic alcohols, secondary cyclic amines, 
tertiary cyclic amines, and cyclic ethers) are scattered over 
the large range 13.5-17.5 ml mol-1 . This lack of regularity 
in the volumetric behavior of the pure liquids precludes the 
use of excess volumes or the comparison of the values of 
V°(CH 2 ) and V(CH 2 ) in different homologous series in order 
to interpret the volumetric properties of the solutes in aque­
ous solution.

It is more significant to compare the V(CH2) values in 
aqueous solutions because of the clearer distinction that 
occurs in the volumetric properties of various molecules 
present in this state. For example, two separate ranges 
can be distinguished for monofunctional unbranched com­
pounds: V°(CH 2 ) = 15.9 ±  0.4 ml m ol ' 1  for open chain com ­
pounds and V°(CH2) = 14.2 ±  0.4 ml mol 1  for cyclic com ­
pounds . 1 5  Such a difference can in part be due to intrinsic 
factors but in part may be also justified assuming that cy­
clic molecules are more easily introduced into the cluster 
cavities of the solvent. Unfortunately, the values of partial 
molal volumes of open chain and cyclic monofunctional 
compounds are not available in solvents other than water. 
Such data might be very useful in order to ascertain
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T A B L E  I :  V o lu m e tr ic  P rope rties  o f A m in e s  and  A lcoho ls  in  W a te r a t 25°

N o. o f  _ V 2,&
Substance expt Concn range, M V o° t ml  mol 1 h , n  ml  1. mol 2 ml  mol  1 F oE, ml  mo l -1 Ref

Ammonia 21 0 . 0 3 - 0 . 9 2 4 . 8 5  ±  0 . 0 4 - 0 . 1 ± 0 . 1 2 8 . 2 5 - 3 . 4 This work
2 4 . 6 14

Methylamine 18 0 . 0 3 - 0 . 9 4 1 . 6 8  ±  0 . 0 4 - 0 . 3 ± 0 . 1 4 7 . 3 3 - 5 . 6 This work
4 1 . 6 14

8 0 . 0 3 - 0 . 6 4 1 . 1 5  ±  0 . 0 6 “ - 0 . 1 dr 0 . 1 This work
0 . 0 7 - 0 . 1 4 4 0 . 0 ' 5 , 1 0

Ethylamine 21 0 . 0 3 - 0 . 8 5 8 . 3 7  ±  0 . 0 5 - 0 . 9 ± 0 . 1 6 6 . 6 1 - 8 . 2 This work
n-Propy lamine 32 0 . 0 2 - 0 . 7 7 4 . 1 2  ±  0 . 0 4 - 1 . 2 ± 0 . 1 8 3 . 1 5 - 9 . 0 This work
n-Butylamine 29 0 . 0 2 - 0 . 8 8 9 . 8  ±  0 . 1 - 1 . 4 ± 0 . 4 9 9 . 7 7 - 1 0 . 0 This work
ra-Pentylamine 31 0 . 0 1 - 0 . 5 1 0 5 . 7  ±  0 . 1 - 2 . 0 ± 1 1 1 6 . 1 4 - 1 0 . 4 This work
rc-Hexylamine 30 0 . 0 1 - 0 . 1 1 2 1 . 6  ±  0 . 2 - 3 . 0 ± 3 1 3 2 . 8 - 1 1 . 2 This work
rc-Heptylamine 18 0 . 0 0 5 - 0 . 0 2 5 1 3 7 . 6  ±  0 . 3 - 6 . 5 ± 10 1 4 9 . 3 2 - 1 1 . 7 This work
Dimethylamine 24 0 . 0 2 - 0 . 7 5 9 . 8 0  ±  0 . 0 4 - 0 . 5 ± 0 . 1 6 9 . 4 1 - 9 . 6 This work

5 9 . 1 14
8 0 . 0 2 - 0 . 5 5 9 . 0  ±  0 . 1 “ 0 . 0 ± 0 . 3 This work

0 . 0 6 - 0 . 2 5 8 . 6 ' 5 , 1 0
Diethylamine 12 0 . 0 2 - 0 . 4 9 1 . 6 8  ±  0 . 1 0 - 2 . 1 ± 0 . 5 1 0 4 . 5 6 - 1 2 . 9 This work

- 1 5 . 3 " 7
D i -n -propylamine 21 0 . 0 1 - 0 . 3 1 2 3 . 0 6  ±  0 . 1 0 - 3 . 2 ± 0 . 5 1 3 7 . 9 3 - 1 4 . 9 This work
Di-rc-butylamine 20 0 . 0 0 3 - 0 . 0 2 1 5 5 . 4  ±  0 . 4 - 2 5  ± 21 1 7 1 . 0 3 - 1 5 . 7 This work
Trimethylamine 19 0 . 0 3 - 0 . 5 7 8 . 8  ±  0 . 2 - 1 . 5 ± 0 . 4 9 4 . 2 8 - 1 5 . 5 This work

7 8 . 4 14
14 0 . 0 2 - 0 . 5 7 8 . 6  ±  0 . 2 ' - 1 . 1 ± 0 . 8 This work

0 . 0 3 - 0 . 1 6 7 7 . 9 “ 5 , 1 0
Diethylmethylamine“ 9 0 . 0 3 - 0 . 6 1 0 6 . 7 7  ± 0 . 1 0 - 2 . 3 ± 0 . 3 This work
Triethylamine 2 2 0 . 0 2 - 0 . 7 1 2 0 . 9  ±  0 . 1 - 2 . 3 ± 0 . 4 1 3 9 . 9 3 - 1 9 . 0 This work

1 1 9 . 7 ' 10
- 2 1 . 8 " 7

2-Butanol 15 0 . 0 2 - 0 . 5 8 6 . 6 6  ±  0 . 0 3 - 1 . 7 ± 0 . 1 9 2 . 3 8 - 5 . 7 This work
0 . 0 0 3 - 0 . 1 8 6 . 5 3 4

- 6 . 8 " 7
3-Pentanol 20 0 . 0 1 - 0 . 4 1 0 1 . 2 8  ±  0 . 0 3 - 2 . 3 ± 0 . 2 1 0 8 . 0 0 - 6 . 7 This work
3-Hexanol 16 0 . 0 1 - 0 . 1 5 1 1 7 . 1 4  ± 0 . 0 9 - 3 . 2 ± 1 . 4 1 2 5 . 4 7 - 8 . 3 This work
4-Heptanol 13 0 . 0 0 5 - 0 . 0 4 1 3 3 . 2  ± 0 . 2 - 1 9  ± 7 1 4 2 . 6 0 - 9 . 4 This work
Cyclopentanol 10 0 . 0 2 - 0 . 2 8 9 . 0 6  ±  0 . 0 2 - 2 . 2 ± 0 . 2 9 1 . 3 4 - 2 . 3 This work

- 2 . 9 " 7
Cyclohexanol 7 0 . 0 2 - 0 . 3 1 0 3 . 5 4  ±  0 . 0 3 - 2 . 5 ± 0 . 2 1 0 5 . 9 5 - 2 . 4 This work

- 2 . 0 " 7
Cycloheptanol 18 0 . 0 1 - 0 . 1 1 1 6 . 8 8  ±  0 . 0 4 - 3 . 0 ± 0 . 6 1 2 0 . 2 6 - 3 . 4 This work
a I n  th e  c a s e  o f  th e  fo l lo w in g  a m in e s : n -b u t y la m in e  ( 0 .4 ) ;  n -p e n ty la m in e  ( 0 .3 ) ;  d ie t h y lm e t h y la m in e  ( 0 .4 5 ) ;  t r ie th y la m in e  ( 0 .3 5 ) ;  t h e  f u n c t io n  d > * /( l  — a )  

=  f  ((1  — a )c B °  ] w a s  f o u n d  t o  b e  lin e a r  u p  t o  th e  c o n c e n t r a t io n  v a lu e  in d ica te d  in  p a re n th e se s . b T h e  m o la r  v o lu m e s  V *  a t  2 5 °  o f  p u re  s u b s ta n c e s  w e re  e v a lu a t e d  
f r o m  d e n s it y  d a t a  r e p o r t e d  in th e  lite ra tu re . r F r o m  m e a s u re m e n ts  in  0 .0 2 5  N  K O H  a q u e o u s  s o lu t io n s . d A t  2 6 .5 ° .  e T h e  F b h c 1° o f  E t s M e N  • H C 1 , n e c e s s a r y  f o r  
h y d r o ly s is  c o r r e c t io n ,  w a s  o b t a in e d  fr o m  m e a s u re m e n ts  o n  a q u e o u s  s o lu t io n s  o f  th e  a m in e  n e u tr a liz e d  w ith  H C 1 . A s  a  re su lt  o f  s e v e n  ru n s  in  t h e  c o n c e n t r a t io n  
r a n g e  0 . 0 3 - 0 . 5  M  w e  fo u n d :  4>b h c i  — 1 .8 6 8  %/c =  ( 2 2 2 .8 1  ±  0 .0 1 )  — ( 2 .1 5  ±  0 .0 3 ) c .

whether the observed difference between the V°(CH 2 ) of 
open chain and cyclic compounds is prevailingly due to 
effects of the solutes on the water structure or to geomet­
ric factors characteristic of the molecules.

The above interpretation assumes a two-state model for 
water. Such a model has already been adopted in order to 
interpret the differences between the methylene contribu­
tion of open chain and cyclic monofunctional compounds 
to the hydration entropies16® (AS>,(CH2 ) = -3 .5  ±  1.0 cal 
deg - 1  mol- 1  for open chain and ASh(CH 2 ) = -2 .6  ±  0.3 
cal deg - 1  mol- 1  for cyclic compounds), to the hydration 
enthalpies16® (AHh(CH2) = -0 .95  kcal mol- 1  for open 
chain and A /i/,(C H 2) = —0.6 kcal mol- 1  for cyclic com ­
pounds) and to the partial molal heat capacities16b 
($Cp(CH 2 ) = 2 2  ±  2  cal deg - 1  mol- 1  for open chain and 

4 >cp (CH 2 ) = 18 ±  2  cal deg - 1  mol- 1  for cyclic com­
pounds). These differences are in our opinion to be as­
cribed to the higher structure promoting effect exhibited 
by open chain compounds as a result of the larger hydro- 
phobic surface that their alkyl chains expose to the sol­
vent through less restricted rotation.

When intrinsic structure factors reduce this internal 
rotation freedom the contribution of the hydrocarbon part

to the thermodynamic property (e .g . , partial molal 
volume or partial molal heat capacity) for the open chain 
compound approaches the value which is observed for the 
corresponding cyclic compound. In this respect an inter­
esting comparison can be made between the pairs diethyl- 
amine-pyrrolidine and diethylmethylamine-lV-methyl- 
pyrrolidine for which the values d V 2° =  13.8 ml mol- 1  and 
5<t>cP = 36.6 cal deg - 1  mol- 1  and the values 5 V 2° = 9.5 ml 
mol- 1  and ¿4>cp = 19.9 cal deg " 1  mol- 1  are observed, re­
spectively. The lower value of 5<i>cp of cyclization for the 
tertiary amine was interpreted16b assuming that the pres­
ence of the methyl group reduces the rotational freedom 
of the remaining ethyl groups which are thus less effective 
in promoting water structure. This same effect can ex­
plain the differences now observed for n V 2° of cyclization 
of secondary with respect to tertiary amines. In other 
words a reduction of the degrees of internal freedom of the 
molecule is reflected by the partial molal thermodynamic 
properties primarily because of a reduced ability of the 
hydrophobic part of the molecule to promote structural 
order in the solvent.

V o lu m e  C h a n g e  in  P r o to n  Io n iz a t io n . Values of AV cor­
responding to the reaction BH+ —*■ B + H+ for a large
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TABLE II: Thermodynamic Functions for Proton Ionization from Protonated 
Amines in Aqueous Solution at 250

B a se
HP,

m l m o l -1
Ü b h x ° ,

m l m o l -1
A V ,

X  m l m o l -1
A H ,

k ca l m o l " 1
A S , c a l  d e g “ 1 

m o l  “ 1
A C p, ca l  d e g  

m o l -1

Ammonia 24.6" 36.0“ Cl 6 .4 12.48** -0 .4 5 * -3 .0 *
24 .8 ' 42.6* Br 7.0 12.42' - 0 .6 0 ' - 0 . 0 '

Methylamine 40 .CP 53.8/ Cl 4.1 13.09» - 4 .7 » 8 .0 »
41.6“ 55.5“ Cl 3.9 13.29* -4 .1 *
41.7 ' 60.8* Br 5.6

Ethylamine 58 .4“ 77.7* Br 5.4 13.71* -2 .7 *
«-Propylamine 74.1 ' 94.1* Br 4.7 13.67' - 2 . 5 ' 7 .4 '

13.84* - 2 . 0 *
13.66' - 2 .5 '
13.80* - 2 . 0 *

«-Butylamine 89.8 ' 1 1 0 .2 * Br 4.3 13.88' - 2 . 1 * 2 .3 '
13.98* -1 .7 *
13.88' - 2 . 1 «

n-Pentylamine 105.7' 126.1* Br 4.3 13.98* - 1 .8 *
«-Hexylamine 1 2 1 . 6 ' 142.0* Br 4.3
rc-Heptylamine 137.6' 157.9* Br 4.4
Dimethylamine 59.8 ' 72.5 / Cl 5.1 18.51

5 9 .1« 73.1“ Cl 3.8 1 1 .8 6 » -9 .5 » 23.1»
58.6/ 72.5/ Cl 3.9 12.04* -8 .7 *

Diethylamine 91.7 ' 106.7 4 Cl 2 . 8 12.73* -7 .3 * 1 9 .11
Di-n-propylamine 123.1' 138 , l d Cl 2 . 2 13.17* - 6 .2 * 20.9'
Di-n-butylamine 155.4' 170.7* Cl 2.5 13.66* -5 .7 *
Trimethylamine 78.8 ' 90 .6 / Cl 6 . 0 8.81» -1 5 .2 » 43.8»

78.4“ 91.7“ Cl 4.5
77.9/ 90.6/ Cl 5.0

Diethylmethylamine 106.8' 1 2 2 .8 ' Cl 1 . 8 33 .6 !
Triethylamine 120.9' 138.6/ Cl 0 . 1 10.58' -1 3 .5 ' 44.7 '
Tripropylamine 186.8/ Cl

R e fe r e n c e  14. b R e fe r e n c e  17. c T h is  w o rk . d R e fe r e n c e 11. e R e fe r e n c e  18. * R e fe r e n c e 10. 0 R e fe r e n c e  19. h R e fe r e n c e  2 0 . 1 R e fe r e n c e  9. 7 R e fe r e n c e
* R e fe r e n c e  22 . 1 R e fe r e n c e  16.

number of amines are reported in Table II1 7 - 2 2  as well as 
the values of enthalpy, entropy, and heat capacity 
changes associated with this process. In the calculation of 
AV the values VHC1° = 17.83 ml mol- 1  and VHBr° = 24.71 
ml mol- 1  were assumed . 2 3

Examination of these data shows the following, (a) For 
the first terms of the various series { i .e . , CH 3 NH 2 , 
(CH 3 ) 2 NH, (CHaHN) the ionization volume has an al­
most constant value: \  V  =  4.7 ±  0.7 ml mol- 1  whereas 
the AH, AS, and ACP values vary markedly as the num­
ber of methyl groups bonded to nitrogen is varied, (b) As 
the alkyl chain length is increased the A V rapidly reaches 
a constant value 4.6 ±  0.4 ml mol-  1  for primary amines,
2.5 ±  0.3 ml mol-  1  for secondary amines and 1 ±  1 ml 
mol- 1  for tertiary amines. Analogously the changes of 
other thermodynamic functions associated with the pro­
cess rapidly reach constant values: AH  =  13.8 ±  0.1, 13.2 
±  0.4, 10.6 kcal mol-1 ; AS = -2 .2  ±  0.4, -6 .4  ±  0.8, 
-13 .5  cal deg - 1  m ol-1 ; ACP = 4.9 ±  2.5, 20 ±  1, 38 ±  5 
cal deg-  1  mol- 1  for proton ionization of primary, secon­
dary and tertiary protonated amines respectively, (c) 
When going from the first to the higher members within 
each series the A V  and ACP values decrease while the AS 
and AH values increase. Finally, the data in (b) indicate 
that in going from primary —*• secondary -*■ tertiary 
amines, the values of AV, AH, and AS decrease whereas 
the values of A Cp increase.

Observation (b) allows one to deduce for intramolecular 
distances greater than two bonds removed from the nitro­
gen center that the water-hydrocarbon part and water- 
hydrophilic center interactions may be considered, as a 
first approximation, independent. Therefore the thermo­
dynamics of the proton ionization process of charged ni­
trogen centers is better characterized by A-X values (X  =

V, H, S, and Cp) of amines containing alkyl groups other 
than methyl. It would be very useful to know the separate 
value of partial molal properties of the free and proton­
ated bases, but difficulties arise, for ionic species, owing 
to the ambiguity of assigning individual ionic contribu­
tions. However an analysis of $ c p values of a number of 
primary, secondary, and tertiary amines and their hydro­
chlorides established that the trend in ACP of the ioniza­
tion process is mainly due to the fact that the contribu­
tion to the partial molal heat capacity by the charged ni­
trogen center decreases significantly as the number of 
alkyl radicals bonded to nitrogen is increased.16b This is 
in agreement with the interpretation given by Evans and 
Hamann 2 4  to the trend of the ionization entropies. A c­
cording to these authors the ammonium ion is surrounded 
by a zone of ordered water; on substituting the hydrogen 
atoms bonded to nitrogen with alkyl groups the entropy 
loss of the solvent is lowered, thus causing the partial 
molar entropy of the acid cation to increase relative to 
that of the neutral base. There are good reasons to be­
lieve2 5  also that the progressive lowering of the values of 
A V of ionization as more and more alkyl groups are bond­
ed to nitrogen is virtually determined by interactions of 
water with the charged nitrogen centers; i .e ., the larger the 
number of bonded alkyl groups, the weaker is the élec­
trostriction effect and the smaller the volume increment 
associated with proton ionization.

It is not readily understood why the values of A V of ion­
ization in the series of methylamines are almost indepen­
dent of the number of methyl groups bonded to nitrogen, 
whereas the AH, AS, and ACP values vary markedly with 
this number, more so than in the case of bulkier substitu­
ents.

D e p e n d e n c e  o f  4>v on  C o n c e n tr a t io n . As already ob-

The Journal of Physical Chemistry. Voi. 78. No. 10. 1974



1034

Figure 2. Plot of h us. V 2°  for organic solutes in aqueous solu­
tion at 25°. Monofunctional compounds (O ): 1, methanol at 20° 
(ref 3, 26); 2, ethanol at 20° (ref 3, 26); 3, 1-propanol at 20° 
(ref 3, 26); 4, 1-butanol (ref 4), 2-m ethyl-2-propanol (ref 4), cy- 
clopentanol; 5, 1-pentanol at 20° (ref 3, 26); 6, 2-propanol at 
20° (ref 3, 26); 7, 2-methyl-1 -propanol (ref 4), 2-butanol, n-bu- 
thylam ine; 8, ethylene oxide at 10° (ref 27), ethyleneim lne (ref 
1); 9, propylene oxide and trim ethylene oxide (ref 28); 10, te- 
trahydrofuran and pyrrolid ine (ref 1), n-propylam lne; 11, tetrahy- 
dropyran and 2-m ethyltetrahydrofuran (ref 1); 12, 2,5-dim ethyl- 
tetrahydrofuran (ref 1); 13, azetidine (ref 1); 14, p iperidine (ref 
1), d iethylam ine; 15, hexamethylenim ine (ref 1), n-pentylam lne; 
16, heptam ethylenlm ine (ref 1); 17, 1-m ethylpyrrolid ine (ref 1); 
18, 1-m ethylpiperidine (ref 1); 19, 3-pentanol, cyclohexanol; 20, 
cycloheptanol, 3-hexanol; 21, methylam ine; 22, ethylam lne, di- 
methylam ine; 23, triethylam ine; 24, n-heptylam lne; 25, trim ethyl- 
amine; 26, n-hexylam ine, d i-n-propylam lne; 27, d iethylmethyla- 
mine. Polifunctional compounds (□ ) :  28, glycine (ref 29); 29, 
urea (ref 29); 30, th iourea (ref 29); 31, 1,3-dloxolane (ref 1); 
32, g lycerol (ref 30); 33, 1,4-dioxane (ref 1), 1,3-dloxane (ref
2 8 ) , urethane (ref 29); 34, pyrocatechol (ref 29), resorcinol (ref
2 9 ) , hydroquinone (ref 29); 35, hexam ethylenetetraam lne (ref 
31).

served 1  in dilute solution the <i>v values decrease with con­
centration according to the relationship <I>V = V2° +  he. 
The value of the slope h  varies consistently when going 
from monofunctional to bifunctional compounds of the 
same molecular dimensions. Among monofunctional com ­
pounds it depends on the extension of the alkyl chain. Ex­
amination of a plot of h vs. V 2° (Figure 2 ) 2 6 “ 3 1  indicates 
that all saturated monofunctional compounds lie on a sin­
gle curve which shows an exponential increase of the abso­
lute value of h  with increasing V 2° values.

Polyfunctional compounds having similar limiting par­
tial molal volumes as the monofunctional compounds 
have less negative values of h. Moreover, in the latter case 
the h value only changes slightly with V 2°.

The fact that on the plane h -  V 2° a single correlation 
line represents the volumetric behavior of different types 
of monofunctional compounds, suggests the solute-solute 
interactions occurring v ia  the functional groups to be 
probably negligible in dilute solution. The progressive vol­
ume lowering as the solute concentration is increased is 
thus mainly to be ascribed to a prolongation of the aver­
age life of water clusters which are included between the

S. Cabanl, G. Conti, and L. Lepori

hydrocarbon region of two or more solute molecules. This 
would cause the lifetime of solutes in the cluster cavities 
to be enlarged with the consequent macroscopic effect of a 
volume decrease.

The exponential trend of the plot finally suggests that 
this effect of stabilization of water clusters by solute-so­
lute interactions is probably cooperative.
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A Modified Semi-Ion-Pair Model for the Evaluation of Activation Energies of 
Four-Center Addition Reactions of Hydrogen Halides to Olefins1

K. R. Maltman, E. Tschuikow-Roux,* and K. -H . Jung

Department of Chemistry, The University of Calgary, Calgary. Alberta. Canada T2N 1N4 (Received September 7 7, 1973)

The Benson-Bose-Haugen method for the calculation of the activation energies of four-center reactions 
has been modified in an attempt to remedy the failure encountered with a number of polar systems and 
to allow simpler treatment of the orientation effects of alkyl groups in addition reactions involving ole­
fins. In calculating the activation energies of these reactions, a semiionic model is used, and all parame­
ters required are determinable from ground-state properties of reactants and products. Dipole-dipole in­
teractions are evaluated using the model of point dipoles, while energy contributions arising from break­
ing and forming bonds are evaluated using Johnston’s bond-energy-bond-order correlation. The orienta­
tion of the transition state is fixed using a criterion related to the Kihara potential. Calculated activation 
energies agree with a large number of experimentally determined values to within an average of ± 1 . 7  

kcal m ol-1 . Calculated values are presented for the addition reactions of HF, HC1, HBr, and HI to ole­
fins, including polar olefins.

Introduction

A number of investigators have previously attempted to 
calculate the activation energies of four-center reactions 
by semiempirical means. These calculations have involved 
two basically different models for the transition state of 
such reactions. In the first, originally utilized by Noyes , 2 - 3  

it is assumed that bond order is conserved between the 
four centers taking part in the reaction, and that no sepa­
ration of charge occurs during the process of activation. 
As developed by Noyes2 - 3  the actual method of calcula­
tion is suited only to treat reactions of the form AB +  CD 
= AC + BD, and does not yield very good results. Using 
the same basic model for the transition state, Pahari and 
Basu4 - 5  have developed a calculational technique using a 
different method of evaluation of the energy of partial 
bonds than that used by Noyes. This method is also ap­
plicable to addition reactions involving olefins, although 
one system must be used for each olefin to determine the 
effective bond energy of the 7r bond in that olefin. The 
agreement obtained is much better than that of Noyes, 
however, some of the bond energies used for small mole­
cules differ significantly from those tabulated by Dar- 
went. 6  The second model, originally proposed by Benson 
and Bose , 7  allows for the polarization of the breaking 
bonds in the transition state, and lias essentially no bond­
ing interaction between the centers of forming bonds. The 
four interacting centers are assumed to lie in one plane, 
and the resulting quadrilateral is assumed to be fairly 
rigid. The polar nature of the transition state seems rela­
tively well established . 7  In the case of hydrogen halide 
elimination from haloalkanes, the work of Tsang and 
Rowland8  indicates that eliminations occur almost entire­
ly v ia  the « , /} reaction channel, thus supporting the con­
tention of Benson, e t  a l , , 7 - 9  that such reactions proceed in 
a concerted manner through a cyclic transition state. The 
assumption that the forming bonds have only van der 
Waal’s interaction would seem to be less well substantiat­
ed; indeed, Haugen and Benson 1 0  calculate the orders of 
forming bonds to be as high as 3.18. Pahari and Basu4  

have noted that the method of Benson and Haugen fails 
drastically in the case of reactions of the type AB + CD =

AC + BD, and Tschuikow-Roux and coworkers1 1  have 
noted the failure of the method for fluoro-substituted 
polar olefins.

It is the purpose of this paper to modify the detailed 
model of Benson, Bose, and Haugen, and, while retaining its 
basic features, to present a method of evaluating energy 
contributions to the process of activation which is de­
pendent only on ground-state properties of reactants and 
products.

Modified Semi-Ion-Pair Model
T h e  T ra n s itio n  S ta te . The transition state of the reac­

tions under consideration is characterized by six parame­
ters. The first four are the bond orders of the four bonds 
involved in the reaction. The fifth is the partial formal 
charge separation along the breaking bonds, and the sixth 
is any of the interior angles of the quadrilateral formed by 
the interacting bonds (four sides and one interior angle 
determine uniquely a convex quadrilateral). Following 
Benson and Bose , 7  the transition state bond orders of the 
breaking bonds are taken to be 0.5 less than their bond 
orders in the reactants. The relative orientation of the two 
breaking bonds and hence the value of the chosen interior 
angle, <t>lt is determined as follows: it is assumed that if 
the approach of the reactants is relatively unhindered, 
then their interaction (intermolecular) can be roughly de­
scribed by the Kihara potential for the interaction of lin­
ear core systems. It was found that the bonds in the tran­
sition states for the reactions in question were sufficiently 
small that the typical separations of cores were much less 
than the value of p0  (the core separation at which the po­
tential energy of interaction is zero) for any known sys­
tems. This implies that the interaction between the 
breaking bonds is always of a repulsive nature. Thus, the 
most favorable orientation is that in which the shortest 
distance between the two breaking bonds is maximized. 
Maltman and Tschuikow-Roux 1 2  have shown how to ob­
tain an analytic expression for the shortest distance be­
tween arbitrarily oriented line segments. Using this for­
mulation, it is possible to numerically vary the value of 
the interior angle and choose that value which corre­
sponds to the maximum of the intercore distance. The
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value of the partial formal charge separation, 5, was taken 
to be the same for both of the breaking bonds, as suggest­
ed by Benson and Bose , 7  but its value was allowed to 
vary. The exact value for a given system was determined 
from parameters for the reactants and products as de­
scribed below. Once the value of 5 was determined, the 
values of the bond orders for the forming bonds (assumed 
equal) were calculated using the assumption of general­
ized bond order conservation , 7  i .e ., the sum of the transi­
tion state bond orders plus the partial formal charge sepa­
rations equals the sum of the initial bond orders

4

<  +  « 3 °  =  Z " ,  +  2 5  ( 1 )
/= l

The description of the geometry of the transition state 
was then completed by using Pauling’s rule1 3  to calculate 
the bond lengths of the partial bonds

r ( n )  =  rs — 0.26 In ( n )  ( 2 )

where rs is the length of a single bond, and n  is the order 
of the bond.

E n e r g y  C o n tr ib u tio n s  to  A c t iv a t io n . The evaluation of 
the activation energy of a given reaction is greatly simpli­
fied by the assumption that the bonds of any groups at­
tached to centers undergoing change of bonding during 
the course of the reaction are unchanged in energy. This 
assumption, which was justified by Haugen and Benson , 1 0  

means that only terms involving the interaction between 
the four reaction centers contribute to the activation ener­
gy. These contributions arise from the energy required to 
change each of the four bonds from its reactant state to its 
activated complex state, and from the interaction between 
the two induced dipoles.

We now obtain expressions for the above energy contri­
butions. With reference to Figure 1, we denote the break­
ing bonds by the subscripts 1 and 3, and those forming by 
the subscripts 2 and 4. The interior angle which has been 
calculated as described above is denoted by 0 i. The ener­
gies of the forming and breaking bonds are calculated 
using Johnston’s method for the evaluation of the energy 
of partial bonds . 1 4  According to this method the energy of 
a bond of order n  is given by

D i n )  =  D ( l ) n r  (3)
where D (  1 ) is the energy of a single bond between the two 
atoms of interest (the zero of energy is taken here at infi­
nite separation of the two atoms) and p is an empirical 
factor. For bonds of order less than unity, p is given by 1 4

0.26 In [D ( l ) / t,]
P  R *  ~  r ,  4

where rs is the bond length of a single bond between the 
two atoms of interest, £x is the Lennard-Jones potential 
well depth of the noble gas diatom cluster formed by the 
noble gases in the same rows of the periodic table as the 
atoms in question, and R x is the corresponding bond 
length (distance at which the potential minimum in the 
interaction occurs). For the addition of H X to olefins, we 
are concerned with the energy of bonds with orders be­
tween 1  and 2. To evaluate p  in this case it was assumed 
that the bond energies for single and double bonds were 
given by eq 3. Then p  is given by

p  =  In t r X 2 )/Z X l) ] /ln  2  (5)

where D ( 2 ) is the energy of the C -C  double bond in the

-s
B

F ig u re  1 . T h e  g e o m e try  o f th e  t o u r -c e n te r  t ra n s it io n  s ta te .

reactant and D (l) the C -C  single bond energy in the 
product molecule. If n p  is the initial order of the ith 
bond, the total contribution to the activation energy aris­
ing from the formation of the four bonds is given by

£ ( bonds) =  2 E , =  ' ¿ D , ( T ) ( n ,Pi ~  n ,°Pi) (6>
1 = 1

In order to calculate the interaction of the two induced 
dipoles, it was assumed that an adequate description is 
provided by the interaction of two point dipoles of the 
same magnitude and orientation situated at the center of 
the two breaking bonds. If the partial formal charge sepa­
ration, 6 , is given in electronic units and the distances are 
given in Angstrom units, the dipole-dipole interaction in 
kcal m o b 1  is1 5

E a =  332/y-:ii52[cos (0, — 02) — 3 cos 0, cos d ,] / r p  (7)

where is the angle between the dipole formed by the 
first bond and the line between the centers of the break­
ing bonds, 82 is the angle between the line of centers and 
the third bond, and re is the separation of centers (Figure 
1 ). These angles of orientation are given in terms of the 
interior angles of the quadrilateral by

0 1 =  '/¿(tt -< />, +  0 i) (8 )
02  =  >/,(37r +  03 — 0 4) (9)

It is possible, in turn, to express 0 , ( i  ^  1) in terms of 0 1

r5  =  ( r , 2  +  r 4 2  -  2 r,r 4 cos 0 j ) 1 / 2  =
( r 2  +  r /  -  2 r 2r s c o s  0 ; i ) 1 / 2  

0 3  =  cos 1 [(r , 2  +  r /  — r {  -  r 4 2  +  2 r , r ,  c o s  0 , ) / 2 r 2r.J

( 1 0 )

« 2 2  =  cos - 1  [ (r t 2  +  r s2 -  r 42) / 2 r Ir 5]

« 2 3  =  cos - 1  [(r 2 2  +  -  r,2 ) / 2 r2 r5]

0 2  =  «22 +  « ,3  ( 1 1 )

04 =  2 r r  -  0 ! -  0 2  — 0 3  (1 2 )

Similarily, re may be expressed in terms of the sides of 
the quadrilateral and the interior angles

re =  Z 2  +  x/ r i  ~  r3r 6 cos (04  -  G ) ] l / 2  (13)
where

G  =  cos - 1  [ (r , 2  +  r6 2  -  l/ r ,2 ) / 2 r y 6]
and

r 6  = (r , 2  +  y4r p  -  rjPi cos 0 , ) 1 / 2
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Substituting (8 ) and (9) into (7) yields

E ¿ =  332rir3<52|3 sin [ ‘/ 2 ( < / > 2  ~  <t>i>] sin ['/2 ( 0 4  -  </>3] -

cos \}/M i +  <I>a ~  <t> 3  -  </>2 ) ] l /c . :i (14)
in which all the quantities are known in terms of r¡ (i = 1 , 
. . .  4) and <j>i.

The activation energy is then given by

E a =  E(bonds) +  E d (15)

and can thus be evaluated from (6 ) and (14).
T h e  V a lu e  o f  th e  P a r tia l  F o r m a l C h a rg e  S e p a ra tio n .  

One of the unusual features of the method proposed by 
Benson and Bose7  was that it assumed the same charge 
separation along the breaking bonds for all reactions. In 
view of the large differences in the polarizabilities of the 
reactants treated, this seems somewhat unlikely. Thus, 
although many features of this earlier treatment are re­
tained in the present method, there is a major departure 
in this particular aspect. Consider the homologous series

olefin +  HX — *■ alkyl halide

for a given X . We suppose that the double bond energies 
in the olefins are known or can be derived. If polarization 
of the reactants is important in the reaction process then 
the energy required to achieve this polarization should 
have a bearing on the value of the parameter b. The high­
er the energy required to achieve the polarization of the 
reactants, the greater should be the orders of the forming 
bonds to compensate for this, i .e ., b should be lower (v iz . 
eq 1). Now, for a specified X  in the homologous series 
above, the energy required to reach the = 0.5 state is 
fixed within the series, and hence the value of b depends 
only on the properties of the olefinic bond. The expression 
for the polarization energy of this bond is given by the 
first term in eq 6 . Thus with n A = 1.5 and « i 0  = 2 we 
have

E, = A ( 1 ) [  1.5Pl -  2 P'] =  A,<2) -  Dd(l)[1.5P;] (16)
where, for convenience, the thermodynamic bond disso­
ciation energies (a positive quantity) are used; i .e ., D.i (l) 
=  — D (l) for a single bond, and D d(2) =  —D ( 2) = 
-D (l) [2 pi] for a double bond. Using these definitions and 
substituting for p i from eq 5 in eq 16 gives

E\ =  D d( 2 ) -  Z),i(U expj[ln (1.5) In [Z)d(2 )/Z ?d(l)].] /ln  2 j
(17)

Differentiation of E-¡ with respect to D d( 1) yields

d £ j/d D H(l) =  /I(ln 1.5/ln 2) — 1] <  0 (18)

where
f  =  exp|[ln (1.5) In I D ¿ (2 )1  Dd( l ) ] ] / ln  2j (19)

From eq 18 it follows that as Dd(l)  increases, E i decreases 
and hence, according to the argument above, b should in­
crease. But from eq 3 as D d( 1) increases for a fixed double 
bond dissociation energy, the corresponding p factor must 
decrease. The p factor for the carbon-carbon bond thus 
acts as an internal indicator for the system, reflecting the 
relative ease of the heterolytic polarization in the transi­
tion state. For this reason the following correlation was 
proposed between this p factor, p x0i, and the parameter, 
by?1 of the reaction above

5 y n =  5y -  0 ( P y "  ~  P y )  (2 0 )

where bye is the value of the partial formal charge separa-

TABLE I: Parameters for HX Addition to Olefins
X p x c 5XC r cn 8 6 8 , r 8 i d S ( X ) C

F 0 . 9 2 1 2 0 . 2 1 7 4 0 . 7 2 0 . 4 1 5 0 . 4 4 7 0 . 2 6 5 5 . 3
Cl 0 . 9 4 7 0 0 . 2 5 7 0 0 . 9 9 0 . 4 1 5 0 695 0 . 3 4 4 3 . 7
Br 0 . 9 4 7 0 0 . 2 4 4 5 1 . 1 4 0 . 4 1 5 0 . 8 3 3 0 . 3 6 0 3 . 7
I 0 . 9 5 8 4 0 . 2 5 0 5 1 . 3 3 0 . 4 1 5 1 . 0 0 8 0 . 3 9 1 3 . 0

11 C o v a le n t  ra d ii. A n g s tr o m  u n its . !< (3 fa c t o r  f o r  a n y  n o n p o la r  o le fin  w h e re  
X  a d d s  t o  te rm in a l c a r b o n . c /3 c o r r e c t e d  f o r  s te r ic  e f fe c t  f o r  a d d it io n  o f  X  t o  
n o n te r m in a l c a r b o n  a t o m  o f  a  n o n p o la r  o le fin . d 8  c o r r e c t e d  f o r  in d u c t iv e  
e f fe c t  f o r  a d d it io n  o f  X  t o  h a lo g e n a te d  c a r b o n  in  a  p o la r  o le fin . e I n  u n its  o f  
k ca l  m o l _1.

TABLE II: Carbon-Carbon Double Bond Energies
Dd(C=--C),

O le fin  k ca l  m o l ~ 1 S o u r c e

C H , 171 a
C 2 H3F 163 a
c h 2 c f 2 131 a
c 2 h 3ci 157 a
CH.CClo 159 a
CHC1CHC1 146 a
C 3 H 6 164 b
1 -C 4 Hs 164 c
2-C 4 H 8 168 c
¿-C4Hs 159 c

a D e r iv e d  fr o m  t h e r m o ch e m ic a l  c a lcu la t io n s . h F ro m  b o n d -e n e r g y -b o n d -  
le n g th  p lo t  (see  t e x t ) .  c F r o m  d o u b le  b o n d  e n e r g y  vs. s in g le  b o n d  e n e r g y  
p lo t  (see t e x t ) .

tion for the reaction ethylene +  H X  and p xe is the value 
of the p factor for the carbon-carbon bond in this reac­
tion. The value of 5xe was determined by trial and error 
fitting to experimental data. The constant, ¡3, was deter­
mined by fitting the activation energy of the reaction HC1 
+ propene = n-propyl chloride and then solving eq 2 0  for 
0 . The value thus obtained was 0  =  0.415. However, this 
value does not take into account the effect of steric hin­
drance. In the addition of the X  species to secondary or 
tertiary carbon positions, the onset of sp3  hybridization 
would lead to greater separation of X  and the attached 
groups. Thus, one expects the transition state to lie closer 
to the product side for these cases, i .e ., the bond orders of 
the forming bonds should be greater than otherwise ex­
pected, or, conversely, <5xnl should be smaller (v iz . eq 1). 
For this reason a larger value of 0  is expected, eq 20. One 
further expects this factor to depend on the size of the X 
group. To account quantitatively for these expectations 
the following procedure was adopted. The appropriate 
values of the slope factor were determined for X  = F,C1 
(by trial and error fitting of experimental data for the ad­
dition of X  to propene to give isopropyl X ). A plot of this 
slope (0 )  vs. covalent radii of X  was then made, assuming 
the relation to be linear. The 0 S factors for stericallv hin­
dered additions of other species (X  = Br.I) were then de­
termined from this plot. The basic data for the four halo­
gens are listed in Table I.

A number of reactions were treated in which the olefin 
was a halogenated olefin. In these cases it is clearly un­
favorable to set up a positive partial formal charge 
on the carbon with the excess of the electron-with- 
drawing halogen species. This should manifest itself in a 
lowering of the value of <5X° ‘ over the predicted value, and 
should depend on the electronegativity E n of the olefin 
substituents. It was found that d, = 0.344 provided satis­
factory results for three chloro systems for which experi­
mental data are available. Assuming that there exists a 
linear relationship between the factor 0  and the electrone-
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T A B L E  I I I :  R esu lts  o f  A c tiv a tio n  E nergy C a lcu la tions«

O le fin A f f f ° ,0 1 R e f H X ± H t ° ,  C -P r o d R e f  E,l d (c a lc d ) ■E elim (ca lcd) ■E elim (exptl) R e f

E t h e n e * 1 2 . 5 b H F - 6 2 . 5 C 5 0 . 3 6 0 . 2 5 8 . 2 ;  5 9 . 9  ± 1 . 0 d ,  e

C 2H 3F 7 - 3 3 . 5 g - 1 1 8 . 0 h 4 5 . 7 6 5 . 1 6 5  ±  0 . 9 ; i ,  j

6 1 . 9  ±  1 . 8

C 2H 3F * - 3 3 . 5 g - 1 0 4 . 8 g 5 0 . 1 5 6 . 3 6 2 . 9  ±  0 . 9 l

C H - C F » 1 - 8 2 . 5 h - 1 5 8 . 9 h 5 5 . 6 6 6 . 9 6 5 . 4  ±  2 . 6 m

C H X T V - 8 2 . 5 h - 1 7 8 . 2 h 3 7 . 2 6 7 . 8 7 3 . 6  ±  4 . 1 ; i , n

6 8 . 7  ±  2 . 4

p r o p e n e 1 4 . 9 C - 6 7 . 2 c 5 1 . 8 5 8 . 8 5 8 . 3 o

p r o p e n e 7 * 4 . 9 c - 6 9 . 0 c 4 4 . 8 5 3 . 6 5 3 . 9 o

I s o b u t e n e 1' - 4 . 0 b - 7 4 . 5 g 5 0 . 8 5 6 . 2 5 8 . 6 o

I s o b u t e n e 7 * - 4 . 0 b - 7 8 . 5 p 4 1 . 7 5 1 . 7 5 1 . 5 o

E t h e n e * 1 2 . 5 b H C l - 2 6 . 3 b 4 0 . 3 5 7 . 0 5 6 . 5 Q
C 2H 3C 1 7 8 . 6 r - 3 0 . 7 r 3 8 . 7 5 5 . 9 5 3 . 5 Q
C o H j C F 8 . 6 r - 3 0 . 7 r 3 9 . 9 5 7 . 5 5 4 . 0  ±  3 . 5 S

C I F C C l o 1 0 . 6 r - 3 5 . 5 r 3 9 . 4 5 1 . 0

C H - C C 1 » 7 0 . 6 r - 3 4 . 4 h 3 8 . 8 5 1 . 7 5 4 . 2 q
C H C 1 C H C 1 1 . 1 r - 3 5 . 5 r 3 7 . 5 4 9 . 6

P r o p e n e 1 4 . 9 c - 3 1 . 3 b 4 0 . 9 5 5 . 0 5 5 . 0 q
P r o p e n e 7 * 4 . 9 c - 3 3 . 0 b 3 5 . 4 5 1 . 2 5 1 . 1 q
I s o b u t e n e 1 - 4 . 0 b - 3 7 . 5 b 3 9 . 8 5 1 . 2 5 3 . 2 q
I s o b u t e n e 7 - 4 . 0 b - 4 3 . 1 b 3 1 . 4 4 8 . 4 4 5 . 0 q
E t h e n e * 1 2 . 5 b H B r - 1 6 . 1 b 3 4 . 4 5 4 . 3 5 3 . 9 q
P r o p e n e 1 4 . 9 C - 2 1 . 1 b 3 4 . 5 5 1 . 8 5 0 . 7 q
P r o p e n e 7 4 . 9 c - 2 3 . 7 b 2 7 . 9 4 7 . 8 4 7 . 8 q
I s o b u t e n e 7 - 4 . 0 b - 3 0 . 5 b 2 4 . 5 4 2 . 3 4 1 . 8 q
( C H 3) 2C = C ( C H 3) 2 - 1 5 . 9 b - 3 9 . 5 b 2 4 . 1 3 9 . 0 3 8 . 4 q
E t h e n e * 1 2 . 5 b H I - 2 . 2 b 2 8 . 4 4 9 . 4 5 0 . 0 q
P r o p e n e 7 4 . 9 C - 9 . 5 b 2 3 . 4 4 4 . 1 4 5 . 0 q
1 - B u t e n e 7 0 b - 1 4 . 4 b 2 3 . 4 4 4 . 1 4 5 . 0 q
2 - B u t e n e - 2 . 2 b - 1 4 . 4 b 2 5 . 0 4 3 . 5 4 3 . 0 q

( a v )
I s o b u t e n e 7 - 4 . 0 b - 1 7 . 3 b 1 9 . 1 3 8 . 7 3 8 . 1 q

n A ll  e n e r g y  v a lu e s  in k ca l m o l -1 . S y s te m s u se d  t o  fix  c o n s ta n ts a re  m a r k e d  b y a n  a ster isk . h R e fe r e n c e  2 4 . r D .  R . S tu ll ,  E .  F . W e s tru m , a n d  G . C . S in k e ,
“ T h e  C h e m ic a l  T h e r m o d y n a m ic s  o f  O rg a n ic  C o m p o u n d s ,”  W i le y ,  N e w  Y o r k ,  N .  Y . ,  1969 . d M .  D a y  a n d  A . F . T r o t m a n -D ic k e n s o n ,  J .  C h em . S oc . A ,  2 3 3  
(1 9 6 9 ). c P . C a d m a n , M .  D a y ,  a n d  A . F . T r o t m a n -D ic k e n s o n ,  ib id ., 2 4 9 8  (1 9 7 0 ) . 1 M a r k o v n ik o v  a d d it io n .  0 E s t im a t e d  b y  g r o u p  a d d it iv it y .*  J . R .  L â ch e r  
a n d  H . A . S k in n e r , J . C h em . S o c . A ,  1034 (1 9 6 8 ) .  1 P . C a d m a n , M .  D a y ,  a n d  A . F .  T r o t m a n -D ic k e n s o n ,  ib id ., 1 35 6  (1 9 7 1 ) .  ^ R e fe r e n c e  1 1 a . *  A n t i -  
M a r k o v n ik o v  a d d it io n .  1 J . A .  K e rr  a n d  D . M .  T im lin ,  I n t .  J .  C h em . K i n . ,  3 , 4 2 7  (1 9 7 1 ). m M .  V . C . S e k h a r  a n d  E .  T s c h u ik o w -R o u x ,  J .  P h y s .  C h em ., 7 8 , 
4 7 2  (1 9 7 4 ). n R e fe r e n c e  l i b .  0 P .  C a d m a n , M .  D a y ,  A . W . K ir k ,  a n d  A . F .  T r o t m a n -D ic k e n s o n ,  C h em . C o m m u n ., 2 0 3  (1 9 7 0 ) . p à H \ ° ( i -C iH - .F )  e s t im a t e d  to  
b e  — 78.5  k ca l  m o l -1 b y  e x te n s io n  o f  o b s e r v e d  tre n d  in  t h e  h o m o lo g o u s  ser ies , î - C iH tX  t o  th e  se r ie s  / - C 4I Î 9X .  q R e c o m m e n d e d  v a lu e  f r o m  r e f  2 4 . r J . D .  C o x  
a n d  G. P ilch e r ,  “ T h e r m o c h e m is tr y  o f  O rg a n ic  a n d  O r g a n o m e ta ll ic  C o m p o u n d s ,”  A c a d e m ic  P re ss , N e w  Y o r k ,  N . Y . ,  s K . A . H o lb r o o k ,  R .  W . W a lk e r ,  a n d  W . 
R .  W a t s o n ,  J .  C h em . S o c . B ,  5 7 7  (1 9 7 1 ).

gativity 1 3  of the substituent atom on the olefin and using 
the fact that /3 = 0.415 for the addition of H X to ethylene, 
it was then possible to obtain for the inductive effect in 
fluoro-substituted ethenes from the equation d ,(X ) = 
0.5807 -  0.07889£„(X).

Input Data
As indicated above, the only information required for 

the calculation of the activation energies are the values of 
the bond energies of the participating bonds, and their 
single-bond bond lengths. The single bond lengths are all 
fairly well known 1 6  and the value of the activation energy 
is. in any case, virtually insensitive to small variations in 
these quantities. For this reason, standard, averaged 
values are sufficient for calculational purposes. On the 
other hand, the bond energies in question are not well 
known except for a very limited number of the bonds of 
interest, and it was therefore necessary to find some 
means of estimating these values.

Since the bond energies of most of the simple diatomics 
and other small molecules are relatively well known , 6  the 
major problem in obtaining usable input data was then to 
estimate the bond energies of carbon-carbon single and 
double bonds. The procedure adopted was as follows. For 
HX addition to ethene, the carbon-carbon bond dissocia­
tion energy of the product, C2H5X, was either known or

could be estimated from thermochemical data. This value 
was then compared to the value of the C -C  bond dissocia­
tion energy of propane1 7  [Dd(C 2 H 5 -C H 3 ) = 85 kcal 
m o l"1]. It was found that the bond dissociation energies 
were invariably higher than those of propane. The differ­
ence between the two quantities was denoted by S (X ). It 
was assumed that the presence of the X  group in a termi­
nal position on a carbon chain would always increase the 
energy of the adjacent carbon-carbon bond by S (X ) rela­
tive to its strength in the species in which the X  was re­
placed by a CH 3

DjiR-CH^X) =  Dd(R-CH 2 CH;,) +  S(X) (21)

Next it was noted that the C-C bond dissociation energy 
in isobutane 1 7  was less than that in n-butane despite the 
fact that the former is the thermodynamically more stable 
compound. This suggested that this might also be the 
case with compounds in which the X  group was in a pri­
mary or secondary position. From thermochemistry and 
the value of the C -H  bond energy in CHCI3 1 7  the bond 
energy of the C -C  bond in ¿-C3 H 7 CI was estimated to be 
approximately 81 kcal/m ol 1 8  which is almost the same as 
the difference between the C -C  bond dissociation energy 
in propane and the value of S(C1) (3.7 kcal/m ol). There­
fore, the general procedure adopted to calculate the bond 
energy of the carbon-carbon single bond in a species with a
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group X in the secondary position was to substitute H for 
X , note the bond dissociation energy, and subtract S (X )

D d( RCHX-CHJR') =  D d(RCH-CH 2 R') -  S(X) (22)

For the cases in which the X  group was in a tertiary posi­
tion, not enough data could be found to estimate readily 
any of the relevant bond energies. For this reason, the sys­
tem HF +  isobutene was used to fix an optimum bond 
dissociation energy for the C -C  bond in fert-butyl fluoride 
of 74.7 kcal mol-1 . This was found to be S(F) = 5.3 kcal 
m ol - 1  less than the bond dissociation energy of the com ­
pound in which a CH 3  group replaced the fluorine atom, 
i .e ., neopentane , 1 9  Dd[(CH 3 )3 C -C H 3] = 80 kcal m ol-1 . 
This was also used as a general rule, i.e.

Dd[(RR ')CX-R "] =  Dd[(RR')C(CH3) -  R "] -  S (X )  (23)
S(X ) values for the four halogens are listed in Table I. For 
polyfluoroethanes the carbon-carbon single bond energies 
were calculated from known thermochemistry, while for 
polychloroethanes the values were obtained from ref 2 0  

and from thermochemistry.
The determination of double bond energies was more 

difficult. Those for the various ethylenic species were ob­
tained from thermochemistry, but for olefins with three or 
more carbons the thermochemical data were not avail­
able. A plot of bond length us. the logarithm of bond dis­
sociation energy was drawn for carbon-carbon bonds using 
the following values for the dissociation energies of acety­
lene, ethylene, and ethane: 230.0,17 171.1 (thermochemi­
cal), and 8 8 .0 . 1 7  Since the carbon-carbon bond length in 
propylene is known 1 6  this plot could then be used to ob­
tain an estimate of the double bond energy in propylene. 
The double bond energies of other olefins were obtained 
from the values for ethylene and propylene by a linear 
plot of single bond energy of the hydrogenated olefin us. 
the corresponding double bond energy. This extrapolation 
was used only for nonhalogenated olefins. Carbon-carbon 
double bond dissociation energies discussed in this paper 
are listed in Table II.

Results and Conclusions
The calculated results for 29 systems are presented in 

Table III. It is evident that the present method is highly 
successful in predicting the activation energies of a large 
number o f HX addition reactions. These include polar 
olefins for which the model of Benson, Bose, and Haugen 
was unsuccessful. Thus, while providing support for the 
semiionic model, the present work represents a quantita­
tive improvement on previous methods. It should be 
noted that the agreement obtained in the case of the HF 
eliminations from polyfluorinated species is subject to a 
certain degree of uncertainty since the heats of formation 
of reactants and products are not well established. It is 
felt, however, that the success of the method when ap­
plied to other systems for which heats of formation are 
better known justifies a high degree of confidence in the 
activation energies for the addition reactions. It has been 
noted by Setser and coworkers2 1  22 that the Benson-Bose- 
Haugen model is geometrically too loose to account quan­
titatively for the observed A factors of some H X elimina­
tions from haloalkanes. The present transition state model 
is considerably smaller and hence qualitatively answers 
this objection.
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khar of this laboratory for helpful discussions.

Appendix
E x a m p le . Consider the reaction HBr +  isobutene = te r t -  

butyl bromide. The basic input data are the relevant bond 
lengths and bond dissociation energies of product and 
reactants. Thus from ref lo  we first obtain the single-bond 
bond lengths of the C-C, C -H , H-Br, and C-Br bonds: 
1.54, 1.09, 1.41, and 1.94 A, respectively. Next, using the 
method discussed in the text, the C -C  bond dissociation 
energy in the product is estimated from eq 23 to be 76.3 
kcal m ol-1 . Since the C -H  bond formed in the product is 
to a CH 2  group giving rise to a methyl group, the C-H 
bond dissociation energy is taken to be the same as in 
ethane , 1 7  98.0 kcal m ol-1 . The dissociation energy of HBr, 
Dd(H-Br) = 87.5 kcal m ol - 1  is taken from the literature6  

as is the value Dd(f-C,tH9 -Br) = 63.0 kcal m ol - 1 . 1 7  The 
C-C double bond energy in isobutene is estimated to be
159.2 kcal m ol - 1  by the graphical method described in the 
text. Then, using the relevant bond length and bond ener­
gy values above, the p  factors for the C -H , H-Br, and 
C-Br bonds are calculated from eq 4 to be 1.0812, 0.8871, 
and 0.9582, respectively, where the values of cx and Rx 
were obtained from ref 14. The p factor for the carbon- 
carbon bond is found from eq 5. Thus using Dd(C = C )i.Bu 
= 159.2 kcal m ol - 1  and D d(C -C )i-BUBr = 76.3 kcal m ol-1 , 
Ptir‘ ~Ba = 1.0611. From Table I we also have p Bre = 
0.9470, 5Bre = 0.2445, and ds = 0.833 which have been ob­
tained as described in the text. Substitution of these 
quantities and p Br‘ ' Bu in eq 20 yields <5Br‘ ' Bu = 0.1494. Then 
using the conservation equation, eq 1 , and the assumed 
values for the transition state bond orders for the C -C  and 
the H-Br bonds (n 3  = 1.5 and n 3 = 0.5, respectively), we 
obtain n 2 =  = (1 -  25Bri_Bu)/2  = 0.3506. With the
bond orders thus specified, eq 2  gives the following values 
for the transition state bond lengths of the C-C, C-H, 
H-Br, and C-Br bonds: 1.43, 1.36, 1.59, and 2.21 A, re­
spectively. The computer subroutine2 3  calculates the 
value of the angle <t> 1  = 8 8 °. These values for r, (t = 1 , , . . 
4) and <py specify the structure o f the transition state, and 
together with 5Br!"Bu lead to E 6 = -2 .6  kcal m ol - 1  v ia  eq
14. The individual energy contributions, from the four 
bonds ( i  = 1, . . . 4) as given by eq 6  are 41.9, -31.6 , 40.2, 
and -23 .1  kcal m ol-1 , respectively. Thus from eq 15, E ad 
=  24.8 kcal m ol-1 . Benson and O’Neal2 4  give AH °  = 17.8 
kcal m ol - 1  for the reverse, elimination reaction, hence 
E eiim = E ad +  AH °  = 42.6 kcal m ol - 1  as compared to the 
preferred experimental value2 4  of 41.8 kcal m ol-1 .
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COMMUNICATIONS TO THE EDITOR

Diffuse Reflectance Spectra of Metachromatic Dyes. 
Existence of a Long Wavelength Band in Solid 
States1
S ir: The visible spectrum of a metachromatic dye solution 
is known to show a shift of the principal absorption maxi­
mum toward s h o r te r  w a v e le n g th  and occasionally a “ me- 
tachromasy”  band in this region at high concentrations or 
in the presence of polyelectrolytes. In many previous stud­
ies of metachromatic behavior, the lo n g e r  w a v e le n g th  fea­
ture of the observed spectrum has mostly been ignored, 
although suggestions have been made on the existence of a 
new absorption band in the long wavelength side of the 
principal maximum . 2 ' 3  Meanwhile, computational analy­
ses of experimental data have cumulatively revealed a 
weak component band in that region . 4  9  We present here 
for the first time unambiguous experimental evidence that 
such a new long wavelength band (designated as L band) 
indeed exists in some spectra of metachromatic dyes, de­
scribe conditions responsible for it, and briefly discuss ob­
served optical properties.

The diffuse reflectance method was employed for mea­
suring the spectrum of a pure dye in a solid which was re­
garded as an extreme of concentrated solutions . 1 0  An an­
hydrous crystalline dye was ground finely with an anhy­
drous white solid used as a diluent. For each dye the 
molar mixing ratio of diluent to dye, R, was varied from 
ca. 102  to 104. Diluents with various surface properties 
(sucrose. SiC>2 , MgO, NaCl, and polyphosphate) were 
used to ascertain the authenticity of the L band. The typ­
ical diffuse reflectance spectra of six solid triphenylmeth- 
ane and acridine dyes are shown in Figure 1 , where the or­
dinate is expressed in terms of the Kubelka-Munk func­

tion, Fir™ ) , 1 1  to compare with the absorption spectra in 
dilute solutions. As indicated by an arrow, each ground 
solid dye-diluent system clearly exhibits the L band in 
the wavelength region longer than the principal maximum 
which broadens but remains in solid. The L band appears 
for each dye in every combined case of R  and diluent, 
while none is observed in the solution spectrum.

The L band may thus be associated with an intermolec- 
ular dye-dye or dye-diluent interaction in crystalline 
state, and/or with the new conformation of undissociated 
individual dye molecules in crystal lattice. To discrimi­
nate these possibilities, the crystal structure of solid dye 
was destroyed by dissolving each dye-diluent mixture in 
water. This sample was then frozen in Dry Ice-acetone, 
lyophilized, vacuum dried, and finally powdered. A l­
though weaker and less defined, the L band was always 
observed in the reflectance spectrum of each sample thus 
prepared in a low R  range regardless of diluent species 
(high coverage). As the R  of the sample was increased, 
however, the L band gradually disappeared (low cover­
age). These results can be interpreted as indicating that 
in the high coverage mixture the dye molecules partly 
exist in clusters, in which some may be aggregated as in 
the crystalline state to show the L band, while in the low 
coverage sample they exist mostly in the molecularly dis­
persed state in which the electronic configuration o f the 
dye may remain as in dilute solution not to show the L 
band.

The L band of those dyes, which commonly possess a 
quaternary nitrogen atom and free or substituted amino 
groups, can therefore be concluded to be authentic and 
primarily result from dye-dye interaction. The metachro­
matic behavior of dyes studied is inconspicuous in the

The Journal of Physical Chemistry, Vol. 78. No. 10. 1974



Communications to the Editor 1041

Figure 1. D if fu s e  r e f le c ta n c e  s p e c tr a  (s o lid  lin e ) o f c ry s ta ll in e  
d y e - s u c r o s e  s y s te m s  a n d  th e  c o r re s p o n d in g  a b s o rp t io n  s p e c tr a  
(d o tte d  lin e )  in d i lu te  a q u e o u s  s o lu tio n s  ( c a .  1 0 - 5  M ,  a b s o r b ­
a n c e  on  a n  a rb it r a r y  s c a le )  a t  2 5 ° :  M G , M a la c h ite  G re e n ;  C V , 
C ry s ta l V io le t ;  M tG , M e th y l G r e e n ;  A O , A c r id in e  O ra n g e ;  M tA O ,
1 0 -M e th y la c r id in iu m  O ra n g e ;  M tA Y , 1 0 -M e th y la c r id ln iu m  Y e l­
lo w . T h e s e  d y e s  a re  in th e  c h lo r id e  fo r m . S p e c t ra  o f th e  d y e -  
d ilu e n t s a m p le  w e r e  r e c o r d e d  a g a in s t  th e  s a m e  n o n a b s o rb in g  
d ilu e n t o n  a  H ita c h i E P S -3 T  s p e c tr o p h o to m e te r  w ith  a n  in te g ra l  
s p h e re  r e f le c t a n c e  a t ta c h m e n t .

solid, which suggests that solvent water is involved in me- 
tachromasy. Detailed work will be published together 
with comparison of the L band of AO and CV with com­
puted results . 5 ' 9  The esr triplet excitation spectrum of AO 
was recently reported to show a maximum at 570 nm but 
no absorption maximum . 1 2  We believe the L band of solid 
AO at 550-570 nm in sucrose or SiC> 2  corresponds to the 
missing maximum.
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Partial Molal Expansibilities from the Tem perature of 
Maximum Density of Aqueous Solutions

Publication costs assisted by the National Science Foundation
S ir : Measurements of the effect of solutes upon the tem­
perature of maximum density of aqueous solutions have 
been used for interpreting solvent structure in dilute solu­
tions . 1 - 4  Although the experimental technique is conve­
nient. the results have been presented in terms of the ex­
cess volume of mixing, dA V ^ / d T , and a set of parameters

consisting of the molar volumes and thermal expansibili­
ties of the pure components. Accurate measurement of the 
solute parameters may be troublesome, but still more per­
plexing is quantitative application of <3A V ^ / d T  values to 
problems of solution structure, especially if the pure so­
lute is not a liquid phase. I suggest a method for obviating 
some of these difficulties.

The equation developed by Wada and Umeda 1  ex­
presses the shift in the temperature of maximum density, 
relative to that of water, as

A d  =  — 1/(1 -  x ) 2 p V 1* [ x a V , u +  d A V ^ / d T ] ( 1 )

where x  is the mole fraction of solute, a  is the thermal 
coefficient of expansion of pure solute, 0  is the coefficient 
in the parabolic relation to temperature of the molar vol­
ume of water in the vicinity of 3.98°, V 2°  is the molar vol­
ume of pure solute at 0 °, and V** is the molar volume of, 
water at 3.98°.

Since one may express the molar volume of water at a 
particular temperature as V  = ( 1  — x )V \  +  x<j> = (1 -  
x ) V 1 +  x V 2 +  A V™, where <j> is the apparent molal volume 
of the solute, it follows that

d A  V "/ d T  =  x(d<t>/dT -  S V j d T )  (2)

Setting 3 V 2/ d T  =  a V 2°  involves an assumption already 
included in ( 1 ), i .e ., that a is constant in the temperature 
range considered. Then, substituting (2 ) into ( 1 ) gives

A d  =  — x/{\ — x)2/3V^*[d<p/dT] (3)

Note that 9<p/dT is the apparent molal expansibility as 
defined by Gucker . 5  The fact that Ad  is a linear function 
of x  over a wide concentration range of many electrolytes 
facilitates the determination of the limiting slope of A6 us. 
x, the Despretz6  constant, which will be designated (Aft/ 
x ) , , .  Furthermore, as x  approaches zero, then ( 1  -  x) ap­
proaches unity, and d<t>/dT approaches J V 2*/dT , the par­
tial molal expansibility at infinite dilution and 3.98°. 
Then one may write

d V S / d T  =  -  2/3Vl* iA 6 / x )h (4)

Equation 4 may be converted into an expression for the 
thermal coefficient of partial molal expansion of the solute 
at infinite dilution and 3.98°

a* =  1  / V 2* [d V 2* / d T ] =  ~  2 fJ V * / V .,* [A 0 / x \  (5).

As an illustration of a possible application of eq 5, Des­
pretz constants for a selection of 1 : 1  electrolytes were as­
sembled from the literature, including some for which sol­
volysis is a dominant interaction between solute and sol­
vent, some for which a quasi-clathrate of the solvent may 
be a factor, but, without exception, ones for which élec­
trostriction of solvent must be considered. A value of 
/3 V-1 * =  1.44 X 10~ 4  was computed from density tables , 7  

and values of V 2* were interpolated from tables of con­
ventional partial molal volume of ions compiled by Mill- 
ero . 8

Detailed interpretation of trends in a *  values (Table I) 
with relation to a specific model of solution structure is 
beyond the scope of this communication. Nevertheless, a 
few observations may be appropriate at this point. The 
peaking of values with sodium chloride seems consistent 
with the concept that, among this set of electrolytes, this 
salt might be expected to come closest to affecting an un­
complicated electrostricturing of the solvent. Trends 
toward lower values correlate with lower charge densities
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TABLE I: Thermal Coefficients of Partial Molal 
Expansion at Infinite Dilution and 3.98° for Some 
1:1 Electrolytes in Aqueous Solution"

C h lo r id e B r o m id e I o d id e

Lithium 5 .9 4 b 5 . 0 2 6 3 . 7 5 6
Sodium 1 5 . 4 5 b 1 1 . 4 9 b 8 . 8 4 fc
Potassium 7 . 7 T e .ö L 5 .9 8 b
Rubidium 6 .3 6 b 5 . 9 0 b 5 .3 9 b
Cesium 5 . 2 4 6
Ammonium 3 . 2 7 k 3 .2 8 d
Tétraméthylammonium 1 . 3 5 - 1 . 4 2 d
Tetraethylammonium 
Tetra-n-propyl-

1 . 0 0 - l.Ol«' 1 . 1 6 *

ammonium 0 . 8 8 - o.ss-'
Tetra-re-butyl-

ammonium 0 . 9 6 - 1 . 0 6 rf
Tetra-n-amyl-

ammonium 1 . 2 6 -

n E n tr ie s  in  th e  ta b le  a re  5 *  x 1 0 3, d e g  - l . ^ R e fe r e n c e  7. r R e fe r e n c e  4 .
d R e fe r e n c e  2.

of ions or with specific solvolysis. Among the quaternary 
ammonium salts, where quasi-clathrate solvent structure
is a possibility, smaller and more uniform values are
found, with ammonium halides intermediate between the 
alkali halides and the quaternary ammonium halides. Il­
lustrations of a reversal of the sign of a* can be found

with certain nonionic solutes such as low molecular weight 
alcohols . 1 ’ 3

Temperature of maximum density measurements can 
provide, with relative ease and precision, the partial molal 
expansibility of solutes at infinite dilution and 3.98° (the 
negative of the partial derivative of partial molal entropy 
with respect to pressure) and, therefore, may become 
more useful in the search for an understanding of the 
structure of aqueous solutions.
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