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J o u rn a l o f  P h y s ic a l  C h e m is tr y , the editors will place con­
siderable weight on the author’s intentions as stated in the 
Introduction.

IV. Microform Material
From time to time manuscripts involve extensive tables, 

graphs, spectra, mathematical derivations, expanded dis­
cussions of peripheral points, or other material which, 
though essential to the specialized reader who needs all the 
data or all the detail, does not help and often hinders the 
effective presentation of the work being reported. Such 
“ microform material”  can be included in the m icro film  
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full size photocopy or in microfiche (in which miniprint ma­
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original drawings or photographs thereof, plus three 
xerographic copies for review purposes. These repro­
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Graphs must be in black ink on white or blue paper. Fig­
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with adequate presentation of information. All original
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for use by the reviewers.

All references and explanatory notes, formerly set up 
as footnotes on individual pages, are now grouped at the 
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included with the manuscript for use by the reviewers.

VII. Revised Manuscripts
A manuscript sent back to an author for revision should 

be returned to the editor within 6  months; otherwise it will 
be considered withdrawn and treated as a new manuscript 
wnen and if it is returned. Revised manuscripts returned 
to the editor must be submitted in triplicate and all changes 
should be made by typewriter. Unless the changes are 
very minor, all pages affected by revision must be re­
typed. If revisions are so extensive that a new typescript of 
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Using the technique of flash photolysis-resonance fluorescence, the reaction of ground-state atomic sulfur 
with carbonyl sulfide has been investigated over the temperature range 233-445°K. Over this temperature 
range, the experimental data were fitted to an Arrhenius equation of the form = (1.52 ±  0.20) X  10- 1 2  

exp(—3.63 ±  0.12 kcal/mol/RTV cm 3  molecule - 1  sec-1 . A comparison of these results with previous in­
vestigations on this reaction system is presented.

Introduction

Carbonyl sulfide, OCS, has been employed extensively 
as a photolytic source of atomic sulfur in kinetic studies of 
ground-state sulfur atom reactions . 2 - 1 9  Nevertheless, there 
appear to be no direct measurements of the rate constant 
for the reaction of S(3 P) with the parent molecule, i.e.

S(3P )  +  OCS — *■ CO +  S ,0 2 >  (1)

In a spectroscopic study reported by Basco and Pearson , 1 4  

an effort was made to evaluate by measuring the rate 
of formation of S2 (3 2 ), following the flash photolysis of 
OCS. However, the value obtained for k i  was ambiguous 
since evidence was found which indicated that both 
bimolecular and termolecular reactions could have been 
involved in the formation of S2 (3 2 ). In a recent product 
analysis study at 298°K, Breckenridge and Taube 1 3  esti­
mated a lower limit for ky of 1.7 X  10- 1 6  cm 3  molecule - 1  

sec-1 , but suggested that the actual value of the rate con­
stant could be ten times larger ( 2  x 1 0 - 1 5  cm 3  molecule - 1  

sec-1 ). There have also been two recent relative measure­
ments of the rate constant for reaction 1  in which reaction 
2 was taken as the reference reaction. Gunning and 
Strausz6  obtained a value of 25 for k 2/ k i, while -Jakubow- 
ski, e t  a l . ,12 have reported a value of 83 for the rate con­
stant ratio at 298°K.

S(3P ) +  C ,H 4 — *  H ,C — C H , (2 )

The activation energy for reaction 1 has been estimat­
ed as ~ 6  kcal/mol by Kondratiev 1 8  in a study of the 
photooxidation of OCS. However, reaction 1 was not

studied directly, but as part of a complex mechanism and 
some assumptions were made in obtaining the quoted ac­
tivation energy for ky .

In this paper we report a direct determination of the 
rate parameters for the reaction of S(3 P) with OCS using 
the flash photolysis-resonance fluorescence technique. 
Rate measurements were made over a temperature range 
233-445°K and over a wide range in the experimental pa­
rameters. These included an eight- to tenfold variation in 
the OCS pressure, the flash intensity, and the total pres­
sure.

Experimental Section

The experimental technique has been described in de­
tail previously ; 2 - 4  and hence, only a brief summary will be 
given here. This method involves the flash photolysis of 
OCS to produce atomic sulfur and subsequent monitoring 
of the kinetic decay of the sulfur atom concentration via  
atom ic' fluorescence. Typical sulfur atom concentrations 
were in the range of 10lo-10 1 : 1  atom s/cc . 4  As before, Su- 
prasil windows were used on both the photolytic flash 
lamp and the atomic sulfur resonance lamp to exclude ra­
diation of wavelength less than about 1600 A. A m.cro- 
wave discharge in a mixture of H 2 S (0.1%) in He served as 
the source of the atomic sulfur resonance radiation.

In these experiments, sulfur atoms were generated in 
the central region of a reaction cell in an excess of OCS 
and buffer gas (Ar). Therefore, in addition to reaction 
with OCS, atomic sulfur was lost due to diffusion out of 
the reaction sampling zone. Since the OCS concentration 
was large compared to the initial S atom concentration,

1137
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TABLE I: Rate Data for the Reaction of S(3P) with OCS
First order,

;mp, °K OCS, mTorr Ar, Torr Flash energy, J k *  X 10 “ 2, s

236 1 0 0 2 0 31 0.29
235 1 0 0 1 0 0 45 0.26
233 400 1 0 0 24 0.29
233 800 1 0 0 24 0.42
231 1 0 0 2 0 0 29 0.33
233 800 2 0 0 24 0.51

298 1 0 0 2 0 31 0.37
298 400 2 0 2 2 0.70
298 800 2 0 24 1 . 1 0

298 1 0 0 1 0 0 8 0.35
298 1 0 0 1 0 0 2 0 0.32
298 1 0 0 1 0 0 39 0.33
298 1 0 0 1 0 0 80 0.35
298 400 1 0 0 14 0.73
298 800 1 0 0 14 1.18
298 1 0 0 0 1 0 0 14 1.40
298 1 0 0 2 0 0 31 0.31
298 400 2 0 0 2 2 0.71
298 800 2 0 0 2 2 1.13

378 1 0 0 2 0 34 0.72
377 400 2 0 29 1.48
378 800 2 0 24 2.59
378 1 0 0 1 0 0 31 0.53
379 400 1 0 0 2 2 1.34
379 800 1 0 0 36 2.67
378 1 0 0 2 0 0 31 0.61
377 400 2 0 0 29 1.44
378 800 2 0 0 24 2.75

443 1 0 0 2 0 45 1.04
445 800 2 0 24 4.67
443 1 0 0 1 0 0 45 0.89
445 400 1 0 0 36 2.52
445 800 1 0 0 36 4.68
443 1 0 0 2 0 0 45 0.96
445 800 2 0 0 24 4.79

Bimolecular rate constant, 
ki ,  cm3 molecule“ 1 sec_ia

(5.6 ±  3.12) X 10 - I 6

(3.48 ± 0 . 3 9 )  X 10 - I 5

(1.18 ±  0.08) X 10- “

(2.52 ± 0 . 1 6 )  X 1 0 -“

" The uncertainties in these rate constants were obtained by determining 
individual points in Figure 1.

the maximum and minimum slopes that could be drawn w ith in  the error bars on the

the decay of S(3 P) due to reaction 1  is given by
In [S0 ] / [S ]  =  *,[0CS]< (I)

The rate of diffusion is also given by a first-order law ; 2 0  

and thus, for this process
In [S0 ] /[S ]  =  k,it (II)

where k d depends on the temperature, the total pressure, 
and the type of inert gas. Combining the above equations 
then yields an expression for the observed atom decay
given by eq IH. The quantity jfei[OCS] +  k d \ was deter-

ln [S „]/[S ] =  I^COCS] +  k d\t (III)

mined experimentally as k * , the pseudo-first-order rate 
coefficient. The bimolecular rate constant, k i ,  was derived 
from the slope of a plot of k *  us. [OCS]. The intercept of 
this plot gave k d .

Results
The results of experiments carried out over a tempera­

ture range 233-445°K are given in Table I. It can be seen 
that, within the experimental uncertainty, the first-order 
rate constant is independent of the total pressure with the 
possible exception of the value derived at the lowest tem­
perature studied, 233°K. Figure 1 shows a plot of k *  as a 
function of the OCS pressure for the four temperatures 
studied. The uncertainty in the individual k *  data was

Figure 1. Plot of k * , the pseudo-first-order rate coeffic ient for S 
(3P) +  OCS plus diffusion, vs. Poes- In this figure Pocs(7"K ) 
=  P()Cs(298"K) X r ’ K /298°K  to fac ilita te  conversion of the 
derived rate constant to m olecular units, e .g .. f<s + o c s (7) = slo­
p e ^ )  X 1/3.21 X 10 ’ 3 cm 3 m olecu le - 1 sec '.

determined to be about ± 1 0 % . 1 9  The bimolecular rate 
constants calculated from Figure 1  are also listed in Table 
I. An Arrhenius plot of these data is shown in Figure 2. A 
least-squares fit of these data gave the following Arrhenius 
expression ki = (1.52 ±  0.20) X 10 - 1 2  exp(-3 .63  ±  0.12 
kcal/m ol/flT ) cm 3  molecule 1  sec-1 . The quoted uncer-
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tainties are the standard errors2 1  calculated from a 
weighted least-squares treatment of the data over the 
temperature range 233-445°K. From a consideration of the 
maximum and minimum slopes which could be drawn 
through the error bars on each data point in Figure 2, the 
uncertainty in A  and £ act was determined to be ±0.55 X  
10- 1 2  and ±0.34 kcal/mol, respectively, for the purpose of 
extrapolation outside the measured temperature range.

Discussion and Comparison with Previous Results
In the present study of reaction 1 , atomic sulfur was 

produced by the flash photolysis of OCS in the vacuum 
uv. The photolytic light source employed for this purpose 
was of the spark discharge type and. as mentioned in the 
Experimental Section, the short wavelength cut-off was 
set at ~1600 A with the use of a Suprasil window. Above 
this cut-off, several primary photolytic processes are ener­
getically possible leading to the formation of S ( 3 P) as well 
as S ( 1 D) and S ( 1 S). It is also energetically possible to pro­
duce 0 ( 3 P) (+C S) above 1600 A; however, the production 
of atomic oxygen from the vacuum uv photolysis of OCS 
has been indicated to be of negligible importance even at 
the LiF cut-off (~1050 A) in recent studies by Donovan 2 2  

and Stief, e t  a l .23 The fate of the metastable sulfur atoms 
has been discerned2 3 - 1 9  from calculations using recent rate 
data for the reaction and collisional quenching of these 
species . 2 4  For example, in the case of gas mixtures con­
sisting of 100 mTorr of OCS and 100 Torr of Ar, the cal­
culations indicate that the bulk (>95%) of the SOD) and 
about half of the SOS) formed the flash photolysis of OCS 
would be deactivated to S( 3 P ) . 1 9  In addition, the lifetimes 
for these processes are on the order of 1 0  n s e c , or less, 
and, therefore, it may be concluded that under the condi­
tions of the present study only ground-state atomic sulfur, 
SOP), was of kinetic significance.

The only previous determinations of the rate constant 
for reaction 1  were made using either indirect techniques 
or relative rate measurements. In a flash photolysis-spec­
troscopic study. Basco and Pearson 1 4  attempted to deter­
mine the value of fei from an examination of the rate of 
formation of S 2 . This system now appears to have been 
quite complex in that a negative temperature dependence 
was observed for the rate of formation of S 2 , and the S 2  

formation rate data could be fitted to an expression either 
first or second order in [S], They suggested one possibility 
might be a mechanism involving the termolecular reaction

SOP) +  OCS +  M — OCS, +  M (3)

The results of the present research, however, do not sup­
port the importance of reaction 3 since no significant ef­
fect on the S(3 P) decay rate due to total pressure was ob­
served at 298°K or higher temperatures, and the tempera­
ture dependence observed in this study was positive. In­
deed, Langford and Oldershaw2 5  have made several argu­
ments against the importance of reaction 3 in a recent 
study of S2  formation from the flash photolysis of OCS in 
which they present an alternate mechanism that depends 
on the recombination of S(3 P) and reactions involving 
polymeric sulfur but not the OCS 2  species.

In the study of Breckenridge and Taube 1 3  at 298°K, 
reaction 1  was assumed to be in competition with the 
S(3 P) recombination reaction and a lower limit for fei of
1.7 x 10- 1 6  cm 3  molecule 1  sec - 1  was thus derived. How­
ever, as pointed out earlier, these authors estimated that 
k i  was probably much larger, e  g ., ~ 2  x 1 0 - 1 5  cm 3  mole­
cule 1  sec-1 . In two other relative rate studies, the rate

Figure 2. Arrhenius plot of the bim olecular rate constant for the 
reaction S (3P) +  OCS.

constant for reaction 1  was measured against that of reac­
tion 2  [S(3 P) +  C 2 H 4 ]. Combining the value of Donovan, 
e t  a l . ,15 for k 2 ( 1 . 2  x  1 0 - 1 2  cm 3  molecule - 1  sec-1 ) with 
the relative rate data of Gunning and Strausz6  f k 2/k-l =  
25), one obtains a value for f t i  of 4.8 X  10 - 1 4  cm 3  mole­
cule - 1  sec-1 . Similarly, taking the relative rate data of 
Jakubowski. e t  a l .12 (k 2/ ki =  83), a value for of 1.4 x 
10- 1 4  cm 3  molecule - 1  sec - 1  is obtained. The above values 
for k i  are seen to be larger than the present value for k j at 
298°K by factors of 14 and 4, respectively. On the other 
hand, combining the value of k 2 obtained by Davis, 
Klemm, and Pilling2 3  (4.97 x  10- 1 3  cm 3  molecule - 1  

sec-1 ) with the relative rate of Jakubowski, e t  a t , 12 leads 
to a value for k-i that is within a factor of 2  o f the present 
value. Finally, in a shock tube study by Hay and Bel- 
ford , 2 6  the value of fei was estimated to be ~ 1  x  1 0 - 1 2  

cm 3  molecule - 1  sec - 1  at 2570°K. Interestingly, this value 
is seen to agree to within 25% with the value of k 1 extrap­
olated from the Arrhenius expression derived in the pres­
ent work.

The Arrhenius parameters obtained in the present 
study of reaction 1 are 1.52 X 10- 1 2  cm 3  molecule - 1  sec - 1  

for the A  factor and 3.63 kcal/mol for E m This activa­
tion energy is significantly smaller than that reported by 
Kondratiev 1 8  ( ~ 6  kcal/m ol); but the absence of agree­
ment is not unreasonable considering the scheme used to 
derive the 6  kcal value. Much better agreement is found 
in the value of the activation energy calculated by Jaku­
bowski, e t  a l . .12 who used the extended bond energy-bond 
order method2 7  to obtain a value of ~ 4  kcal/m ol for 
£act(ki)- The same authors also calculated the “ mini­
mum” preexponential factor to be about 1 0 - 1 1  cm 3  mole­
cule - 1  sec - 1  using Benson’s method . 2 8  However, since 
this method depends upon a number of assumptions con­
cerning the geometry of the transition complex, the re­
sults of such calculations are usually considered to be 
‘ ‘order-of-magnitude”  predictions.

In summary, we have reported the first direct measure­
ment of the activation energy for the reaction of S(3 P) 
with the reactant molecule OCS. The measured value of
3.6 kcal/mol differs significantly from the previous experi­
mental estimate of ~ 6  kcal/mol. There is, however, rea­
sonable agreement between approximate theoretical cal­
culations, which give ~ 4  kcal/mol, and the present value 
fo r £ ai-t (D-
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Uranium dioxide powder was fluorinated by gaseous BrF3 and F2, separately, in order to compare the 
characteristics of the two fluorinating agents. The BrF3-U 02 reaction proceeds under lower temperatures 
and a lower concentration of the reacting gas than the F2-UO2 reaction. The temperature dependence of 
its rate is very small; the apparent activation energy is only 1.6 kcal/mol. In the F2-UO2 reaction, the 
production of UF6 was not observed below 390°. The rate of this reaction increases remarkably with an 
increase in temperature; the apparent activation energy for this reaction is 26.0 kcal/mol. In both of 
these reactions, UO2F2 is formed as an intermediate, and the further uptake of fluorine in the solid is not 
observed in either case. The solution from the residue of BrF3-U 02 reaction contains trace amounts of 
bromine, which possibly arises by hydrolysis of the BrF3 chemisorbed on the solid. Oxygen fluorides were 
not detected in the F2-UO2 reaction. The diffusion rate of the reacting gas onto the solid surfaces influ­
ences the rates of both reactions. The results indicate that the physical adsorption of BrF3 functions as 
the precursor to its chemisorption, and that the adsorption of fluorine is activated and dissociative.

Introduction

Bromine trifluoride (mp 8.8°, bp 127.6°) is readily pre­
pared by direct combination of bromine and fluorine, and 
has been used as a liquid fluorinating agent or a solvent 
by many other workers.14 Extensive data on its physical 
and chemical properties are available.1 4

Recently, gaseous BrF3 has been used in the author’s 
laboratory for the fluorination of nuclear fuels and fission 
products. In the series of studies.5 6 the author has no­
ticed that gaseous BrF3 has higher reactivity with such in­
organic materials as uranium compounds than F2. For ex­
ample. gaseous BrF3 fluorinates UF4 even at 55°,5 whereas

Labaton and Johnson have reported that the fluorination 
of UF4 by F2 does not proceed below 220V The reason for 
this has not been made clear yet. Moreover, details of 
their reactivities are not obtained from the literature 
available, because the experimental data are not sufficient 
or each worker used specimens with different histories of 
preparation.

The purpose of the present study is to obtain informa­
tion on the reactivities of BrF3 and F2. Uranium dioxide 
powder was fluorinated by gaseous BrF3 and F2, separate­
ly, and the reaction rates and processes were studied. On 
the basis of the results, the difference in reactivity be­
tween the two fluorinating agents is discussed.
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Figure 1. Examples of the weight change vs. time curve in the 
BrF3-U 0 2 and the F2-U 0 2 reaction, initial weight of U 02 100 
mg; temperature 208° for the BrF3-U 0 2 and 450° for the F2-  
U 02 reaction; BrF3 partial pressure 15 mm; F2 partial pressure 
152 mm; helium was used as the carrier or diluent gas, the lin­
ear gas velocity being 1 cm/sec.

Experimental Section
Materials. Commercial-grade bromine trifluoride, from 

the Matheson Co., was purified by distillation as reported 
previously.8 Fluorine, from Daikin Kogyo Co., was used 
after passage through a sodium fluoride column to elimi­
nate hydrogen fluoride. Uranium dioxide powder with a 
purity greater than 99.9% was supplied by Mitsubishi 
Kinzoku Kogyo Co. Prior to the experiment the material 
was treated with pure hydrogen at 1050° for 10 hr; the 
surface area, determined by means of krypton adsorption, 
was 2.2 m2/g. Argon, nitrogen, and helium, used as a dil­
uent for F2 and as a carrier gas for BrF3, were of purities 
greater than 99.99%.

Thermogravimetric Study. The weight change of the 
solid phase was obtained with a thermobalance, details of 
which were described in a previous paper.5 All valves and 
tubes in the apparatus in contact with the reacting gases 
and the reaction products are made of Monel, nickel, or 
Teflon; they were kept at 40° to prevent condensation of 
BrF3 and UF6. Leaks from the apparatus were checked 
with a helium leak detector; they were less than 1CU9 
atom cm3/sec. UO2 (100 mg) was placed in a sample pan 
suspended in the reaction tube. After having been evacu­
ated, the reaction tube was filled to atmospheric pressure 
with an inert gas, and the sample was then heated to a 
specified temperature. A chromel-alumel thermocouple in 
a Monel sheath 0.3 cm below the sample pan sensed the 
reaction temperature. Subsequently, the inert gas con­
taining BrF3 or F2 of a given partial pressure was passed 
through the reaction tube at a constant flow rate. The lin­
ear gas velocity was kept at 1 cm/sec, because the rates of 
both reactions were constant in the linear velocity range 
0.9-2.4 cm /sec.9 10 The partial pressure of fluorine was 
controlled by using a flowmeter with nickel filaments,11 
and that of BrF3 was varied by saturating the inert gases 
with BrF3 vapor at different temperatures.5 The weight

change of the solid phase with time was recorded contin­
uously on a recording potentiometer.

Analysis of the Solid Phase. The change in composition 
of the solid phase with time was examined as follows. 
After uranium dioxide had been in contact with the react­
ing gas stream for a given time, the residue was taken out 
of the reaction tube and added to 25 ml of distilled water. 
The insoluble residue (UO2) was removed by filtration, 
and then the amounts of fluorine, bromine, and UC>22+ in 
the solution were determined. The alizarin complexone 
(ALC) photometric method was used for determination of 
the fluorine.12 The UC>22+ content was determined by 
measuring its absorbance at 425 nm. The presence of 
trace amounts of bromine was observed by potentiomet- 
ry,13 after the solution had been treated with sodium sul­
fite for reduction of BrO ~ and Br03 - into Br~ .8

Analysis of the Gas Phase. The gas phase was analyzed 
by infrared spectroscopy, in order to see whether or not 
oxygen fluorides are produced in the F2-UO2 reaction. 
Uranium dioxide was treated with F2 at various tempera­
tures between 300 and 500°, and, before completion of the 
reaction, the gas in the reaction tube was quenched rapid­
ly to —78° in order to prevent the thermal decomposition 
of oxygen fluorides.14 The UF6 produced was thus caught 
in the cold trap and the remainder was introduced into an 
absorption cell. A Shimadzu Model IR-27B spectropho­
tometer was used. The cell with silver chloride windows 
was made of Monel.

Results and Discussion
Changes in Weight and Composition of the Solid Phase. 

In order to compare characteristics of the- two reactions, 
“ weight change vs. time” curves are shown in Figure 1 for 
the runs in which the two reactions give similar rates. In 
both of the reactions, the weight of the solid phase in­
creases slightly in the initial stage of reaction, and then 
decreases with time. Although both of the reactions shown 
in Figure 1 terminated 25 min after the start, it should be 
noted that the reaction temperature was 450° for the F2- 
U 02 and 208° for the BrF3-U02 reaction, and the partial 
pressure of the reacting gas was 152 mm in the former and 
only 15 mm in the latter reaction. The BrF3-U 0 2 reaction 
thus proceeds under milder experimental conditions than 
the F2-U 0 2 reaction.

For the F2-UO2 reaction, it is known that UO2F2 is pro­
duced as an intermediate.10 The change in composition of 
the solid phase with time was examined to obtain infor­
mation on the mechanism of reaction. Table I shows the 
results for the runs which were carried out under the same 
experimental conditions as in Figure 1. The mole ratio 
[F~]/[U022+] is nearly 2 for both the reactions, except 
that in the initial stage. This fact indicates that U 02F2 is 
an intermediate also in the BrF3“ U 02 reaction, and the 
further uptake of fluorine in the solid phase, correspond­
ing to the formation of such intermediates as UOF4, does 
not take place in either of the reactions. U 02 may be fluo- 
rinated to UF6 through the following two steps in both the 
reactions

U02 —*- U02F, (step 1)
U02F2 — *- UF6 (step 2)

The weight increase in the initial stage of reaction is as- 
cribable to step 1 (see Figure 1).

Idrissi, et al., reported that (UC^LF, (U0 2)3F, and 
(U0 2)xFy, with x = y < 2, were formed in the F2-UO2 
reaction, preceding to the formation of UO2F2.10 The low
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TABLE I: Results of the Analysis of the Solutions Prepared from the Reaction Residues"
BrFa-U O * reaction  F2-U O 2 reaction

T im e  M ole  ratio, T im e  M ole  ratio,
elapsed,

min
Reaction 

residue, mg U 0 22+, mg F mg
IF - ] /  

[U O / + ]
B r -
Mg

elapsed,
min

Reaction 
residue, mg UO-.2+, mg F -, mg

IF “ ] /
[U O F ']

4 1 0 1 . 6 5 3 . 3 7 .1 1 .8 9 42 2 1 0 4 .5 8 2 .3 1 0 .8 1 .8 6
8 8 0 .4 3 5 . 1 5 .1 2 .0 6 28 6 8 2 .5 6 7 .5 9 .3 1 .9 6

10 6 7 .7 3 1 .7 4 .6 2 .0 6 42 11 5 8 .9 5 0 .0 7 .0 1 .9 9
13 4 8 .1 1 8 .2 2 .7 2 .1 1 28 14 4 3 .5 3 6 .5 5 .1 1 .9 9
19 2 1 .7 9 .8 1 .4 2 .0 3 32 19 2 0 .2 1 7 .7 2 .6 2 .0 9

" Experimental conditions of the fluorination were as follows: in itia l amount of U O 2 was 102 ±  1 mg, temperature was 208° for the BrF3-UO> and 450° for 
the F 2-U O 2 reaction, BrF3 partial pressure was 15 mm, F i partial pressure was 152 mm, and the carrier or d iluent gas was helium, the linear gas velocity being 
1 cm/sec.

F igure 2. Changes of the mole fractions of U 02, U 02F2, and 
UF6 during the reactions.

values of the mole ratio [F_ ]/[U 022+] in the initial stages 
of both the reactions, i.e., 1.89 and 1.86, may be due to 
these intermediates.

The solution from the residue of BrF3-UC>2 reaction 
contains trace amounts of bromine; the mole ratio [Br ]/ 
[U022 + ] is in the range of 10-3 to 10~2. The bromine in 
the solution is possibly produced by hydrolysis of the BrF3 
chemisorbed on the reaction residue.8

From Table I and Figure 1, the changes in amounts of 
U 02, UO2F2, and UF6 can be obtained; Figure 2 shows 
the results. The ordinates in the figure are the mole frac­
tions of U 02, UO2F2, and UF6, and the abscissas the reac­
tion time, which is the same as that in Figure 1. Elemen­
tal fluorine converts most of the UO2 into UO2F2 in the 
first 2 min; therefore, in the F2-UO2 reaction the appar­
ent weight loss of the solid phase can be regarded as the 
loss of UO2F2 due to step 2. On the other hand, in the 
BrF3-U 02 reaction, the solid phase consists of nearly 
equal amounts of U 02 and UO2F2 throughout the reac­
tion, and. therefore, the apparent weight loss of the solid 
phase is 6%, or less, smaller than the loss of UO2F2 due to 
step 2. This difference may be due to the step 1 in the

25
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Figure 3. Temperature dependence of the rates of the two reac­
tions and the F(T) curve for £ = 2.0 X  10“  13 erg: initial weight 
of U 02 100 mg; BrF3 partial pressure 15 mm; F2 partial pres- 
su'e 152 mm; the carrier or diluent gas was helium, the linear 
gas velocity was 1 cm /sec. The dotted line shows a theoretical 
temperature function for the rate of BrF3-U 0 2 reaction, details 
of which are described later.

F2-UO2 reaction being highly exothermic; a rapid increase 
in the reaction temperature takes place in the beginning 
of'h is reaction, as shown later (see Figure 4).10

Rates of the Reactions. In many cases of gas-solid reac­
tions in which the products are entirely gaseous, the di­
minishing sphere model has been used to treat the 
rates.7’10'16 The final equation derived from this model is 
(1 -  F) 1' 3 = 1 -  k't, where F is the fraction of the solid 
reacted, t the reaction time, and k' a rate constant. The 
slope of the straight line in a graph of the value of (1 — 
F ) 1 3 vs. time gives the rate constant.

However, in the present case, the plot of (1 — F )1 3 vs. 
time did not give a straight line for either of the reactions 
and that of (1 -  F) vs. time was linear, except its initial 
and final portions, for both the reactions. This fact indi­
cates that the thickness of the solid phase decreases with 
time at a constant rate, as the present author and other 
workers reported already for the BrF3-UF4 and the SF4-  
UO3 reaction, respectively.516 Therefore, in the present 
study, the slope of the straight line approximating the 
middle portion of the weight change vs. time curve was 
used as a reaction rate K in g/min.

Effect of Temperature on the Reaction Rate. Tempera­
ture dependence of the reaction rate was examined by 
keeping both partial pressure of the reacting gas and lin­
ear gas velocity constant. The temperature was varied be­
tween 40 and 500°; the partial pressure was 152 nm for F2 
and only 15 mm for BrF3. Figure 3 shows the results. The 
BrF3-U 0 2 reaction proceeds even at 40°, producing UFe; 
the rate increases only slightly with temperature. In the 
F2-U 0 2 reaction, the weight decrease due to the produc-
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tion of UF6 was not observed up to 390°, though the sorp­
tion of fluorine was confirmed even at 300° through a 
pressure study. The rate of this reaction increases remark­
ably with increasing temperature, and beyond 480° it ex­
ceeds that of the BrF3-U 02 reaction. The Arrhenius plot 
for F2-UO2 reaction is linear, and gives the apparent acti­
vation energy of 26.0 kcal/mol. The least-squares method 
was used in the Arrhenius plot for BrF3-UC>2 reaction, in 
order to determine the straight line approximating the 
plot; the apparent activation energy thus obtained was 
only 1.6 kcal/mol.

Influence of the Inert Gases on the Reaction Rate. 
When a gas-solid reaction is diffusion controlled, its rate 
is proportional to V°-5, where V is the linear gas veloci­
ty.17 However, the present author reported previously9 
that the BrF3-UF4 reaction was still diffusion controlled 
even in the range where the linear gas velocity little in­
fluenced the reaction rate (this phenomenon could be ex­
plained as the influence of a sample pan). Therefore, in 
the present study, the carrier or diluent of the reacting 
gas was changed in order to see the influence of the diffu­
sion of the reacting gas on the reaction rate.

When the carrier gas was changed from helium to argon 
or nitrogen, the rate of BrF3-U 02 reaction decreased by 
nearly a half. This is attributed to the decrease in diffu­
sion rate of BrF3 in the relatively stagnant gas film be­
tween the solid phase and the main gas stream.9

In the F2 UO2 reaction, a similar decrease in reaction 
rate was also observed at 450° by changing the diluent of 
F2. However, at higher temperatures, e.g., 475°, the reac­
tion proceeds more rapidly in argon than in helium in the 
initial stage. Figure 4 shows the changes in weight and in 
reaction temperature during the runs at 475°. The reac­
tion temperature increases rapidly in the beginning of the 
F2-UO2 reaction, and argon keeps this high temperature 
for a considerably longer time than helium; the produc­
tion of UF6 is accelerated remarkably with argon during 
this interval. The reaction in argon then slows down as 
the temperature returns to the original line (475°), and 
becomes slower than that in helium in the final stage. 
This phenomenon is ascribed to the lower thermal con­
ductivity of argon and the great temperature dependence 
of the rate of F2-UO2 reaction.

Thus, the diffusion rate of the reacting gas onto the 
solid surfaces influences the reaction rate in both the 
cases.

Study of the Reaction Products. The question has been 
raised whether oxygen difluoride is produced or not as a 
product in the fluorination of uranium oxides by F2.18 
However, infrared spectra of the gas phase did not show 
any peaks corresponding to oxygen fluorides.

Difference in Mechanism between the Two Reactions. 
The BrF3-UC>2 reaction proceeds under lower tempera­
tures and a lower concentration of the reacting gas than 
the F2-UO2 reaction, and application of heat only slightly 
increases its rate. This reaction does not involve any acti­
vated steps. In addition, the author reported previously19 
that gaseous BrF3 was adsorbed by ionic crystals such as 
sodium fluoride in the same partial pressure region as in 
the present experiment, i.e., P/Ps < 0.02, where Ps de­
notes the saturated vapor pressure of BrF3. These findings 
indicate that BrF3 molecules are attracted to UO2 surfac­
es by the electrostatic force between the dipole of BrF3 
molecules (n = 1.0 D2) and the surface ions. Since UO2 
crystal is a semiconductor,18 the fluorine atoms of the

T im e , min

Figure 4. Changes in weight and temperature during F2-U 0 2 
reactions at 475° in different diluents: diluent of F2 helium or 
argon; initial weight of U 02 100 mg; F2 partial pressure 152 
mm; linear gas velocity 1 cm /sec.

BrF3 molecules adsorbed form acceptor bonds with urani­
um ions on the surfaces by trapping surface electrons of 
the semiconductor.20-21 This process may correspond to 
the case that the potential energy curve for chemisorption 
crosses that for physical adsorption while the van der 
Waals force is still attractive, and no activation energy is 
required for the chemisorption.21

Small temperature dependence of the rate of BrF3-U 0 2 
reaction, in Figure 3, may be explained as follows. Of the 
BrF3 molecules in the gas phase, only a fraction with total 
translational energies less than the heat of adsorption, E 
erg, will be attracted to UO2 surfaces by the electrostatic 
force. On the assumption that the distribution law is ap­
plicable to the BrF3 molecules in the inert gas, the frac­
tion, f(E, T), described above is given as22
f(E ,T) =  erf[(E/kT)m\ -  2/irU2(E/kT) l/2 exp(-E/kT) 
where k is Boltzmann’s constant, T the temperature in 
°K, and erf(x) the error function. The rate of a gas-solid 
reaction is proportional to D12(Cb — Cs),23 where DJ2 is 
the diffusion coefficient in the binary gas system, and Cb 
and Cs are the concentration of the reactant in the main 
gas stream and in the gas phase at the solid surface, re­
spectively. In the present case, Cs can be taken as Cb[l -  
f(E,T)]. In theoretical equations,24 D12 is related to tem­
perature as T3 2. The temperature function of the reaction 
rate, F(T), is thus expressed as

F(T) =  T32f  ( E,T)
Since f(E.T) decreases with an increase in temperature, 
F(T) increases slightly or decreases, depending upon the 
value of E, when temperature is increased. The results of 
calculation show that the F{T) curves for E =  1.0 X  10“ 13 
~  3.0 X  10~13 erg are similar in shape to the tempera­
ture-dependence curve for the BrF3~U0 2 reaction rate 
shown in Figure 3. The F(T) curve for E = 2.0 x 10~13 
erg is shown in Figure 3 by the dotted line; the values of 
f(E.T) for E = 2.0 x 10“ 13 erg are 0.94 at 400°K, 0.82 at 
600°K, and 0.70 at 800°K.
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On the other hand, characteristics of the F2-UO2 reac­
tion are as follows: (i) heating is necessary for its initia­
tion, and (ii) the rate increases remarkably with increas­
ing temperature. Similar characteristics are also observed 
in other reactions of fluorine: the F2-M 0O3 and the F2-  
UF4 reaction proceed at temperature above 250 and 220°, 
respectively,6-7 and the apparent activation energy is 36.8 
kcal/mol for the former and in the range 15.5-19.9 kcal/ 
mol for the latter reaction.

The facts described above indicate that the F2-UO2 
reaction involves the activated and dissociative adsorption 
of fluorine. The heating, necessary for the initiation of 
this reaction, may be attributed to the energy of stretch­
ing the interatomic distance of fluorine molecules so as to 
match the distances between uranium sites on the surfac­
es.21-25
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Photochemistry of Rhodium(lll) Complexes. Ligand Field Excitation of 
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Ligand field excitation of hexaamminerhodium(III), Rh(NH3)63+, in aqueous solution results in the pho­
toaquation of one coordinated NH3. The measured quantum yields at 23° are 0.075 mol/einstein for 313- 
nm excitation of the 1Ai); — 1Tig transition and C.07 for 254-nm excitation of the 1Aik —► 3T 2g transition, 
suggesting efficient interconversion of the higher energy state to a common reactive excited state. Under 
similar conditions, the quantum yield for the perdeuterated complex Rh(ND3)63+ is about twice as large 
(0.14 in H20, 0.15 in D2O, 313-nm excitation). However, the temperature dependence of the photoaqua­
tion quantum yields is measurably greater for the perprotio complex than for the perdeuterio complex. 
To explain these results, it is proposed that temperature-independent weak coupling and temperature- 
dependent strong coupling mechanisms are competitive in the nonradiative deactivation of the reactive 
excited state of Rh(NH3)63+ .

Introduction
In the past several years, interest3-4 in the photoreac­

tivities of d6 metal ion complexes has been extended to 
quantitative studies of the ammine complexes of rutheni- 
um(II)5 and rhodium(III).6"10 The rhodium(III)-ammine 
complexes whose photochemistry reported to date have

been halide complexes such as Rh(NH3)5X 2+ or 
Rh(en)2X 2+ (X = Cl- , Br- , or I- ), for which perturba­
tions of the ligand field involve the stereochemistry of the 
bis(ethylenediamine) complexes or the identity of the ha­
lide ion. In order to consider more subtle differences, we 
have been examining the photochemistry1-11 and lumines­
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cence spectroscopy12 of complexes of the type 
Rh(NH3)5L3+, where L is one of a series of uncharged ni­
trogen bases such as NH3, a substituted pyridine py-X, or 
an organonitrile RCN. During these studies the dramatic 
effects1314 that perdeuteration of the coordinated am- 
mines has on the luminescent lifetimes at 77°K of the 
complex ions Rh(NH3)5X 2+ and Rh(NHs)63+ came to our 
attention. These deuteration effects provide insight into 
the nonradiative deactivation mechanisms of the emitting 
states14 and, conceivably, studies of similar effects under 
photochemically significant conditions might improve our 
understanding of processes deactivating chemically reac­
tive excited states. Since Rh(NH3)634, a member of the 
RhiNHajsL31* series, displays the greatest effect of deut­
eration on its phosphorescence lifetime,14 it was decided 
to examine in some detail the photoreactions of this ion 
and its perdeuterated analog in aqueous solution. Kelly 
and Endicott7 have studied the photoaquation of the ions 
Rh(ND3)5X 2+ and found that quantum yields were iden­
tical with those of the perprotio analogs for X -  = Br or 
I , but for X~ = Cl-  perdeuteration led to a small en­
hancement (—40%) of the quantum yield. A larger effect 
is seen for the hexaammine complexes whose photochem­
istry is presented here.

Experimental Section

Materials and Syntheses. The hexaammine complex 
[Rh(NH3)e]Cl3 was prepared by the procedure of Thomas 
and Crosby.13 The perdeuterated hexaammine complex 
[Rh(ND3)6]Cl3 was prepared by heating the perprotio 
complex in D20 . Initially, [Rh(NH3)6]Cl3 (0.25 g) was dis­
solved in 5 ml of D2O (Thompson-Packard, 99.8% D) and 
heated (in a system isolated from atmospheric water by 
drying tubes) for a period of 5 hr. The solution was then 
cooled to ice temperatures and diethyl ether (5 ml) added 
to form a heterogeneous liquid mixture. To this was added 
ethanol (10 ml) leading to immediate precipitation of the 
rhodium salt. This material was collected by filtration, 
washed with ethanol-ether mixtures, and dried in a vacu­
um desiccator. An infrared spectrum was taken to deter­
mine the approximate amount of deuteration. The proce­
dure was repeated three times to give a highly deuterated 
hexaammine sample in an overall yield of 68%. Per cent 
deuteration was examined by a published nmr method7 on 
a Varian T-60. According to this analysis, no protons were 
shown to be present in the perdeuterated hexaammine 
salt; however, experimental uncertainties established an 
upper limit of 0.8 protons per rhodium, or, in other words, 
deuteration was at least 95.5% complete.

Photolysis Procedures. Photolyses at 313 nm were car­
ried out on an optical train utilizing a PEK 200-W high- 
pressure mercury short arc lamp as a light source, an in­
frared filter and a 313-nm interference filter (Oriel) for 
wavelength selection, and a thermostated cell holder. 
Photolyses were carried out in aqueous perchloric acid so­
lutions (pH 2-4) in 2-cm pathlength cylindrical quartz 
cells (volume = 6.0 ml). Irradiation beam intensities 
(band pass = 12 nm for the interference filter) averaged 1 
X 10^6 einstein/min as determined by ferrioxalate acti- 
nometry.15 Beam intensities were monitored continuously 
with a YSI-Kettering Model 65A radiometer to ensure sta­
bility. Solutions irradiated were relatively optically dense 
(OD ~  1.5); however, quantum yields are based on ein- 
steins of quanta absorbed as determined by a computa­
tional method. Proceeding reactions were monitored peri­
odically by recording the electronic spectrum on a Cary 14

spectrophotometer. Analogous solutions allowed to react 
in the dark displayed no spectral changes at any of the 
temperatures studied. On the basis of spectral changes, 
quantum yields were calculated as moles of reaction per 
einstein of light absorbed during a particular photolysis 
interval. As the reaction proceeded, these values dropped 
off slowly owing to the secondary involvement of the reac­
tion product. For this reason, the interval quantum yields 
were plotted as a function of per cent reaction, and the re­
sulting plots were extrapolated to zero time to obtain the 
quantum yield for photolysis of the starting complex. 
Values obtained in this manner were equivalent within 
experimental uncertainty to those obtained by plotting 
overall quantum yield as a function of irradiation time or 
per cent reaction according to the method of Chaisson, et
al.5 Aquation of NH3 was also examined by measuring pH 
changes of the photolysis solution during the course of the 
reaction. A Sargent-Welch Model NX digital pH meter 
calibrated against commercial buffers was employed for 
pH measurements.

Photolyses at 254 nm were carried out on an optical 
train utilizing a 90-W medium-pressure Philips “ spectral” 
lamp as source, an Oriel 254-nm interference filter to iso­
late the desired wavelength region, and a thermostated 
cell compartment. Reactions were carried out in a 2-cm 
pathlength cylindrical cell. Irradiation beam intensities (2 
X 10 7 einstein/min) were determined by ferrioxalate 
actinometry and reactions were followed by spectral and 
pH changes.

Sensitization. Sensitization experiments were carried 
out with two sensitizers, biacetyl (Aldrich, vacuum redis­
tilled) and pyrazine (Aldrich). Solutions were prepared 
with the appropriate sensitizer and sufficient 1 M  HCIO4 
to give the desired pH (~3.1) in redistilled H20  and were 
carefully deaerated in all cases using chromous scrubbed 
argon. Care was taken to ensure that solutions to which 
[Rh(NH3)e]Cl3 had been added were entrained for the 
same period of time as control solutions to which no sub­
strate had been added. Optical densities of the solutions 
at the excitation wavelength (405 nm for biacetyl, 254 nm 
for pyrazine) fell in the range 1-2 and direct absorption by 
Rh(NH3)63+ accounted for less than 1% of this for biace­
tyl sensitization and less than 5% for pyrazine sensitiza­
tion. Reaction yields for ammonia aquation were deter­
mined at the conclusion of photolysis by measuring the 
pH change on a Radiometer model 26 pH meter. Emission 
spectra of solutions were obtained in a Perkin-Elmer 
MPF-3 fluorescence spectrophotometer. Photolyses at 405 
nm were carried out using the PEK high-pressure mercury 
lamp with a 405-nm interference filter (beam intensity ~  
4 X 10' 6 einstein/min) and at 254 nm using the appara­
tus described above.
Results

The spectrum of Rh(NH3)6̂  in aqueous solution dis­
plays two absorption bands at 305 (c 134 M~ 1 c m '1) and 
’255 nm (f 101) (Figure 1) which can be assigned to the 
1Aie —► 1Tig and 1Aig -*■ JT ^  ligand field transitions, re­
spectively. Continuous photolysis with 313- or 254-nm 
light, corresponding to excitation of these transitions, re­
sults in substitutional behavior as the only observed pho­
tochemical reaction of this complex in acidic aqueous so­
lution (eq 1). Reactions were monitored by examining the

Hi: Ml )f • + HO -------- -------- Rh(NH HIO • + NH (1)(313 or 254 nm 1
spectral changes in the solution after photolysis intervals
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F i g u r e  1 . Spectrum of Ru(NH3) 63+ in aqueous solution.

and by measuring the difference in the solution pH be­
tween the initial solution and the product solution at the 
conclusion of the photolysis experiment (usually carried to 
approximately 20% reaction as determined by the spectral 
changes). An increase in pH indicates the photolysis 
caused release of NH3 into the weakly acidic photolysis 
solution (pH 2-4). Quantum yields determined by the two 
methods were comparable. Photolysis of Rh(NH3)63+ to 
greater than 90% completion in the acidic perchlorate so­
lutions gave product solutions with Xmax (316 nm) and op­
tical densities essentially identical with those predicted 
for RhlN H Q s^O 3-1' as the sole reaction product. Under 
these experimental conditions the product 
Rh(NH3)5H203+ has the appearance of being essentially 
photolysis insensitive, and no spectral changes are ob­
served when this complex is photolyzed with 313-nm light.

During each photochemical experiment a parallel dark 
reaction was carried out with another sample of the same 
solution under comparable conditions. For all the temper­
atures used in this study, no reaction was detected by ei­
ther spectral or pH measurements for solutions not irra­
diated. Photolysis experiments were carried out both on 
solutions which had been carefully entrained with deoxy- 
genated argon and on solutions saturated with air. How­
ever, no differences in quantum yield measurements were 
detected, indicating that the photoreactions are not sensi­
tive to the presence of dissolved oxygen. A similar obser­
vation was made for the halopentaamminerhodium(III) 
complexes.7

Quantum Yields. Table I summarizes the quantum 
yields for 313-nm photolysis of aqueous Rh(NH3)63+ at 
four temperatures. Considering the values for $(N H 3) at 
23 and at 68° only, an apparent activation energy, Ea (ap­
parent), of 3.6 ±  0.3 kcal/mol can be calculated for the 
NH 3  photoaquation. Also listed in Table I is the <J>(NH3) 
value measured at 23° for 254-nm irradiation. Within ex­
perimental uncertainty this quantum yield is indistin­
guishable from 4> (NH3) measured for 313-nm photolysis 
under comparable conditions.

The quantum yields measured for photoaquation of 
Rh(ND3)63+ are also listed in Table I. In each case stud­
ied here, photoaquation of Rh(ND3)63+ occurred with a 
higher quantum yield than for the perprotio analog. How­
ever, the photoreactivity of the perdeuterio complex is not 
as temperature sensitive with an Ea (apparent) value of 
only 1.9 ±  0.4 kcal/mol between the values measured at 
23 and 68°. Plots of In ($) vs. 1 (Arrhenius type activa­
tion plot) are shown in Figure 2 for the perdeuterio hexa-

Figure 2. "A ctiva tion energy” plots of the tem perature-depen­
dent quantum yield for photoaquation of hexaam m inerhodi- 
u n ( I I I )  in aqueous solution: upper curve shows data for 
Rh(ND3)63+ in D2O; lower curve data for Rh(NH3)63+ in H20 .

TABLE I: Q uan tum  Yields for the P hotoaquation  
o f H exaam m inerhodium (III)

Xirr, » ( N D s ) /
C om plex T, °C  nm  'I1'1 ííN H a)*1

R h(N H 3)63+ 23 313r
313 
254c 

40 313
55 313
6 8  313

R h(N D 3)63* 23 313
313 

55 313
6 8  313

0.075 ±  0.007 (19) d
0.07 ± 0 .0 1 ( 2  )•
0.07 ± 0 . 0 2 (4)¿
0.093 ±  0.007 (6 ) d
0.122 ±  0.007 (6 ) 3

0.169 ±  0.010 (4) 3

0.150 ±  0.015 (4)' 2 . 0 0

0.14 ± 0 . 0 2 (6 ) 3 1.87
0.179 ±  0.007 (3)' 1.47
0.23 ± 0 . 0 2 (3)‘ 1.36

c Q uantum  yie ld  (initial) for  N H s or  N D s aquation , m ean value and a v er­
age deviation  reported w ith  num ber o f  determ inations in parentheses. 
b R a tio  o f  quantum  y ields for pei'deuterio vs. perprot o  system s. c 313-nm
irradiation corresponds to  ‘A ik —► ’T ig excita tion , 254-nm  irradiation to  
’A .g —► ’T?g excita tion . d In  H .O  solution, H C IO4 ~  10 ~3 M. e In  D 2O solu ­
tion , D 2SO4 ~  IQ “ 3 m .

ammine complex and for the perprotio complex. Neither 
plot appears to be linear, but it is evident that over the 
range the perprotio system is the more temperature sensi­
tive.

Quantum yields for photoaquation of Rh(ND3)63+ were 
determined both in D2O solution and in H2O solution 
(Table I). A slightly higher quantum yield was found for 
the deuterated solvent, although the differences fall into 
the ranges of experimental uncertainty. Similarly, photol­
ysis of Rh(NH3)63+ in D2O solution gives quantum yields 
essentially indistinguishable from those values measured 
in H2O solution (Table I).

Sensitization Studies. No net photochemical reaction 
was observed when deaerated solutions of biacetyl (—0.2 
M) and 2 X 10' 3 M  R I^ N H ^ ^  in pH 3.1 water were 
photolyzed extensively at 405 nm. Similarly a solution 
with 1.2 x  10' 2 M  RhfNHsls3̂  gave a small pH change 
on irradiation, but this could be attributec entirely to di­
rect photolysis of the rhodium(III) substrate. Thus, it ap­
pears that no biacetyl sensitization of Rh(NH3)63+ photo­
chemistry occurs. Emission studies demonstrated that the 
failure to see sensitized photochemistry was not the result 
of impurity quenching of biacetyl. Solutions containing 
RhiNH3)63+ and control solutions without Rh(III) both 
displayed the biacetyl phosphorescence and fluorescence
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emission bands at 510 and 465 nm, respectively, with peak 
height ratios ranging from ~ 5 :1 to —10:1. Rh(III) and 
control solutions prepared identically (including deaera­
tion procedures, etc.) have similar phosphorescence/fluo- 
rescence ratios, but for each pair the solution containing 
Rh(m) showed a smaller ratio by about 10-20%. Greater 
variations were observed between different pairs of solu­
tions indicating that impurity quenching (presumably O2 
quenching of phosphorescence) was playing some role.

Unlike biacetyl, pyrazine appears to sensitize the pho­
tochemistry of Rh(NH3)63+. Solutions containing ~ 2  X 
10-  4 M  pyrazine and 7.0 x  10_ 4 M  RhiNHsle3“1 dis­
played pH changes sufficient to give an overall quantum 
yield of 0.012 based on the total light absorbed by the so­
lution. A maximum upper limit of 40-45% of this reaction 
can be attributed to direct photolysis of the complex, thus 
the quantum yield for sensitized photolysis is about 0.006 
to 0.007 mol per einstein absorbed by pyrazine. A lower 
concentration of Rh(III) (4.7 X 10 4 M) led to a smaller 
sensitized photolysis quantum yield (~0.004). Pyrazine 
does not display a phosphorescence band in its room tem­
perature emission spectrum, so quenching efficiency can­
not be compared to sensitized photolysis yields. However, 
the presence of Rh(III) does not affect the fluorescence in­
tensity of pyrazine at 342 nm, so the photochemistry ob­
served apparently is not due to energy transfer to the sin­
glet state of RhiNHsle34" but to energy transfer from the 
pyrazine triplet. Intersystem crossing for pyrazine occurs 
with less than unitary efficiency (4>iSC = 0.33 in hex­
ane),16 thus the observed quantum yields of sensitized 
photochemistry (not under limiting concentration) are in 
fact closer to the direct photolysis value of 0.075 than im­
mediately obvious.

Discussion
Aquation of NH3 (eq 1) is the sole photoreaction ob­

served for aqueous RhiNHsle^ when ligand field transi­
tions 1Aig -  1T ig or 1A ig —► 4T 2g are excited in acidic aque­
ous solution. The quantum yields are independent of the 
ligand field state initially populated by irradiation, 
suggesting that the higher state undergoes efficient inter­
conversion to a reactive state common to that reached by 
excitation directly into the lower state.

The failure to see biacetyl triplet sensitization of 
Rh(NH3)63+ photoaquation contrasts to the behavior of 
the halopentaammine complexes7 but is not surprising. 
The energy of the biacetyl triplet is 19.2 kK17 compared 
to the estimated Rh(NH3)63+ triplet energy of 20.3 kK;13 
thus, energy transfer in this case would be endothermic. 
The modest quenching (10-20%) of biacetyl phosphores­
cence in the presence of Rh(NH3)63+ does not appear sig­
nificant and may be due to impurities, most likely O2. 
However, such quenching conceivably may result from 
significant perturbation of biacetyl nonradiative deactiva­
tion pathways owing to “ exiplex” formation with the 
Rh(III) in solution. Energy transfer from the pyrazine low­
est triplet (26.2 kK)16 to Rh(NH3>63+ would be signifi­
cantly exothermic. Energy transfer from the pyrazine sin­
glet (30.1 kK)16 to give the Rh(NH3)63+ 14’ig state (29.3 
kK, estimated from spectral data of ref 13) also would be 
exothermic but may be slow owing to Franck-Condon ef­
fects. The failure to detect any Rh(IH) quenching of pyr­
azine fluorescence indicates that neither direct energy 
transfer nor “ trivial” sensitization (absorption by Rh(IH) 
of emitted radiation) is an important process under the 
experimental conditions. Thus, observation of photoreac-

Figure 3. Energy level diagram for photoreaction of 
Rh(NH3)63 + : hv( 1) and hv(2) represent excitation into the 1T-i 
and 1T2 states, respectively, kp is aquation of excited state 3T, 
to give photoproducts, and kn and kr represent nonradiative and 
radiative deactivation to ground state, respectively.

tion exceeding the small direct photolysis suggests triplet 
sensitization of RhiNH^g33-.

In the absence of quantitative photophysical data for 
the pyrazine sensitizer in aqueous solution, the limiting 
quantum yield for reaction of the RhfNHsIg34- triplet ex­
cited state cannot be established from the current data. 
However, our data indicate that this state is reactive 
toward aquation. This conclusion is consistent with the 
holopentaammine complexes7 where it was concluded 
using biacetyl as a photosensitizer that intersystem cross­
ing from ligand field singlet states populated by initial ex­
citation to reactive triplet states occurred with unitary ef­
ficiency. Highly efficient intersystem crossing from ligand 
field singlets to triplet emitting states has also been con­
cluded13’14 from studies of the low-temperature (77°K) 
emission spectra of rhodium(III)-ammine complexes in­
cluding Rh(NH3)63+. Such high rates of intersystem 
crossing can be in large part attributed18 to the sizeable 
spin orbit coupling of the rhodium atom. For these rea­
sons, we will assume for sake of the present discussion 
that like the halopentaammine complexes, higher energy 
ligand field excited states of Rh(NH3)63+ undergo very 
efficient internal conversion/intersystem crossing to a re­
active lowest energy triplet state.

An electronic state diagram for RhiNH^g34̂ illustrating 
relevant photochemical and photophysical processes is 
shown in Figure 3. Implicit are the assumptions that in­
ternal conversion, intersystem crossing, and vibrational 
relaxation are rapid relative to the processes responsible 
for deactivation of the reactive triplet state (3Ti) and that 
the chemically relevant form of this species is thermally 
equilibrated (a “ thexi” state).4 The processes depleting 
the reactive state are chemical reactions leading to substi­
tution of H2O for NH3 in the Rh(III) coordination sphere 
(ftp), radiative deactivation (phosphorescence) to ground 
state (ftr), or nonradiative deactivation to ground state 
(ftp). Based on the earlier stated assumptions, the life­
times (t ) of the reactive state and the quantum yield of 
the photochemical reaction (<E>P) can be expressed in 
terms of the rate constants ftp ,  f t p ,  and ftr
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7 =  (kp +  k„ +  krF' (2)
i P =  kp/(kp +  k„ +  kr) (3)

Attempts to observe luminescence from Rh(NH3)63+ at 
room temperature were unsuccessful12,13 and under these 
conditions kr is apparently much smaller than kn or fep. 
Thus eq 3 can be rewritten as

i P = kp/(kp +  k„) (4)

and rearrangement of eq 4 gives the ratio of the rate con­
stants

k jk p =  (1 -  $p)/<f>p (5)

The importance of the nonradiative deactivation path­
way is illustrated by considering the photoaquation of 
Rh(NH3)63+ at 23° (Table I) where the quantum yield of 
0.075 mol/einstein can be translated into a kn/kp ratio of
12.3. Thus it should be clear that any interpretative dis­
cussion of photoreaction quantum yields should consider 
other deactivation pathways as well.

Kelly and Endicott,7,8 in discussing the photochemistry 
of the haloammine complexes of rhodium (III), have fo­
cused attention on the theories of radiationless deactiva­
tion mechanisms proposed by Robinson and Frosch19 for 
excited organic compounds and extended by others.20-23 
The low-temperature (77-110°K) luminescence of certain 
Rh(III) amines has been subject14,24 to similar theoretical 
considerations. For large molecules, the nonradiative 
deactivation rate constant kn is primarily determined by 
intramolecular processes and is the product of vibrational 
and electronic factors. Vibronic coupling between two 
states has been analyzed in terms of two limiting 
cases.21,22 The strong coupling limit is one for which there 
is large displacement of the potential surface (at least one 
normal mode) of one state with respect to the other and 
for which the surfaces are expected to cross not far from 
the minimum of the higher state. The weak coupling limit 
represents the case where relative displacement of poten­
tial energy surfaces is small. For the limiting weak cou­
pling case, it is predicted that kn will increase exponen­
tially as the difference in energy between the ground and 
excited state decreases and that kn is dominated by the 
highest frequency vibrational modes of the molecule.21 
The presence of high frequency modes allows an isoener- 
getic transition from the thermally equilibrated excited 
state to an electronic ground state vibrational level of rel­
atively low quantum number thus increasing the probabil­
ity of such a transition. In the strong coupling limit. kn 
increases exponentially as the energy gap (AE') between 
the lowest vibrational level of the excited state and the 
intersection of the ground and excited state surfaces22 de­
creases. In this case, the nonradiative deactivation rate de­
pends on the mean vibrational frequency21 and is relative­
ly insensitive to the highest frequency vibrational modes. 
In gross simplification, it might be said that in the weak 
coupling limit for metal-ammine complexes, the radia­
tionless transition from 3Ti to the 4Ai ground state pri­
marily involves activation of the N-H vibrations of the 
coordinated ammonias25 (the highest frequency modes) 
while in the strong coupling limit radiationless deactiva­
tion involves major distortion (and activation) of the 
metal-ligand bond framework as well.

Interpretation of luminescence data for the rhodium (III) 
-ammine complexes has led to some disagreement.14,24 
For example, it appears that large energy differences be­

tween the estimated maxima of the triplet absorption 
bands and the phosphorescence bands are the rule.12-14,24 
The estimated Stokes shift for Rh(NH3)63+ is 4 kK,13 and 
this is easily rationalized in terms of metal-ligand bond 
lengthening in the 3Ti state (electronic configuration 
(t%)5(ef;)1) given that the eg orbital is a antibonding. 
Nonetheless, comparisons of luminescence lifetimes and 
quantum yields at 77-110°K for RhfNHsJe3-1 and the hal- 
opentaammine ions and the perdeuterated analogs in 
methanol-water glasses14 show that replacing the high- 
frequency N-H modes with lower frequency N-D modes 
leads to very large decreases in nonradiative deactivation 
rate constants. For example, kn is 62 times larger for 
Rn(NH3)63+ than for RhfNDsle31" at 77°K. Such sensitiv­
ity to perdeuteration of the high-frequency, nitrogen-hy­
drogen bonds is considered diagnostic of a dominating 
weak coupling mechanism for nonradiative deactivation.

Under the conditions of the luminescence experiments 
(rigid glasses at 77-110°K) no photochemical reactions of 
the Rh(III) ammine complexes are observed.13 However, 
in aqueous solution at ambient temperatures, ligand field 
excitation of these species results in photosubstitution 
processes with total quantum yields ranging from the 
0.075 for Rh(NH3)63+ to near unity7 for aquation of trans 
NH3 from Rh(NHs)5l2+. Aquation (kp) is one path for 
deactivation of the reactive excited state. If this process 
occurs by unimolecular dissociation of the Rh-L bond, it 
is clear that the kv path would be closely related to a 
strong coupling process for nonradiative deactivation, and 
it appears a valid assumption7 that such a path should be 
important under photochemically significant conditions. 
Nonetheless, photoaquation of the hexaammine complex 
shows a significant deuterium isotope effect (Table I). 
The effect of carrying out the photolysis in D2O rather 
than H2O is small; hence, the principal isotope effect is a 
unimolecular property of the hexaammine ion.

Deuterium isotope effects have been studied26-28 for the 
thermal aquations of the cobalt(III) complexes CoA.iCl2+ 
(where A = perprotio- or perdeuterioammonia or (ethyl- 
enediamine)!/2). In each case deuteration of the ammine 
function led to decreases in the chloride aquation rates. 
Aquations in D2O solution also proved to be slower than 
the analogous reactions in H2O. These results suggest that 
ammine perdeuteration would decrease the rate of ligand 
aquation (kp) from the excited state, if it has any effect at 
all. However, since is larger for the perdeuterated 
hexaammine, the dominant effect of perdeuteration must 
be to decrease the rate of nonradiative deactivation kn in­
stead. If perdeuteration has no effect on kp, then the ratio 
of kn for Rh(NDs)63+ in D20  to kn for Rh(NHs)63+ in 
H2O at 23° can be calculated to be 0.46. In other words, 
perdeuteration reduces the nonradiative deactivation rate 
by at least a factor of 2 thus indicating that weak coupling 
is apparently an important mechanism for deactivation of 
Rh(NH3>63+ from 3Ti to the ground state at 23°.

If for a particular case, strong and weak coupling were 
competitive, independent mechanisms for nonradiative 
deactivation, we might rewrite fen as the sum of the rates 
of the competitive processes

k„ = ks +  kv (6)

where ks represents the rate of deactivation by the strong 
coupling path(s) and by the weak coupling path(s). 
Therefore

= kp/(kp +  ks +  k„) (7)
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The temperature dependence of the quantum yield $ p 
will be a composite of the temperature dependences of the 
independent terms kp, ks, and kw. If kv is simply a chem­
ical reaction of the thexi state, its temperature depen­
dence might be expected to follow Arrhenius behavior, 
i.e.. kp = A p exp(~E a/RT). The temperature dependence 
of the deactivation processes are not so simple; however, 
strong coupling has been suggested to have an Arrhenius- 
type behavior and weak coupling to be essentially temper­
ature independent.23-29 Thus for sake of illustration we 
might rewrite eq 7 as

= ______________Ap exp( — EJRT)_____________
p A p exp(— En/RT) +  As exp< — A E'/RT) +  kK

where the energy difference AE' may or may not be close­
ly related to £a and where kw is independent of tempera­
ture. Given this form of the equation for the limiting case 
where is much larger at all temperatures than either 
A p exp (-E a/i?T) or As exp (-A E'/RT), then ip  would 
follow a simple Arrhenius relationship and Ea (apparent) 
would equal Ea for both the perprotio and perdeuterio 
cases. On the other extreme, if kw were small compared to 
As exp(—A E'/RT") at all temperatures studied and if AE' 
were comparable to £a, then eq 8 would predict 4>p to be 
essentially temperature independent regardless of its mag­
nitude. Neither limiting behavior is observed for 
Rh(NH3)63+ and Rh(NDs)63+ (Figure 2), and it is appar­
ent that <f>p(D) is less temperature sensitive than is 
<I>p(H).30 This observation implies that the temperature 
independent contribution (e .g .,  kw) to fen(H) is a smaller 
fraction of kn(D) and, also, that a temperature dependent 
term not greatly sensitive to perdeuteration (e .g ..  ks) is an 
important contribution to both kn (H) and kn (D).

In conclusion, we feel that the data for the hexaammine 
complex can be explained on the basis of a potential ener­
gy surface where the values of A E' for the strong coupling 
mechanism and Ea for ligand aquation are sufficiently 
large that weak coupling deactivation is the overwhelm­
ingly dominant nonradiative process when kT is small 
(e.g., at 77°K). However, at larger values of kT, the three 
processes appear to be competitive, at least for 
Rh(NH3)63+ at ambient temperature. Although the rela­
tionship between the strong coupling contribution to kn 
and photoaquation is unclear, the observation of an acti­
vation energy (apparent) for 4>(NH3) of about 4 kcal indi­
cates that the potential well for the reactive excited state 
ofRhfNHsJg^ is reasonably defined.
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The Na+/H+ exchange behavior of highly crystalline samples of «-zirconium phosphate were examined. 
It was found that the greater the degree of crystallinity, as measured by the time of digestion of a-ZrP in 
12 M  H3PO4, the greater was the preference of the exchanger for sodium ion relative to hydrogen ion. 
However, under all conditions examined, hydrogen ion was greatly preferred. Precise determination of 
the unit cell dimensions of the several exchangers showed a systematic variation in their values. This 
variation is attributed to structure differences arising from the digestion process. A qualitative explana­
tion of the observed ion-exchange behavior of a-ZrP is presented based on the proposed variations in 
structure of the exchanger samples.

Introduction
In paper VI of this series it was shown that the ion-ex- 

change behavior of «-zirconium phosphate (a-ZrP) prepa­
rations is strongly dependent upon the degree of crystal­
linity of the preparation.a  In that study portions of amor­
phous zirconium phosphate were refluxed in progressively 
stronger concentrations of phosphoric acid. This produced 
exchangers with average crystallite sizes ranging from 70 
to greater than 1000 À. The most crystalline of these ex­
changers was one prepared by refluxing the amorphous gel 
in 12 M  H3PO4 for 48 hr (12:48).a  Its ion-exchange be­
havior differed significantly from a preparation described 
earlier which had been refluxed for 336 hr.20 X-Ray pow­
der patterns of the two zirconium phosphates showed no 
evidence of line broadening and their interplanar spacings 
were identical to three significant figures. Therefore, it 
was of interest to determine whether the observed differ­
ences in behavior really did depend upon the time of re­
fluxing. In this paper we report upon additional experi­
ments with highly crystalline samples of a-ZrP.

Experimental Section
The crystalline samples of «-ZrP were prepared as de­

scribed earlier.2» The reflux medium was 12 M  H3PO4 
and the reflux times were 48 (identified as 12:48) 96 
(12:96), 190 (12:190), and 336 hr (12:336). X-Ray diffrac­
tion patterns confirmed that all of the samples were a-ZrP 
with no measurable line broadening or extraneous reflec­
tions. The titration curves were also carried out as de­
scribed previously.23

Accurate unit cell dimensions of the crystalline ex­
changers were obtained at 22 ±  1° with a Guinier-Hagg 
focusing camera, equipped with a quartz monochromator. 
Cu K« radiation (À 1.54051 À) was used. Aluminum pow­
der (cubic, a = 4.04962 À) was taken as a standard to 
check the errors of measurement. A scale graduatec in 
units of 0.1 mm was photographed onto each film before 
processing to facilitate the measurements.

Calculations. Approximate unit cell dimensions, deter­
mined by Ahrland and Albertsson,3 were employed for the 
initial indexing of the powder patterns. More accurate 
unit cell dimensions were then obtained from the indexed 
powder data and these were refined by the method of least 
squares. The function minimized was 2 u,>(sin2 80 — sin2 
8C)2 where 80 and 8C represent the values of observed and 
calculated Bragg angles, respectively. The weights were 
obtained from the function w = 1/sin2 28.

X-Ray powder patterns of the exchangers, taken at dif­
ferent levels of exchange, were obtained as described be­
fore with a Norelco wide-angle goniometer.28

Results
The potentiometric titration curves, obtained using a 

mixed NaCl + NaOH solution as titrant, are shown in 
Figure 1. It is seen that the longer the reflux time used to 
prepare the exchanger, the greater is its preference for so­
dium ion relative to hydrogen ion. X-Ray diffraction pat­
terns of the solids, taken at various levels of exchange, 
showed that the exchange phases are similar to those re­
ported for the fully crystalline a-ZrP. That is, up to 
50% of exchange the X-ray pattern is that of a mixture 
of a-ZrP and ZrNaH(P04)2-5H20 [termed phase 
A(Na+ -5H20)] and from 50 to 100% of exchange this lat­
ter phase converts to Zr(NaP04)2-3H20 [phase 
D(Na+ -3H20)].4 However, it should be noted that all the 
curves except the one for 12:336 exhibit definite nonzero 
slopes. The occurrence of these nonzero slopes is evidence 
for the presence of one or more solid solution phases with 
a variable composition in the solid exchanger.23'0 An even 
larger positive slope is exhibited by the titration curve for 
a sample refluxed for 24 hr in 12 M  H3PO4.5 These results 
follow the general trend reported earlier,23 viz., that the 
less crystalline the exchanger, the greater the slope in the 
titration curve.

The degree of crystallinity of a-ZrP exchangers less 
crystalline than those examined in the present study
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TABLE I: Unit Cell Dimensions of et-ZrP Samples'1
a-Z rP  exchanger

D im ension  12:24* 12:48  12 :9 6  12 :190

9.0540 (20) 
5.2343 (15) 

16.1908 (65)
111.440 (30) 
47.844 17)

721.0 (4)
a Estim ated standard deviations in the last significant figures are given  in parentheses. h D ata  taken from  ref 3.

a, A 9.097 (5) 9.0523 (21) 9.0401 (10) 9.0491 (13)
b, A 5.307 (1 ) 5.2853 (16) 5 .2775 (7) 5.2845 (9)
c, A 16.284 (3) 16.2508 (65) 16.2125 (25) 16.1938 (35)
ß, deg o 111.38 (1 ) 111.369 (27) 111.414 (11) 111.447 (15)
a X b, A2 48.278 (27) 47.844 (17) 47.709 (8 ) 47.820 (10)
V, A3 732.0 (5) 724.1 (4) 720.1 (2) 720.8 (2)

MEO O H ' AD DED /g

F igure 1. P o ten tiom e trie  titra tio n  curves fo r c rys ta llin e  « -Z rP  
prepara tions : titra n t 0.1 M  NaCI +  0.1 A4 NaOH; re flux  tim e of 
sam ple 48 hr (A ) ,  96 hr (O ) , 190 hr (□ ), 336 hr dashed line  
taken from  data in re f 2c, solid po in ts de te rm ined  in p resent 
study.

24 48 72 96 120 144 168 192 ®
REFUJX TIME (HR.)

F igure 2. Va ria tion  in un it ce ll d im ens ions of « -Z rP  w ith  re flux  
tim e  (in 12 M  H 3 PO4 ) used to p repare  sam ples. A represents  
the in teger c losest to the va lue  o f the respec tive  un it ce l d i­
m ension. The e rro r bars represen t ±3cr where a is the es tim a t­
ed s tandard devia tion  lis ted in Table I.

could be determined by X-ray line broadening measure­
ments.2® However, the X-ray patterns of the exchanger 
samples exhibiting the titration curves of Figure 1 showed 
no evidence of line broadening. Thus, the crystallite size 
must be greater than 1000 À in each of these exchangers. 
Still, the variation in ion-exchange behavior of the highly 
crystalline «-ZrP exchangers must have their origin in 
some subtle structural differences. With this in mind we 
determined the unit cell dimensions of the different sam­
ples. The results are given in Table I and plotted in Fig­
ures 2 and 3. For a complete indexing of one of the powder 
patterns the reader may consult ref 3. The sample chosen 
as °° was prepared by heating a gel in 12 M  H3PO4 at 
160-170° for 5 weeks. The resultant crystals ranged in size 
from 10 to 300 g compared to ~0.1-1 n obtained by the 
refluxing procedure. It is seen from the plots that the 
variation of the unit cell parameters are larger than 3cr 
and therefore real.

Discussion
In seeking reasons for the variation in ion-exchange be­

havior exhibited by the highly crystalline a-ZrP samples, 
differences in composition must be considered as a possi­
ble factor. However, accumulated analytical data present­
ed previously show that within fairly narrow limits the 
composition of the highly crystalline samples corresponds 
to the formula Zr(HP0 4)2*H20.&>c’ 5' 7 What is more im­

portant is that no systematic variation of composition 
with crystallinity is observed for these more crystalline 
exchangers. This is corroborated by the titration results. 
All of the samples examined in this work exhibit end 
points at identical levels of added sodium hydroxide (Fig­
ure 1). These end points occur after the addition of 3.77 ± 
0.02 and 7.54 ±  0.03 mequiv of sodium hydroxide per 
gram of exchanger which correspond to the replacement of 
1 and 2 mol of hydrogen ion per formula weight of ex­
changer. Thus the differences in the titration curves are 
not due to variations in the phosphate content of the ex­
changers and must be structural in origin. This is also the 
case for the less crystalline zirconium phosphates exam­
ined previously. ̂

Taking the present results in conjunction with those for 
less crystalline «-ZrP exchangers permits a fuller explana­
tion of the exchange process. Three types of exchange be­
havior can be distinguished. With the amorphous or near­
ly amorphous exchanger (0.5:48) a single solid solution is 
obtained over the entire composition range of sodium and 
hydrogen ions. At the other extreme the exchanger which 
had been refluxed for 336 hr in 12 M  H3PO4 formed pure 
sodium containing phases of composition ZrNaH(P0 4)2- 
5H2O (phase A) and Zr(NaP04)2-3H20 (phase D).2c 
Exchangers of intermediate crystallinity form a compli­
cated series of solid solutions.21 However, the more crys­
talline ones (starting with 3.5:48) yield phases whose
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Figure 3. Variation in unit cell volume and area of ab plane of 
«-ZrP with reflux time. Error bars are ±3rx.

X-ray patterns resemble those of phase A and phase D. 
That these are in actuality solid solutions and not pure 
phases is clear from the fact that they exist over a range 
of compositions. They are therefore referred to as phase A 
(Na-H) and phase D (2Na-H), respectively.23 For example, 
with the exchanger 4.5:48 phase A (Na-H) was the only 
one present from 38 to 50% of exchange and phase D 
(2Na-H) from 90 to 100%. These ranges are considerably 
reduced in the case of the more crystalline exchanger 9:48. 
Phase A (Na-H) was found to exist by itself in the narrow 
range of 46-50% of loading and phase D (2Na-H) at about 
97-100%. These results indicate that the difference in the 
titration curves of the two exchangers stems from the 
composition (Na+ and H+ content) of the solid phases in 
equilibrium with the exchanging solution.

All the titration curves in Figure 1 exhibit positive 
slopes, except for exchanger 12:336 for which the slopes 
are zero. Phase rule arguments can be invoked to show 
that a nonzero slope requires that at least one solid phase 
present during the titration must have a variable compos­
ition.20 Thus, even in the highly crystalline exchangers 
examined in this study, the exchanged phases must have 
variable composition even if only over a small composition 
range. They are thus distinguished from the sample 12:336 
which exhibits zero slope in its titration curve and con­
stant composition solid phases. It was pointed out that 
the range of variable composition of the exchanged phases 
decreased drastically with increased crystallinity as repre­
sented by the results for samples 4.5:48 and 9:48. It is 
then reasonable to suppose that this process of narrowing 
of the solubility range continues as the crystallinity, taken 
to be proportional to the time of reflux in 12 M  H3PO4, of 
the exchanger improves. The end member of the series is 
then the fully crystalline exchanger (as represented by 
sample 12:336) which yields the titration curve with zero 
slopes. Thus between 9:48 and 12:336 the crystallinity of 
the samples must be less than complete and continue to 
improve during the refluxing even though the changes are 
small. However, their differences in crystallinity are re­
flected in the changing unit cell dimensions and in the 
different pH values of their titration curves. The underly­

ing reason for the pH differences is then the narrowing of 
the composition ranges over which the solid solutions 
exist. Thus, the solids present during exchange would 
have slightly different compositions and be in equilibrium 
with solutions having different H+ /Na+ ratios.

Structural arguments can be brought to bear in devel­
oping an explanation for the observed experimental re­
sults. Rapid precipitation of zirconium phosphate leads to 
the formation of an amorphous gel.6 However, as already 
stated, single crystals about 0.1 mm in length can be 
grown in 4-6 weeks at 150-180° in sealed quartz tubes 
containing the gel and 12 M H3PO4.7 These crystals of 
a-ZrP consist of layers.7 Within the layers the zirconium 
atoms lie in a plane at the comers of parallelograms and 
are linked together through phosphate groups. The paral­
lelograms can be divided into two equilateral triangles 
with zirconium atoms at their apices. The phosphate 
groups are situated such that the phosphorus atoms are 
nearly on the perpendiculars to the planes through the 
centers of the triangles and are alternately above and 
below the plane in any two adjacent triangles. Three oxy­
gens of the phosphate are then bonded to the three zircon­
ium atoms forming a triangle and the fourth bears the hy­
drogen and points away from the metal atom plane. Each 
metal atom is octahedrally coordinated by oxygen atoms 
from six different phosphate groups. The layers are 
staggered in such a way that hexagonal-shaped cavities 
are formed between the layers.4 7 The sides of the cavity 
are formed by P-OH groups, three from the layer above 
and three from the layer below. In the fully exchanged 
ammonium ion form the layers remain intact although 
spread further apart with the NH4' ions taking up posi­
tions between the layers.8 Four NH4+ groups surround 
each negative oxygen and each positive ior. is in turn sur­
rounded by four negative oxygens. Presumably equally or­
dered structures are obtained with the sodium exchanged 
phases.

Apparently, under conditions of rapid precipitation, the 
complex stereochemical requirements of crystal formation 
cannot be achieved. In the gel, the phosphate and metal 
atoms are pictured as being randomly displaced from 
their equilibrium crystal lattice sites.6 On refluxing the 
gels in phosphoric acid an ordering process occurs through 
a digestion mechanism.9 The process is slow requiring 
hundreds of hours in strong phosphoric acid at reflux tem­
perature to produce single crystals. In these crystals the 
cavities are sufficiently regular so as to appear identical 
with the incoming ions during exchange. Thus, the sodi­
um ions arrange themselves in adjacent cavities even at 
very low uptake, with the formation of a new phase of 
composition ZrNaH(P0 4)2-5H20 (phase A). Thus phase 
A and unexchanged a-ZrP exist together until 50% of ex­
change.

In exchangers of intermediate crystallinity all degrees of 
order between the crystals and amorphous gels are possi­
ble. Consider a highly ordered (but not fully crystalline) 
exchanger such as those examined in this study. The solid 
phase may be thought of as essentially a-ZrP crystals but 
with small regions where the phosphate and zirconium 
atoms are shifted away from their normal lattice posi­
tions. If the phosphate groups forming a cavity shift or tilt 
toward each other, the cavity becomes more restricted 
and at the same time adjacent cavities become larger 
since each phosphate group is common to three cavities. 
On the average some of these cavities (presumeably the 
larger ones) are more favorable for occupation by the sodi­
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um ions than the ordered cavities of the ideal crystal and 
others less favorable. Thus the sodium ions would initially 
distribute themselves randomly in those sites which are 
more favorable for exchange than the ordered ones. The 
ordered sites retain the a-ZrP structure so that the resul­
tant solid phase would be a-ZrP in which some Na+ is 
randomly distributed. When all of these favored sites are 
occupied the Na+ then enters the ordered sites producing 
a phase change to phase A (Na-H). Filling all of the or­
dered sites converts the solid completely to phase A (Na-
H) but this phase still contains exchangable hydrogens in 
the less favorable sites, i.e., the more restricted ones. 
Thus, phase A can have a variable composition in these 
cases. The solubility limits of the ions in the phases (or 
the composition ranges) then would depend upon the type 
and number of cavities in the original exchanger which 
deviate from the ideal size. Thus, as the crystallinity of 
the exchanger decreases the number of nonregular cavities 
increases with attendent increase in the composition 
range over which a particular phase can exist. In the case 
of exchangers which are nearly amorphous (0.5:48) only a 
single solid solution is obtained for the entire range of so­
dium ion uptake. This is consistent with the idea that in 
the amorphous gel there is a random distribution of cavi­
ties sizes and that sites of equivalent preference for an ion 
are statistically distributed. In such a structure there 
should be a steady decrease in preference for the incoming 
sodium ion with increase load as the more favorable cavi­
ties are occupied first. This phenomenon is actually obser­
ved.2®

We interpret the variation in unit cell dimensions of the 
highly crystalline zirconium phosphates as resulting from 
the displacements of metal and/or phosphate groups as 
described above. A fully crystalline exchanger then is one 
which has been refluxed long enough so that its structure 
is sufficiently regular that all the cavities have the same 
preference for sodium ion. This exchanger has the cell di­
mensions listed in Table I under the heading °°.

The a and b unit cell dimensions lie within the plane of 
the layers while the c cos d direction is perpendicular to 
the layers. Thus the interlayer distance %c cos d, varies 
from 7.582 A in 12:24 to 7.5352 A in the larger crystals. 
This represents a 0.62% change compared to a 0.47 and 
0.43% change for the a and b dimensions, respectively. 
Since the forces between layers are weak relative to the

bonding forces within the layers,7 this result is not unex­
pected. Furthermore, the interlayer distance is the only 
parameter which continually decreases. The others pass 
through a minimum. However, a strict correlation be­
tween the magnitude of the interlayer distance and the 
position of the titration curve on the pH scale is not to be ex­
pected since, as has been pointed out, the pH depends 
upon the composition and nature of the solid phase(s).

Alberti and coworkers have found that «-ZrP, prepared 
by direct precipitation, yields phases of different composi­
tion in the Li+/H+ and Ca2+ /H+ exchange systems than 
does a-ZrP crystals prepared by the reflux method.10 
Similarly, Horsley and Nowell observed significant differ­
ences in the dehydration, thermal behavior, and surface 
properties of crystalline a-ZrP prepared in several differ­
ent ways.11,12 Torracca has also found that several highly 
crystalline a-ZrP samples prepared by refluxing in strong 
H3PO4 yielded different pH values during titration.13 It is 
quite likely that these behaviors are also due to the type 
of structural disorder described above. Thus, a more de­
tailed study of the nature of this disorder must be forth­
coming before a quantitative explanation for the behavior 
ofa-ZrP can be formulated.
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Predicted Observable Fluorescent Lifetimes of Several Cyanines
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Predicted observable fluorescent lifetimes of six cyanine dyes have been obtained from intrinsic fluo­
rescent lifetime and quantum yield measurements. The predicted lifetimes vary by near.y three orders of 
magnitude, from 1 nsec to 1.7 psec, and appear to be more sensitive to chain length variation than het­
eroatom differences. In particular the shortest chain cyanines appear to have a facile nonradiative path­
way from the excited singlet.

Introduction
The determination of fluorescence lifetimes is critical to 

the understanding of the “ energy-handling” properties of 
excited states. Although there have been recent advances 
in measuring short lifetimes by pulse distortion,1 single­
photon counting,2 and picosecond pulse lasers,3 they are 
not readily applicable to all compounds. It would be de­
sirable to be able to determine indirectly, but with a good 
degree of confidence, observable fluorescent lifetimes. 
Such determinations can be made if the intrinsic fluo­
rescent lifetimes and fluorescent quantum yields are mea­
sured with reasonable accuracy.

Because cyanine dyes are of current interest as photo­
graphic sensitizers,4 dye lasers, and mode locks for lasers3 
and can be readily obtained in various structural modifi­
cations with respect, for example, to chain length, hetero­
cyclic nuclei, and ring and chain substitution,4 we pro­
posed to obtain predicted observable fluorescent lifetimes 
for several series of cyanines. The results for the first two 
such series are reported here. The lifetime of dye 3 has 
been measured by two photon absorption and subsequent 
fluorescence decay analysis as 1.6 ±  0.1 nsec.5 Even 
though the experimental conditions were not identical 
with the present work the agreement is rather good. An­
other group has estimated the observable fluorescent life­
time of 3 as 1.24 nsec using a similar analysis.6 Their data 
for (p (0.49) and rintr (2.54 nsec) compare favorably with 
our data.

CFLCH. CH,CH:,
1, X = 0; n = 0 4, X = S; 7i = 0
2, X =0:77 = 1 5, X = S: 7i = 1
3, X = 0; 7! = 2 6, X = S; 7i = 2

Experimental Section
The dyes 1-6 were prepared by standard methods4 and 

were analytically pure. Determination of absorption spec­
tra were made on a Cary Model 14 spectrophotometer. 
Fluorescent spectra and quantum yields were determined 
on a custom apparatus utilizing a tungsten source, two 
Bausch & Lomb 500-mm monochromators, and an EMI 
9558Q photomultiplier tube.7 Predicted observable life­
times (rpred) were calculated from intrinsic fluorescent 
lifetimes ( r i n t r )  and fluorescent quantum yields (<t>) by

T  pied 7  j nt r 0

Intrinsic lifetimes were calculated from absorption and 
fluorescent parameters by the Birks and Dyson modifica­
tion of the Strickler-Berg relationship.8-9
1 / Tintl- =  2.880 X 10_9/?uo— i3 / tï|0_  u x

( av~1g’i/s'uJililo_ u,dln í7|o- u

Fluorescent quantum yields were determined by com­
parison with known standards,10 by methods generally de­
scribed by Parker.11

The fluorescent standards used were quinine bisulfate,
3-aminophthalimide, 3-nitro-Af,Af-dimethylaniline, 4-di- 
methylamino-4'-nitrostilbene, and Rhodamine B.

The cyanine dyes were dissolved in absolute methanol; 
10" 6 to 10“ 5 M  for absorption and fluorescence spectra 
and 10“ 4 to HP 3 M  for quantum yield measurements. All 
measurements were carried out at room temperature. Ac­
tion spectra for fluorescence of the cyanine dyes indicated 
the main species was responsible for emission.

Results and Discussion
The predicted observable fluorescent lifetimes of several 

cyanine dyes are presented in Table I. We believe they 
represent a realistic assessment of the observable fluo­
rescent lifetimes of these dyes.

The data show differences in rpred of a.most three or­
ders of magnitude. The most striking observation is that 
the shortest chain length compounds, both the mono- 
methine oxygen and sulfur cyanines, 1 and 4, have extreme­
ly short predicted lifetimes, 6.4 and 1.7 psec, respectively. 
A facile nonradiative pathway from excited singlet must 
exist for these two dyes. That the counterion, iodide, is 
not providing that pathway is supported by the high (0.43

TABLE I :  L um inescence Properties o f  
Six Cyanine Dyes

natr(lO’), 7 pred(1010),
D y e <? sec sec

i 0.0037 1.72 0.064
2 0.053 2 . 0 2 1 . 1

3 0.43 2.37 1 0

4 0.00059 2.94 0.017
5 0.048 3.09 1.5
6 0.33 2.87 9.5
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and 0.33) fluorescent quantum yields of the longest chain 
pair, 3 and 6.

The somewhat longer intrinsic lifetimes of the sulfur 
compounds are almost compensated by their lower fluo­
rescent quantum yields so that the oxygen and sulfur 
compounds of comparable chain length have nearly the 
same predicted lifetimes.

Since these predicted observable lifetimes were deter­
mined in dilute solutions without the presence of obvious 
quenchers or energy receptors and since the composite 
rate of all decay processes from the excited state is the in­
verse of the observable lifetime, a minimum may be 
placed on the rate of energy transfer from the first excited 
singlet state of these dyes to quenchers or acceptor mole­
cules. Investigation of the energy transfer rates to accep­
tors in dilute solutions is a logical step which we plan to 
investigate.
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The general theory of Freed for steady-state saturation and double resonance in esr spectra of free 
radicals is extended to cover time-dependent experiments. The solution is again found to depend on 
the same matrix representations developed in the earlier work. Particular attention is paid to saturation 
recovery in the light of recent such experiments. It is shown that while the general solutions yield sums 
of many exponential decays, the dominant observation may, to a first approximation in many cases, be 
described in terms of single 7\ = %We, where VFe is the electron-spin flip rate, in agreement with 
recent observations. This T\ is characteristically the slowest decay constant, and is either well sepa­
rated from the much faster decays (due to nuclear spin flip, exchange, and/or reorientational effects), or 
may be difficult to distinguish from decay constants of comparable magnitude (due to the same type of 
effects). Both conventional saturation recovery and eldor-type recoveries are discussed from this point of 
view. The general approach given is equally adaptable to cases of esr spectra in the motional narrowing 
region as well as esr spectra characteristic of slow tumbling. Both cases are discussed in detail with sev­
eral examples given. In particular, in the slow tumbling region for the case of a radical with hyperfine 
structure (e.g., a nitroxide), it is shown that, in general, both direct reorientational effects as well as nu­
clear spin flip processes contribute directly to the relaxation modes. The analysis given emphasizes ana­
lytic aspects although the general expressions, appropriate for accurate computer simulation, are given.

I. Introduction
Recently, there has been growing interest in pulsed esr

experiments on free radicals in liquids, in particular, sat­
uration recovery-type experiments.2 The relaxation behav­
ior of such systems is, in general, rather complex, and has

been the subject of a series of papers (I-V) analyzing 
steady-state saturation and double resonance behavior.3 * *"9 
A review of some of these aspects has recently been 
given.10 In the future, one may expect to see an increase 
in importance of pulsed techniques, so it was deemed ap­
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propriate to adapt the steady-state saturation theory to 
such techniques, and this is the main objective of the 
present paper. Our main emphasis is on saturation recov­
ery, but we also include some comments on pulsed eldor,9 
which, in principle, may be thought of as a saturation re­
covery, but with observation at a frequency displaced 
from the high-power pulse frequency. Our methods, how­
ever, could be extended to free-induction decay and echo- 
type experiments for the free-radical systems.

In developing our analysis, we are struck by the close 
similarity between the values of We obtained by steady- 
state saturation techniques involving an analysis of the 
complex relaxation paths6’11' 14 and (2 T\ ) ~ 1 obtained (but 
not analyzed) from the saturation recovery experiments 
for similar systems also involving complex relaxation.2 
Thus, another objective of the present work is to demon­
strate that over a wide range of types of systems, the satu­
ration recovery experiment is simply interpreted. In this 
context we emphasize analytic results, but we also give 
the general expressions which are amenable to computer 
methods already developed.

Also, recent theoretical and experimental work, which 
has focused on esr spectra in the slow-tumbling region, 
has (1) extended the range of motional reorientation times 
over which accurate analyses could be made of these mo­
tions and (2) demonstrated that interesting features of the 
motion (i.e., deviations from Brownian motion) could be 
obtained.15 There have been some studies of saturation 
effects in such cases12’ 15-17 and a theoretical framework 
has been developed.12-18-21 It is another objective of the 
present work to show how slow-motional saturation-recov­
ery (and eldor-type) experiments may be analyzed by an 
extension of the theories already developed. We are able 
to take advantage of a number of formal similarities be­
tween a motional-narrowing theory and a slow motional 
theory to cast both in a single general framework. WTe are 
then able to establish analogies to clarify the more com­
plex slow motional analysis.

We give in section II the extensions of the general for­
malism to time-dependent experiments. Our discussion 
here borrows heavily from the previous notation and 
methods3-8-12 18-21 and the reader is referred to these 
sources for more complete discussion. Motional narrowing 
examples are discussed in section III, while slow tumbling 
is discussed in section IV. A summary is given in section
V.

II. General Formulation
We start with the usual density-matrix equation of mo­

tion forcr(i)3-8’10’22

a =  —( 3C o* +  e(i)X +  — (To) ( 2.1)

where 3Co is the zero-order Hamiltonian. t(t) the interac­
tion with the radiation field, R the relaxation matrix, a0 
the equilibrium value, and the superscript times sign 
implies that for two operators A and B, A* B [A,B].

This is the usual expression one obtains for the motion­
al narrowing region, where rotational modulation of the 
perturbing Hamiltonian 5Ci(fl) is sufficiently rapid that 
|3C i(B)2|rR2 <c 1. More generally, we may write a stochas­
tic Liouville expression for o(Q,t) wherein the assumption 
of motional narrowing need not be made1018-21

t) =  -¿(3C0x +  e(f>*+ 3Ci(fi )x +  iR '~
i T M n . t ) - 0 om  (2.2)

Here Ta is the Markov operator for the rotational tum­
bling, R' is that part of the relaxation matrix which is ori­
entation independent, while

<r(f) =  Jdfltr (fi,f)P„(i2) =  <Po02)k(0.i)|Po(ft)> (2.3)
where the convenient bra-ket notation is introduced. 
When |3C i(Sl)| /|T121 1 eq 2.2 again becomes eq 2.1.

We first study the general approach to the time-depen­
dent solution of eq 2.1, and then we generalize to cover eq
2.2. Thus we introduce the definitions

( a { t ) — o n\ i =  x(t)x,  (2.4a)

x(i)Xj= Z r ' 2 ( i V " ’ (2.4b)

and

z ( t ) , ;n) =  z (t)x; n)'+ i z ( t ) x; ni" (2.4c)

for the A;th transition. Then by analogy with the steady- 
state solutions,3-810 we obtain the coupled partitioned- 
matrix equations

N
-

<-1-

__
__

__
1

R — ¿K 0 /2zd j/2td

^ z *(0 0 R +  /K - f i l 'd - j/lz d

2 X(i) f h A " - / 2;d 'r - w -  W

|x(0 l/2 /d" -y '2/d ,r — =W:r -W

/Q/j/2

!k z * {t)
+

- iQ / f 2

|x(0 0

\x(t) 0

where we have introduced the definitions

X\j =  (2.6a)

and

X x, ■ X V  +  X jp- ( 2 .6 b)

(where Ay* are the = ±  states corresponding to the 
Ayth transition) with the matrices d,d, the transition 
probability matrices, W, W, and W, the width matrix R, 
the coherence matrix K, and the Q vector defined else­
where.6-7 Equation 2.5 is of the form of a complex sym­
metric matrix, which may therefore be solved by first di­
agonalizing the matrix of matrices (i.e., partitioned ma­
trix) on the right-hand side.

The steady-state solutions to eq 2.5 may be calculated 
by the methods already developed in I-V. In particular, 
the form of eq 2.5 is

M(f) = L M + Q ' (2.7)
Then the steady-state solution Mss is formally given as

M“  = —L- 1Q' (2.8)
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If we define
AZ(f) =  Z(t) — Zss (2.9a)

etc. or
AM(t) =  M (0 -M ss (2.9b)

then eq 2.7 may be written in terms of these deviations 
from steady-state value as

AMKi) =  LAM(i) (2.7a)
or

AM(f) =  eu AM(o) (12.10)
so as f —► <=°, AM(f) - 0.

We now assume that we may let W = 
the matrix elements of W obey

0. This is so when

IFa±, — FFa ,̂ ll± (2.11a)

W a±,0 ±=Wa^.lS^ (211b)
(where a and /3 represent any nuclear spin configurations 
and the ±  signs refer to ms) which is a common situa­
tion.6’7 We further assume that only esr tranitions are ex­
cited, so that d = 0 (For endor <3 X 0) and the x(t) may 
now be decoupled from the relevant part of the solution,
i.e., eq 2.5 becomes

Z '(t) R —zK 0 Z'(t) 0

iZ"(t) = -zK R 2id iZ"(t) + iQ

2X 0 0 2zd,r - W \x(t) 0

with the new symmetric matrix on the right-hand side of 
eq 2.14.

We now particularize the solutions to saturation recov­
ery-type experiments, such that observations are made 
only for small d. We thus wish to develop a perturbation 
scheme to lowest order in d. For this purpose, the matrix 
of eq 2.12 is more satisfactory than that of eq 2.14, since it 
lacks the two degenerate submatrices (R) along the parti- 
tioned-diagonal which appear in eq 2.14. Note, however, 
that for K\ = 0, i.e., Xth line is on resonance, that if -R\ 
=  T2 ,\ ~ 1 = 7 i„\_1 then a triple degeneracy occurs with 
respect to the Xth transition which is lifted by d\ X 0. We 
must consider the case of TVx X 7 V  separately from that 
for 7V\ = Ti,,\. We develop the perturbation scheme by 
a generalization of the Van-Vleck transformation proce­
dure.24 We first introduce the partitioned matrices

] à Z(t) R -zK  0 ][2id

1 • A =
^ Z {i ) — 0 R +  zK — ((2zdi X

|x(t) l/2zd" -]/2 zd tr - W

R — z'K 0

R +  zK 0

0 P 't) ¿Q/l/2

1
|/2Z*(f) + -iQ/^2

1-2*0 0

(2.12)

In the simple two-level, one-line case, the substitutions K 
— Aw,\, - R  — 7 V 1, 2d — -coj, W — T V 1, Z -  Mx, Z "  
-*■ My, —► (M0 -  M z) yield the familiar Bloch equa­
tions, which may be solved by standard methods (e.g., La­
place transforms).23 However the more general eq 2.12 in 
operator form are more conveniently handled by diagonal- 
ization methods. (The R and K matrices are M  X M  
square matrices in the “ space” of induced transitions 
while W is an V2M  X square matrix in the “ eigenstate- 
pair” space; thus d is an M  x rectangular matrix.) 
Note that since the Z "  elements are typically detected, 
we shall need the unitary transformation

Z'

iZr

ÌX2A

1 1.
0  j/2

j /21
1

~l/2 1 0

1
N

v 1
Ni—i

1
___

f 2 Z* =  u y V

1
<x

---------1
<x
’ 110s! |

(213)

0 - w

0 0 d

0 0 - d

d,r - d 1 0

(2.15b)

B =  zj/2

where L = A + B and consider a vector M (cf. eq 2.7) and 
solve for

OAO-'(OM ) +  OBO-1 (OM) = (A  +  b)M' (2.16)
where the partitioned matrix B is transformed approxi­
mately to the form of A, ( i . e . ,  partitioned matrices along 
the diagonal) by the (complex) orthogonal transformation 
O to lowest order in d. That is we let

M' = elSM s ( l  +  zS)M (2.17)
where S is found to be the (complex) antisymmetric oper­
ator

S =  + i(A xr 1B (2.18)
and

That is
b =  ^BxS =  - Ì B x[(Axr ‘B] (2.19)

0 0 - (A 0rfx) - y 2d

0 0 (A c'dxr / 2 d

-(A doxr 1/ 2 d tr ( A ^ r 'y l M "  o

which transforms eq 2.12 into (2.20)
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Here the inverse operator (AJ'*X) 1 for j,k -  o,c,d may 
be conveniently defined by the prescription

(A J'd r ‘ d = l im — f  dr exp[—fr]exp[A ; r]dexp[—A rfr]
<-o+ Jo

j = o o r c  (2.21a)
and

(Arf;Xr 1d,r =

where

lim •
< -  0.

■ f  dr exp[—cr] exp[Adr]dlrexp[—A;r] 
Jo

j  =  oorc (2.21b)

A0 = R —(K, Ac =  R +  (K =  A°*, Ad =  — W  (222)
(The convergence factor e > 0 is always taken as large 
enough to guarantee vanishing of the integrand as r —► =°, 
and the limit is taken only after performing the integra­
tion.) Thus in an M  dimensional basis set a, b . . .  in which 
A0 (or Ac) is diagonal and an N / 2  dimensional basis set 
a,/3 . . .  in which Ad is diagonal, one has, for example

, 8ab5ap 8ab8alJ
[<A" } — A„a0 — A aad irR aa) - W aa +  iKaa{2-23)
Thus the expansion is in terms of

\]/2d,a\/\(-Raa) -  W oa +  iKaa)I <S 1 (2.24)
for any nonvanishing dan, or more simply for a simple line

, /21o)l|/|r2 * — Ti 1 +  ¿Acuì <scl ( 2.24a)

One finds, utilizing the fact that the AJ are symmetric 
matrices, that

[(A 'dV d ] lr= -[(A ^ xr !d,r] J =  0 ,c (2.25)
from which it follows that S is antisymmetric, as re­
quired. Also we have

C +  C" - (C ,r+C*) 0

where

- (C  +  C'r*) C* +  C,r*

0 0

C = d (A d'”T 1dtr

E +  E

(226)

(2.27a)

E =  2dtrRe[(Aodxr ']d  (2.27b)
When the transformation of eq 2.13 is utilized, then in the 
basis of Z', tZ", y2X one has

0

S =  2

0

0

—i[Im (Ad oX)_1]d,r —[Re(Arf oxr 1]dtr

- i [ Im (A orfxr 1]d

—[Re( A" rfX)_1]d

0
while

0 2i Im CIr 0

OÌIIM

2/Im C 2Re(C +  C,r) 0

0 0 E + E "

( 2.28)

(229)

Thus one may solve either eq 2.12 or 2.14 in the 
mations used as

approxi-

A M '«) st(A + b)AM'U) ( 2.30aJ
so

AMT t ) ̂  exp[—(A +  b)i]AM'(0) (2.30b)

and

AMU) ̂  (1 ■- tS) exp[—(A +  b)t *1 +  tS)AM( 0) (230c)

Note that A + b given either by eq 2.15a plus eq 2.26 (in 
the representation of eq 2.12) or by uAutr plus eq 2.29 (in 
the representation of eq 2.14) have the eigenstate-pair 
space (represented by superscript d) (approximately) un­
coupled from the transition space (o and c superscripts) so 
—W' + (E + Efr) may be diagonalized separately. How­
ever

R —¿(K —4Im Ctr)

—¿(K —4ImC) R +  4Re(C +  C,r)

will in general couple Z' to Z "  (or alternatively the cou­
pling can be written for Z and Z" from eq 2.15a and eq 
2.26).

We note here that it is always possible to choose basis 
sets a,b . . . for transition space and a,/3 . . . for eigenstate- 
pair space such that d has a simple structure with <2, j  = 

where j  refers to the eigenstate-pair corresponding 
to the jth esr transition. Several examples appear be­
low.241’ However, this choice will not, in general, simulta­
neously diagonalize A° and Ad. In those cases where it 
does, and if <3;j = d independent of i, it then follows from 
the above definitions that Ud = U° (see below), O r = C, 
and E11- = E. Also the mixing of the Z and Z* components 
by the terms in b it, in general, not easily simplified. This 
mixing becomes important as elements K,,, —* 0 repre­
senting resonances.

(A) Simple One Line Case. We illustrate the above for­
malism for the simple one line case, which is otherwise 
well known, in preparation for the more complex cases 
given below. In this case we have C = C , E = Eltr and

S =
- T - )2 + A oj2 "

0 0 —¿Ao>

0 0 ( T f l

¿Ao>

71T ̂Er-HT

0

and

(231a)

________ “2_________  V
(7V1 — Tj-1)2 +  Aw2

0 —iAo) 0

—(Aa> (T.,~1 -  T ~1 0

0 0 —(T.Ç

(231b)

in the Z ', iZ'\ 12X, representation. When we neglect 
terms of order wi2/[(T 2_1 — Ti -1 )2 + Aw2] compared to 
unity, one has
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A +  b

where

- T V 1 —¿Am 0

—iAm —T2~1+ ò 0

0 0 - T
(2.32)

ô =  œ12i T f ]- T 1- 1)/[(T2- 1- T t- lf  +  Aw2] (2.32a)
The 2 x 2  submatrix may be diagonalized by the orthogo­
nal transformation U

and

AZ'(0) = AM.r(0) =  AmT,AMy(0) = Aw TyW a -  1)M0 

AZ"(0) = A M v(0) =  ( a - l ) w I7’,M o 

- a \x  =  AM..(0) =  ( a - l )M „  (2.38)

Then for case 1 we have

A Z "U )~ (1 o - j ,  - i( t ,

( T r 1 -TV) L e
(2,39)

U =
[1 -  a + r 1/2

[1 - a - T m

f-, —i-i-l/2U a+ J
fl — 1 -i—1/2-[1  -  a -  J (2.33a)

while for case 2 we have
, —(1 — otimfT.r' M (,A Z"(t)

T r 2 +  A or2
£—t\'I\ 1 -f- ó ] (240)

such that

where

U [A +b]U “ ‘
E+ O

O E -

fl± = (Ô ±  j/52 — 4Acc2)2/4Acc2
and

E± = - r 2_1 + 5 /2  ±  2 4Ato2

(233b)

(2.33c)

(2.33d)
For |52/Aor2| <  1, i.e., a line off-resonance, one has com­
plex eigenvalues of eq 2.33 of X s  - T V 1 + (5/2) ¿Aw 
corresponding to the eigen solutions (1 /\,r2)Z and (1/ 
•VZ)Z* (cf. eq 2.15a); while for |52/Au>2| 2> 1, i.e., a line 
close to resonance, one has simple decaying solutions X s; 
- 7 V 1 and - T V 1 + 5 for eigen solutions Z ' and iZ", re­
spectively (cf. eq 2.32). It then follows from the above 
equations that the complete solution is

A Z ’

1-----

L
A Z " =  (l- i 'S )U tr e~E-f

\ x x ( t ) i_l +ó)t

U(l +  iS)

AZ'(O)

AZ"(0)

\a X{Q)

(2.34)

where only terms linear in S are kept. Some simple and 
well-known limiting cases are25

B. General Cas? for T 2 -C TV The formalism given 
above permits the solution of a variety of situations in­
volving saturation recovery for which eq 2.34 is immedi­
ately generalized, and the general expression of eq 2.5 
may be used for more general cases. We will now, how­
ever, particularize our solutions to the case for T2 <s T\ 
or, more generally, | R| »  |W| . This is a useful case, espe­
cially in the slow-tumbling region, and also one for which 
some relatively simple analytic solutions may be obtained 
even for spectra which otherwise appear complex to de­
scribe. In this case we have from eq 2.14, 2.15, 2.28, and
2.29 that for

|R|f >  1 (2.41)

AZ"( t ) s  [Re ( Ao dXr 12d]le~*"Arji<0 ) ( 2.42)

In eq 2.42, we have dropped the small correction E + Etr 
of eq 2.29 to W. In the simple line case, this is just the ne­
glect of 5 of eq 2 32a compared to T V 1, which is valid 
since for T V 1 > 7 V 1

0T' = f +  T *- Au- ~ UlTlT * « 1 (2-43^

(where T2* ~ 1 = T V 1 -  7 V 1). The last inequality is a 
consequence of the no-saturation condition during the re­
covery. Now if U0, Uc, and Ud are the orthogonal trans­
formations which diagonalize A0, Ac , and Ad, respective­
ly, we may rewrite eq 2.42 as

AZ"(f) =  — rdr|Uo,rexp[TU0(R-i:K)Ufl"']U0 +
Un

Ur1' eXp[rUr(R +  iK)U,hJUridU,/' X

( 1 ) Am =  0. Then 
AZ"(t) = e~tiTr'~°)AZ''(0) +

~i]~e~ ,[Tt~' +6i)A^X(0) (2.35)

(2) T2_ 1 »  T r 1, then for t > T2~1

AZ”(i) = T ^ + 1+61 |j>A* <())] (2'36)
If we use conditions of partial saturation such that Mz(0) 
= aMo, 0 < a < 1, with Mo the equilibrium magnetiza­
tion, then

Mjr(0) =  aAo)(ll^T22M0 

M ,<0) = amlT2M 0 (237)

M M  =  a M 0

exp[rUd(+W)Urf1'] exp[Urftr(-W f)U /1U rfA lX (0) (2.44)

(The convergence factor has been dropped in eq 2.44 since 
| R| > |W| implies satisfactory behavior of the integrals.)
Note, however, by the functional properties Uo = UolR, 
-ik| and Uc = UC)R, +iKl it follows that U, = U0*. 
Then if we let

r - t k  =  U0(R -;K )U o'r (2.45a)
and

w = Urf(W )UV (2.45b)
eq 2.44 may be written more simply as

A Z " (i )=  — f  dT RejU0trexp[r(r—;k)]Ur,|(2d)U1/tr x 
*'0

exp[(r —OwjUrfA^XlO) (2.46) 

We now consider specific examples.
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III. Motional Narrowing Examples
(.4) Well-Separated Hyperfine Lines (Nitroxide). We 

first illustrate the application of our expression to a ni­
troxide in the motional narrowing region when the three 
Lorentzian hyperfine lines are well separated. If we con­
sider just pure electron spin flip transitions or We, 
pseudo-secular END terms (bWe), and spin exchange 
(b"W e), we have3-8

W =  2 We

Then

1 + 2 b " +  b - b " - b  - W  

- b " - b  1 +  2ò "  +  2b - b " - b

- b"  - b "  —b 1 +  2 6 "+ 6

l/j/3  I / 1/3 1 / /3

U rf =  1 / / 2  0  - 1 / 1/2

I / I / 6  - 2 / 1/6  I / 1/6  _

(3.1)

(3.2)

and

w =  2We

1 0 0

0 1 +  3b" +  b 0

0 0 1 +  3b”  +  3b

(3.3)

We also have

-R i.j  = T '.2 i- 1 Ò ,y+(W  , - W A . j) (3.4)

where the T '^ r 1 give the purely secular contributions to 
the fth hyperfine line. Also

K,.j =  A w A j  (3.5)
and

—d,.j =  (3.5a)

where j  refers to the eigenstate pair associated with the 
j th transition.

For the general spectrum of well-separated lines we 
have for i ^  j 7

j—R,J = j # , J|«;|u,-wv| i ± j  (3.6)

Thus R ±  f’K = r ±  tk is diagonal in the basis of the sep­
arate transitions, and Uo = 1 (except for higher-order 
terms in 2Web "  and 2Web vs. (co* — op)). Then elements 
of eq 2.46 are

AZ",<0 =  - L f  dTReexp[r(r,,-iA ,.,)]w1(i/d,r),.1y X
l.HJ 0

exptir-D w ddK t/rf^A lÂ /O ) =

, ^ v '  e_“W+  coi Re > -----:---------- T7—jd m  +  WM—iA co,- ( U / U U ^ J A lX ;(0 ; (3.7)

It is necessary, in order to complete the solution, to spec­
ify the initial condition

lX ;(0 )  =  — (-M<-,;(0) — M 0;) =  < l -a ,)M 0.;  (3.8)

or
a ; =  ;(0)/ M 0j  (3.8a)

It is now convenient to consider two limiting cases de­
pending upon whether b. b '' <g 1 or 3> 1.

(1 ) Uncoupled Relaxation, b, b "  <c 1. For this case a 
saturating pulse on the j  th transition leading to ctj +  0 
will not appreciably affect the i +  j  lines (except for 
terms higher order in b, b "  see below). Furthermore

wM ^ 2 W e = T 1- 1 a ll/? (3.9)

Then, since 2 g(\J(itT^8 (Ud)i3j  = 5 ;j, eq 3.7 becomes
00,(1 —Re
T'ii.j 1 +  fAcoi e ,/Ti(5i.j (3.10)

which is just eq 2.40 for each line.
(2) Coupled Relaxation, b ' , b"  »  1. For this case, a 

saturating pulse on the j  th transition will have its effects 
transmitted equally to all the eigenstate pairs so that ai = 
<Xj = a = Vsatotai) +  0- Then since 2 j(Ud)pj = eq
3.7 becomes

A Z” ,(t) — — Re 1 — a )M0'
e ,,Tt

(—Ri,i)~l — T  ,_1 +  /Ao), (3.11)

for i = 1, 2, or 3 (corresponding to transitions with nuclear 
spin of -1 , 0, and +1). Thus only one of the eigenvalues 
ofw  (¿.e., 2We = 7 V 1) is seen.

If it were possible to saturate one of the lines relative to 
the other two, then one could obtain a superposition of 
three decay terms each decaying by one of the eigenvalues 
of w. Such would be the case if b and/or b "  is of order of 
magnitude unity. But then the three eigenvalues of w 
would not be much different, so that the superposition of 
three decay terms would not differ much from a single av­
erage exponential decay. A rigorous solution of this inter­
mediate region would require a calculation from eq 2.12 of 
the values of X resulting from a pulse of finite duration, 
Ai'. However if At' > wgg_1 < Ti = (2WeY 1, then one 
may use as the ratios aJ/aC ~  Xjs8/X 'ss, i.e.,the steady- 
state values obtained in the presence of the saturating 
field. Thus for case 3, the steady-state approximation on 
the pulse duration, one has

Xsatd =  —2W~1dM«i,rZ " sa‘d (3.12)
with Z "satd calculated by standard means.3 8 Then we 
can use the relation (appropriate when only pure esr tran­
sitions are generated) for the saturation parameters i2j j 7

40V-1),-.; = a . ,  (3.12a)
to rewrite eq 3.7 as (with dit j- satd=  is).

A Z",(t) =  üj, Re
e~wH8'

j.a.kru  +  wiin -i^ i

a;/ =  coi Re X v

( t W r(tT/)Vx

e~ u'3 J' 1
g r Li +  Wff0 - i A o > i  Wgg

(Ud)l/T(U d)gl
g// _ s a t d

(3.13)

where the second equality follows because

w“ 1 =  UdW_1Ud,r (3.14)
Case 1 is obtained from the second form of eq 3.13 by set­
ting only one Z "k9atd unequal to zero and then using eq
3.9. Case 2 is obtained from the first form of eq 3.13 by 
recognizing that for b and/or b"  »  1, Qj,k becomes inde­
pendent of j  and k, i.e., —«■ 2/(N/2)We .6 (These Qj,n
are given explicitly for the nitroxide case in Table V of ref
8.) Then one may use 2 ;(t /(j)s / = 5g,iVN/2. (Recall, how­
ever, that our original derivations of cases 1 and 2 did not 
require the “ steady-state pulse” approximation.) Cases
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intermediate between (1) and (2) exhibiting effects of all 
three decay constants are also obtained from eq 3.13. 
(Note that eq 3.13 also covers eldor-type situations.) It 
follows from eq 3.13 that the exponential decays of larger 
Wffg have the weaker amplitudes.26

In particular, let us assume that the wgg are nearly 
equal so 6,6"  <c 1. Then if the line observed is i = 1, 
while k = 1 has been saturated (simple saturation recov­
ery), one obtains from eq 3.13
A Z 'V D s r .w , Re(r, j +  Tr> - iA w 1) - 1e - '/r> *

[1 -  (26 " +  6)(1 +  t/T] ) ]Z " r li w,3 (3.15)
However, if we let k = 2 (an eldor case)

(ru + T V ' - i A « , ) " 1 *
(1 +  i /T 1)Z"2satdw,s (3.16)

This emphasizes how the relaxation is dominated by T1: 
and how an eldor effect would be weak (but potentially 
noticeable) compared to the direct saturation recovery ef­
fect for this case.

(B) Single Average Hyperfine Line (Nitroxide). Here we 
assume the opposite of eq 3.6, i.e.

|-R,.,| =  |W,,| »  |o),— w>| i ? j  (3.17)
or

2We6 and/or 2W e6" » |o>, —u>|~aN (3.17a)

so the original three-line spectrum has collapsed into a 
single average Lorentzian. If we also assume \T2j ~ 1 — 

<S 2Web and/or 2Web "  then U0 =  Uci of eq 3.2 
and eq 2.46 becomes

o
Z A Z",it)^ - Z  rdTRe|i/o,.„,r X
' = 1 i .a. k.m. 3 *'0

exp[r(rcl a - ka a)]U0u*(2d )*.*[/*..jtrj x

exp[(r~ t  )wjg]( U d)gm A^Xm(O) (3.18)

But since dn,~k is independent of k and ZkU0a~kUgn,gtT 
5ag, while ZiU0i,atr = ZiUoa.i — v 36q,i and Xm(0) = a in­
dependent of m, one has

ru +  Wn — ¿Aeon (3.19)

where ten = 2 W(,

n = T , " r l +  z w e with T / av_1 =

and

A w „= ^ Z A w , (3.20)

Corrections due to the incomplete averaging of effects of 
the 6 and b"  terms can be obtained by perturbation 
methods in the usual fashion. Again the relaxation is 
dominated by Ta = l/2We. (Note that eq 3.17 does not 
violate the validitv of the perturbation approach as long 
as 7V_ 1 >2W e.)

(C) General Case. The discussion given above in terms 
of the example of a nitroxide in the motional narrowing 
region is seen to apply quite generally to the case of any 
hyperfine spectrum in the motional narrowing region. 
That is, eq 3.7 is still applicable in the well-resolved spec­
tral region as are the discussions and conclusions of cases

1, 2, and 3; also eq 3.18 applies in the limit of a single av­
erage hyperfine line. When there are degenerate hyperfine 
lines, it is only necessary to replace the vectors (e.g.. Z, 
X) and matrices (e.g., R, W) by their appropriate symme­
trized forms as given in V, which then properly include 
the degeneracy factors. (Care must be exercised in de­
scribing the (coupled) relaxation of the components of the 
degenerate line, but the methods of I-V are applicable.)

Note that in the diagonalization of W  (and R), one can 
take advantage of the symmetries of these matrices. Thus 
the feature of spin exchange for nondegenerate transitions, 
viz. that it leads to equal transition probabilities among 
all the eigenstate pairs (i.e., -  W/;ex = 2Web' ’, i ^ j ),4 
means that W  in the presence of exchange (but absence of 
END terms) is invariant to all permutations of the N/2 
nondegenerate eigenstate pairs, i.e., it commutes with the 
permutation group Pjv/2- It is then a simple matter to 
show from the properties of this group that there is one ei­
genvalue.

wu =  T T 1 =  2W , (3.20)

corresponding to Un = 1/ V N / 2  (for all t) or the totally 
symmetric linear combination of eigenstate pairs. Fur­
thermore, all the other eigenvalues are found to be degen­
erate (belonging to an (N / 2  -  1 dimensional representa­
tion of Pn / 2) and equal to

The END interaction shows less symmetry. However, 
for the eigenstate pairs of a single nucleus of /  (or for tne 
J,K|th set of eigenstate pairs corresponding to n complete­
ly equivalent nuclei with J = Zi=rIi and k refers to a par­
ticular partner3) the W ,jEND are symmetric in the quan­
tum. number M. Thus the only symmetry operation in­
volves W m .m ± 1 “ *■ 1, and X m - X  m■ However,
one may also take advantage of the structure of W 1

WVi~ 2 W e<5,.y + W ( E N D ) ; . ;  (3 .22)

so only W(END)“,' the END contribution, needs to be di­
agonalized. Then since7

W(END)T7 =  -Z W (E N D )?; =  ~ZW (E N D );y (3.23)
j*i

the matrix W(END) must have a single eigenvalue of zero 
corresponding to the eigenvector 2 *X t (by analogy with 
the equivalent property of symmetric W matrices corre­
sponding to the conservation of probability). Thus one 
again has

Wu = T r 1 =  2 We
corresponding to Un = l/VN / 2  with wu = 2We[l + fi(b)] 
> 2 Wc for i tA 1 where the function fi(b) is of form seen in 
eq 3.3. (The above symmetry considerations are sufficient 
to determine the wu for the nitroxide.)

When both END and exchange are present, then the 
lower symmetry of the END interaction is to be used. 
Also, if the hyperfine pattern is degenerate with different 
degeneracies for the different lines, then the W3 matrix 
(the symmetrized form, cf. V), in the presence of ex­
change only, one no longer has Pn /2 symmetry but usually 
symmetry such as W(END), since, D(X), the degeneracy 
of the Xth transition, is symmetric about the center of the 
spectrum.

One can further generalize the problem to include a W  
which depends upon M  (i.e., effects of the cross term be­
tween g and dipolar tensors). This will, however, destroy

The Journal of Physical Chemistry, Vol. 78, No. 12, 1974



1162 Jack  H. Freed

the symmetries discussed above. When cross transitions 
are not negligible, then the W  matrix is nonzero and one 
must return to eq 2.5, but perturbation methods compara­
ble to those of section II may still be employed.

On Contributions of T2-Type Decays. We now wish to 
discuss the validity of the neglect of the terms appropriate 
when |R| 3> |Wj cf. eq 2.41-2.42. Such an approximation 
is valid, for example, for dilute solutions of semiquinones 
where the secular g tensor broadening dominates the 
widths, except at higher temperatures when spin rotation 
is most important and Ti ~  T2.14 In the latter case, each 
hyperfine line is uncoupled from the others, and one 
treats each such line separately.12 This latter case is also 
the case for the nitroxides at low viscosity; at higher vis­
cosity the secular g tensor broadening is, however, not 
dominant, and T2' r 1 ~  Wn in eq 3.4, so T2,¡_1 is only 
somewhat larger than Wn. However, b =  Wn/We is then 
usually substantially greater than unity. Thus, while wvl 
= 2We -c T z .r1 in this case, the w22 and w22 of eq 3 3 are 
of comparable order of magnitude to T2, r 1. We have al­
ready seen that for b 1 we can neglect the effects of w22 
and W33 in the saturation recovery, and for the same rea­
son of rapid decay we can neglect terms decaying with 
time constant of order T2. A similar argument applies 
when exchange makes a major contribution to the widths. 
However, in that region where We and Wn (or wEX == 
Nb” We) are of the same order, and T2' r 1 is-not large, 
then the complicating effects of the decay of T2-type 
terms from the complete solution of eq 2.30 might become 
important to consider. Note further, that in the well-re­
solved region, where only a single hyperfine line is ob­
served, this solution may be achieved fairly simply utiliz­
ing the techniques given above, since U0 = 1 (even though 
U<¡ is not so simple).

IV. Slow Tumbling Examples
(A) Simple Line. By means of the eigenfunction expan­

sion method of FBP,18 one obtains from eq 2.2

^ C m(t) =  Y^R ™ ,»-iK m.n )^ C n( t ) - i f l d m.¿ x

(\bm(t)) +  i ^ Q m (4.1)

as well as the complex-conjugate form of eq 4.1, and 

\bdt) = i ] f^ h .m {^ C J yt ) - ^ C m\ t ) Sj  -

Z W s.s  (4.2)

where the absorption is proportional to Im C0 =  C0" . 
Equations 4.1 and 4.2 have been obtained by expanding 
the orientation-dependent terms

Z{tt,t)h =  Y f m(t)\Gm(.Q.)) (4.3a)
m

and

x m \  =  x b d o i G t m  (4.3b)

in eigenfunctions Gm (Q ) of the Markov operator I’ ,,
TuGm(Q )= E mGmm  (4.4)

and in this section we drop the \j subscript, since only a 
simple line is being considered. (We also let m — m.) 
These eigenfunctions Gn (Q ) may be written for Brownian 
rotation in isotropic liquids as the normalized Wigner 
rotation matrices

G.(fl) “ * SD̂ Ì(0) {45)

with eigenvalues En for isotropic motion
En- ^ E LKM =  U L  + 1)04 (4.6)

where (R is the rotational diffusion coefficient.10-18 For 
models involving reorientation by appreciable jumps, it is 
found that the functions of eq 4.5 are still good eigenfunc­
tions, and eq 4.6 becomes

En *■ E k,mL — BlL{L +  1)(R (4.6')

where the model parameter, BL ranges from unity for 
Brownian motion to BL = [L(L + l ) ] -1, L ^  0 (and BL = 
1 for L = 0) for a strong collision model. It is discussed in 
detail elsewhere.19-21-23 (We note that there is a simple 
analog between Brownian rotational diffusion with an 
END mechanism on the one hand and strong jump diffu­
sion with a Heisenberg exchange mechanism on the other 
hand. The former pair have significant “ selection rules” 
while the latter have none.)

In particular, if we assume the orientation-dependent 
perturbation in eq 2.2 is an axially symmetric g tensor, 
one finds only the Co.cL(t) and the b0,cL(t) for L even af­
fect the observed signals (cf. eq 4.8b below). For this case 
the terms in eq 4.1 and 4.2 are18

Rl.l' — rL./A,L'----- (T 2 ' JrE L)òL L‘ (4.7a)

K l .l '  ~  Aw +  «/,,£' (4.8a)

with

kl.l' =  [(2L +  1X2L' +  1)]1/2 ( q I  q 'J
2

5 (4.8b)

¡} =  r̂ ñ f3e-Bo(gf-gj) (4.8c)

These expressions include only the secular contribution of 
the axially symmetric g tensor. (The nonsecular contribu­
tions have been omitted in eq 4.1 and 4.2 (cf. FBP section 
n iB l).) Also

W p L' =  WLJ.ÒL.L’ =  (2We +  EL)0¡, I
and

(4.9)

Qi =  qo}xd\5L o (4.10)

We have introduced an orientation-independent width 
T2~1 and T\ ~ 1 = 2We into eq 4.7a and 4.9, respectively. 
Equations 4.1 and 4.2 are seen to be of the same matrix 
form as eq 2.12 (with the matrices d and d11" defined by eq
4.1 and 4.7. So, provided the inequality of eq 2.24 for the 
present case applies, then the same perturbation treat­
ment in d\ utilized for solving eq 2.12 may be utilized for 
the present case.

We wish to point out at this stage, that the eigenfunc­
tion expansion method immediately yields Rm,n and Wm,n 
in diagonal form. Thus, when Emf  5 »  1 corresponding to 
motional narrowing, the R ±  tK is approximately diagonal 
in this representation. However, k, which arises from 
3Ci(il), is diagonal in the space of orientational unit vec­
tors |5(il — $2o)>15 We note that from the representation 
of the 5 function

f t n - f i o  )> =  E G n* ( W „ ( n ) >  (4.iia)
n

where, here, |Gn(fi)) are any complete O.N. set of func­
tions, one has
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|G„(ffl}= Jcl&oG„(ft„)|<5(i2-£20)} (4.11b)
and, if they are also eigenfunctions of r Q , then

(m -Q O lT u lm -ik ) )  =JTG„*<no)GM)En (4.12)
n

Equations 4.11 define the unitary transformation
Un,% =  G„(Sl0) (4.13a)

(U ~% or =  UnM* = G *(tt o) (4.13b)

between the two sets of basis vectors. It is often the case, 
however, that the real linear combinations of the G„(f2) 
can be used so U becomes an orthogonal transformation.

When El / J 1, corresponding to the very slowly tum­
bling region, then R ± (K is approximately diagonal in 
the |6(fl -  Qo)) representation, with

K u,a2, = k(Qj) =  Awa-u 'iQ j) (4.14a)

where

cAQj) = SF -JD oo HQj) = 3? P2(0j) (414b)
with P2W) the second rank Legendre polynomial. (Of 
course, actual calculations are performed using finite grid 
points on the unit sphere.)

Again the solution may be written in the form of eq 
2.46, with an equation such as eq 3.7 appropriate when 
E\JT « <  1, except that Uo =  (U~ 1) are defined by eq 
4.13b while U</ = 1 (since the initial basis sets are the ei­
genfunctions of T and not the individual orientational 
component; whereas in the motional-narrowing case of 
section III the individual hyperfine components are uti­
lized). When E\J S < 1, defining the slow tumbling region 
where the spectrum is intermediate between the motional 
narrowing and rigid limit ones, the matrix U„ may be ob­
tained by diagonalizing (R -  ¡K) following methods al­
ready well described12-15-18 19 while U<, = 1. Thus we may 
write from eq 2.46

ACo"(i,w) = w i R * l l (R_ ik)j j +  Wu(Uotr)oj *
(i/o),.¿¿AM O) (4.15') 

and when E\, <s 5, this may be rewritten as
AGo'Ucu) s

«1 Re
1[tor* '£ ‘ f Aair(ü j)-ik (Ç lj)+ w u G,*Üj)A '2èi(0)

(4.15)
In both cases, it follows from eq 4.8b that only even values 
of L are required. Note that in eq 4.15, it is never really 
necessary to take an infinite sum over L. This is because 
in the integration over 12,-, the G,. (12,) for large L have 
rapid oscillations compared to the rest of the integrand, so 
that they average to zero. That is, we do not need values 
of L so large that G/.(12,) varies much faster in 12, than 
[r(12,) -  ik(Qt) + w n Y 1. The effect of a large 7 V 1 in 
r(12,) is to broaden out the features of the near-rigid spec­
trum, thus decreasing the maximum value of L required. 
The approximate equality of eq 4.15 reflects the fact that 
we have taken R -  iK as diagonal in the |5(12 -  12 0)) rep­
resentation, with the dominant part of r(12,) being — T V 1 
(with any small residual motional broadening calculated 
using the correct representation which diagonalizes R -  
iK which, for practical purposes involves finite difference 
methods.) We can also rewrite eq 4.15 in a form more 
closely resembling eq 3.7

AZ"(12„i,u>) =
E e-"n.'

-------a— 1-------/.even ̂ 11 ' Ml.!.
Jdfl,-G£(fl,)Gi*iay)A£x<fl,.„>(4.16)

First suppose that El <C We, so that lull =  2We for all 
values of L which contribute appreciably to the sum 
(since as already noted the sum may be truncated, but 
also the t>i,(0) may be negligible for large L), then eq 4.16 
becomes

A Z/,(Q„tMa>1e~'/r'r _ ik^ + ,?Vy f A |xa2„0 ) (4.17)

representing the fact that the spin packet at 12, is uncou­
pled to the other orientations (compare with eq 3.10) and

j  J'di2iAZ"(fi„i,w) (4.17a)

(Note that it is ACo"(t,oi) which is observed in an experi­
ment.) Now suppose that £L >  We for L > 0 such that 
u)IiL »  2We for L > 0. Then a saturating pulse will have 
its effects transmitted by the rotational diffusion equally 
to all parts of the line, i.e., only bo(0) is normally saturat­
ed, so only A%6o(0) ^  0, and eq 4.15 becomes (with an 
equivalent form for the more general eq 4.1 o')

ACn"(t,u>) =  ^ e - ' ' T‘ x

R e[/d l2 , r( Q .) - ik(Q:U}) + 2 w J .2A6o<0) (4'18>
again giving relaxation with a simple Tj = 1/2 We (com­
pare with eq 3.11).

We can, again, introduce the “ steady-state approxima­
tion on the pulse duration” and the analog of eq 3.12 be­
comes

\ m , r d =  -S d ü JWo!ç! - % iM" MiAz ''(ü Jr ^  <4.191

where

W afl~l =  X G ra( i I , )^ m_ 1Gm*(i2,) =
m

; Z w (4.19a)

and for an orientation-independent transition moment we 
may write d(S2,,12, )tr satd = s5 ,j. While, in principle,
the sum in eq 4.19a includes a complete sum over the 
O.N. set, the nature of Z"(12,-) for the present case, as de­
termined by eq 4.8, again means that only the restricted 
sum of L even and K -  M  = 0 need be used in eq 4.19. 
An alternative form of eq 4.19 is

bi 5a,d =  a ( 4 . 1 9 b )

In general, the 6/,satd will be nonnegligible only for 
those L such that the C/."satd are strongly coupled into 
the problem by the term in p  of eq 4.14b and for which 
4c#*atd2lyI L- i > (—R¿ i ) ,  i.e., the Ci."3atd are indeed 
being saturated. It is usually the latter condition which is 
limiting, since one has

t p 1i e l, w j e l^ \ i e l

and usually

(Wl7 > (2W e) -1T,
(but not very much greater). Note also that the Csatd are 
obtained from eq 4.1 to 4.8 once C/.(t) and f>z.(i) are set 
equal to zero. We now obtain from eq 4.15'
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ACy'(f) =  +wiReX/rpVrL (R —iK )jj +  wLL ( ¿ ¡ ) (C7o'r)o'/  Uo)jm

Ci " <satd,|w1s <4¿0)

with the obvious modification when eq 4.15 is appropriate. 
Equation 4.16 may be rewritten as

___ir. . t
A Z "(i2„w.i) =  w ,R e £

S

L ritti) ~ikitt,) +  wl.i.

GL(tt¡)GL*(Qj)
- J~ ------- ^ Z ' ^ t t ^ d t t ,  ; 4.21 )

WL.L 4
where it is again clear that only u>oo and those wl.l com­
parable to woo would contribute substantially. And the 
saturation recovery spectrum given by AC"(a),t) is ob­
tained by integrating eq 4.21 over Í2¿, and utilizing 
( G i ( i 2 j ) | Z ' ' ( f i ; ) )  = Cl. The case of wl.l comparable to 
wo,o for all L contributing appreciably to eq 4.21 may be 
dealt with in the manner of eq 3.13 to yield

A Z "( tti, w,t ) ̂  Wi Rte
ritti)—ik(ttj) +  w(

-fá ttj x

[á ( í l , -^ ) -T (n „ Ü ; )(l +  m00í ) ]n ;y 1Z /,(í2;y ,di ^ 1s (4.22) 

where

7itt„ tt j)=  T ! y LGL*(tt,)GLittJ) (4.22a)
L* 0

and 7l is defined by wll — ^oo7i  with n  «  1 for all 
values of L contributing appreciably to eq 4.21. (The 
prime on eq 4.22a indicates it may be calculated over this 
restricted set of L values.) Note also that 
ZL,GL(Qi)GL*ittj) = 5(tti — Qj) compared to the much 
slower variation of Z"(Qj) with Qj. For Brownian diffusion 
7 /. = L(L + l)(R/2We; while for the limit of strong jumps

7 (tti.ttj) ô i t t . - t t , ) -
1

8tt2 ffi/2  W e (4.23)

Equation 4.22 again emphasizes how the dominant relaxa­
tion is via T\ -  l / 2We, and it shows how one may calcu­
late the magnitude of the weak recovery signal for an 
eldor experiment in this case when and Qj are quite 
different. Equation 4.23 substituted into eq 4.22 gives the 
simple orientation-independent result expected for a 
strong-collision model (for (2; ttj). For this model, the
more general expression, eq 4.21, takes on the simpler 
form

A Z''(tt¡,ío,t) = :w1Re [ h í2¡) — i
~w00l C t /satdo

r(tt,) — ik(tt,) +  w'

ikitti) +  W0. o WOOJ/87T2 
//satd ̂

- +

z " (t t ,r
c  •
V 8x 2 w,s (4.24)

where w' = woo + (R.
Other Aspects of a Simple Line. (1) Orientation-Depen­

dent To and T2. Near the rigid limit, it is possible that 
orientation-dependent effects of To and T2 begin to show 
up. We can examine such effects by introducing terms 
T i.q-3 oo2(S() and T2, “ ^ oo2^ ) .  Then
R = ~i T.r1 + E l)5l.l' -

T2,o_1[(2T +  1)(2L' + 1)]1/2 ^ q l  q  ̂ (4.25)

and

W u j ~  I T - '  +  E,.) < 5 +

Tur1t(2L+lK2L' + l)]I'2(J l  J')2 (4.26)

When eq 4.25 is compared with eq 4.7 and 4.8, it is seen 
that its only effect on the previous results is to change 
—► 5 -  iT2.a ~ 1, but eq 4.26 renders Wl.l nondiagonal. 
When To.aEl »  1 (or more precisely To,aE2 3> 1) then 
these orientation-dependent effects may be neglected, but 
for very slow motions it would be necessary to diagonalize 
Wl.l (where, in the limit E\. —► 0, one would obtain the 
|5(f2 -  S2,)>representation).

(2) Asymmetric g Tensor. The correct expressions may 
be obtained for this case by direct comparison of the 
above expressions with the steady-state case given by 
FBP. The main feature to note is that the 3 )  k o K I I )  for 
even L and nonzero K  appear in the problem, so effects of 
anisotropic rotational diffusion can appear.12 Otherwise 
the discussion is analagous to that given for symmetric g 
tensors.

(3) Contribution from T2-Type Decaying Terms. In gen­
eral, one finds that 7 V 1 is significantly larger than 2We 
in the slow motional region, so the 7Vtype decaying terms 
should decay much faster. However, it is possible for EL = 
StL(L + 1) to play a dominant role for large L in eq 4.7a 
and 4.9, i.e.,(RL(L + 1) »  7 V 1 and 7 V 1. But this is the 
case where these terms of large L decay too rapidly in 
e~^‘ to be important compared to the w0,0 case, and sim­
ilar comments would apply to the T2-type decaying terms. 
Again one can return to the complete eq 2.30 for a de­
tailed examination of such effects. We note that in the 
slow tumbling region, the Kl.l of eq 4.8 will result in 
contributions from slightly off-resonant components of the 
line, and their T2-type decay (but not Ti-type decays) 
will have some oscillatory character, cf. eq 2.32-2.33. Our 
analysis given above can be further refined by distin­
guishing between that portion of the line broadening 
which is homogeneous, and that which is inhomogeneous 
(assumed Lorentzian). This is unimportant for unsatu­
rated effects, but is important when considering satura- 
tion.12'22'23

(B) Complex Spectra. E.g., Nitroxides. Very often, a 
slow tumbling spectrum is not just describable as a sim­
ple line, but is rather a complex one involving the cou­
pling of the different transitions. Methods for solving the 
steady-state spectra in such cases are given in detail in 
FBP18 and Goldman, et a/.,1219 and in Bruno’s thesis.21 
However, the partitioned-matrix concept of eq 2.12 may 
again be applied in a manner analogous to the simple line 
case treated in the previous section. The important gener­
alizations are just to regard each of the coefficients 
Ckml (0  and biLML{t) as vectors in spin space,18 such that 
CKML(t,i) refers to the component representing the (th esr 
transition. For the particular case of nitroxides. one need 
only consider the three allowed transitions (i = 1, 2, or 3) 
and three (mixed) forbidden transitions.12-19-21

These forbidden transitions are coupled into the (high- 
field motional narrowing) allowed transitions by the 
pseudo-secular terms in 3Ci(S2) which induce nuclear spin 
flips and, as the motion slows, they also affect the actual 
resonance frequencies. (For very slow motions, one 
achieves the rigid-limit resonance frequencies, w'hich may. 
to a good approximation, be described by three allowed 
transitions, for each orientation.)

Similarly there are six components bKML(t.i) repre­
senting population differences between pairs of eigen­
states: i.e., three for the allowed transitions (i = 1, 2, or 3) 
and three which are really (mixed) nmr transitions. These 
latter arise from the pseudo-secular terms in 3Ci(i2), and 
thus play a role closely analogous to the three forbidden
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transitions for the Ckml (i)• As the rigid limit is ap­
proached (in particular for |3Ci(Q)|/ (RS> 1) they become 
equivalent to representing the diagonalized eigenstates 
characteristic of the rigid limit.

One may thus generalize all our above procedures to 
such cases wherein the vector spaces of eq 2.12 include the 
product space of the Ckml (t) for the different L, K, M  (or 
alternatively the |5(Q — fi,> representation) with the qp; 
propriate spin space as just described. In the slow tum­
bling region where

| TCi(0 )| <R >1

i.e., the unsaturated slow tumbling spectra still show im­
portant motional effects, the detailed diagonalizations re­
quired for eq 2.46 for example are complex although trac­
table. 12.is.1».2i However, this is typically the region where

2 <R
and any saturation effects are transmitted throughout the 
spectrum. In this event, we again have a case where the 
W matrix is characterized by a woo = (2We) and u;Ll 3> 
woo for I V  0, and the dominant (slow) decay will again 
give just TV 1 = 2 We.

A more careful analysis of the slow tumbling region 
shows that two types of saturation transmission effects are 
operative: (1) the motional effect, which contributes 
terms of type BlL(L + 1)(R to the wl,l and (2) nuclear 
spin flip processes, which in the fast motional case depend 
on b (cf. section III). For |3Ci(i2)|/® < 1 (be., tr <  1CF9 
sec) one gets values of b ~  20-40 representing strong cou­
pling of the hyperfine lines.12'13 But when |3Ci(fi)|/«  »  
1, and only residual motional effects are important, one 
must examine their effects more carefully.

In order to obtain some insight into the nuclear spin flip 
aspect of the problem, we consider a “ quasi-nitroxide” 
case, such that for an axial hyperfine tensor one has v 3/10 
(An — aN) being considerably smaller than aN (see eq 
below) where aN is the isotropic hyperfine splitting and 
A is the rigid limit value of AZ-Z', (in reality aN = 15 G 
and v'3/10(A — aN) ~  11 G).13’19 For this “ quasi-ni­
troxide” case, one may effectively decouple the Ci<ML(t,i) 
for the three allowed transitions from the three (mixed) 
forbidden transitions and the bxML(t,i) representing the 
three eigenstate pairs from the three (mixed) nmr transi­
tion terms, by means of a perturbation theory approach 
which is closely equivalent to that discussed in Appendix 
A of ref 23 for the CriV  (M) and to that plus the general 
perturbational approach given here in section II for the 
bt<ML(t,i) . 27 In the limit of fast motion, i.e., |3Ci(i2)|rR -c 
1, the results are indeed quite general (independent of the 
smallness of \A — aN|) and are just the familiar END 
terms discussed in section III. For slow motions, however, 
the nuclear spin flips persist and our axial “ quasi-nitrox­
ide” calculation givesan idea of their effects. In particu­
lar, one obtains a nuclear spin flip rate coupling ¿>ooi  (t, 0 
with bo.c/- (t,i ±  1) where i = 1, 2, or 3 given by

W n% L , 0,0 ■ i ±  1, L", 0,0) =  W K-'(i, L; i ±  1,L " ) =

^  Z  (2L '+1)[(2L +1X 2L " +  1)]1/2 x
^ even L\ L"

' L 2 V
,0 0 0

\ ( U  2 L " \ (L  2 L '\ / U  2 L"\ v
J^O 0 0  ) { 0  1 - l j ^ 1 - 1 0  )  X

[V (L .L ')+ V (L " +  L')] (4.27)

where

V ( L ,L ' )  =
E L’ - E L- 2 W e+ T 2. - '  

bL'2+ (E L'—e l—2W e +  7’2 „_1 r
(4.28)

with

D = - \ y f\ ( I ) 6 1/2(-'A||—qn) (4.29a)

and

b L = ~

with

N .
2 [ax +  D'(2L +  l) (L  2 L\ (L  2 L\ 

\0 0 0 )  V - i  0 l ) (4.30)

D '~ -i8/ 3 )mD (429b)
and El is given by eq 4.6 (or 4.6') with T2,n“ 1 being the 
orientation-independent width component for the nmr 
transition.3'5’7 This result for the nuclear spin flip rate is 
to be compared with the relaxation term for W  (i) itself 
of 2We + El . In particular, the diagonal contribution to 
the L = 0 term is just (when we drop 2We~1 -  T^n” 1)

,7 > 2 E i  _  7)2  T r
W n'(i,o\ ¿± 1 ,0 )-

b 22 + E f b,-TR- +  l
(4,31)

with

2̂ = _ |l7e| ^aN+y(A|—aN) (4.30a)

or essentially the fast-motional result, but it is correct for 
slow motion (for the quasi-nitroxide) where its asymptotic 
behavior goes as (D2/5)52- 2tr - 1. Note that we can define 
a term in this limit

1 D2~
b 9  ̂b-2 Tr /  VFe

which for (R ¡W e 3> 1 will still allow b > 1, and nuclear 
spin flips are an important part of the problem. For® /We 
< 1, then the contribution of nuclear spin flips decreases 
relative to effects of W,..

The analysis of this case would thus appear to be a gen­
eralization and combination of our previous discussions of 
a simple line in slow tumbling, e .g ., eq 4.9 and the fast 
motional nitroxide case, e .g ., eq 3.3 for an END mecha­
nism. We must thus consider a W matrix of type

W (i,L J ,L ") = +

Wn'(i,L; j,L"i]5j ,±, (4 .3 2 )

Note that this introduces off-diagonal terms between dif­
ferent L values of the type similar to eq 4.26 (e .g ., 
Wn’(i,o;i ±  1,2) = Wn'(i,o;i ±  1, 0) (\ 5/14)). Thus the 
diagonalization of the W matrix of form of eq 4.32 is not, 
in general, trivial. When Wn type terms are neglected, 
each of the three allowed transitions behave independent­
ly as simple lines, while the Wn type terms couple the re­
laxation of all three lines, and mix L values. Our general 
arguments apply for R »  We, such that the whole spec­
trum relaxes together. In our quasi-nitroxide model Wn'/S\ 
is of order of D2/£>22 <s 1, so Wn' becomes small sooner 
than El , but for a true nitroxide where D2/t>22 is not 
much smaller than unity, our perturbation analysis is not 
quantitative but suggests that the importance of nuclear 
spin flip terms persists roughly almost as long as the 
terms in El .

Some other comments about the application of eq 2.46
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to nitroxides are appropriate. First we note that d just 
couples C k m l (î ) with bK\tL(i). The diagonalization of the 
RriK matrix in the vector space of the C k m l (î) may be per­
formed as discussed elsewhere, but for the "quasi-nitroxide” 
model, the perturbational decoupling of the forbidden 
transitions renders the three allowed transitions separable, 
with the pseudosecular contribution between C k m l (J) and 
CKm l " (/) for R-iK given by
IF X (2 Z / +  1)(2L +  1X2Z," +  1)]i/2 X

e v e n

\ (U  2 L" \ ( L 2 L’ \ ( L 2 L"\
) \ 0 0 0  ) ( o 1 -1  J U -1 0 )

k ± ib ,,  - ( E l. - E l)T l +  [±ibL- ( E L, - E L»)\ 1 (4.33)

where the plus and minus signs are for j  = 1 and 3 respec­
tively, and for j  = 2 one uses the sum of the two expres­
sions for j  = 1 and 3. Equation 4.33 is of closely similar 
form to eq 4.27, but it includes the frequency shifts due to 
the pseudo-secular terms as well as the line-broadening 
effects due to the nuclear spin flips. Secular g  tensor con­
tributions have been neglected for simplicity, but they 
can readily be added in. (One also takes the terms in eq
4.33 as small compared to Bo in decoupling the transitions 
for the “ quasi-nitroxide” and we have neglected the small 
effects of weakly mixing in allowed character into the 
forbidden transitions).

We note that in a pulsed eldor experiment, if the ob­
serving and pulsed pumping modes are set at different 
frequencies corresponding to the same hyperfine transi­
tion, one may approximate the analysis in terms similar 
to those discussed for eq 4.22. etc. However, when they 
are set to different hyperfine transitions, the combined 
effects of reorientation and spin flip will, in general, be 
seen.

V. Summary
We have shown how our general methods applicable to 

steady-state saturation experiments in both the motional 
narrowing and slow tumbling region may also be generally 
applied to time-dependent experiments such as saturation 
recovery. The solution is again dependent upon the same 
matrix representations including the relaxation matrix R, 
the coherence matrix K, the transition-probability matrix 
W (or W), and the transition moment matrix d which 
have already been extensively discussed. The complex 
coupled differential equations are most effectively solved 
in terms of separate diagonalizations in transition space 
(in which R and K are defined) and in eigenstate (or 
eigenstate-pair) space (in which W (or W) is defined). 
This is because of a general feature of these problems, 
such that usually the different eigenstates (pairs) exhibit 
coupled relaxation even while their associated transitions 
are uncoupled.

Particular attention has been given to the saturation- 
recovery-type experiment, which also includes pulsed 
eldor with a weak observing mode. A general procedure, 
based on having a weak nonsaturating observing mode, 
has been developed, which permits convenient solutions. 
The procedure is illustrated with examples of the well- 
known case of a single line.

The analysis of spectra with hyperfine lines exhibiting 
coupled relaxation (with a nitroxide being a particular ex­
ample) has shown that quite generally, the saturation re­
covery signal is dominated by a single exponential decay

of time constant Tj = (214^,)'1 despite the complexities of 
coupled relaxation which may exist. Simply stated, this is 
because when Wn or ipex are much greater than We, so as 
to strongly couple the relaxation of the eigenstate pairs, 
then the whole spectrum first rapidly adjusts to a com­
mon level of saturation with time constants ~ W n' 1 or 
wex- 1> and then proceeds to relax to equilibrium more 
slowly with 7i, which is the slow decay observed experi­
mentally. When a steady-state pulse approximation (i.e., 
the saturating pulse is on for times > the TVs) is applica­
ble, then one finds the fast decays also have much weaker 
amplitudes (proportional to their decay time constants). 
For Wn, ojEx We, the lines are essentially uncoupled 
and all decays are ~ T \ .  However, when Wn, u>EX ~  VFe, 
then more complex behavior may be seen with several 
(not very different) decay constants, which are weighted 
differently for eldor vs. direct observation. Thus eldor 
would be helpful in deciphering the different decays. 
When Wn, u)Ex ^  We, it is still possible to observe eldor- 
recovery effects with time constant ~ T\, but with a sig­
nal attenuated by factors of the order of fa = Wn /  W(. or 
Nb"  = a)ni-:/We. T2-type decays (including oscillatory ef­
fects) were not considered in detail in the examples, but, 
in those special cases where they could be important, the 
general methods given may be satisfactorily employed.

The slow motional case has been discussed from the 
point of view of examples of (1) a simple line and (2) a ni­
troxide (also a “ quasi-nitroxide” in which the pseudo-sec­
ular terms are taken as small but not negligible). Here the 
important comparison is between (P, vs. We, where (R is the 
rotational diffusion constant. For 8 »  Wf (a frequent sit­
uation even in the slow motional region), the rotational 
reorientation spreads the saturation over the whole spec­
trum, and the observed slow decay is again given by 7\ ^  
2We. For (R -C We each component of the spectrum is sep­
arately saturated and it relaxes with T\ s  2We. The re­
gion of 6 (R ~  We allows for the superposition of several de­
cays of comparable order of magnitude which might be ef­
fectively explored by a combination of direct and eldor- 
observational techniques. Effects of model dependence on 
the reorientational motion are also given. The nitroxide 
case involves a combination of reorientational. and nu­
clear-spin-flip effects. Advantage is taken of the simplicity 
of the quasi-nitroxide model to analyze effects of the lat­
ter, showing their importance even when the pseudo-secu­
lar terms are small, thus implying their importance for 
real nitroxides. (The comments given for effects of Wn in 
the motional narrowing case apply here in a qualitative 
sense.) Computational techniques already well developed 
for computer simulation are fully applicable to a more 
thorough analysis of this case.
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A simple molecular orbital method is proposed to deal with chemically reacting systems in terms of the 
molecular orbitals of two isolated reactants. The electron population of a reacting system is partitioned 
into several orbital interaction terms, allowing a tracing of the origin of intermolecular bond formation 
and of the intramolecular reorganization of the electron distribution. The method is applied to the inter­
action between singlet methylene and butadiene. Both 1,2- and 1,4 addition are electronically allowed, 
but the 1,4 addition is discriminated against by excessive closed-shell repulsive interactions.

Introduction
The interpretation of chemical interactions between two 

systems in terms of the electronic structures of isolated 
reactants is a problem of crucial importance to chemistry. 
Some useful reactivity indices and generalized stereoselec­
tion rules have been derived by rather simplified molecu­
lar orbital (MO) methods.1-8 There perturbation theory 
and orbital correlation diagrams have been found to be 
quite powerful. Several more detailed MO theoretical 
methods have been proposed in order to calculate the in­
teraction energy and the electron distribution of chemical­
ly interacting systems from the wave functions of two iso­
lated reactants.9 17 Although the application of the “ iso- 
lated-molecule-approximation” 18 is limited to the case of 
relatively weak interactions, e.g.. the early stage of chemi­
cal reactions, it can often be very informative in disclosing 
the governing factors of complicated chemical reactions.

The typical reactions of methylenes, namely, addition 
to a double bond, insertion into a single bond, and dimer­
ization. have proven a useful testing ground for approxi­
mate calculations of bimolecular potential energy surfaces 
and reaction coordinates.19'20 In the present work we con­
tinue our study of methylene reactions, returning to the 
addition reaction. We seek to understand a negative re­

sult; experiments on the reaction of singlet methylene 
with dienes have given no direct evidence of 1,4 concerted 
addition.21 Normal 1,2 addition apparently prevails as the 
initial step.22 This is so despite the least-motion cheletro- 
pic reaction of 1,4 addition clearly being a symmetry al­
lowed process.7

In this paper we first present a simple way of discussing 
the reorganization of the electronic distributions of two 
interacting molecules, and then apply our formalism to 
the reaction of singlet methylene and butadiene.

Population Analysis of Chemically Reacting Systems
Let us consider an interaction between two molecular 

systems, A and B. The MO’s of A and B in their isolated 
states are given by linear combinations of atomic orbitals 
(AO’s) as
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a, for the system A

B
bt =  /  ,Ci.y . for the system B

The MO’s of the composite system A B of the two reac­
tants, retaining the nuclear configurations they possessed 
when isolated, are given by

A-B

'Pn =  Xc„,X( t

\pn can be rewritten in terms of the af s and bi’s as a linear 
combination of MO’s

occ* unocc occ unocc

i n  =  H k n f l ,  +  Y t K j U j  +  Y . k n P ,  +  X X - A ,  Ü ) -
i j / m

where 2occ and 2 unocc imply summation over all the oc­
cupied MO’s and over all the unoccupied MO’s, respec­
tively. The coefficients k can be obtained exactly, for ex­
ample, by solving the secular equation, or approximately, 
by the use of perturbation theory. It should be noted here 
that the a’s form an orthonormal set, the 6’s another or­
thonormal set, and that a’s and b’s are not in general mu­
tually orthogonal. All the functions are assumed to be 
taken as real.

The spin-free electron density of the systems A and B in 
their isolated states is defined by

OCC

Pa° =  2 ^ (a ,)2 (2)

and
OCC

Pb° = 2^>,)2 (3)
/

The electron density of the system A-B is given by

p =  2j^(\p„)2 =  pA +  pB +  Pa -b
n

where
occ p occ unocc

Pa =  2'X  X X ,a,)2 +  £(*„,■<*;)’  +
n L i j

occ occ unocc unocc
+  X  £ ( / e n;Pn/a ;a /)  +

i i'*i j j'*J
occ unocc
X  X  knjk„j(a,aj +  api)
> j

and

Pa-b —
occ unocc

(4)

(5)

X X p a -b.,; +  X X p a-b.,„ +
• i l  i n

unocc occ unocc unocc ~i
X  X p.a-b,.,/ +  X  X  P.A -R, jn
J l J n -l

(6)

occ
Pa r ,; =  4 2X,-fc„,a,6, etc-n

The first and the second terms in eq 5 reflect the strength 
of the charge transfer and local excitation in the course of 
reaction, and the last three terms give the electron reor­
ganization, i.e., polarization, in the system A. The density 
P a - b  measures the changes in the electron densities of the 
intermolecular region and is responsible for the formation 
of chemical bonds between A and B.

The distortion of the electron density distribution due 
to the interaction of the two systems is given by

Ap =  A pA +  A pB +  pA-H (7)
where

ApA = Pa “  Pa° etc.
From the condition of the conservation of the total num­
ber of electrons throughout the reaction, we have

/A p  di> =  0 (8 )
That is, the intermolecular bond is formed at the cost of 
electron densities in the neighborhood of the two reac­
tants.

The intermolecular electron density pA-B can be ex­
panded in terms of the AO’s of A and AO’s of B

OCC
Jp.A-R,/ di; =  4Y.k„,k„,S,i =

n
A B /  occ \

4% l'Il[J lknlkniCirchsrs)  =  V a-b.„ <0)

where
S,i = Jo,-6/ dv and s„ =  Jx,Xs dn

The quantity Va-b.// gives the overlap population between 
A and B as a result of interaction of MO a, with MO 6;. 
The total overlap population is given by

occ occ occ unocc

V a-B = LZ^A-B^7 X] H I ̂A-B./rn
, I i m

unocc occ unocc unocc

X D \  ,  +  Z  Z ^ a b . , „  n o )
j  l  J n

According to the Mulliken population analysis scheme,23 
the overlap population between AO r and AO s is divided 
evenly into two parts, one of which contributes to the 
gross population of AO r and the other to that of AO .s. 
The overlap population VA-b,u arises from the interaction 
between MO a, and MO bi. Therefore, it is natural to 
divide this quantity into two parts, one belonging to MO 
a; and the other to MO b/. Thus, we may define the 
number of electrons occupying MO a, in the interacting 
state by

occ occ B
r, =  2j^ (knl)2 +  2 Y j ^ k nikniS,i (11)

We can thus see the complete analogy between v, and the 
Mulliken gross population and between Va-b.;; and the 
Mulliken overlap population.23

v and Va_b may be useful in analyzing what happens in 
a given chemical interaction. When the reactants are sep­
arated, isolated, the overlap population VA_B is zero. In 
the framework of a single-electron-configuration approxi­
mation the numbers of electrons occupying the originally 
occupied MO’s a/’s and bi’s are two and those occupying 
the originally unoccupied MO’s a/ s  and bm’s are zero. As 
the interaction grows, the originally occupied MO’s will 
lose some fraction of their electron pairs and the originally 
unoccupied MO’s will correspondingly gain electrons. This 
process, of course, will be accompanied by an energy de- 
stabilization, except for the case of some strong donor- 
acceptor interactions in which the zero- and/or first-order 
perturbation stabilizes a charge-transferred configuration. 
However, this destabilization will be overcome or partly 
compensated by the stabilization originating from inter­
molecular bond formation. The situation is very similar to 
the promotion of electrons from an atomic state to a va­
lence state, familiar to us for the case of molecule forma-

The Journal of Physical Chemistry, Vol. 78, No. 12. 1974



Study of the Addition of Singlet Methylene to Butadiene 1169

tion from atoms. The question is then how to diminish the 
unnecessary destabilization due to electron promotion in 
the course of reaction, so as to facilitate the progress of 
the reaction. The distinction between so-called “ allowed” 
and “ forbidden” 7 reaction paths is clearly related to this 
problem.

By introducing the MO’s ipn which are expanded in 
terms of the MO’s of A and B into the total wave function 
*  of the composite system, we can analyze T as a linear 
combination of various electron configurations of two 
reactants, e.g., the original, charge-transferred, locally ex­
cited configuration and so on.24’25 Such a configuration 
analysis can also furnish us with a clearer perception of 
the factors influencing chemical interaction.

A B

Figure 1. Geometries of two approaches of methylene to ethyl­
ene: A, non-least-motion allowed; B, least-motion forbidden. The 
two illustrations also show the shape of the a and p orbitals of 
methylene and ir and 7r* levels of ethylene.

Orbital Crossing and Correlation Diagrams
Before proceeding to the discussion of our calculation on 

the interaction of singlet methylene and butadiene, it may 
be worth mentioning here briefly how orbital correlation 
diagrams7 relate to our present MO treatment. The ex­
pansion coefficients k provide much the same information 
that is contained in correlation diagrams, which interre­
late the orbitals of reactants with products, or in simple 
orbital interaction diagrams.

To make the correspondence clear we first examine the 
addition of singlet methylene to ethylene. This reaction is 
an excellent example of an orbital symmetry directed 
preference for a non-least-motion path of low symmetry 
over a least-motion approach of higher symmetry. It also 
forms an obvious departure point for analysis of the inter­
action of methylene with butadiene.

Consider two configurations of a methylene and an eth­
ylene (Figure 1). The first, marked A, represents a way- 
point in the orbital symmetry allowed approach of the two 
molecules.19a’d The second, marked B, is a higher symme­
try, Ca>, geometry, corresponding to the least-motion, for­
bidden approach.26 ir and ir * are the usual ethylene orbit­
als, cr the highest occupied molecular orbital (HOMO) of 
a singlet methylene, p the lowest unoccupied molecular 
orbital (LUMO) of the methylene, in reality a 2p orbital 
on carbon.27

The numbers of electrons occupying the various orbitals 
in geometry A are the following: = 0.040, = 0.427,
v„ = 1.909, = 1.629. Charge transfer has clearly taken
place primarily from t to p. This, of course, is in agree­
ment with the experimental results on the polarity devel­
oped in the transition state for methylene addition.28

In a complementary analysis,25 one can expand the 
total wave function of the composite system in terms of 
various states of the components
*  =  0 .7 1 8 * 0 +  0 . 4 4 5 * , . p +  0 . 1 3 5 * , .  p, , . p +

0 .1 2 2 * ,.,. +  0.179*, _ p +  ...
where * 0 is the original state 6r2<x2), —p the one-elec­
tron transferred state, with an electron moving from w to 
p (tt1«?2p1), % p the locally-one-electron-excited state, a 
to p (tt2<71p1), and so on.29’30 The magnitude of the vari­
ous coefficients shows again the important role of the 
charge transfer from ir to p.

The population analysis we have developed allows an 
informative partitioning of the total overlap population 
between ethylene and methylene: VTtt = —0.026, V,p = 
0.167, VT*„■ = 0.028, and V,*p = -0.002. Note tl̂ e anti­
bonding character of the closed-shell interaction between 
ir and a, and once again the dominant bonding interaction 
between 7r and p.

The above results are to be contrasted with the least- 
motion approach B. The occupation numbers in that case 
are vT* -  0.059, ¡»p = 1.940, v„ = 0.743, and vr = 1.270. 
Decomposition of the state wave function gives
*  =  0.292*,. p, , . p +  0.545*,. p, , . p +

0 .570*,. p, .  p +  0 .116*,., v . p +  ...
In the isolated state, four electrons occupy -  and a. 
Therefore, it is clear from examining the occupation num­
bers that a level crossing had taken place at R > 2.5 Â. 
Indeed, if the calculation is repeated at R = 3.0 A, prior 
to that crossing, va -  1.999, vw = 2.000.31

The above example demonstrates how the r ’s can show 
the type of electron shift, i.e., transfer and/or excitation, 
which accompanies the orbital crossing. By expanding the 
wave function of the composite system as a linear combi­
nation of various electron configurations, one can define 
still more clearly the type of reorganization of electrons 
required to facilitate the occurrence of a reaction. It 
should be noted that neither the changes in the occupa­
tion numbers, nor the transfer from one electron configu­
ration to another will take place discontinuously. An elec­
tronic state can and does interact with other states of the 
same spatial symmetry and the same spin multiplicity. 
Such configuration interaction is of particular importance 
when one is dealing with nearly degenerate levels, and 
may endow a system with biradical character.32

Addition of Singlet Methylene to Butadiene
As mentioned in the Introduction, there is no convinc­

ing evidence that singlet methylene can add in a concert­
ed fashion to the termini of a butadiene. Instead 1,2 addi­
tion to a single double bond appears to be favored. This is 
so despite the 1,4 addition being a symmetry-allowed 
least-motion process. The problem at hand is thus to ana­
lyze how in this system a choice is made between twc al­
lowed reactions.

To study the difference between 1,2 and 1,4 addition we 
set up two reaction models for a methylene interacting 
with an s-cis-butadiene, as shown in Figure 2. In mode 
I, suited to 1,4 addition, Cs symmetry is maintained. The 
methylene is allowed to move in the mirror plane of buta­
diene orthogonal to the molecular plane. The separation 
of the two molecules was measured by the distance R 
from the methylene carbon to the midpoint of the line 
joining Ci and C4 of butadiene. The constraint to a plane 
allowed two angular degrees of freedom in addition to R. 
No particular symmetry constraint was used in mode II. 
The separation R here was measured from the midpoint of 
the C r=C 2 double bond. The full six degrees of freedom 
were studied. For both modes the geometries of the buta-
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Mode I Mode It
Figure 2. Two modes of approach of methylene to butadiene

Figure 3. Energy as a function of R for modes I and II. Note 
that R is measured from a different origin (Figure 2) for the two 
modes.

diene and the methylene were frozen throughout the opti­
mization.33

At a given R all the angular degrees of freedom were op­
timized. Figure 3 shows the energy as a function of R for 
both modes. The energy goes up along mode I, uniformly 
down along mode II in the region shown in Figure 3. Ap­
parently mode I is not a real local minimum. When an op­
timized mode I geometry is used as a starting point for a 
mode II optimization (R measured from midpoint of 
Ct= C 2 instead of the C1C4 line), it moves smoothly over 
to a type II geometry. The preference for 1,2 addition is 
confirmed, though it must be noted that we did not allow 
full freedom to the reaction partners to relax their inter­
nal geometries in the course of the reaction.

We next turn to the analysis of what makes the mode II 
approach preferred over mode I. Figure 4 gives two projec­
tions of a pair of “ snapshots” of angularly optimized 
geometries along the two reaction paths,34 and Table I 
lists partitioned intermolecular overlap populations.

In both modes the sum of the overlap populations be­
tween occupied MO’s of butadiene and occupied MO’s of 
methylene is negative, as noted before for ethylene and 
methylene and as would be expected for the interaction 
between two closed-shell systems.14b-23'35 The sum of the 
overlap populations between the occupied MO’s of butadi­
ene and the unoccupied MO’s of methylene, and the con­
verse, is positive, mainly coming from mutual charge- 
transfer interactions. Interactions between the unoccupied 
MO’s are not important. Of all the combinations of the

Figure 4. Projections of two optimized geometries along the 
modes of approach of methylene to butadiene. See text for a 
description of this drawing. The projection for mode I is on the 
vertical mirror plane of butadiene, and for mode II on the hori­
zontal mirror plane containing the butadiene. Reference 34 ex­
plains the dashed geometries for mode I.

TABLE I: Partitioned Overlap Populations between 
Butadiene and Methylene

Mode I Mode I I

R  =  3 .0 A R  = 2 .5 Â R  =  3 .0 A R  = 2.5 Â

occ occ

y .  y  f a - b , n - 0 . 0 1 4 6 - 0 . 0 7 5 2 - 0 . 0 1 7 3 - 0 . 0 5 3 7

occ unocc
y  y  v a - b . i ,,, 0 .0 0 8 6 0 .0 4 7 8 0 .0 6 9 9 0 .1 8 1 6

unocc occ

y .  y .  v a _ b . ¡ I
j  i

unocc unocc

0 .0 0 4 1 0 .0 1 8 0 0 .0 0 5 7 0 .0 3 5 1

0 .0 0 0 0 0 .0 0 0 1 0 .0 0 0 5 - 0 . 0 0 2 9
j  m

Total - 0 . 0 0 1 9 - 0 . 0 0 9 4 0 .0 5 8 7 0 .1 6 0 1

MO’s of the two species, the interaction between the 
HOMO of butadiene and the LUMO of methylene plays 
the dominant role in intermolecular bond formation. As R 
gets smaller, the total overlap population between butadi­
ene and methylene, however, becomes more negative in 
mode I, while it becomes more positive in mode II.

The calculation further showed that the a electronic 
system of butadiene remained almost unaffected at dis­
tances of R = 2.5 A and greater. It is thus sufficient to 
consider interactions with the rr orbitals of butadiene, 
here labeled x\ through 7r4. Table II gives the numbers of 
electrons occupying the x MO’s of butadiene and a and p 
of methylene at R = 2.5 A. The values in parentheses in­
dicate the contributions from the second term of eq 11, 
i.e., the intermolecular part. It is interesting to note that 
the HOMO of diene, X2, donates more electrons than the 
lower orbital x 1, and that the LUMO, ir3, accepts more 
electrons than the higher orbital 77-4. Moreover, the contri­
bution from the intermolecular term in x 2 is about four 
times as large as that in 7ri. The same is true with respect 
to 7r 3 and 7r 4. These results show quantitatively the impor­
tant role of the frontier orbitals ir 2 and ir 3.

Returning to an.examination of Tables I and II, we can 
first confirm that both reaction modes are symmetry al­
lowed. This follows from the uniform increase with de­
creasing separation in the charge transfer part of the over­
lap populations, and the corresponding smooth depopula­
tion of bonding levels and population of antibonding ones. 
There are no pathological features similar to those en-
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TABLE II: Number of Electrons Occupying the 
MO’s of Interacting Butadiene and 
Methylene at R = 2.5 A

M O  M od e  1 M od e  2

Butadiene
7T4 0 . 0 0 0 0.008(0.003)
7T3 0.038 0.044(0.012)
7T2 1.836 1.586(0.065)
7T1 1.998 1.918(0.016)
Methylene
P 0.170 0.562(0.088)
<7 1.966 1.891(0.016)

countered in the least-motion approach of methylene to 
ethylene.

Nevertheless, there is a significant and obvious differen­
tial between the two modes. The charge transfer in mode
I, the 1,4 addition, is considerably smaller than in mode
II. The corresponding positive overlap population arising 
from the interaction between the occupied MO’s of one 
component and unoccupied MO’s of the other is, in mode 
I, insufficient to compensate for the negative, antibonding 
population arising from closed-shell interactions. At R =
2.5 A the net overlap population between methylene and 
butadiene is in fact slightly negative.

A decomposition of the wave functions at R = 2.5 A 
yields36
'I', = 0.881^0 +  0,350*,^ p +  0.144^„_,3 +

0.026*T, _ 3 +  0.008'!'. . .  +  ...
and
*n  =  0.644*0 +  0.184'i'V, _ p +  0.457'!' r, _ p +

0.116'I'ct _ rj +  0.045*, _ „4 +  0 .00 3* ,,.,, +  

0 .0 0 1 * _ T +  0 022*. . ,  +  0.004*r _ _ +

0.185*,. p +  ...

We observe that the original state * o  is still dominant. 
The 7ri —► p and - 2 * p transfers in II are considerably
more important than the T2 ~* p transfer in I. This indeed 
is the crux of the difference between modes I and II. In 
any reaction of methylene the crucial orbital is its accep­
tor orbital, p. The primary interaction is between that ac­
ceptor, LUMO, p and whatever donor orbital is offered up 
by the substrate. In the 1,2 addition both 7ri and tt2 serve 
as donors, with the latter dominating. In the 1,4 addition 
mode by symmetry only tt2 can interact with p. And that 
overlap, shown schematically in 1 is basically inefficient. 
The methylene has to approach very close to the butadi­
ene to make that overlap significant, and in doing so it 
encounters excessive closed-shell repulsions.

1

Charge Transfer and Polarization
It is worthwhile to analyze in somewhat greater detail

the reorganization, in course of the favored 1,2 addition, 
of the 7t electrons in butadiene and the mixing of a and p 
orbitals in the attacking methylene. As seen in the pre­
ceding section, the donation of electrons from the HOMO 
of butadiene to the LUMO of methylene is the dominant 
term. Such donation will weaken the 1,2 and (equally) the
3,4 bonds of the diene, and strengthen the 2,3 bond, be­
cause tv2, the HOMO, has a node between carbons 2 and
3. The effect would appear to be symmetric with respect 
to the bond being attacked, C i= C 2, and its untouched 
partner, C3= C 4. But, of course, there is a differential be­
tween the two ends of the molecule, set by polarization 
terms. The n -electron density of the butadiene in the in­
teracting state is given by37
p, = 1.90157T!2 +  L5206tt22 +  0.0325tt:j2 +  0.00477T,2 -  

0-2241(ir17r.2 +  tv2̂ \) ~  0.0053(x1ir3 +  x 37r,) — 
0.0009{7r17r4 +  7r47Tj) +  0.0502( 7r27r 3 +

0.0112(7r27r4 +  7t47r2) +  0.0122(7r37r4 +  7r47r:i)
Here we note that the number of electrons occupying the 
7r MO’s is calculated to be less than four in the interact­
ing state, because a part is transferred to methylene and 
another part is consumed in bond formation. The cross 
terms are the ones which yield the polarization.38

The effect of polarization may be seen by the changes in 
electron densities and overlap populations specified in 2. 
A positive sign implies an increase in electronic density or 
overlap population due to polarization. An electron flow 
from the 1,2 bond region to the 2,3 and 3,4 bond regions 
will be observed. The interaction weakens the 1,2 7r bonding 
and strengthens somewhat the 3,4 bond.

4 I

Another interesting effect may be seen at the attack­
ing methylene. The a and p orbitals of the methylene, 
which are orthogonal in the isolated state, will be inter­
mixed through their interaction with butadiene orbitals. 
Figure 5 shows the electron density of methylene, pch2> in 
the x ' - z '  plane at y ’ = 0. The coordinate axes are defined 
in the figure. They refer to a local coordinate frame fixed 
in the methylene. It is most interesting to see that spatial 
rearrangement of electron density takes place in such a 
way that the maximum electron distribution in methylene 
is almost parallel to the molecular plane of butadiene. 
Qualitatively it may be said that the repulsive nature of 
the closed-shell interaction between a  and tv is “ remem­
bered” to the extent that even when the primary attack of 
the methylene is through its p orbital, it still attempts to 
remove the <r electron pair as far as possible from possible 
interaction. In another way of thinking, the bonding situa­
tion, shown in 3, represents a transition from the symme­
try-enforced cr-p picture of methylene bonding to a hybri­
dized state associated with the product cyclopropane.
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Figure 5. The electronic density of methylene is shown at top. 
The coordinate system is specified in detail in the small figure 
at bottom. Primed axes refer to a coordinate system fixed in the 
methylene, unprimed axes to one fixed at the midpoint of 
C ,= C 2.

Effect of Substituents

We conclude by examining the effect of electron-donat­
ing and accepting substituents on the relative merits of
1,2 and 1,4 addition. Taking the R = 2.5 A geometry for 
modes I and II, we substituted the 1 and 4 or 2 and 3 posi­
tions with sample donors, hydroxyl groups, or sample ac­
ceptors, cyano groups. Though a comparison of energetics 
can be made, we have found it illuminating to examine 
the methylene-butadiene overlap populations in the sub­
stituted compounds relative to the unsubstituted case. 
This is done in Figure 6. Donor substituents, either at the 
terminal or central carbons, increase the intermolecular 
overlap populations for mode II. Acceptor substituents, on 
the contrary, make for weaker interaction. It is easy to 
trace this effect to the perturbation of the HOMO of the 
diene, ir2, by the substituents.

The overall effect on mode I, the model for 1,4 addition, 
is disappointingly small. The placement of electron ac­
cepting groups at the 2 and 3 positions increases slightly 
the intermolecular overlap populations. This can be 
traced to increased charge transfer from methylene a to ir3 
of diene. One strategy to bring about a preference of 1,4 
over 1,2 addition might then be the placement of 7r-elec­
tron accepting groups at the 2 and 3 positions of the 
diene, coupled with substitution by a -electron-releasing 
groups at the methylene carbon. However, we are pessi­
mistic whether a reversal of the preference can be 
achieved; the calculated substituent effects are so small.39

To summarize we have analyzed in detail the origins of 
the preference for 1,2 addition of methylene to butadiene

0.048 n V / \0-164
Mode H

Figure 6. Overlap populations for some substituted butadienes in 
mode I and II geometries at R =  2.5 A.

over 1,4 addition. Both processes are allowed, but the sta­
bilizing charge transfer interaction in the 1,2 addition is 
much more efficient. The simple methodology of intermo­
lecular population analysis and orbitai decomposition 
which we have developed here covers and connects the 
perturbation, orbital and state correlation, configuration 
interaction, and frontier orbital approaches to chemical 
interactions. The method may be extended easily to open- 
shell systems and the interaction of more than two re­
agents.
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Nitric oxide was allowed to react with Ag+ ions in silver-exchanged zeolites, yielding two paramagnetic 
complexes. One complex, attributed to [Ag(I)NO]+ , was formed upon adsorption of NO at pressures less 
than 50 Torr. This species is characterized by an epr spectrum with g ± = 2.000, gu = 1.934, A± = 65 G, 
and A , = 72 G. An infrared band at 1884 cm' 1 appears to be associated with the [Ag(I)NO]+ ion. The 
second, more stable complex became the dominant species after adsorption of NO at pressures in excess 
of 300 Torr. The partially resolved epr spectrum has been interpreted in terms of an [Ag(I)2NO]2+ com­
plex in which the nitrosyl group is in a bridging position between two silver ions located in the sodalite 
unit. An infrared band at 1876 cm' 1 is associated with this species.

Introduction

A considerable amount of research has been devoted to 
the preparation and characterization of nitrosyl com­
pounds of transition metals.2 From the viewpoint of sur­
face chemistry these nitrosyl compounds may be impor­
tant intermediates in the catalytic reduction or dissocia­
tion of nitric oxide. Both CuY and AgY zeolites are active 
as catalysts for the reduction of NO; vet, little is known 
concerning the mechanism for this reaction.3 By compar­
ing the structure, stability, and reactivity of surface nitro­
syl complexes with other nitrosyl compounds one might 
gain some insight into the nature of these surface species.

Recently the authors observed that a [Cu(I)NO]+ com­
plex could be formed in a Cu(I)Y zeolite.4 In the present 
work two complexes have been observed for NO in a AgY 
zeolite. The [Ag(I)NO]+ complex which is analogous to 
[Cu(I)NO]+ was observed, as well as a stable NO-silver 
radical which is inert to molecular oxygen. The infrared 
data clearly show that this new radical is not some other 
oxide of nitrogen produced by a disproportionation reac­
tion. According to the electron paramagnetic resonance 
and infrared data a tentative structure of [Ag(I)2NO]2+ is 
proposed. Here the Ag+ is also attached to the framework 
oxygen atoms of the zeolite.

Experimental Section

The AgY was prepared by exchanging 5 g of a NaY type 
zeolite supplied by the Linde Co. (Lot No. 11007-73) in 
100 ml of 0.2 M  AgNCH solution. The exchange was re­
peated three times, and each time the sample was stirred 
in the dark at room temperature for 12 hr. The exchange 
was essentially complete. For infrared measurements, the 
samples were pressed into plates. The procedure for sam­
ple preparation and a description of the infrared cell were 
given in an early paper.5 For the epr measurements, the 
zeolite was broken into chips and dehydrated in a conven­
tional cell having a 2- or 4-mm o.d. quartz side arm which 
could be inserted into a microwave cavity.6 All samples 
were degassed to 500° under vacuum (5 X  10“ 6 Torr). The 
temperature was raised hourly in 100° increments. Puri­
fied NO was admitted into the cell containing the de­
gassed samples at pressures which varied from 5 to 400 
Torr. After degassing some of the samples were treated in

400 Torr of 0 2 at 500° for 3 hr; however, the oxygen treat­
ment did not alter the results.

A Beckman IR-12 spectrophotometer was used for the 
infrared measurements, which were carried out at room 
temperature. The slit widths were such that a resolution 
better than 3 cm ' 1 was maintained. A Varian 4502 and an 
E6S spectrometer were employed for the epr measure­
ments. A rectangular TE102 mode cavity and a cylindrical 
TE011 mode cavity were used for X  band and Q band, re­
spectively. For X band measurements samples were 
cooled by immersing the sample tube in liquid nitrogen, 
but for the Q band measurements the samples were cooled 
by the gas boiled off from liquid nitrogen. In the latter 
case the sample temperature was about 90°K. The g 
values were determined relative to a DPPH standard (g = 
2.0039) or a phosphorus-doped silicon standard (g = 
1.9987).

Results

1. Infrared Spectra. The fundamental band for free NO 
is at 1876 c m '1. At low NO pressures (<50 Torr), two 
peaks due to adsorbed NO were observed for the AgY zeo­
lite. One appears at a slightly higher frequency (1884 
cm“ 1) and the other one appears at a slightly lower fre­
quency (1844 cm- J) than free NO. The peaks developed 
immediately upon exposure to NO and remained essen­
tially constant over several hours. Both peaks could be re­
moved by degassing the sample at room temperature. At 
higher NO pressures, though the initially observed spectra 
were the same, new features developed upon allowing the 
sample to stand at room temperature for several hours. A 
new peak at 1876 cm“ 1 grew at the expense of the 1884- 
cm" 1 peak. This new peak could not be removed by de­
gassing the sample at room temperature. Approximately 
0.5 hr was required to remove the peak completely, even 
with the sample at 200°. After the excess NO was removed 
at room temperature, the introduction of oxygen or air 
into the cell did not cause any change in the 1876-cm“ 1 
peak.

Some of the typical spectra are depicted in Figure 1. 
Curve 1 is the spectrum of an AgY sample which was de­
gassed to 500°, heated in 400 Torr of 0 2 at 500° for 40 min, 
and then degassed at 250° for 10 min. Curve 2 shows the
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2000 BOO I600 CM-'
Figure 1. Infrared spectra of an AgY zeolite: (1) after oxygen 
treatment and degassing at 500°, (2) 5 min after introducing 
320 Torr of NO in the cell, (3) 12 hr after introducing 320 Torr 
of NO into the cell, (4) after evacuating the cell for 1 hr at 25°.

spectrum of the sample 5 min after 320 Torr of NO was 
introduced. In addition to the peaks at 1884 and 1844 
c m 1 which are due to adsorbed NO, the strong absorp­
tion of gas-phase NO may be observed. In this spectrum 
the sharp peak at 1876 cm' 1 is mainly due to the Q 
branch of free NO. Curve 3 shows the spectrum of the 
sample after standing at room temperature for 12 hr. It is 
clear that the peak at 1876 cm-1 increased while the peak 
at 1884 cm 1 decreased in amplitude. Here, a new type of 
adsorbed NO is contributing to the intensity of the 1876- 
cm 1 peak. Curve 4 shows the spectrum after evacuation 
of the cell at room temperature for 1 hr. Every peak but the 
one at 1876 cm ' 1 disappeared.

2. Epr Spectra. Basically, the epr and ir observations 
were parallel to each other in that a relatively unstable 
species is formed at lower pressures and a more stable 
complex is formed at higher pressures. When the adsorp­
tion was carried out under low NO pressures (<50 Torr), 
the X band spectrum depicted in Figure 2 was observed. 
This spectrum also developed immediately upon exposure 
to NO and remained constant over a period of several 
hours. The species responsible for the signal could be re­
moved very easily by degassing the sample at room tem­
perature. The spectrum can be reasonably interpreted

7C =  g u0 H : S : +  g ± 0 ( H xS x +  H yS y) +  A  N/ ,N.S +  

A ± s ( I xs S t +  /,\S\.) +  A n* I * S : +

A ±Ag( I xAgSx +  /vAgSv) (1)
Here we assume that the principal axes of the g tensor 

and the A tensors are parallel to each other. In analyzing 
the spectrum the nitrogen hvperfine lines are not resolved, 
hence, the splitting constants have to be estimated from 
the observed line width. A computer program was written 
to simulate the powder spectrum and to determine the ni­
trogen hyperfine splitting. The spectrum in the Q band 
region is in complete agreement with the data in Table I. 
For comparison purposes the magnetic parameters for NO 
in NaY and Cu(I) are also given in Table I.

When higher NO pressures were used and the sample 
was maintained in the NO atmosphere at room tempera­
ture or at —78° for 12 hr, a completely new spectrum 
emerged and the previous spectrum diminished signifi-

F igure 2. X-band epr spectrum of the [A g(l)N O ]+ complex at 
77°K. The sharp peak Is due to phosphorus-doped silicon.

_________H_______

F igure 3. X-band epr spectrum of [A g (l)2NO]2* at 77°K: (1) 
formed from 14NO. (2) formed from 15NO. The sharp peak is 
due to phosphorus-doped silicon.

cantly. The new spectrum was also observed using a 
crushed ir sample plate which gave the stable 1876-cm_1 
ir peak. The samples which were cooled to —78° gave bet­
ter resolved spectra. Four spectra of this species are de­
picted in Figure 3. Curves 1 and 2 are the X band spectra 
produced by adsorbing 14NO and 15NO, respectively: 
curves 1 and 2 of Figure 4 are their Q band counterparts. 
In an analysis of these spectra several observations must 
be reconciled. First, the spreading of spectrum changes 
only slightly when one switches from X band to Q band. 
This implies that the anisotropy of the g values is small.
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T A B L E  I :  E p r  P a r a m e te r s  a n d  I r  A b s o r p t io n  P e a k s  f o r  N O  C o m p le x e s  i n  Y - T y p e  Z e o lite s

Centers gl g- g 3

Ag N
Ir  peak, 
cm -1 Ref|A .|,G |a -|, g  |A j|, g [Aì|, G |a : |. g |a »|, g

(AguNO) + in
Ag(I) Y 1.934 2 . 0 0 0 2 . 0 0 0 72 65 65 1 1 2 a 1 2 » 1884 This work

(Agi’ -’NO ) 2 + in
Ag(I) Y 1.998 2.004 18 18 26.8 23.5 1876 This work

(Ag"I5NO> 2 + in
Ag(I)Y 1.998 2.004 18 18 37.6 29.7 This work

(CuuNO) + in
Cu(I) Y 1.89 2.009 2.009 240*- 190" 25 4

uNO in NaY 1 . 8 6 1.989 1.989 28 6

Parameters used in computer simulation. b Copper hyperfine splitting.

F igu re  4. Q-band epr spectrum  of [A g ( l)?NO]2+ at 77°K: (1) 
form ed from  14NO, (2) formed from  ,5N0. The sharp peak is 
due to DPPH.

It is obvious then that there must be a severe overlap 
among hyperfine lines. Furthermore, when one changes 
from 14NO (7 = 1) to 15NO (7 = %) the number of re­
solved peaks is unchanged; only the spread of spectrum 
decreased. This implies that both nitrogen and silver (7 = 
%) atoms have significant hyperfine splitting and the total 
number of unresolved lines in the spectrum might be very 
large.

The parameters of the spectra are extracted by first as­
suming that the right most resolved lines in the X band 
and Q band spectra correspond to the same line. Starting 
from the expression H = (hv/gf}) — m(A/g/3) with some 
algebraic manipulation one can obtain the expression

g  =  (g r )Hf j  _  J j7  ( 2 )

Here g and gT are the g values of the center in one princi­
pal direction and that of the DPPH standard; 77r and 77/ 
are the resonance fields of the standard at Q band and X 
band, respectively; and 77 and 77' are the resonance fields 
of one particular hyperfine line at the two frequencies. A 
value o fg i = 1.998 is thus determined from the right most 
hyperfine line. It is important to notice that the 14NO and 
15NO spectra gave identical values. Ideally, a second g 
value could be determined from the low-field hyperfine 
components in the X band and Q band spectra. Since the 
low-field hyperfine structure is not resolved at Q band, it

was assumed that second low-field hyperfine line corre­
sponds to the maximum in Figures 3c and 3d. This results 
in a value of g2 = 2.0042.

Based on these g values and the ratio of the nuclear 
magnetic moments for 14N and 15N (^15N//x14N = 1.403), 
consistent sets of hyperfine splittings were determined 
from the X band spectra. The most reasonable values are 
given in Table I, and stick figures indicating these values 
are shown in Figure 3. These parameters yielded a compa­
rable simulated spectrum except in the region correspond­
ing to the baseline crossover, where an extra line ap­
peared. This feature could probably be eliminated by in­
cluding a third g value and a third set of hyperfine con­
stants in the calculation; however, the complexity of the 
polycrvstalline spectrum and the arbitrary assignments 
that would be required probably do not merit this ap­
proach. Nevertheless, according to the model proposed in 
the next section, there is justification for nonaxial symme­
try.

The epr signal from the latter species exhibited only 
moderate line broadening upon exposure of the sample to 
molecular oxygen. This of course means that the para­
magnetic ion is removed from the supercage by a distance 
of several Angstroms.

3. Desorption Products. The formation of [Ag(I)NO]+ is 
completely reversible and there is no evidence of a dispro­
portionation reaction. The ir spectrum of the gas removed 
from the sample showed only the presence of nitric oxide. 
Gas removed from samples showing the [Ag(I)2NO]2+ sig­
nal were collected in two fractions; one at room tempera­
ture and another at temperatures higher than 100°. In­
frared and mass spectrometry showed that only nitric 
oxide was present in both fractions.

Discussion
It appears reasonable to assign the ir peak at 1884 cm" 1 

and the spectrum of Figure 2 to the same species. This 
assignment is based mainly on the intensity correlation: 
as the pressure of NO and the time of interaction between 
the AgY zeolite and NO increased, the intensity of both 
the epr signal and the 1884-cm_1 line decreased. No cor­
responding intensity change was observed for the ir peak 
at 1884 cm-1 . This peak is due to adsorbed NO, but the 
adsorption site is unknown.

The hyperfine structure indicates that tne paramagnet­
ic complex contains one nucleus with 7 = %, which is the 
nuclear spin of silver. Before adsorption all silver atoms in 
AgY were in their univalent state, since no epr signal of 
Ag2+ or Ag° was detected. Most AgY samples were treat­
ed with oxygen to remove Ag°. The adsorption of NO does 
not formally seem to change the valence of the silver. It is
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possible for (NO)+ to absorb in the region of 1884 cm-1 ,7 
but if this were the case, the silver would be reduced to 
Ag°. The observed epr spectrum is totally unlike that of 
A go 8 - 1 0  Also, it is highly unlikely that [NO]* would ab­
sorb in the 1884-cm*1 region. Therefore, we concluded 
that after complex formation the silver is still in its univ­
alent state, and propose that the paramagnetic center is 
[Ag(I)NO]+ . Although no spin concentration measure­
ments were carried out, it is evident from the spectra that 
<20% of the silver ions were involved in complex forma­
tion.

If one assumes that the unpaired electron on the Ag+ 
ion is localized in a hybridized 4dz25s orbital, then it is 
possible to calculate the spin density in this orbital using 
the procedure previously adopted for the [Cu(I)NO]+ 
c o m p le x . 4 T h e  F erm i co n ta c t  term, 
gedegNdN8/3fl'i|/'5s(C))|2, is 1713 MHz as determined from 
atomic beam measurements for 107Ag.11 The value of 
êdê N(3N<7*3>4d for a 4d9 electron on Ag107 is 180 MHz.12 

From these values and the experimental hyperfine cou­
pling constants one may show that the wave function on 
the silver ion has 13% 4dz2 and 11% 5s character. The un­
paired electron is approximately 24% on the Ag+ ion, 
which is very similar to the results obtained for the 
[Cu(I)NO]+ complex.

The 1876-cm'1 infrared peak and the epr spectra of 
Figure 3 are assigned to the same species for the samples 
which received extended exposure to a high pressure of 
NO. Based on the infrared spectrum and the fact that the 
only gas obtained upon desorption was nitric oxide, it 
seems probable that this center is a nitrosyl silver com­
plex. The number of hyperfine lines and the g values 
suggest this center has the composition of [Ag(I)2NO]2+. 
The small silver hyperfine splitting constants confirm that 
there is little delocalization of the paramagnetic electron 
onto this ion; they are certainly much less than in the 
[Ag(I)NO]+ complex. Hence, the stabilization of the com­
plex is not due to electron delocalization.

The presence of nitrogen hyperfine splitting along at

least two principal directions and the absence of a large g 
tensor anisotropy must mean that the molecular orbitals 
of the nitric oxide are significantly different from those of 
the molecule in a NaY zeolite.6 The bonding with the sil­
ver ions may induce sp hybridization into the NO mole­
cule such as that proposed for [Fr(II)(CN)5NO]3* ,13 A 
more detailed model of the complex is not warranted on 
the basis of the available hyperfine data.

The secluded location of the [Ag(I)2NO]2+ ion suggests 
that the NO molecule enters the sodalite unit where it 
bonds with two silver ions which are probably located at 
site F positions.14 The extended exposure at higher pres­
sures of NO maybe required for the gas molecules to dif­
fuse into the sodalite cages. The decrease in the concen­
tration of [Ag(I)NO]+, which accompanied the formation 
of [Ag(I)2NO]2+, indicates that the former complex may 
have been transformed into the latter.
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The thermodynamics of a solid-liquid-vapor system both under chemical equilibrium and nonequilibri­
um conditions, based on the model of Gibbs, is discussed. Under chemical equilibrium conditions, the 
degree of wetting or nonwetting of a flat and nondeformable solid by the liquid is defined by Young’s 
equation in terms of the static interfacial tensions. Under chemical nonequilibrium conditions, mass 
transfer across an interface results in a transient decrease in the corresponding specific interfacial free 
energy and the interfacial tension by an amount equal to the free energy of the effective chemical reac­
tion per area at that interface. When the reaction is between the solid and the liquid, this transient low­
ering of the interfacial tension can cause the liquid drop to spread on the solid substrate if the interfacial 
energy reduction is large enough and also if the diffusion rates of the reacting components in the solid 
phase are slow enough relative to the flow rate of the liquid to cause the liquid at the periphery of the 
drop to be in dynamic contact with unreacted solid.

I .  In tr o d u c t io n

The degree of wetting of a solid by a liquid in a solid- 
liquid-vapor system is characterized by the conditions of 
thermodynamic equilibrium. Young,2 from a mechanistic 
approach, expressed the relationship between the horizon­
tal components of the three interfacial tensions of such a 
system at the three-phase contact as

7sv -  7si =  Yu cos 6 (1)

where 7 is the interfacial tension between solid-vapor 
(sv), solid-liquid (si), and liquid-vapor (lv) phases, and 8 
is the contact angle measured through the liquid phase as 
shown in Figure 1.

The first exact treatment of the thermodynamics of a 
solid-liquid-vapor system is due to Gibbs3 who derived 
Young's equation for the nongravitational case and out­
lined its derivation for a system in a gravitational field. A 
more rigorous treatment of the thermodynamics of a solid 
-liquid-vapor system, using the method of Gibbs, has 
more recently been provided by Johnson.4 In both Gibbs’ 
and Johnson’s treatment of the conditions of mechanical 
equilibrium, the system was assumed to be at chemical 
equilibrium, i.e., no mass transport across the interfaces. 
Johnson explicitly defined the conditions for mechanical 
equilibrium in a sol id-liquid-vapor system and empha­
sized that Young’s equation is not the only requirement 
for total mechanical equilibrium and that the effect of the 
gravitational field and of curvature on pressure also has to 
be considered.

In wetting studies at elevated temperatures, the phases 
of a solid-liquid-vapor system are not often at chemical 
equilibrium prior to an experiment. Under chemical non­
equilibrium conditions, the effect of chemical reactions on 
the interfacial tensions have to be considered. It has fre­
quently been suggested5-13 that an interfacial reaction or 
diffusion of a component from one bulk phase to the other 
results in the lowering of the corresponding interfacial 
tensions. Attempts have consequently been made6 912 to 
correlate the wetting tendency with the free energy o: in­
terfacial reactions. This suggestion has been refused by

others14 on the grounds that interfacial reactions do not 
necessarily correlate with changes in wetting behavior.

The objectives of this study are to expand on the ther­
modynamic treatment of Gibbs and Johnson in order (i) 
to establish the correlation between the degree of wetting 
and the corresponding interfacial tensions under total 
thermodynamic equilibrium conditions (section II) and 
(ii) to establish the effect of interfacial chemical reactions 
on the wetting mechanics under chemical nonequilibrium 
conditions (section III).

I I .  M e c h a n ic s  o f  W e tt in g  u n d er  C h e m ica l E q u ilib r iu m  
C o n d it io n s

Let us consider a solid-liquid-vapor system as present­
ed in Figure 1, where the effect of the gravitational field is 
neglected. The total differential of the free energy of this 
three-phase system15-16 (at constant temperature and pres­
sure, after neglecting the effect of curvature on the pres­
sure and assuming that interfacial tensions are indepen­
dent of orientation) is

dG =  X X "  +  2 > ’ d'h +  X X 'V dn,v +  7si ¿A s| +

7SV d A sv +  7 Iv dA,v +
V i V cin—  ̂dn,“ +

where Mi is the chemical potential of component i in the 
designated phases; n, is the total number of moles of com­
ponent i in the designated phase obtained by multiplying 
the concentration of component i in the homogeneous re­
gion of the phase by its volume, i.e., C,aVa or CidVd or by 
multiplying the adsorption of component i at an interface 
by the corresponding interfacial area, i.e., T i aelA a d ; G  is 
the total free energy of the designated phase obtained by 
multiplying the free energy of a unit volume in the homo­
geneous region of the phases by the volume of the corre­
sponding phase, i.e., g^V" or gdVd or by multiplying the 
specific interfacial free energy by the corresponding inter­
facial area, i.e., gadAad, and where the subscripts of the
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(o)

(b)

Figure 1. Equilibrium of forces on the periphery of a sessile 
drop of an (a) acute contact angle and (b) obtuse contact 
angle. 6 is the resultant balancing force equal and of opposite 
direction to 7 |V, and 6 V is the vertica l component. The liquid 
drops are small enough to neglect gravitational forces.

08\fc

h/V0'/3

C O N TA C T  A N G LE , 8

Figure 2. Variation of the so lid -liqu id  and the liqu id -vapor inter­
facia l areas vs. decreasing contact angle, I), or the height of the 
drop, h. Vq is the volume of the liquid drop.

partial derivatives are omitted for brevity and the sum­
mation is taken over all three interfaces.

At total thermodynamic equilibrium, dG = 0; then 
since the variations of mass are independent of the varia­
tions of area

7si di4si + Ysv dAsv + 7iv dA,v =0 (3)
and

X i '/  dn- +  J j i , '  d n , ] +  X X '  dn '  +  X { z ( ^ ~ r - )  dn ,°  +

z(f£) <«

T A B L E  I : T h e  S ig n  o f  t h e  T e r m s  in  E q  7 f o r  
P o s s ib le  7 R e la t io n s h ip s

Second
y  relationship First term term

For contact angles of 180c —»■ 903
(a) 7sv < 7s 1 > 7lv (+) (- )
(b) 7s V < 7s 1 < 7lv (+) (-)
(c) 7s V> 7sl > 71 v ( - ) (-)
(d) 7s V> 7s 1 < 7lv ( - ) ( - )
For■ contact;angles of 90° —>■ 0°
(a) 7sv < 7s 1 > 7iv (+) (+)
(b) 7s V < 7s 1 < 7 lv (+) (+)
(c) 7s V> 7sl > 71v (-) (+)
(d) 7s V > 7s I < 7lv (-) (+)

These two equations outline the conditions for mechanical 
and chemical equilibrium of the system, respectively; at 
chemical equilibrium eq 4 is satisfied and y has a static 
value. Now, let us assume that the liquid is a small 
enough drop so that its equilibrium configuration in the 
absence of attractive forces is spherical due to negligible 
gravitational effects. If such a drop is placed on a flat and 
rigid solid surface, a solid-liquid interface will form if

7 SV dAsv +  <5 J  7 ,v dAh < 0 (5)5G =  ¿ J \ ,  dAsl +  <5^

This free-energy decrease results in a driving force for the 
deformation of the liquid drop. The solid-liquid interfa­
cial area increases, and the deformation continues until 
the minimum energy state is reached as defined by eq 3. 
Thus, for a given system, when the bulk volumes are non- 
reactive. the free-energy changes for the system are only 
associated with changes in the interfacial areas.

Several progressive geometric configurations of the drop 
and the change in the areas of the liquid-vapor and the 
solid-liquid interfaces vs. the contact angle, 6 (or the 
height of the drop, h), are shown in Figure 2. It should be 
noted that the liquid-vapor interfacial area decreases 
from 180 to 90° and then increases as the contact angle 
decreases to 0°, whereas the solid-liquid interface in­
creases continuously. Since cL4sl = - d 4 sv, eq 5 becomes

5 G = 5 7sv) dA,¡ +  5 f  7 i, di4]vJ|v (6)

dG , , dA,i
dh =  7*1 "  y " ] dh +  7iv

dA|V
dh

(7;

It is now possible by use of eq 7 to determine whether 
the contact angle will be acute or obtuse for any combina­
tion of relative interfacial tensions as shown in Table I 
which gives the sign of the terms of the equation. A net 
negative d G / d h  indicates that the solid-liquid interface 
will continue to form and the contact angle will continue 
to decrease; the minimum energy configuration is ob­
tained when d G / d h  is zero which is realized when a bal­
ance is achieved between the two terms of the equation. It 
thus can be seen that when 7 SV >  7s i >  7 iv  (case c). the 
contact angle is always acute; and when 7SV < 7*1 < 7)v 
(case b), the contact angle is always obtuse. When ysv < 
7s i > 7 iv  (case a) and 7 sl < 7 SV + 7 iv , regardless of 
whether 7SV > or < 7iv, the contact angle is obtuse; but 
when 7 si = 7 SV + 7 iv , no interface forms and the mea­
sured contact angle is 180°. When 7 SV > 7s i < 7 iv  (case 
d), regardless of whether 7SV > or < 7W, the contact angle 
is acute. When 7SV _  7si > 7 iv , an equilibrium contact 
angle is not obtained since the free-energy decrease on 
wetting the rigid solid is greater than the increase due to 
the extension of the liquid surface; spreading, a dynamic 
condition, then continues as long as the bulk liquid is 
available. A reduction of the total surface energy o: the
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solid by the liquid (7SV > 750 is defined as wetting; a con­
dition of 7Pi > 7sV is defined as nonwetting of the solid. 
Then, ysv -  yst can be considered as the driving force for 
wetting.

The formation of a solid-liquid interface due tc the 
wetting of the solid results in forces acting on the liquid 
drop that, because of the rigid nature of the solid, result 
in resisting forces generated by the liquid because of the 
imposed deformation of the liquid drop whose minimum 
energy state is a spherical shape. From the viewpoint of 
mechanics, there must be a balance of forces acting on the 
liquid drop at its periphery, as shown in Figure 1. If an 
unbalance of these forces occurs, due to unequal chemical 
conditions around the periphery of the drop, the drop will 
move, as has been observed.17 Likewise, there must be a 
balance of all the forces acting at any point; a balance of 
the horizontal forces at the “ triple point” (solid, liquid, 
and vapor in equilibrium) provides the familiar Young’s 
equation directly from mechanics (eq 1). A balance of the 
vertical forces acting at the triple point also occurs: the 
magnitude of the attractive forces exerted by the solid, 
Bv, is determined18 by the vertical component of the sur­
face tension of the liquid at the triple point, which does 
not exceed the bonding force at the interface and normal­
ly does not distort the solid. The resultant of the horizon­
tal and vertical forces exerted by the solid becomes a bal­
ancing force, B, equal and opposite to the surface tension 
force of the liquid at the triple point (Figure 1).

The formation of a solid-liquid interface due to mini­
mum energy requirements but with no wetting of the solid 
becomes possible because of a reduction of the surface en­
ergy, J 7]V dA, of the liquid in contact with the solid <7SV 
< 7s] < 7iv). Again, there is a balancing force equal and 
opposite to the surface tension of the liquid, which is the 
resultant of the vertical attractive force (equal and oppo­
site to the vertical component of 7|V) and the force devel­
oped due to 7si — 7Sv, as seen in Figure lb.

It is now worthwhile to consider the boundary condi­
tions which are not indicated by the mathematical analy­
sis just employed. Under chemical equilibrium conditions, 
the formation of a true interface can be considered to be 
analogous to the formation of a solution and corresponds 
to an adjustment of surface structures to form some inter­
mediate interfacial structure whose interfacial tension 
(7si) then is between 7SV and 7)v (cases b and c). The ac­
tual magnitude of 7S], however, is dependent upon the de­
gree of chemical bonding or minimization of structural 
discontinuity across the interface developed in the system; 
7Si thus becomes smaller with increasing chemical bond­
ing at the interface. For 7W > 7SV, then, 7S) approaches 
7„v with the development of chemical bonding, resulting 
in a limiting contact angle of 90°. For ysv > y tv, ysl ap­
proaches 7lv; experimental evidence,17-19 however, 
suggests that the maximum reduction of ysv by the liquid 
is by an amount equal to 7)v resulting in a limiting nomi­
nal zero contact angle as long as 7SV -  7iv > 7lv, as can 
be seen from eq 1.

If 7S| is greater than both ysv and 7)v (case a), a true in­
terface actually has not formed. It is visualized that the 
two surfaces are actually attracted to reduce the total in­
terfacial energy but that they have not lost their individu­
al identity; the contact angle approaches 180° with de­
creasing attraction. If 7S| is less than both ysv and 7iv 
(case d), a transient condition involving chemical reac­
tions exists (section III).

III. Mechanics of Wetting under Chemical 
Nonequilibrium Conditions

The conditions of chemical equilibrium at constant 
temperature and pressure are given by eq 4. When the 
conditions of eq 4 are not satisfied throughout the system, 
the phases of the solid-liquid-vapor system will react with 
each other through the interfaces to achieve a state of 
chemical equilibrium. During these nonequilibrium dy­
namic conditions, the interfacial tensions and thus the 
contact angle will be continuously changing until the sys­
tem reaches a state of chemical equilibrium. Volume 
changes occurring during the reactions, if significant, will 
affect the physical configuration of the system.

Transfer of mass across the interfaces can be regarded 
as absorption from one phase to the other in the interfa­
cial region. This process is more critical than adsorption 
(no mass transfer across the interfaces when the bulk 
phases are at equilibrium) since the degree of composi­
tional and corresponding volume changes both in the bulk 
phases and the interphase could be substantially higher 
than the changes observed during adsorption. Volume 
changes of the condensed phases during adsorption can 
normally be neglected.

Mass transfer across the interfaces must result in a net 
decrease of the free energy of the system at any time, for 
the reaction, otherwise, will not proceed. At the first in­
stant of formation of an interface, however, only the inter­
facial region is involved in the chemical reaction, and thus 
the corresponding initial decrease in the free energy of the 
system is totally attributed to the decrease in the free en­
ergy of the interfacial region. The magnitude of the de­
crease in the specific interfacial free energy, (—) Agatl, 
then is directly equal to (~A GaB/A). The corresponding 
interfacial tension is similarly reduced by an amount 
equal to ( - )  Agali since15

y „ j  =  g '"1 -  ( 8 )

as schematically shown in Figure 3. If it is assumed that 
the free energy of the reaction between the phases in the 
interfacial region is comparable but not necessarily equal 
to that between the bulk phases, the value of ( — AGali/A) 
could be substantially high, and for an approximate inter­
facial region thickness of 20 A, a decrease of as much as 
1000 erg/cm2 (see Appendix A) could be realized in the 
magnitude of the specific interfacial energy and thus the 
interfacial tension. Experimentally, negative interfacial 
tensions are often measured during such chemical reac­
tions that result in spontaneous spreading5“912-20 or 
emulsification phenomena.13

Under chemical equilibrium conditions, however, spe­
cific interfacial free energies and static interfacial tensions 
are always positive since the bulk phases are more stable 
than the interfaces. Thus, after the completion of the 
reaction at the interface followed by its continuation into 
the bulk regions by diffusion, the incremental contribu­
tions of the Zi(dGaii/driin) dn*« and S,(dG“rf/cm,d) dnfi 
terms in eq 2 must be such that y„n increases toward a 
static interfacial tension value. With time, the contribu­
tions of these terms will decrease and become minimal 
because of the decrease in the chemical potential or com­
position gradient from the interface into the bulk phases. 
Therefore, after the initial decrease. y„g increases and 
gradually approaches the static interfacial tension of the 
reacted bulk phases (Figure 3). In comparison, Figure 3 also
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--------  TIME, t

Figure 3. Variation of dynamic interfacial tension with time dur­
ing a chemical reaction between two phases. The initial or pure 
dynamic interfacial tension is indicated by yagu. The degree of 
minimization of the interfacial tension at tm is proportional to 
Sgaii (see Appendix A). In case of a pure adsorption process, 
no transient minimum is observed (top curve).

shows the variation of the interfacial tension with time for 
a pure adsorption process which differs from that for a mass 
transfer across the interface since a transient minimization 
of the interfacial tension is not realized with adsorption.

Let us now consider the specific effects of several types 
of reactions on the solid-liquid-vapor system of Figure 1, 
assuming that chemical equilibrium exists between the 
vapor and the condensed phases but not between the solid 
and the liquid. The reactions to be considered are those 
that result because (i) only the solid is not saturated with 
some or all of the components of the liquid, (ii) only the 
liquid is not saturated with some or all of the components 
of the solid, (iii) both phases are unsaturated with respect 
to the other, and (iv) a compound forms at the interface.

Several dynamic stages associated with the first type of 
reaction are shown schematically in Figure 4. At the time 
to, Figure 4a illustrates the instantaneous quasichemical 
equilibrium involving no interfacial reaction between the 
liquid and the solid. Young’s equation (eq 1) may then be 
expressed only in terms of the initial dynamic surface ten­
sions. Now, as the solid solution reaction proceeds at the 
interface, the dynamic specific interfacial free energy, 
g°-sl, will change by an amount Agsl due to the free energy 
of the reaction; a corresponding change in 7sl = 7si° + 
Agsl with time occurs, as shown in Figure 3. When the 
diffusion rates of the reacting components and thus the 
growth rate of the reaction product are slow enough rela­
tive to the flow rate of the liquid drop (see Appendix B), 
the liquid at the periphery of the drop will remain in con­
tact with unreacted solid that has an unaltered 7SV° as 
long as AAsl is positive; the driving force for wetting 7SV° 
-  (7si° + A£s1) which is increased by the amount ( - )A gsl 
remains constant. If the maximum driving force at tln 
(Figure 3) exceeds 7lv, then spreading occurs;20 and if the 
force does not exceed 7 iv, the contact angle continues to 
decrease until a transient mechanical equilibrium is 
reached as represented by ii in Figure 4b. At this point, 
however, diffusion in the solid continues as shown sche­
matically in Figure 4c; 7SV° ahead of the liquid periphery

Figure 4. Schematic representation of the various dynamic stag­
es of a sessile drop when the initial solid is not saturated with 
some or all of the components of the liquid. The path abed cor­
responds to the case where the growth rate of the reaction 
product is slower than the flow rate of the liquid drop; and path 
ab 'c 'd  corresponds to the case where the growth rate of the 
reaction product is faster than the flow rate of the liquid drop.

then is also decreased by an amount ~ ( - )A £s1.21 The 
driving force for wetting therefore decreases, and the con­
tact angle increases to a new value of 0, corresponding to 
the one for mechanical and chemical equilibria for the 
system (Figure 4d). During this pull-back stage, the drop 
may break into isolated smaller drops if the thickness of 
the original drop decreases considerably during the tran­
sient spreading stage.20

On the other hand, when the diffusion rates of the 
reacting components in the solid are fast relative to the 
flow rate of the liquid drop (see Appendix B), both ysv° 
and 7si° will simultaneously decrease by an amount ( - )  
Agsl, and the liquid at the periphery of the drop will re­
main in contact with reacted solid, as represented sche­
matically in Figure 4b'. The driving force for wetting in 
this case does not change drastically from that due to the 
initial dynamic surface tensions (Figure 4a) and remains 
essentially constant while the system moves to chemical 
equilibrium (Figures 4b', 4c', and 4d).

Throughout these entire sequences, and in Figure 4, the 
amount of material dissolved by the solid was considered 
to be small enough to be neglected so that the solid sur­
face remained flat. However, if the specific volume of the 
solid solution phase at the interface differs appreciably 
from that of the unreacted solid, analysis by use of 
Young’s equation as applied to experimentally measured 
contact angles could be misinterpreted because of the re­
sulting nonexistence of a flat solid surface.

Several dynamic stages associated with a reaction of 
type ii, where only the liquid is not saturated with the 
solid, are shown schematically in Figure 5. Figure 5a 
shows the configuration at to when the liquid phase first 
comes into contact with the solid and Young’s equation 
may be used to express the conditions for mechanical

The Journal of Physical Chemistry, Vol. 78. No. 12. 1974



1182 I. A. Aksay, C. E. Hoge, and J. A. Pask

Figure 5. Schematic representation ot the dynamic stages of a 
sessile drop when the initial liquid is not saturated with some or 
all of the components of the solid.

equilibrium in terms of the dynamic interfacial tensions. 
After the initial reaction the composition of the liquid 
around the periphery and at the solid-liquid interface 
rapidly approaches equilibrium compositions relative to 
the solid; correspondingly, 7si° and 7iv° decrease because 
of the free-energy contribution of the reaction, but then 
they rapidly approach their static interfacial tension 
values 7s) and 7iv (Figure 3). During the initial reaction 
stage, thus, an instantaneous lowering of the contact angle 
or spreading may be observed20 which is immediately fol­
lowed by the drop pulling back to an equilibrium contact 
angle 6t which is retained until the system reaches equi­
librium (Figures 5b and 5c). With high-viscosity liquids 
and fast diffusion rates, however, the initial spreading 
may not be realized because the static interfacial tensions 
are attained faster than the liquid can spread. Again, as 
in the previous case, the amount of solid dissolved by the 
liquid was considered to be small enough to be neglected. 
In actual fact, however, as the reaction proceeds, the 
solid-liquid interface will drop below the solid-vapor sur­
face,22 complicating the analysis of mechanical equilibri­
um.

The same sequences would occur in the case of a sessile 
drop with an obtuse contact angle, 7sl° > 7SV°, experienc­
ing reactions. If the Agsl contribution is large enough to 
reduce 7S| to a value smaller than 7SV, an initial acute 
angle will form; and if Agsl is large enough to increase 7SV° 
— 7si° -  Agsl to a value larger than 7 )v, initial spreading 
will occur.

A type iii reaction is expected to be similar in behavior 
either to type i or ii reaction depending on whether an in­
crease or decrease of volume of the solid occurs at the in­
terface, but the kinetic analysis of the reaction and deter­
mination of the nature of the physical configuration be­
come more complicated. The formation of a compound at 
the interface (type iv reaction) is also expected to cause 
the mechanical behavior of the system to be similar to 
that for one with type i reaction. The analysis in this case 
could be even more complicated, particularly if the com­
pound should isolate the liquid from direct contact with 
the reacting solid.

IV. Conclusions

The conditions of thermodynamic equilibrium, Le., the 
minimization of the free energy, of a solid-liquid-vapor 
system define the degree of wetting of the solid by the liq­
uid phase. When chemical equilibrium exists throughout 
the system, the free-energy changes for the system are as­
sociated only with changes in the interfacial areas. The 
equilibrium contact angle of a liquid drop on a flat and 
rigid solid surface, then, is determined by Young’s equa­
tion in terms of the static interfacial tension values. The 
relative magnitudes of the interfacial tensions indicate 
whether the contact angle will be acute or obtuse: (i) 
when 7sV > 7si < or > 7)v, the contact angle is always 
acute (the condition of wetting of the solid), and (ii) when 
7sv < 7s i < or > 7 iv , the contact angle is always obtuse 
(the condition of nonwetting of the solid). Experimental 
observations, however, indicate that, under chemical 
equilibrium conditions, 7si is always in between 7SV and 
7iv. With increasing degree of chemical bonding at the in­
terface, 7si approaches the lower value of the two, 7SV or 
7 iv -

Under chemical nonequilibrium conditions, the free- 
energy changes for the system are associated not only with 
changes in the interfacial areas but also with changes in 
mass. Mass transfer across an interface initially results in 
a decrease in the corresponding specific interfacial free 
energy and the interfacial tension by an amount equal to 
the magnitude of ( - A G/A) for the effective chemical 
reaction at the interface. However, after the completion of 
the reaction at the interface followed by its continuation 
into the bulk regions by diffusion, the specific interfacial 
free energy and the interfacial tension gradually increase 
toward their static values. When the reaction is between 
the solid and the liquid, this transient lowering of the in­
terfacial tension can cause the liquid drop to spread on 
the solid substrate if the interfacial tension reduction is 
large enough and if the diffusion rates of the reacting 
components, and thus the growth rate of the reaction 
product, are slow enough relative to the flow rate of the 
liquid.
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Appendix A. Effective Free Energy of Reaction at an 
Interface

Consider a solid-liquid-vapor system20 where an inter­
facial reaction

MgCXs) +  R>03(in liquid) —*- MgR>04(in MgO) (A l)
takes place at the solid (MgO)-liquid interface that re­
sults in the formation of an MgO solid solution with 
MgR204, where R2O3 denotes a sesquioxide AI2O3, C^Os, 
or Fe203. At 1673 K, an average value for the standard 
free energy of this reaction,23 AG°, is -8000 cal/mol. The 
free energy of the reaction (Al), then, is

AG =  RT In
q(MgR,Q.)

a(R30 3) -  8003 (A2)

where R is the gas constant. Assuming that Raoult’s law 
is applicable, a(MgR204) is equal to the concentration of 
MgR204 in the MgR204 solid solution at equilibrium with 
the MgO solid solution. A typical value20 for a(MgR204)
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is «0.9. Similarly, a(R203) depends on the concentration 
of R2O3 in the liquid phase. Assuming a value of 0.5 for 
a(R203), AG = -6050 cal/mol. The effective contribution 
of this reaction at the solid-liquid interface depends on 
the volume of the effective interfacial region and the ex­
tent of the solid solution in MgO. Consider a liquid drop 
of 0.5 cm in diameter on an MgO substrate. Assume the 
effective thickness of the interfacial region at the solid- 
liquid interface to be «2 0  A. The volume of this interfa­
cial disk is 3.94 X 10" 8 cm3. The number of moles of 
MgR204 going into solution in MgO in this volume de­
pends on the extent of the solubility of MgR204 in MgO. 
The density and the molecular weight of this solid solu­
tion can be estimated assuming that the molar volumes of 
the pure components are equal to the partial molal vol­
umes and thus the molar volumes of the pure components 
are additive. The molecular weight of an MgO solid solu­
tion with 50 mol % MgFe204, then, is 120.16 g. Similarly, 
the density, p, of this solid solution is 4.04 g/cm 3 based on 
the p(MgO) = 3.58 and p(MgFe2C>4) s  4.5 g/cm 3 
values.24 Therefore, the number of moles of the MgO 
(MgFe204> solid solution forming in the interfacial vol­
ume is 1.32 X 10" 9, and thus the number of moles of 
MgFe204 going into solution is 6.6 x 10"10. The AG of 
the interfacial reaction becomes - 4  X 10" 6 cal or —167 
erg; and in terms of unit area, Agsl = —850 erg/cm2.

In case of the formation of the compound MgR20 4 at 
the interface, Agsl is higher due to the higher number of 
moles of MgR20 4 forming in the interfacial region. The 
number of moles of MgFe20 4 solid solution forming in the 
same interfacial region is then 8.86 x 10" 10, and A£sl be­
comes -1140 erg/cm2.

Appendix B. Kinetics of Spreading

The kinetics of spreading of a spherical liquid droplet 
on a flat and rigid solid surface has been discussed by 
Yin25 based on the assumption that spreading is impelled 
by the horizontal components of the surface tensions at 
the three-phase boundary and retarded by the viscous 
flow of the droplet. Yin showed that the instantaneous 
rate of spreading, in terms of area per unit time, is

AAl&t =  K (S „/, +  l|V/ 2) (Bl)

with

where 77 is the viscosity of the liquid (Poise), V0 is the vol­
ume of the droplet (cm3), S0 = ysv — 7sl — 7iv is the 
spreading coefficient, and and / 2 are definite integrals 
as functions of the instantaneous contact angle only. For 
the system shown in Figure 4, when an original instanta­
neous contact angle of 50° is assumed I\ -  0.5 and / 2 = 
0.05.25 Furthermore, when values of V0 = 0.03 cm3, 7iv = 
500, 7Sv = 1000. 7S1 s  0 dyn/cm (chemical reaction case), 
are assumed, S0 = 500 dyn/cm, and

dA 107 dr 51.2 ,-7— = — (cm-/sec) or —  = -----(cm /sec) (B3)
at tj at tj

Now, let us consider the spreading of an R2C>3 contain­
ing silicate liquid on an MgO substrate which is unsatu­
rated with respect to MgR20 4. When R203 diffuses into 
MgO. in order for the reaction product to grow ahead of 
the liquid periphery, i.e., into the solid-vapor interface, 
the flow rate of the drop has to be slower than the growth

rate of the diffusion product. The concentration, C, of a 
component diffusing rapidly in the surface region of a 
substrate, from a stationary cylindrical source, is26

C(r, t) =
G0r o 

r(Dst)m (B4)

where C0 is the concentration of the diffusing component 
in the surface region of the substrate beneath the circular 
source, r0 is the radius of the source, Gs is the surface dif­
fusion coefficient, and erfc is the complementary error 
function. For an instantaneous contact angle of 50° and Vo 
= 0.03 cm3, r0 = 0.33 cm. Taking Z)s = 10" 6 cm2/sec.27 
the concentration front of C/C0 = 0.9 at f = 1.0 sec is at r 
= 0.332, and Ar = 2.35 x 10" 3 cm. In order for the liquid 
to spread faster than the diffusion product can grow, a 
liquid viscosity of <2.56 X 104 P is required (eq B3). 
Thus, when dealing with high-viscosity liquids (silicates), 
lowering of the contact angle or spreading may not neces­
sarily be observed during an interfacial reaction.
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The ion-molecule reactions occurring in ionized disilane have been studied by tandem and high-pressure 
mass spectrometry. All primary ions react with the parent molecule. Phenomenological cross sections 
and rate constants have been measured for reactant ion energies of 2 eV in the laboratory system. The 
chemical conversion initiated by ionization of disilane is shown by high-pressure mass spectrometry to be 
a polymerization to higher silicon hydrides that is carried mainly by SinH2ri-2i',  SLH2n+ , SinH^+i*, 
and SinH2n+3+ ions. A number of endothermic reactions have been detected and in some cases threshold 
energies of these processes have been determined.

Introduction

The reactions of low-energy ions with molecules play a 
centrally important role in radiation chemistry,2'3 
flames,4 and electric discharges.5 In accord with this im­
portance numerous studies of the elementary ion-mole­
cule occurring in ionized paraffin hydrocarbons have ap­
peared in the literature6 with methane, ethane, and pro­
pane being particularly well studied. Ion-molecule reac­
tions in the structurally similar silanes have, however, re­
ceived relatively little attention, studies in monosilane710 
and its admixtures with methane,11' 14 acetylene,15 ethyl­
ene,16 and benzene,17 being apparently the only such work 
reported.

As part of a general program involving the effects of 
ionizing radiation on volatile silicon compounds, we have 
identified and studied the ion-molecule reactions occur­
ring in disilane when this molecule is subjected to elec­
tron impact ionization and dissociation. This paper is a 
report of our results.

Experimental Section

Reaction identification and measurement of reaction 
cross sections and rate constants were carried out in a 
tandem mass spectrometer which permits the injection of 
mass-selected reactant ions, having kinetic energies vari­
able down to about 1 eV, into a collision chamber con­
taining the neutral reactant molecule. The apparatus, 
which has been described previously,9 consists of two qua- 
drupole mass filters separated by the collision chamber 
and ion lenses. In all experiments the mass filters were 
mounted in the “ in-line” configuration. The energy spread 
of the reactant ion beam entering the collision chamber 
was about 1 eV, as indicated by retarding field measure­
ments.

Relative reaction cross sections were determined as a 
function of kinetic energy for ion energies in the range
1.5-6.0 eV in the laboratory system. As described pre­
viously,14 17 the shapes of the cross section vs. energy 
curves were used to differentiate between exothermic and 
endothermic reactions; the cross sections of endothermic 
reactions rise from zero at the energy threshold to a maxi­
mum several eV above threshold, while cross sections for 
exothermic processes decrease for all values of kinetic en­
ergy.

Phenomenological rate constants were determined at 
2-eV ion energy (laboratory) by direct comparison of the 
relative reaction cross sections with that for (1), viz.

SiH,+ + SiH, — * SiH,+ +  SiH;, (1)

The specific reaction rate of (1) has been determined pre­
viously9 as 2.5 ±  0.3 x 10-10 cm3/sec. The collision 
chamber pressure was measured with a capacitance 
monometer and was maintained at 1 X 10~ 3 Torr, a pres­
sure sufficiently low to preclude the observation of third- 
order processes. Ionization chamber pressures of the order 
of 1-3 X 10“ 3 Torr and an ionizing energy of 100 eV were 
employed.

Measurements of the dependence of ionic abundances 
in ionized disilane on ion-source pressure up to about 0.2 
Torr were carried out in a Nuclide Associates 12-90G sec­
tor-field mass spectrometer. The energy of the ionizing 
beam was 100 eV, the trap current was very small and not 
measured, and the ion-accelerating voltage was 2500 V. In 
all experiments the repeller field was 6.25 V/cm leading 
to an ion-exit energy of 2.1 eV. The temperature of the ion 
source was 70°.

Ion-source pressures in the Nuclide mass spectrometer 
were monitored by a McLeod gauge that was connected 
via %6-in. diameter tubing to the ion source. The fact that 
the McLeod gauge readings for disilane in the ion. source 
were only about one-half of those for monosilane,9 for 
equal pressures in the gas handling system, indicated that 
the McLeod gauge readings were not an absolute measure 
of the disilane pressure, van der Waals constants derived 
from the critical constants for disilane18 indicate that de­
viations from ideal gas behavior cannot be the reason for 
the disparity between the absolute pressure and the 
McLeod gauge reading. While the detailed chemistry is 
not clear we must conclude that a chemical interaction of 
the disilane with the walls of the McLeod gauge and/or 
the mercury is occurring. Comparison of the decay curves 
of Si+ , SiH* , SiH2+ , and SiH3+ in disilane with the total 
rate constants for reaction of these ions with disilane, as 
determined by the tandem mass spectrometer, indicated 
that the McLeod gauge readings were lower than the ac­
tual ion-source pressures by a factor of 2.2 ±  0.2. While 
the collision energies in the tandem experiments and sin­
gle-source experiments are not the same (2 eV and 0.7, re­
spectively), this difference is much more likely to be re-
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TABLE I: Reaction Products and Relative Cross Sections" o f 2-eV M onosiliconium  Ions with Disilane
R e la t iv e  c r o s s  s e c t io n  f o r  f o r m a t io n  o f  io n

R e a c t a n t
ion Si"H + Si .-H r S i.H r s i .H r S i3H  + S h H r SÌ3H 3 ' SÌ3H 4 - SÌ3H 5 * Si:,He + S isH : ‘

Si + 3 .0 2 0 .1 9 0 .1 0 0 .1 2 0 .9 2 9
SiH + 0 .4 2 0 .2 4 1 .2 8 0 .2 7 0 .0 5 0 .7 0 5 1 .4 8
SiH2 + 0 .5 6 1 .2 2 1 .4 2 0 .3 3 0 .9 6 0 0 .9 6 0
SiH3 + 0 .0 6 2 .1 2 0 .0 2 1 .4 4

,l R e a c t io n  c r o s s  s e c t io n s  a re  r e la t iv e  t o  th a t  f o r  t h e  r e a c t io n  S i H r  +  S iH i  —► S i H r  - f  S iH c. A t  2  e V  t h e  c r o s s  s e c t io n  f o r  th is  r e a c t io n  is 1 .0  ±  0 .1  X  
10 -15 c m 2.

fleeted in the product distribution for a given reactant ion 
than in the total rate constant for depletion of the reac­
tant ion.

Disilane was prepared by the reduction of hexachloro- 
disilane (Peninsular Chemical Co.) with lithium aluminum 
hydride (Alfa Inorganics) using bis[2-(2-methoxyethoxy)- 
ethyl] ether as solvent.19 Monosilane, purchased from the
J. T. Baker Chemical Co., was subjected to several freeze 
-pump-thaw cycles before storage in a bulb on the vacu­
um .ine. The mass spectra of both gases indicated satis­
factory purity.

Results and Discussion
1. Tandem Mass Spectrometric Studies. All primary 

ions in the mass spectrum of disilane are of significant in­
tensity19 and therefore a complete investigation of the 
ion-molecule reactions occurring in ionized disilane re­
quires a study of the reactions of SiHx+ (x = 0,1,2,3) and 
Si2Hv+ (y = 0,1,2,3,4,5,6) with the disilane molecule.

Table I shows the ionic products of the reactions of 2-eV 
(lab I monosiliconium ions with disilane in terms of the 
reaction cross-sections relative to the cross section of (1) 
at the same laboratory energy. For convenience, the 
monosiliconium ions were produced in the ion source of 
the tandem mass spectrometer by electron impact on mo­
nosilane. In Tables II and III we show (similarly for 2-eV 
primary ions) the relative cross sections for the formation 
of tri- and tetrasiliconium ions by the reaction of disili- 
conium ions with disilane. We were unable to measure 
any H_ or H2_ transfer reactions from disilane to the 
disiliconium ions because of the great disparity in intensi­
ty of the primary and secondary ion beams and the prox­
imity of the masses for such reactions. The data in Tables
1-E l have been corrected for the isotope contributions 
from the beam and from the target gas using the values 
28Si(92.2%), 29Si(4.7%), and 30Si(3.1%).

As mentioned previously, the energy dependence of the 
relative cross sections for ionic product formation was 
used to determine whether the reaction forming that 
product was exothermic or endothermic. Typical such re­
lationships are shown in Figure 1, from which we conclude 
that Si3H5+ is formed in an exothermic reaction between 
Si2H3+ and Si2H6 while Si3H+ is produced by an endo­
thermic reaction involving the same two reactants. Also 
from Figure 1, we see that Si3H7+ is formed in an exo­
thermic reaction of SiH3+ with Si2H6, but that Si3Hs+ 
and Si3H3+ axe formed by endothermic reactions of the 
same two reactants.

The reactions found to be exothermic, on the basis of 
the energy dependence of cross section, are shown in 
Table IV. Also shown in Table IV are the enthalpy 
changes of the reactions forming disiliconium ion prod­
ucts, calculated from available thermochemical data;19-20 
in these cases, namely (2), (4), (5), (8)—(10), (14) in Table 
IV, the neutral products (and therefore the reactions) can­

not be other than as written or else the reactions would be 
endothermic, in contradiction to the dependence of the 
cross section on kinetic energy. For those reactions form­
ing tri- and tetrasiliconium ion products enthalpy changes 
could not be calculated, since standard enthalpies of for­
mation are not available for these ionic products. In these 
cases, the neutral products are written such as to give the 
maximum exothermicity; the fact that the reactions are 
exothermic then permits assignment of upper limits to the 
standard enthalpies of formation of the tri- and tetrasili­
conium ions. These thermochemical results are presented 
in a subsequent section.

Phenomenological rate constants of the exothermic 
reactions are also shown in Table IV. These values were 
obtained by measurement of the cross sections of the reac­
tions shown in the table relative to that of (1), and the re­
lationship

in which the a ’s represent cross sections and the V s are 
relative velocities.

Rate constants for the total exothermic reaction of the 
various primary ions may be obtained by summing the in­
dividual rate constants for each reactant ion in Table IV. 
Calculating the polarizability of disilane from the molar 
polarization,21 it may be shown that the total rate con­
stants for reaction of Si+ , SiH+ , and SiH3* are in the 
range 0.5-0.8 of the Langevin orbiting rate constant.22 
The total rate constants for depletion of the disiliconium 
ions are lower; those for Si2+ , Si2H+, Si2H2+ , and Si2H3+ 
lie in the range of 0.3-0.4 of the Langevin orbiting rate 
constants while those for Si2H4+ and Si2H5+ are appre­
ciably lower, being 0.15 and 0.06, respectively, of the 
Langevin orbiting values. Probably the major reason for 
the apparent low values for the disiliconium ions is that 
we were unable to measure disiliconium ion products from 
disiliconium ion reactants; therefore the rate constants of 
any such reactions are not included in the total reaction of 
each disiliconium ion. We would expect such reactions to 
be predominantly FL transfer and it is noteworthy that 
the differences between the measured rate constant and 
the Langevin value are greatest for Si2H5+ and Si2H4+ , 
suggesting a high probability of occurrence of the H
transfer reactions

Si H / +  Si II. - -  SI 1! ' +  Si II (37
and

Si_.H:,+ +  SbHfi — * SI II. +  Si II • (38
Reactions analogous to (37) and (38) involving SiH2+ and 
SiH3+ ions are known to be major processes in monosil­
ane.7-10

The ions observed as products of endothermic reactions 
of the various primary ions are shown in Table V. Product 
ions shown in Table V that do not appear in Tables I—III
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T A B L E  I I :  R e la t iv e  C ro s s  S e c tio n s '1 f o r  F o r m a t io n  o f  T r is i l i c o n iu m  Io n s  f r o m  R e a c t io n  o f  2 -e V  D is i l i c o n iu m
Io n s  w i t h  D is i la n e

R e la t iv e  c ro ss  s e c t io n "  fo r  fo r m a t io n  o f  ion

R e a c t a n t  io n  Si,-.1 S i^ H ' S ia H j*  SL IT ; '  S ia H ;4 S o l  t ;, ' S id  t ,  ’ S id  la ~

Sic- 0.389 0.10 0.675 0.298
Si-H “ 0.421 0.050 0.278
Si»H - -  0.052
Si»H3 + 0.374
S iH f  
Si-Ha“
Si»Hfi +

" R e a c t io n  c r o s s  s e c t io n s  a re  re la tiv e  t o  th a t  fo r  Ih e  re a c t io n  S iH :  ' - S i l l ;  —> S i l l  1 SiH a. A t  2  e V  th e  c ro ss  s e c t io n  fo r  th is  r e a c t io n  is  1 .0  i  0 . 1  X
10 15 c m  -'.

0.056
0.620

0.655
0.072 0.218 0.073

0.151 0.338

TABLE III: Relative Cross Sections for Formation o f Tetrasiliconium Ions from  Reaction o f 2-eV 
Disiliconium Ions with Disilane

Relative cross section for formation of ion

Reactant ion S ir SitH * S U H r SÌ4H 3 ’ SÌ4H4 r Si;Hs ~ SÌ4Hex SÌ4 rît ~ Si;Hs-

Si»+ 0.40 1.72 0.84 0 . 7 4 0.27
Si»H + 0.66 1.77 0.48
Si»H»+ 1.23 0.13 0.42
Si H 
Si»H4 “

0.29 1.70 0.13
0.76

" R e a c t io n  c ro ss  s e c t io n s  a r e  r e la t iv e  t o  that f o r  th e  re a c t io n  SiH .- ‘  +  S iH ; —-  S i i la  ' 4- SiH.a. A t  2 e V  th e  c ro ss  s e c t io n  fo r  th is  r e a c t io n  is  1 .0  =fc 0 . 1 X  
10 15 c m -.

Figure 1. Dependence of reaction cross sections of center-of- 
mass energy: (a) S iH 3+ +  S i2H 6 —*■ S i3H 7+ , O; S i3Hs + , A; 
S i3H 3 + . □ : (b ) S i2H 3+ +  S i2H 6 —  S i3H 5+ . O; S i3H + , A .

have energetic thresholds above 2-eV laboratory energy of 
the reactant ion. In general, thresholds for the endother­
mic reactions were difficult to determine, partly because 
of mass interferences by isotopes of product ions from exo­
thermic reactions. This was especially true for the tetrasi­
liconium ion products. However, a few reactions were free 
from such interference and provided sufficient intensity to 
measure the thresholds shown in Table V.

2. High-Pressure Mass Spectrometry. Single-source 
mass spectrometric studies of disilane are generally in ac­
cord with the tandem mass spectrometric results with re­
gard to the relative total reaction cross sections of the pri­
mary ions and to the formation cross sections of the tri-

and tetrasiliconium ions (secondary ions). What slight dif­
ferences do exist in the relative cross sections for forma­
tion of the various secondary ions can be easily rational­
ized by the fact that the average reactant ion energy in 
the single-source experiments is of the order of 0.7 eV, 
while it is 2 eV in the tandem mass-spectrometric work.

In addition to exhibiting all of the secondary ion forma­
tion observed in the tandem mass-spectrometric experi­
ments, the studies of the pressure dependence of ion 
abundance, carried out in the single instrument up to 
source pressures of about 0.2 Torr, showed numerous ter­
tiary and higher order processes. In fact, as may be seen 
in Figures 2 and 3, the principal chemical result of ioniz­
ing disilane is a gaseous polymerization to higher silicon 
hydrides that is carried mainly by Si/,H3̂ -2+ , SinH2n+ , 
Si„H2n + i+ , and SinH^ + 3+ ions. Also produced in this 
polymerization (Table IV) are SiH* and H2.

Comparison of the semilogarithmic plots of the primary 
ion abundances us. the ion-source pressure show that 
Si2H6+ reacts with disilane in second-order processes hav­
ing a total reaction rate constant of 5.8 ±  0.7 X  10“ 10 
cm3/sec. However, no tri- or tetrasiliconium ions were ob­
served in the tandem mass-spectrometric studies when
2-eV (lab) Si2H6+ ions impinged on disilane; we could not 
observe disiliconium ion products in such a reaction. One 
may note in Figure 3 that Si2H7+ and SiaHg“ are defi­
nitely formed in second-order reactions. Therefore, we 
conclude that in the single-source mass spectrometer 
Si2H7+ and Si3Hg+ are formed by (39) and (40), respec­
tively, viz.

Si»H6+ + Si,H„ —  SLH7+ + Si H (39)

Si,Hfi+ + SiTh —  Si:JH9+ + SiH.; (40)
We rationalize our failure to detect Si3Hg+ in the tandem 
mass-spectrometric experiment as being due to (39) most 
likely occurring via a direct mechanism (proton transfer 
and/or stripping) that is greatly favored over the probable 
complex process (40) at the higher energies in the tandem 
studies.

The Journal of Physical Chemistry. Voi. 78. No. 12. 1974



Ion-M olecu le  Reactions In Disllane 1187

T A B L E  IV : E x o t h e r m ic  I o n - M o le c u le  R e a c t io n s  in  D is i la n e

Reaction no. R e a c t io n AH ° ,  k ca l k X  1 0 10, c m 3/ s e c

2
3
4
5
6
7
8 
9

10
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Si+ +  Si2H6 — ̂  

SiH + +  Si2H6 — ̂

SiH,+ +  Si2H6 —

SiH3 + -}- Si2H6 — _^

Si2+ -f- Si2Hg —

Si2+ +  Si2H6 -----►

Si2H + +  Si2Hs ------

Si2H2 + + Si2Hs-----

Si2H3 + 4“ Si2H6—_^

Si2H ,+ 4" Si2H6 — 

Si2Ü5'f 4- Si2H6 —

Si2H2+ 4- SiH4 
Si3H,+ 4- H2 
Si2H + 4- SiH4 +  H2 
Si2H3 + 4" SiH4 
Si3H3 + 4- 2H2 
Si3H5 + 4~ H2 
Si2H2+ 4- SiH4 +  H2 
Si2H4+ 4- SiH4 
Si2Hs 4- SiH3 
Si3H4+ +  2H,
Si3H6 + 4- H2 
Si3H7+ 4- H 
Si2H5+ 4- SiH4 
Si3H7 + +  H2 
Si3H2 + 4- SiH4 
Si3H3 + 4- SiH,
Si4H2+ 4- 2H2 
Si,H3 + 4- H2 +  H 
Si4H4+ 4- H2 
Si3H3 + 4- SiH4 
Si4H3+ 4- 2H2 
Si,H5 + 4- H2 
Si3H,+ 4- SiH4 
Si4H4 + 4- 2H,
Si,H6 + 4- H2 
Si3H3 + 4- SiH4 4- H2 
Si3H5 + 4- SiH,
Si,H5 + 4~ 2H2 
Si,H7 + 4- H2 
Si3H4+ 4- SiH, 4- H2 
Si3H6 + 4- SiH, 
Si3H7+ +  SiH 3 
Si,H8 + 4- H2 
Si3H5 + 4- SiH, 4- H2 
Si3H,+ 4- SiH,

-1 8
<0

- 5 6
- 6 5

<0
<0
- 3

- 2 5
- 2 2

<0
<0
<0

- 2 1

<0
<0
<0
<0
<0
<0
<0
< 0
<0
< 0
< 0
< 0

< 0
< 0
< 0
< 0

<0
< 0
<0
<0
<0
< 0

7.8
2.4

0.9
0.3

5.2
3.5

±
1.1 ±  0.1
3.3 ± 0.4 
1.8 ±  0.2 
3.7 ± 0.4
1.4 ± 0.2
3.1 ± 0.3
3.6 ± 0.4 
0.82 ± 0.10
2.4 ± 0.3
2.4 ± 0.3 

0.6
± 0 . 4

1.2 ± 0.1 
0.55 ± 0.07
3.1 ± 0.7
1.5 ± 0.4 
1.3 ± 0.3 
0.50 ± 0.06
3.2 ± 0.8
1.7 ± 0.4 
1.1 ±  0.1
2.2 ± 0.5 
0.75 ± 0.18 
0.67 ± 0.08
1.2 ±  0.1 
3.1 ± 0.7
0.24
0.13
0.39
0.13
1.4

±
±
±
±

±

0.06
0.02
0.05
0.02
.3

0.27 ±  0.03 
0.59 ±  0.07

F igure 2. Dependence of Ionic abundance in SI2He on ion- F igure 3. Dependence of ionic abundance In SI2H6 on ion- 
source pressure: (a) SinH2n - 2+ ions; (b) SinH2n + ions. source pressure: (a) SI„H2, , * 1 + ions; (b) SinH2n^ 3+ ions.

It is clear from Figure 3 that the secondary ions Si2H7+ 
and Si3H9+ are reactive toward disilane, probably con­
tributing to the formation of Si4H n+ and SisHi3+ in sec­
ond-order reactions. By analogy with the monosilane sys-

tem,9 and from inspection of the growth and decay curves 
of Figure 3 it seems very probable that third-order associ­
ation reactions of S12H5“ and Si3H7~ with Si2H6 contrib­
ute in a major way to formation of Si4H n+ and Si5H i3+ .
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T A B L E  V :  E n d o t h e r m ic  I o n - M o le c u le  R e a c t io n s  i n  D is i la n e

R e a c t a n t  io n P r o d u c t  ion s T h r e s h o ld  in  C M ,  e V R e a c t a n t  io n P r o d u c t  io n s T h r e s h o ld  in  C M ,  e V

S i  + S i , H  + S i 2 + S i 3 +
S i 2H 3 + S i 3H  + 0 . 3  ±  0 . 1

S i 2H 5 + S i 4 +
S i 3 +  
S i 3H 2 +

2 . 4  ±  0 . 2 S i 4H 5 +

S i 3H 3 + 2 . 8  ±  0 . 3 S i 2H  + S i 3H  + 
S i 3H , +

S i H  + S i , H ,  + S i 3H 4 +
S i 2H 5 + S n H  +

S i 3H  + 0 . 9  ±  0 . 3

S i 2H ,  +
S i 4H 4 +  
S i 3H 2 +

S i H , + S i 2H 3 + S Ì 3H 5+

S i 3H :  + 2 . 6  ±  0 . 3 S i 4H 5 +
S i 3H 5 +

S i - H 3 + S i 3H  + 1 . 0  ±  0 . 2

S i H 3 - S i 2H 3 +  

S i 3H 3 + 1 . 9  ±  0 . 1

S i 4H 3 +

S Ì 3H 5+ 1 . 1  ±  0 . 1

TABLE VI: Lim its of Enthalpies of Formation of 
Tri- and Tetrasiliconium Ions

I o n

A H f ° , k c a l /m o l

Io n

!a H {  ° , k c a l /m o l

U p p e r
lim it

L o w e r
l im it

U p p e r
lim it

L o w e r
lim it

Si3 + 59 Si4H + —  30
Si3H + 36 Si4H 3 + 274 -3 9
Si3H2 + 104 'Si4H4 * 309 126
Si3H3 + 265 160 Si4H 5 * 273 153
Si3H4 x 279 17 Si4H 6* 309
Si3H 5 + 240 145 Si;H7" 273
Si3H 6* 279 Si4H4 ^ 287
Si3H 7 + 237

A third-order association of SiH3+ with Si2H6, not observ­
able in the tandem experiments, probably contributes also 
to formation of Si3Hg+ . In the monosilane system.9 third- 
order reactions become significant at about 0.15 Torr. 
With the increased complexity of the disilane system such 
stabilization reactions become significant at even lower 
pressures, namely, 0.02-0.03 Torr, a conclusion reached by 
inspection of the form and location of the growth curves of 
SieHis^ and Si7H i7 + being simple association reactions of 
are also compatible with the major mode of formation of 
SieHi5+ and Si7H i7+ being simple association reactions of 
Si-iHg  ̂ and Si5H n+ ions, respectively, with the Si2H6 
molecule.

3. Thermochemical Considerations. Standard enthalpies 
of formation of SiHx+ (x = 0,1,2,3) and Si2Hx+ (x = 
1,2,3,4,5,61 ions, derived from a study of the electron-im­
pact ionization and dissociation of monosilane and disil­
ane, have been reported in the literature.19-23 Such thermo­
chemical information is not available for Si3Hr+ and 
Si4Ht+ ions and for this reason we cannot calculate the 
enthalpy changes of the reactions shown in Table IV. 
However, we do know that the reactions shown in Table V 
are exothermic or thermoneutral; therefore, by assuming 
that the reactions proceed by forming the most stable neu­
tral products and that no internal excitation is involved in 
the reactants and products, we can calculate upper limits 
to the standard enthalpies of formation of the product 
ions. The values so obtained are shown in the second and 
fifth columns of Table VI.

If one writes the endothermic reactions indicated by the 
product ions shown in Table V in such a way as to yield 
the maximum endothermicity. one may calculate lower 
limits to the enthalpies of formation of the tri- and

tetrasiliconium ions. The values so obtained are shown in 
the third and sixth columns of Table VI. For ions contain­
ing a small number of hydrogen atoms the lower limits 
obtained are obviously not very close to the true value, 
and, therefore, not very useful but they are presented in 
the table for completeness.

In the cases of SÌ3H31 formation (by the reaction of Si+ 
and SiH3+ with Si2He) and SÌ3Hs+ formation (by the 
reaction of SiH3+ with Si2He) (Table V), we may use the 
measured threshold energies to compute AHf °(SÌ3H3+ ) 
and A //f °(SisH5+ ) because in this case the actual reac­
tions are unambiguous. In the case of Si.3H3+ formation 
from Si+-Si2H6 collisions the threshold is 2.8 eV and the 
neutral products of the reaction must be H2 + H or 3H. 
The former set of products lead to AHt °(SÌ3H3+ ) = 332 
kcal/mol while the latter lead to AHr°(SÌ3H3+ ) = 228 
kcal/mol. The upper limit to Afir°(SÌ3H3+ ) determined 
from the exothermic reactions (Table IV) is 265 kcal/mol 
which rules out the higher value above. Hence, we con­
clude that with no significant role of internal energy in 
reactants and products, AHf °(SÌ3H3+ ) = 228 kcal/mol. In 
an exactly similar manner, the threshold energies for for­
mation of Si3H3+ and SÌ3Hs+ in SiH3+ -SÌ2H6 collisions 
result in the values AHr°(SisH3+ ) = 198 kcal/mol and 
AHf 0(Si3H5+ ) = 179 kcal/mol. The degree of agreement 
between the values of A //f °(SÌ3H3+ ), determined from the 
two different reactions, is probably as good as can be ex­
pected in view of the assumption of a negligible role of in­
ternal energy in these reactions. We, therefore, assign the 
following thermochemical values: AHf°(SÌ3H3+ ) = 211 ± 
13 kcal/mol and AHf°(Si3i is+ ) — 179 ±  11 kcal/mol. No 
other endothermic processes in this system, for which a 
threshold energy could be determined, could be described 
by an unambiguous chemical reaction.

The reactions of Si+ and SiH+ with disilane to form 
SÌ2H5+ are probably simple hydride ion transfer reactions 
as shown in (41) and (42), viz.

Si+ + Si il  * Sill +  Si H. ' (41)

SiH+ + SÌ.H« —>- SiH, + Si,H.,+ (42)
Both reactions are endothermic, as indicated by the ener­
gy dependence of the reaction cross section, so that if they 
occur as written we may use the known19 enthalpy of for­
mation of Si2H5+ to derive lower limits to the enthalpies 
of formation of SiH and SiH2. The values obtained are 
A //r°(SiH) > 87 kcal/mol and A //f°(SiH2) > 98 kcal/mol.
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From a spectroscopic study of the SiH molecule, Doug­
las24 has shown that D(Si-H) = 74 kcal/mol; this leads to 
a value of A //r°(SiH) = 87 kcal/mol which is consistent 
with our result above. Saalfeld and McDowell,25 from an 
electron impact study of AsSiH5 have deduced 
A /if °(SiH2) = 81 kcal/mol, and from a study of pyrolysis 
kinetics, Bowrey and Purnell26 have reported A//°(SiH 2) 
= 59 kcal/mol, both values being significantly lower than 
our lower limit. However, it may well be that our lower 
limit is high by at least 12 kcal/mol, and perhaps by as 
much as 25 kcal/mol, because of uncertainty in the stan­
dard enthalpy of formation of SiH+ . For this latter value 
we used 308 kcal/mol,19 a value obtained from the ap­
pearance potential of SiH+ from SiH*. Electron-impact 
processes that involve the breakage of so many bonds are 
notorious for involving excess energy in some form and for 
leading to standard enthalpies of formation that are too 
high. In fact, Potzinger and Lampe19 remark that the ion­
ization efficiency curve of SiH+ had a long tail, an indica­
tion of excess energy in its formation. Reasoning by analo­
gy with ions derived from methane that the enthalpies of 
formation should show a monatonic decrease in the se­
quence M+ , MH+, MH2+, and MH3+ leads us to con­
clude that the enthalpy of formation of SiH+ should be in 
the range 283-296 kcal/mol. A value of A //f °(SiH+ ) = 290 
kcal/mol would be in accord with the value of A7/ f°(SiH2) 
reported by Saalfeld and McDowell25 and with the fact 
that (42) is endothermic.

Acknowledgment. This work was supported by the U. S. 
Atomic Energy Commission under Contract No. AT(11- 
D-3416.

References and Notes
(1 ) U. S. A tom ic  Energy C om m ission D ocum ent No. COO-3416-12.
(2) A. R. Anderson, “ Fundam enta l P rocesses in Radiation C hem istry .-'

P. Ausloos, Ed., W iley, New Y ork, N. Y., 1968. Chapter 5.
(3) G. G. M eisels in ref 2, Chapter 6.
(4) H. F. C alcóte, " Io n -M o le c u le  R eactions ," J. L. F ranklin . Ed., Ple­

num Press, New York, N. Y ., 1972, Chapter 15.
(5) S. A. S tudniarz in re f 4, Chapter 14.
(6) J. L. F ranklin , ref 4 and re fe rences there in .
(7) G. G. Hess and F. W. Lam pe, J. Chem. Phys., 44, 2257 (1966).
(8) J. M. S. Henis, G. W. S tew art, M. K. Tripodi, and P. O. Gaspar, J. Chem. Phys., 57, 389 (1972).
(9) T-Y. Yu, T. M. H. Cheng, V. Kem pter, and F. W. Lam pe, J. Phys. Chem.. 76, 3321 (1972)

(10) J. M. S. Henis, G. W. S tewart, and P. P. Gaspar, J. Chem. Phys.. 
5 8 ,3 6 3 9 (1 9 7 3 ).

(11) D. P. Beggs and F. W. Lampe, J. Phys. Chem.. 73, 4194 (1969).
(12) G. W. S tew art, J. M. S. Henis, and P. P. Gaspar, J. Chem. Phys.. 

57, 1990 (1972).
(13) G. W. S tew art, J. M. S. Henis, and P. P. Gaspar, J. Chem. Phys., 

57, 2247 (1972).
(14) T. M. H. Cheng, T-Y. Yu, and F. W. Lampe, J. Phys. Chem.. 77, 

2587 (1973).
(15) D. P. Beggs and F. W. Lam pe, J. Phys. Chem.. 73, 3307 (1969).
(16) D. P. Beggs and F. W. Lam pe, J. Phys. Chem., 73, 3315 (1969).
(17) T. M. H. Cheng and F. W. Lampe, Chem. Phys. Lett., 19, 532

(1973).
(18) Lando lt-B órnste in , "Zah lenw erte  und Funktionen ,”  II. Band, I. Teil, 

G. Auflage, Berlin, 1971, p 335.
(19) P. Potzinger and F. W. Lampe, J. Phys. Chem., 73, 3912 (1969).
(20) J. L. F ranklin , J. G. D illard, H. M. Rosenstock, J. T. Herron. K. 

D rexl, and F. H. Field, Nat. Ref. Data Ser.. Nat. Bur. Stand.. No. 
26 (1969).

(21) H. E. W atson and K. L. R am aswam y, Proc. Roy. Soc.. Ser. A. 156, 
144 (1936).

(22) G. G ioum ousis and D P. Stevenson, J. Chem. Phys.. 29, 294 
(1958).

(23) W. C. Steele, L. D. N ichols, and F. G. A. Stone, J. Amer. Chem. Soc.. 84. 4441 (1962).
(24) A. E. Douglas, Can. J. Phys.. 35, 76 (1957).
(25) F. E. Saalfeld and M V. M cD ow ell, Inorg. Chem.. 6, 96 (1967).
(26) M. Bowrey and J. H. Purnell, Proc. Roy. Soc.. Ser. A. 321, 341 

(1971).

Polymer Concentration Dependence of Surface Electric Potential of Cylindrical 
Polyelectrolyte in Aqueous Salt Solutions
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The surface electric potential of cylindrical polyelectrolyte is calculated at finite dilution of polymer by 
use of the Poisson-Boltzmann equation with an electronic computer. Dependence of the potentiometric 
titration curve of polyfacrylic acid) or poly(glutamic acid) on its concentration is well explained by as­
suming its rod radius including counterion size to be 5.5 or 12. 5 A, respectively. Also the calculated de­
pendence of pH on the polymer concentration is compared with theory of Maeda-Oosawa and Manning- 
Holtzer. In the presence of excess salts, the pH becomes independent of the polymer concentration as 
shown by Maeda-Oosawa. At any salt concentration and any degree of ionization, the pH is apparently 
linear vs. logarithm of the polymer concentration, if a change of the polymer concentration is causec by 
removal or addition of solvent. The slope is similar to that expected from these theories.

Introduction
Numerical calculation of surface electric potential of 

cylindrical polyelectrolyte in aqueous salt solution has 
been performed by solving the Poisson-Boltzmann equa­

tion with electronic computers.1'2 The surface electric 
potential obtained from potentiometric titration and 
electrophoretic mobilities of various linear weak-acid poly- 
electrolytes have been compared with the theoretically
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calculated values at infinite dilution of the polymers.2-5 
However, to compare with experimental data at finite 
dilution of the polymers, dependence of the surface electric 
potential on the polymer concentration should be taken 
into the theoretical consideration, because of long-range 
electrostatic interaction between the molecules. Indeed, the 
remarkable discrepancies between the theoretical surface 
electric potential at infinite dilution and the experimental 
at finite dilution have been pointed out, especially when 
the polymer concentrations were comparable or high as 
compared with the added salt concentrations.2-4

Recently, two groups of researchers have published 
theories of polymer concentration dependence of pH of 
the solutions of poly weak acids.6-7 In their papers, the 
Poisson-Boltzmann equation has not been used, and 
the relationships of the theories to the Poisson-Boltzmann 
approach have been discussed, although few studies of the 
rigorous analytical or numerical calculation of the equation 
at finite dilution have been found.8

Here, the numerical calculation of the surface elec­
tric potential of a cylindrical polyelectrolyte in aqueous 
salt solution of the finite polymer concentration is pre­
sented by solving the Poisson-Boltzmann equation without 
the Debye-Hückel approximation. A model similar to 
Alexandrowicz and Katchalsky was used and the calcula­
tion has been performed, without any complicated as­
sumptions used by them, with an electronic computer. The 
results are applied to interpretation of the polymer con­
centration dependence of potentiometric titration curve 
of some poly weak acids, and compared with other theories 
for the same problem.

Theory

Consider polyelectrolyte molecules in aqueous salt solu­
tion as an array of parallel rod-like cylinders at an average 
distance 2R between the molecular axes.9-11 Then, the 
polymer concentration Cp (monomol/1.) is represented by 
the distance R as

1000/iVACp =  ttR2L (1)
where L is length of a monomeric unit in the polymer and 
N\ Avogadro's number. The polyelectrolyte solution is as­
sumed to be separated with a semipermeable membrane 
from an aqueous dialysate with the same salt, of which 
concentration is Cs'. The reduced electrostatic potential 
0 ( = W'/kT) in the aqueous polymer solution can be deter­
mined from the Poisson-Boltzmann equation of cylindri­
cal symmetry

4>" +  ~<j> ~ sinh<t> = 0 (2)

where e, k, and T are defined in the usual manner, and \p 
is the electric potential. Also, x( = xr) is the reduced dis­
tance, r the distance from the axis, and k the Debye- 
Hückel parameter. An assumption of the uniform charge 
distribution on the cylinder leads to the following bounda­
ry conditions9 10

4 > '( k c i )  = —Ze2/ DkT k c lL (3)

4>'(kR) = 0 (4)

ciently far from the membrane is defined to be zero, and 
therefore the Debye-Hückel parameter k should be calcu­
lated with the salt concentration Cs'.

Assume 0 may be expressed in the series
4> =  A<p{ +  A ^ + A ’ fp 5 + ... (5)

where A is a constant to be determined from the boundary 
conditions. The function 0n(x) can be obtained by the 
same method2-9 as in the case of a spherical or rod-like 
polyelectrolyte at infinite dilution with the boundary con­
dition eq 4 as

01 = / °( x)  +  K J kR ) K o(x)

<t>n =  /</*) f  tK0(t)gn( t ) d t - K 0(x) f  t l 0(t)g„(t) d(t)
J kR

-  <t>i" f j x )
(n =  3,5,1,... ) (6)

where In(x) and Kn (x) are modified Bessel functions of 
the first and the second kinds, respectively, and the func­
tion gn {x) is defined in the literature.12 Then 0 can be 
written as

=  l4>r‘ 7 ,,-,(x>
1 = 1

(A(*) =  i)
(7)

Equations 3 and 7 determine the constant A in eq 5 or 7 
with the same method as in the case of infinite dilution.2

The concentration of added 1-1 salt in the polyelectro­
lyte solution, Cs, is not equal to Cs' but represented in 
terms of Cs' as

Cs= y -J "  exp(-|0 |)dV
(8)

OQ '
xexpi—|0 |)dx

where V represents the volume of the polyelectrolyte solu­
tion per polymer molecule. To calculate 0 in the polyelec­
trolyte solution, where the salt concentration is Cs, it may 
be necessary to take the following procedure: first, calcu­
late a set of 0 , i.e., 0 (1), 0 (2), 0(3), . . . ,  for a set of Cs' 
near the desired Cs, i.e., Cs'( 1), Cs'(2), Cs'(3), . . ., respec­
tively. Second, calculate the salt concentration Cs(i) in 
the polyelectrolyte solution in each case of the salt con­
centration Cs(i) in the outer dialysate with eq 8. Finally 
the reduced electric potential 0 in the polymer solution 
with the salt concentration Cs is determined by use of a 
suitable interpolation method with the sets of 0 (i) and 
Cs(i).

Application to Interpretation of the pH Titration Data

The potentiometric titration data are related in a direct 
way to the surface electric potential of the polyelectro- 
lvtes. The pH of a weak polyacid solution is given by11

pK = p H - \ 0 tr ~

= pA'„ — O.434(0Ua) — 0UA))
(9)

where Z is the average number of charges on the mono­
meric unit, a distance of closest approach of mobile ions, 
and D the dielectric constant of medium. The electric po­
tential in the outer dialysate solution at a distance suffi­

where pK0 is the intrinsic dissociation constant and a the 
degree of ionization of ionizable group. Calculations were 
performed with an electronic computer FACOM 230-60 in 
the Hokkaido University Computing Center, as the same
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Figure 1. Theoretical and experimental titration curves for po- 
ly(acrylic acid) at 14°3 with a = 5.5 A and L = 2.54 A. The 
numbers adjacent to the curves refer to the concentration of 
added 1-1 salt in M. The heavy lines are computed for infinite 
dilution and the light lines are for the corresponding polymer 
concentrations. The polymer concentrations are 0.00829 (small 
open circles), 0.193 (small filled circles), 0.0335 (large open 
circles ), and 0.0419 monomol/l. (large filled circles).

manner as that of infinite dilution.2 The results are com­
puted with potentiometric titration data of relatively high 
concentration of poly(acrylic acid) and of a-helical poly- 
(glumatic acid) in Figures 1 and 2, respectively. The very 
precise data of Nagasawa, et al. ,3’13 were reproduced by 
enlarging photographs of the figures in their papers. Com­
mon pKo is employed for different Cp so far as Cs is com­
mon. The parameter a is assumed to be 5.5 or 12. 5 Â, re­
spectively. The polymer concentration dependence of pH 
titration curve is fairly well explained by introducing the 
present concentration effect, especially at low added salt 
concentration. In Figure 3, the theoretical relationship be­
tween p K  and Cp1/2 is compared with the data of poly (ac­
rylic acid). Although the experimental data seem to indi­
cate the linearity of pK  to Cp1/2, linear extrapolation 
should not be done to evaluate the limiting pK  at infinite 
dilution.

Discussions
Many previous theories of the titration curve have been 

based on solution of the Poisson-Boltzmann equation for a 
uniformly charged cylinder in a uniform dielectric, al­
though its usual treatment is within the regime of the 
Born approximation. Nagasawa and the present authors 
have recently performed the numerical calculation for the 
rod-like poly weak acids at infinite dilution, and by ad­
justing the radii of polymers and counterions to coincide 
with the experimental data of their dilute solutions, they 
have found the radii of polymer rods including counterion 
sizes (Na or K ion) to be 5.5 and 14-15 À in the cases of 
poly(methacrylic acid) and a-helical poly(glutamic acid), 
respectively.2-4 However, few studies of the rigorous solu­
tions of the Poisson-Boltzmann equation at finite dilution

Degree of Ionization

F igure 2. Theoretical and experimental titration curves tor heli­
cal poly(glutamlc ac id)13 with a = 12.5 A and L = 1.5 A. The 
numbers adjacent to the curves refer to the concentration of 
added 1-1 salt in M. The heavy lines are computec for infirite 
dilution, the light solid lines are for Cp = 0.0188 monomol/|., 
and the thin dashed line is for Cp = 0.0342 monomol/ l. The open 
and the filled circles are experimental data for Cp = 0.0188 and 
0.0342 monomol/l., respectively.

F igure 3. The relationship between pH — log (a /(  1 — a)) and 
the root of polymer concentration (m onom ol/l.) at various de­
grees of neutralization «  for poly(acrylic acid) at added salt con­
centration of 0.005 M. Open circles are experimental data3 and 
solid lines are the values computed theoretically.

have been found. Alexandrowicz and Katchalskv used the 
same model as the present one, and their calculation was 
based on a subdivision of the potential into two parts cor­
responding to the close neighborhood region of the polyion 
and the screened-off region from the polyion, however, 
their skillful method included some intricate parameters.

Recently, Maeda and Oosawa have presented a thermo-
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i°g Cp
Figure 4. The relationship between the term -O.434(0(ica) — 
<P(kR)) and the polymer concentration with a = 5.5 A, L = 2.54 
A, and Z = -0 .9 . The added salt concentrations are (from top 
to bottom) 0.005, 0.01. 0.02. 0.05, and 0.1 M. The theoretical 
points at the same Cs/C p ratio are indicated by open circles 
and joined with dashed lines. The numbers adjacent to each 
dashed line refer to the ratio Cs/C,,.

dynamic theory of the dependence of pH of polyelectrolyte 
solution on polymer concentration. Their theory has been 
based on both additivity of the osmotic pressure and the 
counterion activity in polymers containing salts and the 
invariability of the osmotic or activity coefficient with re­
spect to the polymer concentration in salt-free solution. 
They have obtained the following relationship between 
the pH of the solution and Cp in terms of the present 
notations6

where 0P is the osmotic coefficient of salt free-solutions. 
Manning and Holtzer have also developed their polyelec­
trolyte theory based on counterion condensation and ap­
plied it to the same problem. From their calculations, the 
Poisson-Boltzmann theory with point counterion at infi­
nite dilution has been found to be equivalent in their spe­
cial case, and the Maeda-Oosawa theory for the concen­
tration dependence of pK  to be equivalent to their theory 
for nonsalt solutions. Also, their theory for the solution 
with salts gives the following relation in terms of the pres­
ent notations7
(  ¿PH \
\d log Cp/ Cs/t p.,

( a >  ai) 
(a <aq) (12)

where « i  is a critical charge density and equal to 0.35 for 
poly(acrylic acid).

TABLE I: Values o f — (d pK / d  log Cp)c„,rvc< 
Evaluated from  the Present Theory 
with a =  5.5 A and L = 2.54 A

c„ Cp 0 .9 0 .7 0 .5

00 « 0.95' 0.88 0.76
10 0.95 0.88 0.76
5 0.96 0.88 0.76
2 0.96 0.88 0.76
1 0.97 0.89 0.77
0.5 0.98 0.91 0.78

a C a lc u la te d  fr o m  th e  resu lts  o f  th e  p r e v io u s  p a p e r .2

The present calculation is based on the Poisson- 
Boltzmann equation for the uniformly charged cylinders 
at finite dilution in a uniform dielectric, however, only an 
adjustable parameter, the radius of polymer rod including 
the counterion size, is used without any other assumptions 
such as Alexandrowicz, et al. By use of essentially the same 
value of the radius of polymer as that obtained in infinite 
dilution,2 the concentration dependence of the pH titra­
tion curve of poly (acrylic acid) or a-helical poly (glutamic 
acid) can be well explained as shown in Figures 1-3, ex­
cept for the case of low degree of ionization (a = 0-0.3) of 
poly (acrylic acid), which may not be assumed to have the 
rod-like form.

To discuss the relationship between the present results 
and those of other authors, -0.434(0(tea) -  0(/c.R))( = pK 
-  pKo) is plotted against log Cp in Figure 4 for a = 5.5 Â, 
L = 2.54 À, and a = 0.9. Clearly, eq 10 is very well satis­
fied. Also, at a glance, (d pK / d  log Cp)c si/cipi,a is nearly 
independent of Cs/Cp and Cp in a range of Cs/Cp between 
10 and 0.5. When a is considerably larger than a i, the 
same conclusions can be obtained. In Table I. the values 
of (J p K / d  log Cp)r s' -fipi.n are given for various cases. 
The values for a = 0.9 or 0.7 agree well with Manning- 
Holtzer’s results shown in eq 12. The values for a = 0.5, 
however, does not agree well. Manning’s limiting law can­
not rigorously be applied at near a = a i because of the 
oversimplification of his polyelectrolyte model. On the 
other hand, Maeda-Oosawa give also independence of 
(p/f/log Cp)c(Si/Cipi,s on Cs/Cp and Cp as shown in eq 11 
and the value should be considered to be between —1 and 
-0 .7  for <f>p of poly(acrylic acid).14 For low values of a, 
polymers such as poly(acrylic acid) must be flexible ran­
dom coils and the cylindrical model is not adequate. The 
present treatment may not be applied to such cases.

In spite of the criticism on the application of the Pois­
son-Boltzmann equation,7 the present conclusion on the 
dependence of pH of polyelectrolyte solution on its con­
centration may be identical with the results from thermo­
dynamic6 or counterion condensation theory.7
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The reaction rate constants k of eaq* with a wide range of peptides having terminal ~NH3+ and N-ace­
tyl groups have been determined in aqueous solutions, using the technique of pulse radiolysis. These 
rates were shown to be markedly dependent on the state of ionization of the terminal -NH3+ groups, the 
number of peptide linkages, and the overall charge on the peptide molecules. Amino groups in a d (or <5, 
y) position are significantly less reactive than the corresponding a-amino peptides. The inductive effects 
on the peptide hydrogen -CONH- affect the reactivity toward eaq~, supporting previous suggestions that
e.aq" interacts with the carbonyl group. The rate constants k have been shown to be directly proportional 
to base-catalyzed rates for ionization of the peptide hydrogen of the same peptides, as determined by 
nmr. A similar correlation has been found between k and the ionization constants of the carboxylic acids 
of the corresponding peptides. Transient optical absorption spectra have been observed from the reaction 
of egq  ̂ with the N-acetyl derivatives of triglycine, hexaalanine, and trisarcosine. These spectra are de­
pendent upon pH and are suggested to be formed from the interaction of eaQ~ with the carbonyl group of 
the peptide linkage. The ketyl radicals formed can undergo acid-base equilibration -C (0 _ )NH- + H + 

-C(OH)NH-, with pKa (radical) > 12.0. These ketyl radicals have very low (negative) redox potentials 
and are strong reducing agents.

Introduction
The principal linkage between the various amino acids 

making up a protein is the peptide bond -CONH-. Con­
siderable experimental and theoretical studies have there­
fore been carried out on this linkage. The conductivity 
and electron transfer properties of proteins is also of par­
ticular importance, and hence the interest in studying the 
interaction of electrons with the peptide bond.

Nmr studies (see ref 2 for review up to 1969) have indi­
cated the partial double-bond character of the amide 
bond

0 O"1

N
R

I II

(1)

As a result2-3 of this electronic delocalization, the linkage 
is planar and long-range spin coupling from R to Ri and 
R2 can be expected. The peptide hydrogen (Rj = H) can 
undergo both base- and acid-catalyzed exchange reactions 
(see, e.g.. ref 4-6). Sheinblatt4 has determined bv nmr the 
rates of the base-catalyzed exchange, reactions 2 and 3, 
and established an acidity scale for the peptide hydrogen 
(see more below)

O O
II II _

— C— NH—  + OH” — C— N— + H,0 (2)

or, more generally

— CONH*—  + HOH — CONH— + HOH* (3)
The k2 rates were found4 to be strongly dependent on the 
nature of R and Ri (when R2 = H ).

The reaction rate constants for the interaction of hy­
drated electrons, eaq~, with amino acids and peptides 
were correlated by Braam7 with the ionization constants 
of the terminal -NH3+ groups. This reactivity has since 
been correlated8 12 with the presence and the number of 
carbonyl groups (i.e., the number of peptide linkages). 
The cooperative effect of the peptide linkage(s), the 
Smino and carbonyl groups, and the overall charge on the 
molecule have been suggested11 to contribute to the reac­
tivity toward 6aq~ •

The reaction of eaq~ with simple amino acids813 and 
oligopeptides9-111415 has been shown to result in reduc­
tive deamination

eaq-  + NH3CH2CONHR — ► NH, + CH.CONH Ft (4) 

The CH2CONHR radicals have been identified by pulse
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TABLE I: R ate C onstants for the R eaction  o f  e.lq“ w ith  Peptides

P e p t id e I o n ic  f o r m p H
^ (e aq +  p e p t id e ) ,  

M ~ x s e c  -lft

IV-Acetylglycine Ac-Gly-O 11.5 2.6 X 106l>
iV-Acetyldiglycine Ac-Gly20 11.2 6.4 X 107i
IV-Acetyltriglycine A c(G ly):,0 “ 9.2 4.4 X 10*
iV-Acetylalanine Ac-Ala-O 7.0 1.2 X 107
TV-Acetyltrialanine Ac(Ala)30  - 9.2 6.8 X 108
¿V-Acetylhexaalanine Ac(Ala)r,0 “ 9.2 8.2 X 108
JV-Acetylsarcosine Ac-Sar-O 12.5 9.0 X 10«
Af-Acetyltrisarcosine Ac(Sar)30  _ 9.0 3.9 X 10s

Glycine +H2-Gly-0 6.4 8.2 X 106c
Alanine +H,-Ala-0 7.4 1.2 X 107
¿-Alanine “H.-ffAla-O - 6.9 4.2 X 106
Sarcosine +H2-Sar-0 “ 7.0 1.6 X 107
Glycylglycine *H2(Gly)20 6.4 3.7 X 1086

H (G ly)20 “ 13.1 4.9 X 1076

Glycylsarcosine +H2-Gly-Sar-0 ~ 6.4 6.9 X 108
H-Gly-Sar-O ~ 11.3 1 . 0 X 10s

Sarcosylglycine +H,-Sar-GIy-0 5.8 8.8 X 10s
H-Sar-Gly-O " 12.2 7.7 X 107

Glycyl-/3-alanine +H,-Gly-/3Ala-0 - 6.4 6.5 X 10s
H-Gly-/3Ala-0 - 11.3 6.3 X 107

Glycyl-/3-alanine amide *H2-Gly-dAla-NH, 6.0 1.4 X 103
H-Gly-fiAla-NH2 12.0 3.3 X 108

¿-Alanyl-/3-aIanine +Ho-^Ala-|3Ala-0 “ 5.8 1.2 X 108
H-jlAla-/lAla-0 “ 12.2 4.5 X 107

Prolylglycine +H,-Pro-Gly-0 - 6.2 9 .6 X 10s
H-Pro-Gly-0 - 10.8 4.7 X 107

ô-Valylglycine +H--Val-Gly-0 “ 6.2 1.3 X 107
-Aminobutyric glycine j- yAmBut-Gly-0 6.0 3.4 X 107

¿i-Alanyldiglycine +Ho-/3Ala(Gly)20 - 6.4 2.8 X 10s
H-/iAla(Gly)20 - 12.2 7.1 X 107

Diglycyl-/3-alanine +H-.(Gly)2fiAla-0 “ 5.5 1.4 X 109
H(Gly)o/3Ala-0 ~ 12.2 2.3 X 108

Triglutamic acid +H2(G1u)30  “ 6.3 2.3 X 109
H(G1u)36  ~ 9.6 5.8 X 108

Tetraglycine +H2(G ly).,0- 5.9 2.6 X 10s
H(Gly).iO _ 10.2 3.9 X 108

Pentaglycine +H,(Gly)50 - 6.1 4.0 X 109
H (Gly)ôO _ 11.2 5.6 X 10s

11 D e te r m in e d  in  1 .0  i\1 a q u e o u s  ie r i -b u t y l  a lc o h o l  s o lu t io n s  b y  m o n ito r in g  th e  d e c a y  k in e t ic s  o f  e :lq a t  700 n m ; v a lu e s  b e t t e r  th a n  ± 1 0 % .  8 F r o m  
r e f  11. c F r o m  r e f  2 4 .

radiolysis9“11 and confirmed by esr.14 15 The initial site of 
reaction of eaq~ is probably the peptide linkage.

The site of attack of eaq“ with amides, imides, and 
peptides in aqueous solution has been found12'16’17 to be 
the amide or peptide linkage. Characteristic transient op­
tical absorption spectra have been observed (in the micro­
second time scale) using the fast-reaction technique of 
pulse radiolysis. These spectra are pH dependent and 
were shown17 to be a result of ionization of the radical,
e-g-

— C(0H)NH-, ^  —  QCDNH, + H+ (5)
with pKa (radical) values ranging from 3-13, dependent on 
the nature of R, Ri, and R2 in structure I.

In this work, the reaction rate constants of eaq~ with a 
number of oligopeptides including N-acetyl derivatives 
and d-alanine derivatives have been determined. These 
data have been correlated with certain physicochemical 
properties of these molecules, as determined in nmr stud­
ies. The ionization of the -C(OH)NH- radical, reaction 6, 
has also been demonstrated.

— C(0H)NH—  —  — C(0“ )NH—  + H+ (6)

Experimental Section

The pulse radiolysis experimental set-up used has been

described.18-19 The reaction rate constants of eaq“ with 
peptides were determined in presence of ~ 0 .1-1.0 M  tert- 
butyl alcohol (to scavenge the OH radicals produced in 
the radiolysis of water) by monitoring the decay kinetics 
of eaq~ at 700 nm. From the pseudo-first-order-decay of 
eaq” , the second-order reaction rate constants were de­
rived. Solutions were buffered using ~1 mM  phosphate or 
borate buffers, and the pH was adjusted with perchloric 
acid and potassium hydroxide.

The chemicals used were the highest purity research 
grade commercially available, and were obtained from 
Cyclochemicals, Miles Laboratory, Fox Chemical Co., and 
Calbiochem. They were used as received.

Dosimetry was carried out using KCNS solution as de­
scribed.18 Extinction coefficients were derived based on 
G(OH) = G(eaq- ) = 2.8.

Results and Discussion

Transient Species. The reaction of eaq_ with simple 
peptides having terminal amino groups were shown to 
lead to reductive deamination,8-9 11 13 reaction 4. The 
reaction of eaq_ with IV-acetyl derivatives of peptides 
leads to addition to the carbonyl group of the peptide 
linkages, with the rate constant increasing with increase 
in the number of -CONH- groups, see Table I. These
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F igure 1. Transient optical absorption spectra produced from 
the reaction of eaq-  with (a) 10-2  M N-acetyltriglycine at pH
5.2, O, and pH 13.3, □ ; (b) 10-2  M W-acetyltrisarcoslne at pH
5.5, O, and pH 13.4, □ ; (c) 0.5 mA4 W-acetylhexaalanine at pH
6.2, O, and pH 13.3, □ . In all cases 2.0 M f-BuOH was added
to scavenge the OH radicals. Total dose ~ 4 .0  krads/pulse. In­
serts show change in absorbance at 320 nm with pH. OD mea­
sured ~ 0 .2  msec after electron pulse.

electron adducts have relatively low extinction coefficients 
and absorption maxima below ~240 nm. Figure 1 shows 
the transient spectra produced from N-acetyltriglycine, 
N-acetyltrisarcosine and N-acetylhexaalanine. These 
spectra are similar12 to those formed by addition of eaq-  
to the cyclic dipeptides of glycine, alanine, and sarcosine.

Slight differences with pH are observed in the optical 
spectra of these transient species. Figure 1, and these are 
interpreted to be due to the acid-base properties of the 
radicals, reaction 6. The pKa (radical) are > 12.0, indicat­
ing that these radicals are very weak acids. Since N-acet- 
yltrisarcosine produces similar transient absorptions 
which are also pH dependent, it is concluded that the 
peptide hydrogens are not involved in the ionization reac­
tion 6.

The reaction of eaq~ with polysarcosine (mol wt ~3000,
3.0 x 10“ 4 M  solutions used in presence of 0.5 M  t- 
BuOH) generated similar transient spectra (not shown) 
which were also dependent on pH. The maxima were 
below 240 nm, and (250 1300 M~ 1 cm- 1 at pH 6.3 and 1250 
1500 M~1 cm- 1 at pH 13.3.

It is interesting to note20-21 that -C(OH)NH- and 
-C(OH)NCH3-  radicals transfer an electron very efficiently 
to a range of acceptors, A

— C(OH)NH—  +  A — ► -A~ + —  CONH—  + H+ (7)

with k7 values close to diffusion-controlled rates.21 These 
rates are dependent upon the redox potentials of the ac­
ceptor molecules and the donor radicals. The -C(OH)NH- 
radicals have been found22 to have very low redox poten­
tials, £ 01 < —1.2 V (where E01 notation is at pH 7.0 and 
25°) making these peptide radicals powerful reducing 
agents. These results support the hypothesis of intramo­
lecular electron transfer processes in proteins and pep­
tides.

1195

k (OH + Peptides), M“ 'sec '

F igure 2. Correlation between the rate constants of eaq-  with 
some peptides and the rate constants for base-catalyzed ioniza­
tion of the peptide hydrogen of the same peptides as derived by 
Sheinblatt:4 1, W-Ac-Gly; 2, N-Me-acetamide; 3, 5-Val-Gly; 4, 
7 -Am-But-Gly; 5. N-Form-Gly; 6 , d-Ala-Gly; 7, Gly-Gly; 8 , Pro- 
Gly; 9, (Gly)3; 10, Gly-Gly-NH2.

F igure 3. Correlation between the rate constants of eaq" with 
peptides and the pKa of the carboxyl group of the corresponding 
acids (see text and ref 23): 1, His-His; 2, Phe-NH2; 3, Pro-Gly; 
4. Sar-Gly; 5, Gly-Gly; 6 , Gly-Sar; 7, G ly -d -A la -N ^; 8 , Gly-/J- 
Ala; 9, Gly-Trp; 10, Gly-Tyr; 11, Gly-Phe; 12, Gly-Gly-NH2; 13, 
(Gly)3; 14, (Gly)3-NH2; 15, Gly-Gly-Phe; 16, Gly-Gly-0-Ala; 17. 
(Gly)4; 18, Phe-Gly-Gly; 19, /3-Ala-/3-Ala; 20, 0-Ala-Gly; 21, N- 
Ac-Gly-Gly; 22, N-Form-Gly; 23, 5-Val-Gly: 24, 7 -Am-But-Gly; 
25, W-Ac-Sar; 26, W-Ac-Ala.

Reactivity toward eaq- . The reaction rate constants of 
eaq_ with a number of peptides and their derivatives have 
been determined as a function of the state of protonation 
of the terminal amino groups. The pKa of -NH 3+ groups 
are known.23 These results and a few others from the lit­
erature11-24 are presented in Table I. The following points 
can be made from this data.

(a) The rate constants decrease with ionization of the 
terminal amino groups, in agreement with results on other 
peptides.7 11 24
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(b) The rate constants increase with the number of pep­
tide linkages. Even in pentaglycine, however, ionization of 
the terminal -NH 3+ group reduces k from 4.0 X 10® to 5.6 
X  108 M~ 1 sec" T

(c) Some correlation appears between the rate constants 
and the overall charge on the molecules. The amide or 
ester derivatives of the peptides are significantly more re­
active (Table I and ref 11) than the corresponding -COO" 
derivatives.

(d) The 0 -amino derivatives have lower reactivities with 
eaq", particularly when present in the terminal position. 
With 5- and 7 -amino peptides, the rate constants decrease 
further.

(e) Sarcosyl peptides -CON(CHs)- appear to be slightly 
more reactive than the corresponding -CONH- peptides.

Thus inductive effects on the peptide hydrogen, as well 
as on substituents on both sides of the peptide linkage 
(i.e., the nature of R, Ri, and R2 in structure I), affect the 
reactivity of the -CONH- group to the attack by eaq" .

Many of the factors mentioned above to explain the re­
activity of peptides toward eaq" appear to affect also the 
base-catalyzed rate constants, k2, as determined by 
Sheinblatt.4 The k2 rates vary by about three orders of 
magnitude as do the rates for reaction of eaq" with the 
same compounds. Indeed a linear correlation can be dem­
onstrated between these rates, and is represented in Fig­
ure 2. The agreement is remarkably good and would seem 
to support the acidity scale suggested4 for the peptide hy­
drogen. Such a relationship can be used to predict k2 and 
/or fc(eaq" + peptide) rates.

The acidity of the peptide hydrogen has also been corre­
lated4-5 with the acidity (pKa) of the carboxylic group of 
the corresponding peptides. Figure 3 shows a plot of 
AKeaq" + peptide) vs. the pKa(-COOH) of the corre­
sponding peptide (e.g., for glycylglycine, the p/(a(COOH) 
of glycine was plotted). This correlation is in agreement 
with k2 values as determined4-5 by nmr.

Conclusions

This study shows that the inductive effects of substitu­
ents on the peptide linkage affect considerably the reac­
tivity of peptides toward eaq" .  Factors affecting the pro­
ton transfer4 reactions of the peptide hydrogen, as can be 
described by a generalized Br0nsted relationship, are the 
same as those which govern the interaction with eaq " •
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Activity coefficients of tV-acetyl ethyl esters of phenylalanine, norleucine, and norvaline have been deter­
mined in tetraalkylammonium bromide salt solutions. The compounds generally show salting in in these 
salt solutions the magnitude of which increases with the increase in the size of the alkyl groups in the 
salt. The molar free energies, AFtr, of transfer of the compounds from water to 1 M salt solution have 
been calculated. These values indicate that the contributions of the nonpolar and polar portion of the 
ester molecules toward the transfer process in these salt solutions are not additive in nature. The enthal­
pies, AH, and entropies, AS, which were calculated from the variation of the activity coefficients with 
temperature showed the importance of hydrophobic interaction in explaining the observed salting behav­
ior of the compounds. An attempt has been made to apply these results to explain the mechanism of pro­
tein dénaturation in tetraalkylammonium salt solution.

Tetraalkylammonium salts in aqueous solution occupy 
an interesting position in solution physical chemistry. 
Nearly 50 papers most of which have appeared during last 
25 years reveal their uniqueness compared to simple salts 
as electrolytes in solvent water. The recent papers of Wen 
and Hung and Wirth and LoSurdo have documented the 
relevant references regarding physicochemical properties 
of these salts in aqueous solution and also their interac­
tion with other solutes in water.2 The unusual physico­
chemical properties, compared to ordinary electrolytes, 
which arise mainly due to the presence of nonpolar groups 
in these salts have drawn considerable attention to study 
their effects on the structural stability and reactivity of 
biological macromolecules. The effectiveness of these salts 
in denaturing proteins and DNA and affecting the activi­
ties of several enzymes, viz., fumarase, lactate dehydroge­
nase, etc., has been demonstrated.3'8 In general the effec­
tiveness in causing above changes in the structure and re­
activity increases from tetramethyl to tetrabutyl deriva­
tive.

The manner in which these salts effect the structure 
and activity of the macromolecules is not certain. It is 
still undecided whether an indirect effect viz. a change in 
the water “ structure” caused by the tetraalkylammonium 
ions or a “ direct binding” between these salts and macro­
molecules is responsible for the observed instability of the 
ordered structure of native protein molecules.3’9

Our recent studies have indicated how the groups which 
are mainly involved in the denaturation process of protein 
molecule would behave in concentrated salt solutions.10’11 
This information was obtained from the study of the ac­
tivity coefficients of model compounds which are repre­
sentative of the different groups present in protein. Here 
we report similar studies of a few model compounds in 
tetraalkylammonium bromide solution (R4NBr). The 
compounds chosen are acetylamino acid ethyl esters 
(ARE), CH3CONHCH(R)COOC2H5, R being phenyl alan- 
yl, norleucyl, and norvalyl groups. Since temperature 
variation is often helpful to understand mechanism of 
reactions, the effect of temperature on the activity coeffi­
cient has been utilized to interpret the mechanism of in­

teraction of R^NBr salt with the model peptide and hence 
protein.

Experimental Section
Material and Methods. [14C]N-Acetyl-L-norvaline ethyl 

ester (AnVE) and [14C]Ar-acetyl-L-norleucine ethyl ester 
(AnLE) were prepared by the method of Wolf and Nie- 
man.12 Details of their preparation and characteristics 
have been reported elsewhere.11

AL Acetyl-l-phenylalanine ethyl ester (APE) obtained 
from Cyclo Chemical Corp. was recrystallized from water. 
A solubility phase curve showed the absence of any impu­
rity. Experiments with nearly sevenfold change in the ex­
cess solid phase gave the same solubility values within 
± 1%.

Ammonium bromide used as Fishers Analytical Grade 
reagent. Tetramethyl- and tetraethylammonium bromides 
(MeiNBr and Et4NBr) were crystallized twice from meth­
anol. Tetra-n-propyl- and tetra-n-butylammonium bro­
mides (P^NBr and Bu4NBr) were twice crystallized from 
carbon tetrachloride. Glass distilled water was used 
throughout. N-Dibutyl ether was distilled twice, boiling 
point 141-142° (lit. 142°).11 AR grade petroleum ether was 
used.

Radioactivity measurements were obtained with a 
Packard Model 3375 liquid scintillation spectrometer at 
4°. Samples (0.1 ml) were added to the vials containing 10 
ml of scintillation solution, the composition of which has 
already been described. The samples were counted for suf­
ficient time to accumulate 20,000 counts in most cases re­
ducing the standard errors of counting to 0.5%.1011

The solutes were equilibrated with solvents in 12-ml ca­
pacity tube sealed with Teflon-lined screw caps, in both 
distribution and solubility measurements. The tubes were 
submerged in a water bath in a rotating rack, and mixing 
was accomplished by rotating tubes end-over-end and at 
25-30 rpm. Temperatures were maintained at 0 ±  0.1,
25.0 ±0.05, and 40.0 ±0.1°.

Measurements of solubility with APE at three tempera­
tures and distribution of AnVE and AnLE between aque­
ous and reference phase at 25 and 40° were carried out by
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methods described in detail elsewhere.10’11 Equilibrations 
for solubility experiments were carried out for 10 days at 
0°, 3 days at 25°, and 2 days at 40°. The equilibration 
time for distribution measurements were 1 hr both at 25 
and 40° for AnVE and AnLE. That the above periods of 
equilibration were adequate for the equilibrium to be at­
tained were determined as described previously. Samples 
were removed for counting radioactivity from both phases 
of each tube to measure the concentration.

The concentration of APE was determined spectropho- 
tometrically in a PMQ II Zeiss spectrophotometer, from 
the difference of absorption at 257.5 (Xmax) and 300 nm 
where the absorbance was small. Samples of the saturated 
solution were diluted by factors of 6 to 30 with water for 
absorbance measurements. This reduces the salt concen­
tration to levels where no significant effects of salts on the 
uv spectra would be expected.

The solubility of APE in water at 25° and distribution 
coefficients of AnVE and AnLE between water and refer­
ence phases at 25 and 40° have been reported elsewhere.11 
The solubility values of APE at 0 and 40° are 2.59 ±  0.06 
and 6.62 ±  0.10 g/1., respectively. Solubility and distribu­
tion coefficients were within ±5 and ±3%, respectively, of 
their mean values. We have assumed that these ranges of 
experimental error apply to determinations in salt solu­
tions as well.

The degree of mutual solutions of the phases in the dis­
tribution experiments has been carried out as follows. 
Aqueous solutions of R4NBr salts were shaken with refer­
ence phases. Aliquot of the reference phase was then 
shaken with fresh water, and this water phase was treated 
with silver nitrate solution. The absence of any recogniz­
able amount of precipitate was considered to show the ab­
sence of any detectable mutual solubility of phases which 
could effect our distribution experiments.

Results
Equations 1 and 2 have been used to determine activity 

coefficients from solubility and distribution, respectively. 
Activity coefficients of the compounds in water have been 
assumed to be equal to one; /¡s is

z ,5 = c ! ,ic *  in

f- =  (Cir7 C is)(Ci°/C1r0) (2)
the activity coefficient of the nonelectrolyte, i, in salt so­
lution; Ci° and Cjs are the molar concentrations of i in 
water and salt solution; Cjr'° and C¡T's are concentrations 
in the reference phases corresponding to water and to salt 
solution, respectively.13-14

Figure 1 shows a semilogarithmic plot of the activity 
coefficient of APE as a function of salt concentration at 
25°. The salting out of the compound in NH4Br solution 
changes to salting in with the introduction of alkyl groups 
and the magnitude of the effect increases with the in­
crease in the number of alkyl groups in the salt. Log /  (i) 
increases linearly in NH4Br solution, (ii) decreases linear­
ly in Me4NBr and Pr4NBr solutions, and (iii) curves up­
ward in Et4NBr and slightly curves downward in Bu,tNBr 
solutions. AnLE shows similar solubility behavior in 
NH4Br, Et4NBr, and Bu4NBr (Me4NBr and Pr4NBr ef­
fects were not carried out) and AnVE shows similar be­
havior in Bu4NBr (where it has only been studied) solu­
tion. Effect of Bu4NBr at 25° on the three solutes is shown 
in Figure 2.

Temperature has a marked effect on the activity coeffi­
cients of the compounds in R4NBr solution. The decrease

0 to 2.0
MOLARITY

Figure 1. Effects of different salts on the activity coefficients of 
acetylphenylalanine ethyl ester at 25°.

0 1.0 2.0 M

[BuNBr]
A

Figure 2. Effect of butylammonium bromide on the activity coef­
ficients of acetylphenylalanine, acetylnorleuc ne, and acetylnor- 
valine ethyl esters at 25°.

in the activity coefficients increases with increase in the 
temperature from 0 to 40° (Figure 3). The curvature of the 
plot of log f  us. salt concentration decreases with increase 
in temperature. As with other simple electrolytes, the 
temperature effect on the activity coefficient in NH4Br is 
not pronounced as in R4NBr solution.11

The activity coefficient, fu of a nonelectrolyte is related 
to molar salt concentration, Cs, by the Setchenow eq

log f , = KSCS (3)
Ks is the salting constant and is termed as salting out or
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Figure 3. Effect of tetrabutylammonium bromide on the activity 
coefficients of acetylphenylalanine ethyl esters at different tem­
peratures.

salting in constant respectively depending upon whether 
the activity coefficients of the nonelectrolyte increases or 
decreases in salt solution. The salting constant gives a 
convenient method for comparison of salt effects on vari­
ous electrolytes.

The values of the salting constant in cases of linear 
plots were obtained by drawing the best straight line 
through all the points and determining the slope. In-the 
case of curved plots, salting constants were estimated 
from initial slopes approximated by passing straight line 
visually through points below 1 M .10 Salting out constants 
in NH4Br and salting in constants of the esters in R4NBr 
solutions are compared in Table I.

Another method of comparison of the effect of R4NBr 
salts would be to compare the free energy of transfer, AFtr, 
which can be calculated from the equation AFtr = RT In 
f\ and represents the free energy of transfer of 1 mol of di­
lute solution of a given compound i, from water into the 
salt solutions at the same concentration in each solvent. 
The values of AFtr of the compounds from water to 1 M  
salt solution are presented in Table II. A Ftr values at 0° 
for APE in Me4NBr and Et4NBr solution show consider­
able decrease than the values at 25°. There is, however, 
practically no differences in the values at 25 and 40° in 
these solutions. Temperature dependence of AFtr is more 
pronounced in salts with larger alkyl groups.

D is c u s s io n

The aim of the present work is to study the behavior of 
compounds which contain a peptide group in tetraalk­
ylammonium salt solution to understand the structural 
stability of the protein molecule in such solution. The 
model which has been used here for the denaturation pro­
cess of proteins is the same as has been used previous­
ly 10,11.15,16 Up0n denaturation, the peptide (CHCONH) 
and nonpolar groups, which are buried in the interior of

T A B L E  I : S a lt in g  C o n s t a n t s  o f  t h e  A m in o  A c id  
E t h y l  E s te rs  a t  T h r e e  T e m p e r a tu r e s "

C o m p o u n d S a lt 0 ° 2 5 ° 4 0 °

N H 4Br 0.07 0.09
Me4NBr -0 .0 5 -0 .0 9 -0 .0 8

APE EtiNBr - 0 .1 4 -0 .3 2 - 0 .3 1
Pr4NBr - 0 .1 6 -0 .3 9 -0 .5 4
Bu4NBr -0 .3 1 -0 .7 3 -1 .0 8

AnLE N H 4Br 0 . 1 0 0.11
Bu4NBr -0 .4 1 -0 .5 7

AnVE Bu4NBr -0 .2 5 -0 .4 4
°  C a lcu la te d as d e s c r ib e d  in t h e  te x t .

T A B L E  I I :  F re e  E n e r g y  T r a n s fe r  AFtr ( c a l /m o l )  
o f  t h e  A m in o  A c id  E t h y l  E s te rs  f r o m  W a te r  
t o  1 M  S a lt  S o lu t io n "

C o m p o u n d S a lt 0° 2 5 ° 4 0 °

APE N H 4Br 1 00 120
AnLE 130 135
APE Me4Br - 6 5 - 1 1 0 - 1 1 5
AnLE6 0 0
APE Et4NBr -1 4 0 - 3 1 5 -3 1 0
AnLE -8 0 -8 0
APE Pr4NBr - 2 0 0 -50 0 -7 7 0
APE Bu4NBr -5 6 0 - 1 2 0 0 -16 3 0
AnLE -64 0 -9 4 5
A n V E -4 6 5 - 7 1 5

°  C a lc u la te d  f r o m  e q u a t io n  A F =  R T  In b F r o m  s in g le  d a ta  a t  1 M .
V a lu e s  a re  r o u n d e d  t o  th e  n e a re s t  5 .

the native protein molecule, would be exposed to sur­
rounding solvent with consequent increase in their con­
centration (decrease in the activity coefficient, salting in) 
in denaturing solvents compared to water. The studies of 
the model compounds in these solutions are expected to 
provide information which can be applied to the groups 
they represent in the protein molecule. Our previous work 
on model peptides showed the balance between the salting 
in of the newly exposed polar group (CHCONH) and the 
salting out (increase in the activity coefficient) of the si­
multaneously exposed nonpolar groups would determine 
the stability of one state or the other of a protein molecule 
in concentrated salt solution. This study also showed that 
nonpolar side chains are affected similarly to the hydro­
carbons by salt solutions, although the magnitude of the 
salting out constant was appreciably higher for the hydro­
carbons. At present no information is available about the 
behavior of peptide group in R4NBr solution. We have 
chosen compounds CH3CONHCH(R)COOC2Hs for this 
purpose. This study, however, would not give us any di­
rect information about the behavior of peptide or ester 
groups themselves, but the combination of hydrocarbon 
side chain and polar group in these compounds might be 
considered as a model for the portion of the polypeptide 
chain present in protein. The compound where R repre­
sents the phenylalanyl group has been studied relatively 
thoroughly. The similarity of salting behavior of these 
types of compounds has been shown with compounds 
where R is norleucyl or norvalyl in a few R4NBr solution.

The observed negative values of AFtr, in general, for the 
transfer of 1 mol of ARE from water to 1 M  R4NBr salt 
solution show that the transfer process is spontaneous 
(Table H). Aliphatic and aromatic hydrocarbons show 
similar behavior in R4NBr solution.2-17 The values of AFtr 
at maximum concentrations (shown in parentheses Table
III) of R4NBr at which Wen and Hung studied the alkanes
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TABLE III: —A Ftr (cal/m ol) for the Transfer o f  Different Solutes from  Water to R 4NBr Solution at 25 0,1
S a lt P r o p a n e A n V E B u ta n e A n L E B e n z e n e A P E B u ta n e B e n z e n e

Bu4NBr 1706 200(0.52) n s 6 170(0.28) 1220' 900(0.77) 1156 685'(0.31 m)
1680«' 1185'

Pr4NBr 935' 440(0.82) 120h 650'(0.40 m)
1240'' 510'

Et4NBr 70'b 50(0.40) 85b 60(0.38) 645' 310(0.86) 160/ 410/
7654 320'

Me4NBr 85b 0(0.77) 465' 110(0.94) Sô6 365'
480'd 115e

a V a lu e s  in  t h e  p a re n th e s e s  a re  t h e  m a x im u m  c o n c e n t r a t io n s  in  m o la r it y  a n d  m o la li t y  (s h o w n ) o f  t h e  sa lts  f o r  w h ic h  d a ta  a re  a v a i la b le  f o r  t h e  a lk a n e s . A F tr  
v a lu e s  fo r  a lk a n e s  a t  th e se  c o n c e n t r a t io n s  a re  c o m p a r e d  w it h  th e  in te rp o la te d  v a lu e s . A F tr v a lu e s  o f  A R E  a n d  b e n z e n e  a t  t h e  sa m e  c o n c e n t r a t io n s  o f  R iN B r .  
b R e fe r e n c e  2 a . c R e fe r e n c e  2 b . d F r o m  t h e  s a lt in g  c o n s t a n t  v a lu e s  a t  1 M  ( r e f  1 7 ). e F r o m  t h e  s a lt in g  c o n s t a n t  v a lu e s  a t  1 M . f  F r o m  sa lt in g  c o n s t a n t  d a t a  a t  1 M  
f r o m  J . J . M o r r is o n  a n d  N .  B .  B .  J o h n s to n e , J .  C h em . S o c ., 3 6 5 5  (1 9 5 5 ).

have been compared with AFtr values at the same inter­
polated salt concentrations for AnVE and AnLE. In ab­
sence of any similar solubility data of toluene in R4NBr 
solution, the values of AFtr for benzene obtained from 
salting constant of Desnoyers, et al, have been compared 
with AFtr values obtained for APE. In addition, AFtr 
values of benzene around 1 M  from recent studies of 
Wirth and LoSurdo have also been compared with the 
transfer values of APE at the same interpolated salt con­
centration (A. LoSurdo, personal communication).18

The results show that the transfer of AnVE and AnLE 
to larger tetraalkylammonium salt solutions is energeti­
cally more favorable than transfer of propane and butane, 
respectively, whereas in lower tetraalkyl salts (where 
AnLE has only been studied) the reverse is true. In con­
trast, APE is always energetically less favorable than ben­
zene for the transfer to all R4NBr solution by a consider­
able amount (by 350 to 700 cal/mol with the increase in 
the number of alkyl groups in the salt). The contribution 
due to the polar backbone CH3CONHCHCOOC2H5, 
which would influence the overall AFtr of the ester mole­
cules, is not known with certainty. Saito, et al, have 
shown that urea is salted in in R4NBr solution.19 Our pre­
vious result has shown that the (CH2CONH) group is en­
ergetically favored by -30  cal/mol for the transfer from 
water to 1 M  Me4NBr solution although the transfer of 
acetylglycine ethyl ester, CH3CONHCH2COOC2H5, 
which is expected to resemble the backbone of the com­
pounds studied here more than any other compound or 
group, is energetically unfavorable by 80 cal under similar 
condition.10 This can possibly explain the value of ~0  
cal/mol for the transfer of AnLE around 1 M  Me4NBr so­
lution. Robinson and Jencks found that acetyltetraglycine 
ethyl ester is salted in with increase in the size of the 
alkyl groups in the salts.16 The polar backbones of the 
compounds studied here may therefore find themselves 
salted in in a larger tetraalkyl salt solution, which proba­
bly explains the more negative AFlr values of AnVE and 
AnLE than of propane and butane respectively in these 
solutions. The foregoing consideration, however, can not 
be applied to explain the results of APE and benzene. A 
transfer value of —300 cal more for benzene than APE in 1 
M  Me4NBr can not be explained by the unfavorable con­
tribution of 80 cal of the backbone in APE in this salt so­
lution as mentioned above. Further, if it is assumed that 
the CH2 group which links the phenyl group to the polar 
backbone in APE would make similar contribution as the 
CH2 group obtained from the difference of transfer values 
of AnLE and AnVE, then AFtr value of APE should have 
been at least 175 cal/mol more favorable than benzene 
molecule for the transfer to 1 M  Bu4NBr solution (where

the relevant data are available), since as has been already 
pointed out, the backbone would be favorably disposed in 
Bu4NBr solution. In fact benzene is 500 cal more favor­
able for the process at 1 M. These considerations indicate 
that the contributions of nonpolar and polar components 
in these compounds are not additive toward the transfer 
process in tetraalkylammonium salt solution.

Another significant observation in this study is that 
APE is transferred much more favorably than AnVE and 
AnLE. That this results primarily due to the difference in 
the aromatic and aliphatic groups is borne out by the 
comparison of the transfer values of alkane and benzene at 
comparable salt concentrations obtained from the studies 
of Wen and Hung, Wirth and LoSurdo, and LoSurdo (per­
sonal communication), also presented in the Table
III.^1-18 In addition a AFtr value of — 2500 cal/mol for the 
transfer of naphthalene to 1 M  Bu4NBr solution suggests 
that, in general, aromatic molecules or groups are respon­
sible for the large favorable free energy of transfer to 
R4NBr solution.20

Mechanism of Salt Effects
Qualitative similarity in the results between the esters 

ARE and nonpolar gases suggests that a similar mecha­
nism is operative in both.11 Electrostatic theories of salt­
ing behavior developed by Debye and Kirkwood and mod­
ified later by others, which relate change in the dielectric 
constant with the salting behavior, predict salting out of 
nonpolar compounds in all salt solutions and obviously 
fail to explain salting in of nonpolar gases in R4NBr solu­
tion.14 The internal pressure theory of McDevit and Long 
envisages a salt induced medium effect and predicts both 
salting in and its increase with the increase in the size of 
alkyl groups in the salt for both polar and nonpolar non­
electrolytes in R4NBr solution. This has been explained as 
due to the negative électrostriction of the solvent water 
caused by the tetraalkyl ions.21-22 However, Ben-Naim’s 
observation that argon is salted out in tetraalkylammon­
ium halide solution shows the limited applicability of the 
concept.23 The third approach is the explanation based on 
the change in the water structure caused by the ions.22-24 
It is conceivable that any modification of water structure 
would be reflected in the salting parameters. The way in 
which R4N+ ions affect the water structure is still uncer­
tain; the viscosity B coefficient and dielectric relaxation 
time show that these ions promote water structure; Kay, 
et al., have concluded that Me4N+ breaks and Pr4N+ 
and Bu4N+ promote the structure whereas Et4N+ has no 
effect on water structure.25 Recent pmr measurements by 
LoSurdo and Wirth show that all four R4NBr salts are 
water structure breakers a conclusion arrived at earlier by
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shift in proton resonance, proton relaxation rates, and ir 
measurements.26-28 Therefore explanation of the effects of 
RiNBr salts on the solubilities of solutes based on the ef­
fects of these salts on water structure can only be at­
tempted when and if an unambiguous picture arises re­
garding the effects of these salts on the structure of water.

The inability of the indirect effect of the salts on the 
solvent water to explain the observed salting in behavior 
of the model peptides studied in tetraalkylammonium salt 
solutions suggests the phenomenon may be caused by 
some direct interaction. The increase in the solubility of 
the compounds may result from an association of these 
compounds with the salts. The thermodynamic parame­
ters obtained from the temperature derivative of the ac­
tivity coefficient are revealing about the mechanism of 
association and have been presented in Table IV.

The endothermic nature of the reaction suggests that 
the process is entropy driven with larger R4NBr and at 
least in the temperature range 0-25° for the lower deriva­
tives. These parameters suggest the presence of a hydro- 
phobic bond between the salts and ARE. Limited studies 
at different temperatures led Wen and Hung to conclude 
the existence of a hydrophobic bond between alkanes and 
R.jNBr, the strength of bond increases with increase in the 
size of both salt and hydrocarbon.23 The micellization of 
nonionic detergents has been explained as hydrophobic 
bond formation between the nonpolar moieties and are 
associated with similar AH  and AS values as we have ob­
served in our study.29 This indicates that most probably 
the nonpolar side chains of ARE are involved in hydro- 
phobic bond formation with R4NBr. The values of AH 
and AS in Me4NBr solutions in the temperature interval 
25-40° find similarity with the observation made by 
Schick who found that the enthalpy and entropy of micel­
lization of detergents change from positive to negative 
values with increase in temperature.30

The hydrophobic interaction described above does not 
indicate whether an equilibrium of the type aARE + 
6R(N+ ;= AREQ-R 4N&+, having a definite stoichiometric 
interaction exists or whether ARE reacts with aggregates 
or micelles of R4NBr.31 The presence of micelles in 
R4NBr solution except in Me4NBr has been reported.32’33 
The relative rapid increase in the solubility of benzene 
above particulars concentrations of tetraethyl-, tetrapro- 
pyl-, and tetrabutylammonium bromide solutions has 
been suggested to result from its increased solubility in 
the micelles of these salts.17-18 A similar rapid increase in 
the solubility, although to a reduced extent, is observed 
with the esters which suggests their possible interaction 
with the micelles in tetrapropyl and tetrabutyl salt solu­
tions.

However, the following experimental observations re­
main inexplicable if the interaction of the compounds 
with only micelles is considered. It is known that added 
solutes affect the cmc values; although it may be expected 
that the same set of solutes viz., esters and benzenes, 
would affect the cmc values of the micelles of these salts 
similarly, in Bu4NBr the cmc value is observed to rise 
from 0.039 to 0.8-1 M  where as in Pr4NBr the cmc value 
either remain unaffected or decrease as indicated by the 
rapid rise in the solubilities of these compounds in these 
salt solutions. Secondly, comparison of the transfer values 
of alkanes and benzene from water to liquid paraffin, as 
compiled by Kauzmann, shows that the former is energet­
ically more favorable than benzene for the transfer pro­
cess.34 Since the miceller core formed from the alkyl

TABLE IV: Enthalpy and Entropy of the Association 
Reaction between ARE and R4NBr salts'1

A H ,  k c a l /m o l  A S , eu a t  2 5 °

C o m p o u n d  S a lt  a b e d

Me,NBr 3 .5 - 0 .8 1 2 .1 0
EtiNBr 4 .5 0 .9 1 6 .1 4

APE Pr4NBr 5 .3 4 .7 1 9 .5 1 7 .4
Bu4NBr 4 .3 2 .1 1 8 .4 1 1 .1

AnLE BujNBr 5 .8 2 1 .5
AnVE Bu;NBr 4.6 1 6 .8

a a and b are the values in the range 0 -2 5  and 2 5 - 4 0 c ,, respectively, c and
are the entropy values obtained by using a and b, respectively.

groups of R4NBr would be expected to resemble liquid ali­
phatic hydrocarbon, the transfer of at least larger hydro­
carbon butane to tetrapropyl- and tetrabutylammonium 
bromide solutions should have been energetically more fa­
vorable than the same process for benzene;35 experimen­
tally observed A-Ftr values are just opposite to the above 
contention (Table III) which points out that the observed 
increased solubility of nonelectrolytes probably cannot be 
attributed to their interaction with micelles. Frank has 
argued that aggregated species which are formed from 
quasispherical R4N+ ions should not be described as mi­
celles since they would structurally differ very much from 
the classical Hartley micelles.36 Tamaki observed no 
break in the surface tension vs. molarity curves of 
Bu4NBr solution which can be attributed to micelle for­
mation as reported by Lindenbaum and Boyd.33-37 Re­
cently LoSurdo and Wirth from pmr and apparent molar 
volume data observed the presence of aggregates the com­
position of which varies with the concentration of tetraal­
kylammonium salts and suggest that these aggregates are 
established by “ coulombic hydrophobic cation-cation” in­
teraction.26-28 From all this we suggest the interaction of 
the compounds studied here with the aggregates (particu­
larly of the higher salts) is responsible for the observed 
salting behavior of the salts and the complex is stabilized 
by hydrophobic interaction.

As has been mentioned earlier, the more favorable ener­
getic of the transfer of the aromatic moieties compared to 
the aliphatic ones may arise from the interaction of the 
positive charge with the 7r electrons of the former in a rel­
atively nonpolar environment (formed by the associated 
complex).38 Further, a less restricted orientation of ben­
zene molecules in the associated complex compared to the 
molecule with aromatic moiety attached to the peptide 
backbone may be responsible for more favorable free ener­
gy of transfer of benzene to R4NBr solutions.

Application of the Observed Effects of RiNBr on Model 
Peptides to Protein, von Hippel and Wong from their 
study of the effects of various chemical reagents, in which 
tetraalkylammonium bromide solutions were also includ­
ed, suggested that a change in structure of solvent water 
surrounding the macromolecule rather than a direct bind­
ing between the dénaturant and protein molecule is re­
sponsible for the observed unfolding of protein.3 von Hip- 
pel and Wong view that dénaturants by imposing their 
own brand of effect on water structure reduce the effective 
availability of water for “ iceberg” formation (around the 
nonpolar groups, which originally prevented exposure of 
these groups to the surrounding solvent due to entropie 
reason), thereby facilitating the exposure of nonpolar 
groups and denaturing the protein, von Hippel and 
Schleich have extended the preceeding view where they 
suggest that the extent rather than the type of water
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structure reorganization would determine the effect of 
chemical denaturants on the free energy of transfer of rel­
evant groups from the interior of the protein to the solvent 
and hence the stability of the native protein molecule in 
these solutions.39 Worley and Klotz from near-ir measure­
ments showed that both NaCl04 and Bu4NBr at compa­
rable concentrations change the water structure about the 
same extent, although in the opposite direction (the for­
mer breaks and the latter promotes the water structure; 
see, however, the mechanism section above); von Hippel 
and Schleich observed that both the salts affect melting 
temperature, Tm, of ribonuclease by the same amount at 
1 M  salt concentration.39-40 Based on the von Hippel- 
Schleich concept one can expect the values of free energy 
of transfer of AnVE, AnLE, and APE from water would be 
same in 1 M  NaC104 and Bu4NBr; the values are ~75 
cal/mol for all the esters for the process to 1 M  NaC104 
compared to —465, -640, and -1200 cal/mol, respective­
ly, for AnVE, AnLE, and APE in 1 M  Bu4NBr solution 
which question the validity of the concept.41

Threlkeld, et al., ultracentrifugally determined the 
binding of tetramethyl- and tetrabutylammonium bro­
mides with gelatin and observed that the binding of 
R4N + ions to the protein is primarily responsible for the 
denaturation of collagen in these salt solutions.9 They did 
not, however, point out how R4N+ ions bind to the pro­
tein.

The present result of model peptides shows that R4N + 
forms “ hydrophobic bond”  with the nonpolar aliphatic 
and aromatic side chains. It is suggested that these ions 
will interact with similar side chains in protein molecule, 
competing with the hydrophobic bond present in its inte­
rior, thereby stabilizing the denatured form of the protein 
by formation of a hydrophobic bond with the exposed side 
chains.

Acknowledgment. I am grateful to Dr. D. R. Robinson, 
Massachusetts General Hospital, Boston, for providing me 
necessary facilities to carry out most of the work. Finan­
cial assistance in the form of a Fulbright travel grant and 
Scientific Pool Officer, CSIR, India, is gratefully acknowl­
edged.

References and Notes
(1) A ddress co rrespondence to the Protein Technology D isc ip line , Cen­

tra l Food and Technolog ica l Research Institu te , M ysore 13, India.
(2) (a) W. -Y. Wen and J. H. Hung, J. Phys. Chem., 74, 170 (1970); 

(b) A. LoS urdoand  H. E. W irth , ibid.. 76, 1333 (1972).

(3) P. H. von H ippel and K. Y. W ong, Biochemistry, 1, 664 (1962 ); 2, 
1387 (1963); J. Biol. Chem.. 2 40 ,39 0 9  (1965).

(4) K. H am aguchi and E. P. G e iduschek, J. Amer. Chem. Soc., 84, 
1329 (1962).

(5) K. M. K rupka, Biochemistry, 4, 429 (1965); 5 ,1 9 8 8  (1966).
(6) J. C. W arren, L. S tow ring, and M. F. M orales, J. Biol. Chem., 241, 

309 (1966).
(7) C. E. Sm ith  and M. A. Lauffer, Biochemistry, 6, 2457 (1967).
(8) J. T. Shapiro, B. S. S tannard, and G. Felsenfeld , Biochemistry, 8, 

3233 (1969).
(9) J. O. Thre lke ld , J. J. Burke, D. Puett, and A. C iffe rl, Biopolymers, 

6, 767 (1968).
(10) P. K. Nandi and D. R. Robinson, J. Amer. Chem. Soc., 94, 1299 

(1972).
(11) P. K. Nandi and D. R. Robinson, J. Amer. Chem. Soc., 94, 1308 

(1972).
(12) J. P. W olf, II I, and C. N iem an, Biochemistry, 2. 493 (1963).
(13) F. A. Long and W. F. M cD evit, J. Chem. Soc., 74, 1773 (1952).
(14) F. A. Long and W. F. M cD evit, Chem. Rev.. 51, 119 (1952).
(15) D. R. Robinson and W. P. Jencks, J. Amer. Chem. Soc., 87, 2462 

(1965).
(16) D R. Robinson and W P. Jencks, J. Amer. Chem. Soc.. 87, 2470

(1 96 5 ) .
(17) J. E. D esnoyers, G. E. Pelletier, and C. Jo llcoeur, Can. J. Chem.. 

43, 3232 (1965).
(18) H. E. W irth  and A. LoSurdo, J. Phys. Chem., 72, 751 (1968).
(19) S. Saito, M. Lee, and W. Y. -W en, J. Amer. Chem. Soc., 88, 5107

(1 96 6 ) .
(20) J. E. Gordon and R. L. Thorne, J. Phys. Chem., 71, 4390 (1967).
(21) N. C. D enoand  C. H. Spink, J. Phys. Chem., 67, 1347 (1963).
(22) W. P. Jencks, “ Catalysis in C hem istry and Enzym ology," M cG raw - 

Hill, New  Y ork, N. Y „  1969.
(23) A. B en-N alm , J. Phys. Chem., 71, 1137 (1967).
(24) R. W. Gurney, “ Ion ic  Processes in S o lu tion ,”  M cG raw -H ill, New 

Y ork, N. Y „  1953.
(25) R. L. Kay, T. V itu cc io , C. Zaw oyskl, and D. F. Evans, J. Phys. Chem., 70, 2336 (1966).
(26) R. L. Kay, Advan. Chem. Ser.. No. 7 3 ,1 4  (1968).
(27) K. A. H artm an, J. Phys. Chem., 70, 270 (1966).
(28) A. LoSurdo and H. E. W irth , J. Phys. Chem., 76, 130 (1972).
(29) J. M. C ork ill, J. F. Goodm an, and J. R. Tate, Trans. Faraday Soc., 

60, 996 (1964).
(30) M. J. S ch ick , J. Phys. Chem., 6 7 ,1 7 9 6  (1963).
(31) E. F. J. D uynstee and E. G runwald, Tetrahedron, 21, 2401 (1965).
(32) H. E. W irth , J. Phys. Chem., 71, 2922 (1967).
(33) S. L indenbaum  and G. E. Boyd, J. Phys. Chem.. 68, 911 (1964).
(34) W. Kauzm ann, Advan. Protein Chem.. 14, 1 (1959).
(35) A fter the com ple tion  of the m anuscrip t some experim enta l results 

appeared w hich  support the contention  m ade. K. A. R obillard, Jr., 
and A. W ishnia  (Biochemistry, 11, 3835 (1972)) observed that free 
energy o f trans fe r o f butane, pentane, and to luene from  w ater to 
sodium  dodecyl su lfate  m ice lle  are - 5 .0 1 ,  —5.82, and - 4 .8 4  k c a l/  
m ol, respective ly . The trans fe r va lue of a CH Z group obta ined from  
d iffe rences of pentane and butane values when subtracted  from  the 
trans fe r va lue of to luene gives - 4  k c a l/m o l fo r the free  energy of 
trans fe r o f benzene to sodium  dodecyl su lfa te  m ice lle .

(36) H. S. F rank, Z. Phys. Chem. (Leipzig), 228, 364 (1965).
(37) K. Tam akl, Bull. Chem. Soc. Jap., 40, 38 (1967).
(38) P. M olyneux arid H. P. F rank, J. Amer. Chem. Soc.. 83, 3169, 3175

(1961).
(39) P. H. von H ippel and T. Sch le ich  in "S tru c tu re  and S tab ility  o f B io­

log ica l M a crom o lecu le ," Vol. Il, S. N. T im ashe ff and G. D. Fas- 
man, Ed., M arcel D ekker, New York, N. Y ., 1969.

(40) J. D. W orley and I. M. Klotz, J. Chem. Phys., 45, 2868 (1969),
(41) The va lues of the trans fe r to N aC I04 so lu tion  have been taken from  

our previous d a ta .11

The Journal ot Physical Chemistry. Vol. 78. No. 12. 1974



Solvation of A lcohols in Nondipolar Solvents 1203

Dielectric Polarization of Dilute Associating Solutions. V. Solvation of Alcohols in 
Nondipolar Solvents1
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Results on dipole polarization of solutions of alcohols in saturated hydrocarbons in the low concentration 
range up to 5 mol % are presented. In the range of 0.1 to 2 mol % a constant value of the polarization is 
observed. In this range, also, thermodynamic and nmr anomalies, observed by others, corroborate a 
strong deviation from the ideal association model. For an explanation of the experimental facts, a model 
is proposed which takes into account solvation of alcohol molecules by those of the nondipolar solvent (:n 
addition to association). This model attempts to explain the dependence of the polarization on the con­
centration and temperature as well as the differences for the hydrocarbons investigated. The number of 
solvent molecules, solvating a molecule of alcohol, can be of the order of 102 near the melting tempera­
ture of the solvent pointing to the presence of two coordination spheres. At room temperature solvation is 
very well apparent in cyclohexane and n-tridecane, but nearly imperceptible in n-hexane.

Introduction

Research on association processes of alcohols and phe­
nols in nondipolar solvents is proceeding in many plac­
es.2-21 Notwithstanding the various techinques employed, 
the problem still remains unsolved. Opinions diverge 
widely as to the structure of the multimers arising in 
these processes and as to the values of the equilibrium 
constants accounting for the successive steps of the associ­
ation process. Good agreement with experiment is in some 
cases achieved by assuming a single kind of multimers, 
e.g., tetramers,14-22 although a process of this kind would 
hardly appear plausible.

Parts I-IV1 contain results concerning the dielectric po­
larization of dilute solutions of butanols in cyclohexane,' 
rc-hexane, and n-tridecane and of phenol in cyclohexane in 
the concentration range of f2 < 5  mol % of the alcohol (/, 
= Ni/(Ni -I- N 2), i = 1,2, is the nominal concentra­
tion of the ith component in mole fraction) at temperatures 
of 10, 20, 30, 40, and 50°. The experimental procedure is 
described in detail elsewhere.1

The earliest systematic investigation of the dielectric 
polarization of very dilute cyclohexane solutions of alco­
hols by Ibbitson and Moore23 has already revealed certain 
unexpected properties. At concentrations ranging from 0.1 
to 2 mol %, the polarization of the alcohol remained prac­
tically constant, independent of concentration, and equal 
to that of the monomers. These results, corroborated by ir 
absorption studies,23 suggested the existence of a concen­
tration range in which association is hindered. This con­
clusion, however, is at variance with the generally accept­
ed model of ideal association.

Independently, in the same range of concentrations, 
such unusual properties were detected in solutions of alco­
hols by Woycicka, et al,,24’ 25 in thermodynamical studies, 
and by Dixon22 in nmr measurements of chemical shift. 
The partial molar enthalpy as well as the chemical shift 
exhibit unexpectedly a point of inflection in the concen­
tration range of 0.1-2 mol %.

Aiming at an explanation of this highly interesting be­
havior of the solutions, we propose here a model taking 
into account, besides equilibria between monomers, di­

mers, and trimers, solvation of the monomers of the alcohol 
by a nondipolar solvent.

Experimental Results
We shall express the dipolar polarization of the alcohol 

P-p'v in units of polarization on the monomer

_  P2d‘P (M2)
D dip „ 2x mon rmon

Values of P ^if> are calculated from experimental data 
using Debye’s formula which, for so highly dilute solu­
tions, yields practically the same results as that of Onsag- 
er. The details of the calculations leading to P2dlp and Rp 
are found in part I.1

Figure 1 shows the experimental concentration depen­
dence of Rp for solutions of 1-butanol in cyclohexane at 
10, 20, 30, 40, and 50°. The curves for 2-butanol and 2- 
methyl-2-propanol in cyclohexane1 are similar. Figure 2 
shows Rp(/2), at 20°, for 1-butanol in rc-hexane. cyclohex­
ane, and n-tridecane, whereas Figure 3 shows P (/2), at 
20°, for the 1-butanol, 2-butanol, 2-methyl-2-propanol, 
and phenol in cyclohexane. The full experimental data as 
well as the concentration dependence of the dielectric per­
mittivity and density of the solutions are given in parts
I-IV.1

In all the systems investigated similar curves were ob­
tained, revealing two distinct regions. The first region, de­
fined in Figures 3 and 7 as comprising the concentrations 
0 < / 2 < L, is characterized to within experimental error 
by a constant value of the polarization. The second region, 
covering higher concentrations / 2 > L, is characterized by 
a decrease in polarization. The ensuing discussion will 
concern the width of the region L specific to the phenom­
enon under investigation and coincident with the inflec­
tion region of the concentration-dependent curves of par­
tial molar enthalpy24’25 and chemical shift.22

From the experimental results (Figures 1-4), the fol­
lowing conclusions can be drawn: (1) the width of the re­
gion L is strongly temperature dependent (Figures 1 and 
4); (2) the width of the region L is strongly dependent on 
the solvent, notwithstanding the fact that all solvents 
used were saturated hydrocarbons (Figure 2); (3) the
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Figure 1. Dipole polarization f i p of solutions of 1-butanol in cy- Figure 3. Rp vs. f2, at 20 , for solutions of 1-butanol (O), 2- 
clohexane vs. concentration and temperature. butanol (A ) , 2-m ethyl-2-propanol ( □ ) ,  and phenol (X )  in cyc lo ­

hexane.

Figure 2. Rp vs. f2, at 20°, fo r solutions of 1-butanol in n-hexane 
(O ), n-tridecane (A ) , and cyclohexane (X ) .

width of the region L  is, to within experimental error, in­
dependent of the associating compound, notwithstanding 
the fact that the solutes used differed strongly in their 
ability to associate ( 1 -butanol, 2 -methyl-2 -propanol, phe­
nol, Figure 3).

Theoretical Model
The dipole polarization of an associating compound is 

usually considered to represent the polarization of a mix­
ture of multimers; in our notation8

f l p “
<M2> v-' M/it"

Mmon h,i
(l)

where the summation extends over all the complexes pres­
ent in the solution, is the dipole moment of a complex 
of h  molecules of the solvent and i molecules of the asso­
ciating substance, whereas

x h, =  i N hl/ N 2

is the concentration o f the h ,i-io\ d  complex, N hi the number 
of such complexes in the solution, and iV2  = X k .iiN si that 
of molecules of the associating substance.

According to eq 1, the region L , characterized by a con­
stant value of the polarization, can exist in the case of as­
sociation only if the contributions to polarization from the 
open and ring multimers mutually cancel out to ensure 
fulfillment of the condition <p2) = (im o n 2  throughout L. 
This, however, would appear to be an exception rather 
than the rule. Nor would such mutual compensation ex­
plain the thermodynamic anomalies2 4  and nmr results. 2 2  

A change in temperature ought to destroy the compensa­
tion, but no such effect is, in fact, observed. Finally, the

Figure 4. The region L (in units of the concentration t2 ) as a 
function of tem perature for solutions of 1-butanol in n-tridecane 
(A )  and cyclohexane (O ).

fact that the width of region L  is independent of the na­
ture of the associating substance is a strong argument 
against compensation. One is thus led to the conclusion 
that th e  a s s o c ia tio n  p r o c e s s  o f  d ilu te  s o lu t io n s  is s u b je c t  
to  a p e r tu r b a t io n  b y  s o m e  a d d itio n a l fa c t o r  and that, con­
trary to expectation, dilute solutions deviate considerably 
from the ideal association model.

We propose, in order to explain the experimental facts, 
that the monomers of the alcohol are solvated by the non- 
dipolar solvent. Since we are dealing with dilute solutions, 
we omit tetramers and higher multimers and restrict our 
considerations to the formation of dimers and trimers. We 
consequently write the following set of equilibrium equa­
tions between monomers, dimers, and trimers of the alco­
hol and molecules of the solvent

A ,  +  nS =*=*= S „ A j  K sn

A ,  +  A i  =5=^ A 2 K , ( 2 )
A i  +  A 2 -  -  A 3 K,

Since the number n of solvent molecules in a complex can 
be quite considerable, we shall henceforth be referring to 
it as a s o lv a te .

The equilibrium constants are expressed in the usual 
way in terms of true molar fractions

K  0 =
K 3 =  7  a 3/a2 

K sn =  bna nl a x 

a 1 +  2a2 +  3a3 +  a n =  1

(3)

The quantities a/ and the previously introduced concen-
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Figure 5. Theoretical curves of R p vs . f2 and n  (the number of 
solvating molecules of the solvent), at constant K 2 =  20, K 3 =  
25, and K s n =  5.28 (A F S =  — 1 k ca l/m o l). The dashed curve 
shows R p ( f 2 ) for the traditional association model (Ks =  0, n  =
0 ).

trations xm  are related as follows
ai =  x oi/i

ft,, x ni i 1,2,3
whereas

V

f & i

V

(4)

y

f  i -  n f 2a n

V =  f i  +  f i [ a  i +  a 2 +  a 3 4- (1 — n )a „\ (5)
The set of eq 3, the parameters of which are given by 

the equilibrium constants K i, K 2, and K s as well as the 
number n  of solvent molecules in the solvate, is resolvable 
numerically. The solutions a/ of eq 3 were used together 
with eq 1 and 4 for the calculation of theoretical R p f o )  
curves. To this aim, we assumed a dipole moment of the 
solvate fin i = Amon and dimer and trimer moments 
amounting to /x0i  = 0.8^mon and H0 3  = 0. The calculations 
were performed by an Odra 1013 computer.

Figure 5 shows the theoretical curves Rv(f2) at the con­
stant values K 2 = 20, K 3 = 25, and K sn = 5.28 (A F s =  — 1 
kcal/mol), with n  varying. The dashed curve is that of 
R p { f2) for K s =  0, n  = 0, i .e ., for the traditional associa­
tion model. Figure 6  shows curves of R p ( f 2 ) with K s as the 
variable parameter, the others being K 2 =  20, K 3  = 25, 
and n =  60. The meaning of the dashed curve is the same 
as in Figure 5. Finally, Figure 7 shows curves of RV(J2) 
and their dependence on the association constants K 2 and 
K 3 at constant n  = 60 and K s = 1.05.

Conclusions
The preceding calculations, shown in the graphs of Fig­

ures 5-7, show that the model including solvation pro­
vides an explanation of the region L  of constant polariza­
tion. In particular, these calculations permit the following 
statements: (1) the width of the region L  depends strongly 
on n (Figure 5), and on K s (Figure 6 ); (2) the width of the 
region L  is practically independent of the association con­
stants K 2 and K 3 even if the latter vary widely (Figure 7). 
These conclusions are readily put in correlation with the 
previously stated conclusions from the experimental facts. 
The experimental strong dependence of the region L  on 
the temperature and solvent is a result of the dependence 
of L  on K s and n. The experimental fact that L  is inde­
pendent of the nature of the associating substance results

Figure 6. Theoretical curves of R p (l2 ) at constant K 2 =  20, K 3 
=  25, and n  =  60. The variable parameter Is K s . The dashed 
curve has the same meaning as in Figure 5.

Figure 7. Theoretical curves of R p (f2 ) at constant K s =  1.05 
and n =  60. Variable parameters are the association constants 
K 2 and K 3 .

directly from our model, in which L  is practically inde­
pendent of the association constants K 2 and K 3 . Hence, in 
order to explain the experimental results, only the two pa­
rameters K s and n  have to be fitted. However, K 2 and K 3 
were constant at 20 and 25, respectively, in most of cur 
calculations. This choice of association constants was 
based on attempts to determine these quantities from the 
study of nonlinear dielectric effects . 8  With regard to the 
high error of that method, however, K 2 =  20 and K 3 =  25 
are no more than rough assessments, though this is irrele­
vant to our conclusions because L  is independent of K 2 
and K 3.

It results from eq 5 that n f2a n <  f\ . Hence, as a n tends 
to unity with K s —1- <=°, the width of the region L  has to 
satisfy the condition

L  <  l / (n  +  1 ) 1 6 )
Figures 6  and 7 show the maximal width of L . Thus, with 
growing n, the anomalous region L  shrinks and becomes 
more difficult to detect experimentally. On the other 
hand, with decreasing n, the region L expands, simulta­
neously becoming increasingly diffuse, so that for n  <  1 0  

it is practically no longer distinguishable (Figure 5). 
There exists but one interval of n  values where a region L  
is markedly present and experimentally detectable. Our 
calculations show that this is the case for the interval 2 0  

<  n  <  200. Such large values of n  are astonishing and 
point to the presence of at least two solvation spheres.

We draw yet another conclusion from condition 6 . Ob­
viously, a decrease in temperature has to cause a rise in n .
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and at the melting point n —*• «>. Hence, the point of in­
tersection of the L(T) curve and the temperature axis 
should define the melting temperature of the solvent. The 
curves of Figure 4 appear to confirm this. The lack of a 
well-defined L  region in the case of n-hexane (Figure 2) is 
probably due to the fact that the measurements were car­
ried out at temperatures considerably above the melting 
point, which in the occurrence amounts to —94.3°; conse­
quently. the values of n and K s are small, and the L  re­
gion unapparent.

The model proposed here, by taking into account, in 
addition to association, solvation of the alcohol mole­
cules by those of the nondipolar solvent, succeeds in ex­
plaining the anomalous shape of the dipole polarization of 
alcohols in the range of low concentrations (0 - 2  mol %). 
The model permits a qualitative explanation of the exper­
imental temperature dependence of polarization as well as 
the differences observed for the alochols and hydrocarbons 
investigated. The number n  of solvent molecules, solvat­
ing a dipolar molecule, can attain an unexpectedly high 
value of the order of 1 0 2, suggesting the presence of two 
coordination spheres. Such a situation exists near the 
melting temperature fm of the solvent. At room tempera­
ture, solvation is very marked in the case of cyclohexane 
(fm = 6.5°) and n-tridecane (tm = -6 .2 °), but practically 
unobservable in that of n-hexane (im = -94.3°).
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A Theory of Molecular Association in Cholesteric-Nematic Liquid Crystal Mixtures
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A theory based on molecular association is proposed to explain reflective pitch measurements in cholest­
eric-nematic mixtures. It is shown that pitch in a series of mixtures can be theoretically predicted using 
an inverse pitch relationship [1 /XT = 2 ,X ,/X /] with two variables; the number of nematic molecules asso­
ciated with a given cholesteric molecule, and the reflective pitch of the pure complex material. Some 
mixtures are totally characterized by keeping the reflective pitch of the pure complex constant and vary­
ing the complex number. The method appears to be totally applicable for optically active nonmesomor- 
phic materials in nematics as well as chiral nematics in nematics.

Introduction
Liquid crystals are a unique state of matter exhibiting 

optical properties of crystalline materials (birefringence) 
and rheological properties of liquids (relatively low viscos­
ities). One liquid crystalline state, the cholesteric, also 
exhibits enhanced optical rotatory power over optically 
active monomeric units comprising the phase, i .e . , the 
ability to rotate a plane of polarized light is much greater 
than the additive sum of the individual components com­
prising the aggregated helical structure of this mesophase.

In addition, the optical activity manifests itself in the 
ability of the Grandjean texture of the mesophase to se­
lectively reflect one component of circularly polarized 
light . 1

Saeva and Wysocki have recently shown2  that the elec­
tronic transitions in these systems are affected by the 
asymmetric electronic field caused by the cholesteric heli­
cal aggregate which results in the observation of extrinsic 
circular dichroism (CD). It has also been shown2 ' 3  that 
the electronic transitions of molecules dissolved in the
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cholesteric mesophase become circularly dichroic (liquid 
crystal induced circular dichroism (LCICD)). In addition, 
the reflective pitch band of the cholesteric system is al­
tered by the addition of a nonactive component.

The most obvious case of this latter phenomena is the 
addition of (p-methoxybenzylidene)-p-n-butylaniline 
(MBBA), a room temperature nematic material, to a vari­
ety of cholesterol derivatives. One example of this is the 
MBBA-cholesteryl chloride system , 2  which exhibits a 
compensation point at intermediate compositions. This 
type of behavior indicates that the added nematic can not 
be considered as an inert diluent in these mixtures, but 
rather as a material whose optical activity is dependent 
on the second component in the mixture. Adams and 
Haas have shown4  that the characteristic reflective pitch 
band of mixed cholesterics and nematic-cholesteric 
mixtures can be described by

1  ■
=  5 I x 7 + ^ “ i’ a;2etc) C1)

where At is the reflective pitch of the mixture, a; the 
weight fraction of each component, and X, the reflective 
pitch of the pure component i. Initially, it was felt that eq 
1  with f(a i, a 2  • • •) = 0  could be used to describe all mixed 
systems; however, deviations from the expected linearity 
of such an equation led to the addition of f (« i, a 2  • • •)■ 
The total equation adequately describes the functional 
dependence of the pitch band of mixtures. The use of 
weight fraction in such an equation remains puzzling. One 
would expect the helical aggregates of the cholesteric me­
sophase and, thus, the reflective pitch to be dependent 
upon the relative n u m b e r s  of individual components. This 
type of interaction would require a m o le  fr a c t io n  rather 
than w e ig h t  fr a c t io n  dependence. The following molecular 
model is proposed to explain the pitch phenomena for the 
mixed cholesteric-nematic mesophase.

Experimental Section

Reflective pitches of liquid crystalline mixtures were 
measured on thin films of the Grandjean texture of the 
cholesteric mesophase in the Cary 14 uv-visible spectro­
photometer. Examples of typical reflective pitch us. mole 
fraction of cholesteryl moiety in cholesteric-nematic 
mixtures of MBBA with cholesteryl chloride 
(CCL), A8'14-cholestenyl benzoate (DB), and allyl cholest­
eryl carbonate (ACC ) 5 ' 6  are shown in Figures 1  and 2. 
With the exception of the M BBA-CCL, the data for the 
mixtures show increasing pitch with increasing nematic 
concentration. The reflective pitch tends toward infinity 
at high MBBA concentrations.

Theory and Discussion
Saeva and Wysocki have suggested that electronic in­

teractions within the cholesteric helix as well as the heli- 
coidal ordering of the solute will produce induced optical 
activity in molecules dissolved in a cholesteric solvent . 2 - 3  

We felt that a direct interaction between solute and sol­
vent (somewhat analogous to a charge transfer complex) 
takes place which produces the shift in Xo that occurs 
when chiral solutes are added to the nematic mesophase. 
Thus an equilibrium between cholesteric molecules (C) 
and nematic molecules (N) is attained and a complex 
formed.

C + kN ^ C N „  ( 2 )
The equilibrium of eq 2  is assumed to be far to the right.

0  .20 .40 .60 .80 1.00
HOLE FRACTION

Figure 1. Reflective pitch band vs. mole fraction MBBA in 
M BBA -D B (O ) and M BBA-ACC (A ) m ixtures.

0.4 0 6
MOLE FRACTION

Figure 2. Reflective pitch band vs. mole fraction  MBBA in an 
M BBA-CCL mixture.

The cholesteric and molecular complexes are assumed 
to have reflective pitches Ac and Xcn , respectively, while 
any unperturbed nematic molecules retain their infinite 
pitch. Equation 1 is now written

_ 1  _  _  * c  , -^cn
X  ̂ A, Ac Xcn

where X, is the mole fraction of individual components, 
and the X, the wavelengths. X q and X Cn are functions of 
the complex number n. and, thus, some method of attain­
ing n  from experimental data was sought.

S e c t io n  A . D B . a - C h o le s t e r y l  H e x y l  C a r b o n a te  (a -  
H X C ) ,  A C C , a n d  C h o le s te r y l  2 -P r o p y n - l - y l  C a r b o n a te  
(CPC) w ith  M B B A .  An initial value for X( N was chosen. 
Plots of At (as obtained from eq 3) vs. initial mole per 
cent of MBBA were generated for a constant value of n. 
The value of n  was then changed and the process repeat­
ed. In this way a series of theoretical reflective pitches as 
a function of n are generated. The results of such a calcu­
lation are seen in Figure 3 for an M BBA-CPC mixture.
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Figure 3. Theoretically produced pitch band as a function of 
composition for an M BBA-CPC mixture. Complex number n Is 
varied. Experimental points (filled circles) are included: A(CPC) 
1538 A, A(complex) 30,000 A.

The experimental data are also included. It is readily seen 
that none of the theoretical curves fit the experimental 
data. Theoretical values of n  can, however, be extracted 
where the experimental curve crosses the theoretical 
curves. Values of n as a function of initial mole per cent 
active material can thus be obtained. Figure 4 is a plot of 
log n vs. log X Cpc(initiaii • For the chosen complex reflec­
tive pitch, n is an approximate inverse logarithmic func­
tion of the initial mole fraction of active material in the 
mixtures. By using this correlation in the theoretical cal­
culation of At , an excellent fit of the experimental data is 
obtained (see Figure 5). A plot of concentration of the 
various components as a function of composition is shown 
in Figure 6 .

The experimental data can also be fit with other values 
of Acn • The other values yield slightly different linear fits 
of log n  with log X c . Table I contains the theoretical fits 
of n  with X c for various complex reflective pitches and 
optically active materials. In all cases the fit is as good as 
that shown in Figure 5. It is interesting to note that in all 
cases the data can be described by keeping a constant re­
flective pitch and only varying the complex number with 
composition. At this time, there is no experimental meth­
od of determining Acn or n  independently, and rather 
than speculate further, or produce empirical relationships 
between the variables, our data are presented as Acn con­
stant with n as function of mixture composition. We 
would naturally assume that n  and ACn are functionally 
dependent on X c . This is even more obvious when the 
equation relating n and X c is considered.

At high MBBA concentrations (>90%), the fitted data 
relating n and X c  indicate that the complex number be­
comes very large, i .e .. for M BBA-DB, ACn = 57000 A at 
X c = 0.06, n = 12.4. The sphere of influence of the cho­
lesteric molecule’s asymmetric electron clouds fall off as

Figure 4. Log n vs. log XCPC. Data interpolated from  Figure 6. X 
Is the Initial CPC concentration.

MOLE FRACTION

Figure 5. Theoretical and experim ental reflective pitch vs. com ­
position for MBBA-CPC mixtures: ACN 30,000 A , ACPC 1538 A ; 
log n = —1.07 log X — 0.177.

R ~ 6  and it would not be expected that the molecule’s 
sphere of influence would extend beyond its nearest 
neighbors. In a close packing model this might lead to in­
teractions with six other molecules. Complex numbers 
larger than this are, thus, unreasonable at high MBBA 
concentrations, and indicate the functional dependence of 
ACn as well as n on X c .

The data in Table I may provide additional insight into 
interactions of the two systems. If our model is correct, it 
appears that the interaction between M BBA and the vari­
ous test compounds differ. The log n  relationship is ap­
proximately dependent on X ^ 1  2  for the DB derivatives, 
while the cholesterol derivatives vary, with two exhibiting 
inverse pitch relationships. This difference could be due to 
structural differences in the optically active molecules.

It is interesting to note that our reflective pitch bands 
for the above compounds follow the general form of the
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TABLE I: Fit Parameters for Log n vs. Log X ,- for Mixtures of MBBA with Cholesteryl and 
-}81’Cholestenyl Derivatives"

A c t iv e  co m p o u n d ^ X c o m p le x  c h o se n A R

Cholesteryl 2-propyn-l-yl 15,000 -1 .1 3  ± 0 .0 3 -0 .3 2 4  ±  0.030
carbonate X 6250 A 30,000 -1 .0 4  ± 0 .0 4 -0 .1 7 7  ± 0 .0 4 0

A8'14-Cholestenyl benzoate 125,000 -0 .5 9 6  ± 0 .0 7 0 0.422 ± 0 .0 2 7
X 2300 A 57,000 -0 .5 8 6  ± 0 .0 6 0 0.423 ±  0.024

1 0 0 , 0 0 0 -0 .5 2 0  ±  0.023 0.467 ±  0.012
Allyl cholesteryl carbonate 1 0 0 , 0 0 0 -0 .9 9 6  ±  0.047 - 0 . 1 1  ±  0 . 0 2

30,000 -1 .1 0 4  ± 0 .0 5 3 -0 .1 7  ±  0.02
X 4215 A 70,000 -1 .1 1 5  ± 0 .0 6 0 -0 .1 6  ±  0 . 0 2

«-Hexyl cholesteryl 1 0 0 , 0 0 0 -0 .7 2 7  ±  0.081 0.744 ±  0.025
carbonate

50,000 -0 .6 9 1  ± 0 .1 0 7 0.782 ±  0.233
X 1600 A 30,000 -0 .7 8 5  ±  0.040 0.571 ±  0.083

'* L o g  n — A  lo g  X V  -r  /f. h R e f le c t iv e  w a v e le n g t h  g iv e n  f o r  p u re  m a te r ia l.

Figure 6. Final mole fraction  of pure nematic, pure cholesteric, 
and cho lesteric -nem atic  com plex for CPC-M BBA as a function 
of initial cholesteric com position. Data based on param eters in 
Figure 5.

theoretical equations of Goossens7  for a symmetric inter­
nal field interaction in the mixtures.

B. C C L -M B B A .  The data for CCL-M BBA presented a 
different problem from the other mixtures shown, in that 
an actual pseudonenratic (compensated) texture is ob­
tained. This behavior is indicative of the fact that an op­
tically active species other than CCL in the mixture has a 
sign opposite the negative —4880 A pitch of CCL. A com­
plete fit of the reflective data for this mixture was impos­
sible using the techniques outlined above. Various at­
tempts using XCn being both positive and negative failed. 
A method of overcoming this would be to have n and XCn 
vary with composition. Since we cannot anticipate the 
functional dependence of Xcn , the following was done. In­
specting the data in Table I indicates that for two of the 
cholesteryl derivatives the dependence of n on X c was in­
verse. The preexponential factor varied between —0.11 
and -0 .33, with most near -0 .2 . We, therefore, have as­
sumed that log n =  — log X c  — 0.2 in the CCL-M BBA 
mixture and have calculated (from eq 3) the XCn required 
to fit the experimental data. An attempt was then made 
to correlate XCn with X c , in a variety of ways, the best of 
which is shown in Figure 7. a plot of Xcn v s . 1 /X c .

It would appear from this plot that the effective pitch of 
the cholesteric-nematic complex must be positive 
throughout the entire composition range of this mixture 
and that the functional dependence of 1 / X r  reverses at 
compensation. A possible better choice of the parameters

Figure 7. Complex reflective  wavelength vs. 1 /X cl fo r M BBA - 
CCL mixtures.

Figure 8. Reflective wavelength vs. mole per cent MBBA for a 
mixed (CCL, CN) cholesteric system with MBBA.

in the previous equation might produce more linear re­
sults. It appears that the effective pitch of the complex 
(1) decreases with increasing CCL concentration. (2) min­
imizes at compensation, and then (3) begins increasing 
near 1 0 0 % CCL. This indicates that the more cholesteric 
in the mixture, the lower the effective pitch of the com­
plex.

In the mixtures investigated, except for CCL-MBBA. 
plots of X t  v s . composition increase with increasing 
MBBA concentration. In some mixtures of MBBA with 
cholesteric materials, the reflective pitch band minimizes 
with composition as seen in Figure 8 . It is obvious in these 
cases that the theory could be used to fit the data by
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varying n  and Acn with composition as has been done 
with M BBA-CCL.

In conclusion, a simple model of molecular interactions 
in cholesteric-nematic mixtures has been proposed to 
characterize the reflective pitch of the mixtures. It is 
based on complexes of optically active cholesteric mole­
cules with nematic molecules. Parameters involved in the 
theoretical model, namely, the degree of complexation 
and the helical structure of the complex materials, have 
been deduced from experimental data. It has been shown 
that some cholesteric-nematic mixtures can be totally 
characterized by keeping ACn constant and varying the 
complex number n. In the case of CCL-M BBA mixtures, 
it has been shown that both n  and Acn can vary with 
composition. However, ACn , varies in a discontinuous 
fashion. We believe this method to be totally general for 
optically active nonmesomorphic materials in. nematics as 
well as chiral nematics in nematics. This method, al­
though more complicated, is also applicable to ternary or 
higher order mixtures of active materials in nematic me- 
sophases.

This method of molecular complexing is not quantita­
tive in that two variables which cannot be determined in­
dependently are presented. The method does present, 
however, cholesteric-nematic interactions in a easily pic­
tured molecular framework.
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A stationary chemical method for the investigation of ionic equilibria in media of low permittivity is pre­
sented. The technique is based on the application of pulsed electric fields of high amplitude and high 
frequency to modulate the conductivity of the sample solution, representing a nonlinear resistance as a 
consequence of the field dissociation effect. The modulation depth or efficiency of the conductivity mod­
ulation is measured with superposed fields of low frequency and low intensity whereby the advantages of 
frequency-conversion methods are fully exploited. The efficiency of conductivity modulation at low mod­
ulation frequency is a measure of the field dissociation effect. The relation between modulation depth 
and field dissociation is derived. Measurements were carried out on solutions of tetrabutylammonium 
picrate in diphenyl ether at 50°. The value obtained for the field dissociation effect is in close agreement 
with the theoretical value given by Onsager and confirms the experimental data of Mead and Fuoss. At 
increasing modulation frequency the finite rate of ionic dissociation equilibria introduces a decrease in 
modulation efficiency. The relation between modulation depth, modulation frequency, field dissociation, 
and relaxation time of the ionic equilibrium is derived. Measurements on solutions of different electro­
lytes in weak polar media confirm these relation. From the dispersion of the field dissociation effect the 
relaxation time(s) of the ionic dissociation process(es) are calculated. Evidence was obtained for a de­
pendence of the field dissociation effect on the frequency of the external electric fields used to modulate 
the conductivity of the electrolyte solutions. This effect may be related to the dynamics of the physical 
processes involved in the field dissociation effect. An extra advantage of the presented technique is the 
possibility of conductivity measurements in low conducting media without apparent interference of po­
larization effects.

Introduction aqueous or aqueous-like media where ionic species are
Kinetic investigations of association-dissociation equi- present in fairly high concentration. The study of chemi-

libria of ions were made feasible by the advent of relaxa- cal relaxation phenomena resulting from electrolyte equi-
tion spectrometry.2 These studies are mostly restricted to libria in low-polar media is of interest. Such studies
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should yield valuable information on ionic dissociation 
rates in nonaqueous media and lead to a better under­
standing of ion-pair formation, ionic aggregation, specific 
solvation effects, etc. These phenomena are of prime im­
portance in the electrolyte theory of ionic solutions in or­
ganic solvents.

In this paper we present a relaxation method for the in­
vestigation of ionic dissociation and association rates in 
solutions of low dielectric permittivity. This new method 
uses the influence of high electric field strengths on ionic 
equilibria. As a consequence of the electric field depen­
dence of ionic dissociation equilibria,3 a solution of a weak 
electrolyte (and almost every electrolyte is weak in a low- 
polar media) behaves as a nonlinear resistance. It be­
comes feasible to use an electrolytic resistance as the non­
linear element in an appropriate modulator circuit. The 
extent and efficiency of modulation as a function of the 
frequency of the modulation signal will yield information 
on equilibrium shifts and chemical relaxation of the ionic 
equilibria. The extent and efficiency of this modulation 
may be detected from frequency components which are 
generated from the different intermodulation products re­
lated to the nonlinear behavior of the medium. As will be 
shown the amplitude of the intermodulation signals is 
proportional to the relative change in ionic concentration 
upon application of the electric field. The method is very 
sensitive and especially suited for low polar media where 
the concentration of free ions may be exceedingly small.

Theory
The increase of the conductivity of electrolyte solutions 

with increasing field strength was first discovered by 
Wien.4 He showed that Ohm’s law is only of limited ap­
plicability for electrolytic resistances. The enhancement 
of conductance for solutions of strong electrolytes (the 
first Wien effect) is rather small and can be explained as 
a consequence of modifications in the ionic atmosphere.5 
Deviations from Ohm’s law in weak electrolytes6 are much 
more pronounced. This field dissociation effect, or second 
Wien effect, is due to an increase in dissociation under the 
influence of the field. The second Wien effect was theoret­
ically explained by Onsager7 as a consequence of the an­
isotropy induced by the field upon the process of ionic dis­
sociation from ion pairs. In the most general case the ionic 
dissociation equilibrium may be written as

AB à i  (A+ B_) à i  A+ +  B" ( 1 )
kt) 1 * }Z '• !41 ion pair

According to Onsager’s theory only the rate process from 
pairs to free ions ((2 2 3 ) depends on the electric field 
strength. In solutions of weak electrolytes in high polar 
media the concentration o f ion pairs can almost be ne­
glected because the time average probability of having an 
oppositely charged ion within the Bjerrum distance (ion- 
pair interaction) is small compared to the probability of 
configurations with greater ionic separation. This situa­
tion is inverted in media polarity where interionic interac­
tion is much more pronounced. As a consequence the 
main species in low polar media are ion pairs while the 
concentration of free ions is almost negligible. This is the 
case for most strong electrolytes dissolved in low polar sol­
vents, where we only have to consider the equilibrium

(A+ B‘ ) è i A + + B ' (2)
. . *33ion pair

which is the equilibrium referred to in the Onsager theory.

In a first approximation the field dependence of equilibri­
um 2 in a field of strength E  is given according to Onsager

K ( E ) / K ( 0 )  =  l  +  2/3q +  l (2 /3 q )2 +  ^ - 2 l 3 q ) 3+  ... (3)

This result was derived under the condition of infinite 
dilution; K { 0) is the thermodynamic dissociation con­
stant. The quantity q =  |2 AzB|e0 2 / 2 D/2 T (where z t is the 
ionic valence) is known as the Bjerrum radius. At this dis­
tance the electrostatic interaction energy between two op­
positely charged ions becomes equal to 2k T ;  therefore the 
probability of the ions existing as an ion pair will increase 
when they are inside a shell of radius q. Obviously this en­
ergy cut-off limit of 2k T  is rather arbitrary, even more so 
in low polar media where the critical distance for ion pair 
formation calculated on this becomes very large. The 
“ exact”  value of the limit is however of no critical impor­
tance in Onsager’s theory.

As dimensionally required, the quantity ‘28 represents a 
reciprocal distance given by

where uA and nB are the mechanical mobilities (reciprocal 
of the friction constant) of the ions. As can be seen from 
eq 4 the quantity 2ft becomes independent of these mobil­
ities in the case of symmetric electrolytes; zA = —zB. It 
should therefore be possible to give a theoretical descrip­
tion of the second Wien effect for these electrolytes with­
out the need for parameters from transport theory, i.e ., if 
adequate boundary conditions could be given. For sym­
metric electrolytes, (2/9)— 1  represents the distance at 
which two equal but opposite charges z e 0 form a dipole 
whose energy is —k T  if favorably aligned in the electric 
field.

In the linear approximation eq 3 can be written

5rln if  _  | JzaMa —2 b « b | e0:!
5|£| _ | 2 a 2 b |  u a +  u b 2 D F T >  ( 0 )

When eq 5 is multiplied by 5a ¡5 In K  for the ionic equi­
librium 2  we obtain a relation between the degree of ionic 
dissociation and field strength

5a  q ( l ~ a ) l ZA2 B||2 A«A~'ZBMB| gp3

¿[Ef 2 - 0  Ua +  Kb 2 D k 2T - ’

The relative change in degree of dissociation upon the ap­
plication of an electric field can be measured as a relative 
change in conductance a

A  a  _  1 — a  À K  _  1 — a  _  A a  
~  2 - 0  K  ~  2"— -  ~ T

(7)

From these relations it can be seen that the relative 
change in conductance will be largest under conditions 
where dissociation in free ions is almost negligible, i.e ., 
when a —» 0, a situation which is usually encountered in 
low polar media. Moreover the relative conductance 
change is directly proportional to the Bjerrum radius 
which is inversely dependent on the dielectric constant. 
The field dissociation effect will hence be most pro­
nounced in low polar media, where the relative change in 
conductance is a direct measure of fiq

A a / a  = (3 q ^ \ E \  (8)

In the preceding we have not considered temporal effects 
in the establishment of a new equilibrium state upon the 
application of the electric field. The increase in ionic dis-
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sociation is not instantaneous but is determined by the 
relaxation time of the equilibrium between free ions and 
ion pairs. If the relaxation time of the one-step equilibri­
um 2  is t the time dependence of a conductance change 
induced by the electric field may be determined from the 
general equation

dAa ——
T — h A ct =  A ct (9 )

whereby we implicitely assume that the relative change in 
conductance is very small (of the order of a few per cent) 
and the rate equations may be linearized. A ct represents 
the equilibrium conductance change, i .e ., the conductance 
change which would be measured at each instant if ion­
ization changes were instantaneous. Act is given by eq 8  

and will have the same time dependence as the absolute 
value of the electric field which is used to perturb the 
ionic equilibrium.

In polar solvents the field dissociation effect is very 
small and ionic equilibria are only measurably perturbed 
by high fields. However, such fields produce considerable 
heating effects in polar media where the conductivity is 
rather high and therefore temperature-dependent changes 
in conductivity may occur. In highly conducting and polar 
media the field dissociation effect and its time depen­
dence can therefore only be studied by impulse methods 
whereby electric fields are applied for a very short time . 9  

In low polar media the conductivity is generally low and it 
becomes feasible to use stationary field methods which are 
more sensitive and accurate. The field strength necessary 
to provoke measurable conductance changes is moreover 
much smaller in media of low polarity. This reduces the 
experimental difficulty of producing repetitive field pulses 
of high amplitude.

A weak electrolyte solution behaves as a field depen­
dent resistance under high field conditions. A cell con­
taining such a solution subjected to electric field pulses 
may be used as the nonlinear element in a modulator cir­
cuit. Efficiency and frequency-dependent properties of 
such a modulator circuit are related to the dissociation 
field effect and its dispersion. In principle such a tech­
nique for the stationary measurement of the second Wien 
effect and its time dependence was already proposed by 
Eigen and De Maever . 1 0  By periodically switching on and 
off a high electric field between electrodes containing an 
ionic solution, the ionization of a weak electrolyte, and 
hence the conductance, can be modulated with the 
switching repetition frequency. This modulation can be 
detected by means of an alternating voltage (carrier) ap­
plied simultaneously to the same, or to other, electrodes. 
The presence of a nonlinear device (the electrolyte solu­
tion) introduces frequency components not originally pres­
ent but generated from the different intermodulation 
products. If moreover modulation and carrier frequencies 
are the same, a dc signal will appear which, after ade­
quate filtering of the ac signals, can be accurately mea­
sured. This dc intermodulation signal is a measure of the 
magnitude of the second Wien effect provided the fre­
quency of modulation is low enough for an in-phase shift 
of the ionic equilibrium. Otherwise the intermodulation 
signals effectively disappears and one finds a dispersion in 
the amplitude of the dc signal when the high-field pulse 
repetition frequency is increased.

The repetitive electric field pulses used to modulate the 
conductance are preferably not of constant amplitude; ex­
perimentally this is difficult to realize. The relation be-

Carrier 

V =VMtin it
O—

Rc =<r

r « n

— il— }
F igu re  1. (A ) S ch e m a tic  c irc u it fo r the m e asurin g  te ch n ique  
(B) E qu iva len t m e asurin g  c ircu it.

tween increase in ionization and applied electric field con­
tains the absolute value of the electric field strength (eq
8 ); therefore high-frequency alternating electric field puls­
es can be used more efficiently to provoke the dissociation 
field effect. The frequency of these alternating fields is 
important because one may anticipate that at very high 
frequency the external field will no longer perturb the 
Brownian motion of the ions and the field dissociation ef­
fect will effectively vanish. (Although deviations from On- 
sager’s theory may occur when we use ac fields of high fre­
quency we know from symmetry considerations that the 
dissociation field effect will always be an even function of 
the electric field).

In Figure 1A a schematic arrangement is given of a 
modulator circuit which may be used in measurements of 
the second Wien effect and its frequency dependence. The 
de intermodulation signal will charge the capacitor C and 
the dc voltage across this capacitor is a direct measure of 
the modulation depth or efficiency. This efficiency of 
modulation decreases when the pulse repetition frequency 
(frequency of the envelope or modulation frequency) in­
creases and approaches the reciprocal relaxation time of 
the ionic equilibrium. Concomitant with the decrease in 
modulation efficiency, the charge on capacitor C de­
creases. The measurements of the dc voltage across C as a 
function of the modulation frequency will yield informa­
tion about the dissociation field effect and its time depen­
dence.

From the particular circuit arrangement we calculate 
the relation between the voltage across C, the modulation 
frequency, and the relaxation time r of the ionic equilibri­
um. We consider the low-frequency equivalent measuring 
circuit (Figure IB) where the resistance of the electrolyte 
solution in the cell is indicated as R c = ctc- 1 . Parallel 
with this resistance we have the cell capacity Cc which is 
much smaller than the measuring capacity (Cc < <  C). 
The cell conductance changes upon the application of the
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high-frequency field pulses and for simplicity we consider 
only the envelope of the absolute value of high-frequency 
pulses neglecting the internal time structure. This is 
equivalent to a description where we only take into ac­
count the on-off switching of a field of constant ampli­
tude. The cell conductance a c is a function of time and 
modulation frequency which can be written as

<j(t, W) =  <70
1  | A e g e a n

J ( 1 0 )

where <r0  is the equilibrium conductance measured with 
low field intensities; A a (t ,w  ) is the shift in conductance at 
any moment for a modulation frequency co. This shift may 
be calculated from eq 9 with Act given by

___ j g A o  for n T  <  t < ( n  +  1 /2 )T
A(J =  \ 0  for (ra +  1 / 2 )T < t < { n  +  1 )T W

where T  is the modulation period ( T  = 2ir/w ). The pa­
rameter g  should be equal to one if the change in conduc­
tance at low modulation frequencies is given by Onsager’s 
theory (eq 8 ). However, g  may be a function of ionic con­
centration, the high frequency in the pulses, and the “ ef­
fective field strength” of the alternating electric field. By 
the use of Laplace transform methods eq 9 with the func­
tion A ct as given in eq 11 can be solved 1 1

A a ( t ,œ )
e ~ '/T 

1  +  e,r/r“ +

2  v  s in ( 2 n —l)wi—( 2 n —1 )wt cos( 2 n —l)w il . i , ,
TT h  ( 2 n - l i ) [ l + ( 2 n - l ) V r 2] J

After sufficient time, when transient terms have disap­
peared, the cell conductance as a function of time and 
modulation frequency is given by

a ( t ,  oj) =  (To
g A a

+

2 g A < j y -  s in (2a— l)u )t — ( 2 n ~ lXer cos(2n — 1 (cut 
TTCo ( 2 a —1 )[ 1 + ( 2 « - 1 ) V t2]

(13)

The voltage on capacitor C (Figure IB) at a given modu­
lation frequency co may now be calculated from the differ­
ential equation which describes the equivalent measuring 
circuit of Figure IB

d F  cr(Lco) Cc o ( t , u )  .
- ^ - - t — £ — V  =  -£-a>VMcos wi H---- q — v Msm uf (14)

can be rewritten as

dF  , a r , CcwF m
+  ^r[ 1 +  m 2 ]F --------^—  cos o>f +

- '̂ ,M [1 + m 2 ]  sin cot (14b)

where 2 is the summation given in eq 13.
This is a nonhomogeneous linear differential equation 

with periodic (time-dependent) coefficients. To solve the 
equation it is important to note that m  < <  1 ; this allows 
us to use a perturbation method and to write for the solu­
tion

F  =  F  ,j +  m V  j (15)

neglecting all but the linear term in m . We can substitute 
eq 14b with a set of two other differential equations where 
the first describes the cell circuit in the absence of any 
perturbation while the second yields the superimposed 
harmonic components generated from the modulation ef­
fect

dFo
df +  p~F0 =  ' ç , *'* coso?t +  ^ F m since! (16a)

C c U fF  M

W i  +  =  /£■
df C V l

=  (  J f m2 )  si
C '

sinwf — t;F,j2  (16b)

The solution of these equations is straightforward and we 
obtain for Fi a series in harmonic components containing 
a frequency-independent term which represents a dc volt­
age measured on the capacitor C. This dc component is 
given by

_  A ctF m 1 ( R C o>)2 /  C c \  w r  
Kdc “  g l T i r  1 + œ 2T 2 l + ( R C œ ) 2 V ~C )  V  R C Ü .

(17)

R  is the mean equilibrium cell resistance under field con­
ditions {R  =  ir-1 ) which is of the order of several Mohms 
for the systems under consideration. For values as low as 
50 sec-  1  for a> and for reasonable values of C(>50 nF) we 
note that R C w  is much larger than 1 ; hence we can ne­
glect the dispersion effect introduced by the time-depen- 
dent properties of the electric circuit. Generally we have 
that t is much smaller than 1  sec and Cc < <  C ; this per­
mits us to neglect the last two terms in parentheses. We 
finally find, for reasonable experimental conditions, that 
the dc voltage measured on C is given by

In this equation it is important to note that we started 
with no phase shift between the carrier voltage and the 
envelope of the high frequency field pulses. We used the 
approximation that the cell capacitance is much smaller 
than the measuring capacitance and may be neglected 
with respect to the latter. To simplify the presentation of 
the results we will introduce some minor changes. Instead 
of considering the equilibrium conductance fo  we use the 
mean equilibrium conductance under field conditions a 
given by (To +  V A a .  For all practical purposes the differ­
ence between the two values may be neglected. The con­
ductance of the cell can thus be written as

cr (t,u ) =

m  5  ( 2 « —l ) [ l + ( 2 n —l ) V r 2] J (13b)
where the parameter m  is equal to 2gA a / ira . Equation 14

=  ü| 1  +

sin ( 2 n —l)o)i —( 2 n —lXer cos( 2 «  — l)o>i'

/  F m Aa\ 1  _  Ft) c max
\ it a  )  1  +  w2 t 2  l  +  ce2 r 2

(18)

The amplitude of this dc voltage signal across the capaci­
tor C shows a simple dispersion from which the relaxation 
time is readily determined. After normalization, a theo­
retical curve is made to coincide with the experimentally 
measured dispersion curve merely by a displacement par­
allel to the abscissa. The amplitude of the dc voltage at 
modulation frequencies which are much smaller than the 
reciprocal relaxation time of the ionic equilibrium is a 
measure of the field dissociation effect, given by g A a  la .  
A a / a  is the relative conductance increase as calculated 
from the Onsager theory, while g  measures the experimen­
tal deviations from the theoretical predictions. In the fore­
going calculations it was always assumed that there was 
only one ionic equilibrium resulting in one simple relaxa­
tion process. If there are more ionic equilibria in the solu­
tion we may obtain more relaxation processes and the am-
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2 it
F igu re  2. D is p e rs io n  o f th e  f ie ld  d is s o c ia t io n - e f f e c t  w ith  th e  
m o d u la t io n  fr e q u e n c y  (a s  g iv e n  by e x p re s s io n  1 8 ) :  e x p e r im e n ta l  
c o n d it io n s  1, ( • )  2 .1  X  1 0 - 6  M  l i th iu m  p ic r a te  in d ip ro p y l e th e r  
a t  2 5 ° ,  e f fe c t iv e  f ie ld  s tre n g th  E 0 =  3 .8  k V  c m - 1  a n d  o>h f / 27T 
6 0  k H z ,  th e  r e c ip r o c a l  r e la x a t io n  t im e  r _1 (e q u a l to  o)m od a t  
Vdc (u>m „ d ) / V d c (0 )  =  0 .5 0 )  is 1 2 2 5  s e c ' 1; 2 , ( O )  1 .7 5  X  
1 0  4 M  t e t ra b u ty la m m o n iu m  p ic r a te  in a  m ix tu re  c h lo ro b e n ­
z e n e - b e n z e n e  ( 2 0 / 8 0  by v o lu m e )  a t  2 5 ° ,  e f fe c t iv e  f ie ld  s tre n g th  
E 0 =  1 .3  k V  c m - 1  a n d  u)h f / 2 it  =  1 0 0  k H z ,  th e  r e c ip r o c a l  r e ­
la x a t io n  t im e  t  —1 is 2 8 0 0  s e c - 1 ; 3 , ( A )  5  X  1 0 - 4  M  t e t ra b u ty l­
a m m o n iu m  p ic r a te  in a  m ix tu re  c h lo r o b e n z e n e - b e n z e n e  ( 2 0 / 8 0  
by  v o lu m e )  a t  2 5 ° ,  e f fe c t iv e  fie ld  s tre n g th  E 0 ' =  1 .3  k V  c m - 1  
a n d  u >H f /2 7 t =  1 0 0  k H z ,  th e  r e c ip r o c a l r e la x a t io n  t im e  r _1 is 
5 1 6 0  s e c - 1.

plitude of the dc signal will contain a summation over dif­
ferent dispersion terms each with its own relaxation time

V̂ dc- =  V d c m +  w i t h  £  b ,  =  1 ( 1 9 )

According to Onsager’s theory the quantity Vacmax in eq 
19 is the same as in eq 18 because the stationary dissocia­
tion effect caused by a constant electric field is indepen­
dent of ionic concentration for a small degree of ioniza­
tion. It is also independent of the nature of the ions as 
long as symmetric electrolytes are considered.

From the concentration dependence of the relaxation 
time(s) details of the mechanism of the ionic association- 
dissociation process(es) are obtained. For example, a sim­
ple ionic equilibrium, when ionic dissociation is very 
small, will show a square-root dependence of the relaxa­
tion time upon the total electrolyte concentration.

Experimental Verification and Discussion
The predictions of the theoretical considerations and 

the validity of the assumptions made were investigated 
with an experimental set-up which closely follows the 
schematic circuit given in Figure 1A . 1 2  A square-wave, 
modulated high-frequency voltage is obtained from the 
secondary of a center-taped ferrite-core step-up trans­
former ( 1 : 1 0 ) driven from a modulated power oscillator. 
To tune the secondary winding with the capacitive load of 
the sample cell the ferrite core has an adjustable air gap. 
The sample cell consists of a symmetric arrangement of 
two electrodes (Pi and P2) against a common third elec­
trode P3. This central electrode is in thermal contact with 
the thermostated and grounded cell body, while electric 
insulation is obtained by interposing a mylar sheet be­
tween the electrode and the cell body. The electrodes Pi 
and P 2  are connected to the high-voltage transformer out­
put terminals. Between the center tap terminal of the 
high-voltage secondary and the central electrode P3 a se-

F igu re  3 . In f lu e n c e  o f th e  fr e q u e n c y  (u)H f ) a n d  a m p litu d e  o f th e  
a lte rn a t in g  f ie ld s  o n  th e  d is p e rs io n  o f th e  f ie ld  d is s o c ia t io n  e f fe c t  
fo r  a  s o lu tio n  o f te t ra b u ty la m m o n iu m  p ic r a te  (9  X  1 0 ~ 6 M )  in 
d ip h e n y l e th e r  a t  5 0 ° :  e x p e r im e n ta l  c o n d it io n s  ( O )  e f fe c t iv e '  
f ie ld  s tre n g th  E 0 =  3 .8  k V  c m - 1  a n d  o>H F /2 7 r  =  1 0 0  k H z ;  ( A )  
e f fe c t iv e  f ie ld  s tre n g th  E 0 =  3 .8  k V  c m - 1  a n d  w H ¥ / 2 i r  =  3 5  
k H z ;  ( +  ) e f fe c t iv e  f ie ld  s tre n g th  £ 0 =  1 .9  k V  c m - 1  a n d  u!H F /  
27t =  1 0 0  k H z .  F o r  a ll c o n d it io n s  th e  r e c ip r o c a l  re la x a t io n  t im e  
t ~ 1 is 2 3 9 0  s e c " 1.

ries capacitor C is connected as well as the secondary of 
an isolation transformer ( 1 : 1 ) which is driven from a low- 
power, low-frequency sinusoidal oscillator. The square- 
wave signal modulating the high-frequency voltage is 
locked in frequency and phase to this oscillator, this en­
sures a good synchronism between high voltage and low 
voltage (carrier). In the range of the modulation frequen­
cies used the series capacitor has a low impedance com ­
pared with the impedance of the two halves of the sample 
cell, which are connected in parallel for the signal path of 
the low-voltage source.

The de intermodulation signal which appears over the 
capacitor C is measured with a high-input impedance 
voltmeter after filtering out the carrier and other ac inter­
modulation signals. The dc voltage on C is a direct mea­
sure of the conductance change upon application of the 
high field. The kinetic information is obtained from the 
dependence of this dc voltage upon the modulation fre­
quency. The measured dc values are plotted relative to 
the dc values measured at low modulation frequencies 
yielding normalized dispersion curves as shown in Figures 
2 and 3.

Analysis of Temperature Effects
Every stationary relaxation technique which makes use 

of electric fields should first be analyzed for possible tem­
perature effects which may invalidate the interpretation 
of the measurement. This applies to our method since, in 
principle, we use a conductance method for the measure­
ment of the adjustments of the ionic equilibria to the 
electric field perturbations. Our results show convincingly 
that the measured effects cannot be ascribed to heating 
effects provoked by the high electric fields. If the conduc­
tance increased as a result of the warming of the solution 
after the field is applied, the measured signal would in­
crease with increasing electrolyte concentration at con­
stant field strength. An increase in electrolyte concentra­
tion would result in a decrease of cell resistance and hence 
a stronger Joule dissipation at a given field strength. The 
increase of the relative conductance change with a tem­
perature increase can easily be derived from eq 7. With a

The Journal of Physical Chemistry, Vol. 78, No. 72, 1974



Ionic Equilibria in Low Polarity Solvents 1215

—► 0  as is the case, we have

A a / a  =  A  In i f  =  Acr/cr (7')

Now A In i f  is given by Van’t Hoff’s relation and we ob­
tain for the variation of A a / a  on a slight temperature in­
crease

A a / a = ( A H / R T 2) A T  (20)

The results presented in Figure 4 show that an increase in 
electrolyte concentration and the concomitant increase of 
conductance actually give rise to a smaller signal at a 
given field strength. As will be shown quantitatively, the 
effects measured are in good agreement with the values 
given by Onsager’s treatment of the field dissociation ef­
fect. We therefore argue that the influence of heating ef­
fects may be completely neglected in the systems studied. 
From the cell resistance and from the amplitude of the 
applied fields an estimate of the temperature increase can 
be obtained. It shows that in the systems studied this in­
crease is indeed negligible, even without thermostating 
(usually about 1 0 " 2  deg and smaller).

Other arguments against heating effects having a major 
influence on the results are found in the values of the re­
laxation times measured. These relaxations are far too 
fast to be explained by heating-cooling cycles that occur 
as the electric fields are switched on and off. Moreover 
Figure 3 shows that the relaxation effects are independent 
of the amplitude of the alternating fields used. The slight 
effect on the amplitude of the field dissociation effect 
which is observed upon a change in electrode area may 
entirely be ascribed to changing stray effects of the elec­
trode edges. No effect is observed on the relaxation times 
while the dynamics of heating-cooling cycles should be 
pronouncedly influenced by a change in cell geometry.

From all the arguments presented we may infer that the 
measured field dissociation effects are undisturbed by 
possible temperature changes, caused by the application 
of high electric fields on weakly conducting electrolyte so­
lutions.

Measurements of the Field Dissociation Effect
The conductance change measured at low modulation 

frequencies is the field dissociation effect and can in prin­
ciple be calculated from the theory given by Onsager. 
This theory is based on derivations where only dc fields 
are considered while our technique make use of ac fields 
with a rather high frequency. We therefore must define an 
“ effective field strength E 0” which is equivalent to the dc 
field used in the theoretical equations. Onsager showed 
that the field dissociation effect is proportional to the ab­
solute value of the field strength; we therefore use the lin­
ear average over the absolute value of the alternating field 
as the effective field strength E 0

E o =  Y  f  I E m sinoji | d t =  ( 2 1 )

where E M is the amplitude of the high-intensity high-fre­
quency field and the peak-to-peak value which is eas­
iest to measure with sufficient accuracy. The field 
strength E pp is obtained from dividing the peak-to-peak 
value of the high voltage by the electrode distance.

Measurements of the field dissociation effect were car­
ried out on solutions of tetrabutylammonium picrate in 
diphenyl ether at 50°. The choice of this system and of the 
particular conditions was dictated by the need for a refer­
ence system with known field dissociation effects. This

Figure 4. Field dissociation effect as a function of the effective 
field strength Eg (as given by eq 21) for solutions of te trabutyl­
ammonium plcrate (TBAP) in diphenyl ether at 50° and mea­
sured at low modulation frequencies. The relative conductance 
Increase ( A a / a )  was calculated from  the maximal voltage sig­
nal on C as expressed by eq 18: experim ental conditions (O) 
3.9 X 1 0 " 5 M  TBAP, w h f / 2 tt =  40 kHz and <n/2ir =  100 Hz; 
(A )  1.5 X 1 0 " 3 M  TBAP, u.’h f /27t =  40 kHz and ic/ 2 t  =  200 
Hz; (O ) 3.9 X 1 0 " 5 M  TBAP, u HF/ 2 ir  =  100 kHz and or/2 rr = 
100 Hz. Due to the capacitive loading of the power oscilla tor by 
the cell it was not possible to realize higher fie ld strengths at 
the frequency of 100 kHz.

system was thoroughly investigated by Mead and Fuoss1 3  

who carefully measured the dependence of conductance on 
field strength. In accordance with their results, we note a 
dependence on electrolyte concentration for the second 
Wien effect which was not predicted by the Onsager theo­
ry. This may be explained by the formation of ionic aggre­
gates, e .g ., triple ions, at higher electrolyte concentration. 
Only at low electrolyte concentrations, where the phe­
nomena can be described completely by a simple ionic 
dissociation, are the assumptions of Onsager’s theory ful­
filled. Furthermore, the complete neglect of the screening 
effects of the ionic atmosphere results in a discontinuity 
at low field strength, which cannot be a physical reality. 
The change of conductance with field strength can there­
fore be described by Onsagers theory only at relatively 
high field strengths and for very dilute electrolyte solu­
tions. As can be seen in Figure 4, we find a linear depen­
dence of the conductance on field strength above ~ 3  kV 
cm-  f  The relative increase of conductance for the lowest 
electrolyte concentration is given by 1.1 x  10" 2  cm kV 1  

at high fields, e .g ., a conductance increase of 1.1% per kV 
cm " 1  change in the electric field strength. The same 
quantity calculated from the linear approximation of eq 3 
is equal to 1.32 x  10" 1  cm kV" 1  for the given conditions. 
The agreement between these two figures clearly shows 
the applicability of the method for measurements of the 
field dissociation effect and, more generally, for the mea­
surement of nonlinear resistances. The slight discrepancy 
between experimental and theoretical value of the con­
ductance increase can be explained from the uncertainty 
in the electrode distance and from stray effects at the 
edges of the electrodes. The new cell designs currently
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studied permit variations and refined measurements of 
the electrode distance in order to determine the influence 
of stray effects.

Another and very important reason for a possible dis­
crepancy between the theoretical predictions of Onsager’s 
theory and the measured conductance change may be an 
influence of the frequency of the alternating field. Al­
though the absolute value of an alternating field is on the 
average constant, the dissociation field effect may actual­
ly vanish if the frequency of the applied alternating field 
becomes too high. We assume that the upper limit of this 
frequency will be approached when the period is of the 
order of the time needed for two ions to diffuse out of each 
others electrostatic influence. From the results presented 
in Figure 4 we clearly see that at a frequency of 100 kHz 
for the alternating field the field dissociation effect is 
measurably attenuated. We therefore conclude that the 
second Wien effect undergoes a dispersion when the fre­
quency of the alternating field is increased. It is also 
noted from the data that the relaxation of the field disso­
ciation effect in the given conditions takes place at rather 
low frequency. Although this relaxation as well as the dy­
namic process behind it are not very well understood we 
have an experimental approach toward the very complex 
and as yet unsolved problem of the time dependence of 
the field dissociation effect. It is almost certain that a 
thorough investigation of this “ high-frequency”  relaxation 
will yield new insights into the physicochemical behavior 
of electrolyte solutions. Some preliminary experiments al­
ready carried out (although limited by the possibilities of 
our experimental set-up) indicate a strong influence of 
viscosity which denotes possibly a relation with diffusion 
processes.

Our results indicate that the parameter g, introduced in 
eq 1 1  as a measure for the deviations of the theoretical 
equations given by Onsager, is a function of the ionic con­
centration Cj at low fields and of the frequency ojH f  of the 
alternating fields which modulate the conductance

g =  giCi,u) h f )  ( 2 2 )

The deviations of g  from unity at a given electrolyte con­
centration contain information on the nature of charged 
species in solution and of their activity coefficients. The 
dispersion of g  with the high frequency in the field pulses is 
related to the dynamics of physical interactions between 
ion in solution.

Kinetic Measurements
As stated in the theoretical derivations a frequency in­

crease of the square-wave modulation signal (synchronous 
with the sinusoidal measuring voltage) will lower the 
modulation efficiency in the time domain where the ionic 
equilibria undergo relaxation. In Figure 2 measurements 
on some low-polar electrolyte solutions under different 
conditions are presented . 1 4  The agreement between the 
theoretical dispersion curves and the experimental mea­
surements is excellent. A clear influence of the electrolyte 
concentration on the relaxation time is shown by the ex­
perimental dispersion curves 2 and 3.

We may legitimately ask whether the frequency of the 
high-frequency alternating field also has an influence on 
the value of the relaxation time, as it had upon the mag­
nitude of the field dissociation effect. Measurements 
made on a very dilute solution of tetrabutylammonium 
picrate in diphenyl ether are presented in Figure 3. The 
important variation in the frequency and in the amplitude

of the high-frequency alternating field yields pronounced 
differences in the experimental data with respect to the 
magnitude of the relative conductance increase. There is 
however no influence at all on the dynamic characteristics 
of the dispersion of the (normalized) relative conductance 
change with modulation frequency as presented in Figure
3. The frequency and amplitude of the alternating field 
have therefore no influence on the evaluation of the relax­
ation time, which is the kinetically important quantity. 
Therefore even with an alternating electric field of rela­
tively low frequency and amplitude we are able to mea­
sure chemical relaxation phenomena in low polar media. 
These conditions substantially lighten the experimental 
requirements of alternating fields of high amplitude and 
high frequency. At least it becomes possible to use the 
technique as a method for the kinetic study of ionic disso­
ciation in the reaction media considered.

Conductivity Measurements15
The dc signal on the measuring capacitor (see Figure 1 

and eq 18) does not appear, or disappear, instantaneously 
when the high field is switched on or off, but it is charac­
terized by a time constant determined by the cell resis­
tance and by the capacitance of the measuring capacitor. 
The measurement of this time constant, which is general­
ly of the order of seconds, will give the cell resistance and 
hence the conductance of the solution. Surprisingly we 
had no difficulties at all with polarization effects which 
are the main cause of erratic results in conductance mea­
surements in low conducting media. This may be due to 
some “ cleaning” effects of the electrode surfaces by the 
high-frequency alternating field. We were able to repro­
duce, in a short time and with good agreement, the con­
ductivity results of Mead and Fuoss on the tetrabutylam­
monium picrate solutions in diphenyl ether at 50°. From 
such conductivity measurements we can determine disso­
ciation equilibria constants which will be very helpful 
supplementary data for explaining the measured kinetic 
phenomena.

Conclusion
The measurement of the field dissociation or second 

Wien effect and its dynamics, caused by chemical relaxa­
tion phenomena, can be carried out by perturbing the 
ionic association equilibria with alternating fields. The 
technique described allows for an accurate determination 
of the field dissociation effect in media of low dielectric 
permittivity. However the results are to be considered 
with caution because the frequency of the alternating 
fields has a large influence. The dispersion of the field 
dissociation effect with the frequency of the alternating 
electric field is demonstrated for the first time. Further 
experiments will permit a thorough study of the physical 
aspects of the time dependence of the field dissociation 
effects.

Kinetic measurements of the association-dissociation 
equilibria of ions can be carried out easily and accurately 
with the proposed method, which may be called a “ field- 
modulation-relaxation”  method. Preliminary experiments 
clearly indicated that the experimental requirements are 
much less stringent for kinetic investigations than for the 
accurate measurement of the field dissociation effect.

A supplementary advantage of the technique is the pos­
sibility of a simple measurement of the conductance of 
low conducting media without interference of polarization 
effects.
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The enthalpies of dilution of the homologous salts RNH 3 Br, where R varies from H to n-octyl, and am­
monium acetate were measured in water at 25° for initial concentrations between 0.01 and 1 m  with a 
flow microcalorimeter. The densities and volumetric specific heats were also determined for the same 
systems with a flow densimeter and a flow microcalorimeter between 15 and 55°; with n-octvlamine hy­
drobromide, data were also obtained at 5°. Expansibilities were calculated from the temperature depen­
dence of the apparent molal volumes. The infinite dilution apparent molal volumes <pv°, expansibilities 
4>e°, and heat capacities cf>c ° of RNH3Br and the change in volume and heat capacity during micelliza- 
tion of n-HepNH3Br and rc-OctNH3Br are all consistent with an increasing hydrophobic character of the 
homologous salts with increasing chain length. However, the concentration dependence of the two higher 
homologs are out of line with the others and these anomalies are accentuated when their temperature de­
pendence are examined. Also <f>c°  passes through a maximum when plotted against temperature and this 
maximum is shifted toward lower temperatures as the chain length increases. These results suggest that 
the structural hydration effects in aqueous solutions may be more complicated than previously believed.

Introduction
Previous studies in this laboratory on the apparent 

molal volumes , 1  conductivities and viscosities2  in H 2 O, 
and enthalpies of transfer3  from H 2 O to D 2 O of n-alk- 
ylamine hydrobromides have shown that this homologous 
series is an excellent model system for the study of hydro- 
phobic interactions in the premicellar region and of hy­
drophobic bonding. An extension of this study to relative 
apparent molal enthalpies <ph and apparent molal heat ca­
pacities <pc at different temperatures, we felt, would be

useful in characterizing the energetics of these interac­
tions. Since accurate densities are required to calculate 
$ c , 4  the densities of this series1  were also extended to 
other temperatures (5 to 55°) and apparent molal expansi­
bilities 0 e were derived from the data. Ammonium bro­
mide and acetate (NH 4 Ac) were also studied for compari­
son.
Experimental Section

The RNH3Br salts, where R varies from methyl (Me) to 
n-octyl (Oct), were prepared by titrating the correspond-

The Journal of Physical Chemistry. Vol. 78. No. 12. 1974



1218 P.-A. Leduc, J.-L. Fortier, and J. E. Desnoyers

ing amine, dissolved in anhydrous ethanol, with a nearly 
saturated alcoholic solution of HBr gas. The addition of 
the HBr solution at room temperature was followed with a 
combination glass electrode up to the equivalence point. 
The salt was precipitated by concentrating the solution 
through evaporation of the ethanol; the crystals were 
washed thoroughly with anhydrous ethyl ether, filtered, 
and recrystallized twice with the usual solvents . 1  They 
were finally dried under vacuum at room temperature for 
48 hr.

The gases, HBr, methylamine, and ethylamine (Mathe- 
son Gas Co.), were used without further purification. The 
remaining liquid normal amines up to n-octylamine (Fish­
er) were redistilled before use and the collected fractions 
were shown to be pure from vpc. To minimize possible ox­
idation, the distillation of the two higher homologs were 
performed under reduced pressure. Reagent grade NH 4Br 
(ACS Fisher) was recrvstallized once from- anhydrous eth­
anol and dried under vacuum for 48 hr at 100°. A freeze­
drying technique was used to deal with the hygroscopy of 
NH4Ac (ACS Fisher), as previously described . 5

All solutions were prepared by weight with water redis­
tilled from an alkaline permanganate solution and kept in 
equilibrium with atmospheric CO 2 . The molalities m  were 
converted to molarities c whenever necessary using the 
measured densities of the solutions.

D e n s i t y  M e a s u r e m e n ts . Density data at different tem­
peratures were obtained with a digital densimeter (Anton 
Paar, Model DMA02C). Problems were encountered with 
the thermal equilibration of the cell which, in the worse 
cases, led to an uncertainty of ± 1  x  1 0 “ 5  g cm - 3  in the 
determination of (d  — d o ), the difference between the 
density of the solution and that of water. For rc-OctNH3Br 
solutions at 5 and 45°, a flow densimeter6  was used, which 
is capable of reproducing differences in density to ±3  X 
10” 6  g cm” 3. The densities at 25° were taken from the lit­
erature . 1

The apparent molal volumes were calculated from 

M  1000W -  do)
0v — j  7 (4)

do cdo

where M  is the salt molecular weight. The solvent densi­
ties d 0 at various temperatures were taken from the litera­
ture . 7  Apparent molal expansibilities <fre were derived 
from the temperature dependence o f  (fry

0 k =  (#v/<3T) p ( 2 )

E n th a lp ie s  o f  D ilu t io n  M e a s u r e m e n ts . The integral 
enthalpies of dilution A H iD of most salts were measured 
at 25° with a flow microcalorimeter , 8  which is an im­
proved version of the one previously described . 9  The dilu­
tion ratio was kept close to 1. The overall precision on 
AHin (J m o l"1) is ±0.5%  up to the limit of sensitivity. ±1 
X  10" 6. Since with some of the earlier measurements the 
mixing of n-HepNH3Br and n-OctNH3Br was shown to be 
incomplete at the higher concentrations (m  > 0.7), A H m  
were checked or complemented with measurements with a 
static microcalorimeter1 0  with a similar precision. The 
mixing cell of the flow microcalorimeter has now been 
modified to improve the mixing process.

The treatment of the data is given elsewhere . 1 1  Essen­
tially 0 L is expressed as a power series in m

<t> 1 . =  A L(d (,m )U2 +  B \ m  +  C Lm 32 +  D Lm 2 +  ... (3)

where the parameter A  L is the known Debye-Hiickel lim­
iting slope and has the value 1975 J l . 1 ' 2  mol" 3 / 2  for 1 : 1

electrolytes in water at 25°.12 The experimental enthalpy 
of dilution is given by

A H m =  Q /n =  0 L(mf) -  0 L(m,) (4)

where <¿>1 , (rrzr ) and 0 L (rrzi ) refer to the final and initial so­
lutions (mf < mj), Q is the measured heat, and n the 
number of moles of solute. Combining eq 3 and 4 gives a 
parametric equation for A H to  in terms of m  from which 
Bl, Cl , . . .  can be obtained through a weighted least- 
squares analysis.

H e a t  C a p a c i ty  M e a s u r e m e n ts . The volumetric specific 
heats a (J K " 1  c m "3) were determined with a differential 
flow microcalorimeter4  capable of measuring differences 
in a to ±7  X  10" 5  J K " 1  cm" 3  during a temperature rise 
of 1.6 K and a liquid flow rate of 0.7 cm 3  m in "1. The 
same temperature rise and flow rate were maintained at 
all temperatures. From the measured ratio (a — oo)/<?o, 
where a 0  is the volumetric specific heat of the solvent (<ro 
= C o°d 0), the apparent molal heat capacity can be derived

, , , 1000(<7 -  fffl)
0c -  0v°o + " (5)

The weight specific heats cp (J K " 1  g" 1) can also be de­
rived from a (a = cDd) and used to calculate <t>c

1 , lOCXXcp Cp ) t r0 r =  M c p H-------------------------(6 )
m

The ratio A a / o o  is obtained to ±0.3%  up to the limit of 
sensitivity . 1 3  For pure water, <r0  was calculated from cp° 
at different temperatures . 1 4

T e m p e r a tu r e  C o n tro l . The temperature of all instru­
ments was kept constant by means of a closed-loop ther­
mostat . 1 5  Their stability, ±0.0005° at 25°, decreased to 
±0.005° at 5°. The absolute value of each experimental 
temperature was measured with a calibrated thermistor 
probe (Yellow Spring) and believed to be accurate to 
±0.03°.

Results
The experimental (d  -  d o ), A H W , and A a / a 0 in the re­

gion 0.01 < m , <  1 are given in the Appendix (see para­
graph at end of text regarding supplementary material). 
All data obtained with flow instruments are the average of 
at least triplicate measurements. At low concentrations in 
the premicellar region, (fry and <j>c are given by

0V = 0v° +  Avcin + By'c (7)
and

0C =  0c +  A cc 1/Z +  B c 'c  (8 )
where (by 0  and 0 C° are the standard apparent molal values 
(infinite dilution) equal to the standard partial molal 
values V o and Cp°; Av and A c  are the Debye-Hückel lim­
iting slopes and B y ’ and B c/ are adjustable parameters 
which measure the deviations from the limiting law. (The 
parameters B y  and B c  refer to the corresponding equa­
tions (fry = (fry0  +  A y i d o m ) 1' 2 +  B y m  and (frc  =  <frc° +  
A c ( d o m ) 1 2  +  B c m , where d 0 is the density of the sol­
vent). The calculated A v and Ac are giver, in Table I for 
1 : 1  electrolytes.

Recent literature values for do7  and the dielectric con­
stant1 7  of water were used in the expression for the limit­
ing slope of the Debye-Hückel law . 1 2  The present calcu­
lated A- are comparable with those suggested by Lewis 
and Randall1 8  and by Harned and Owen . 1 2  The small dif­
ference between the different calculations can be traced to
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TABLE I: Parameters A y  and A c  o f  Eq 7 and 8 for 
1:1 Electrolytes in Water at Various Temperatures

A y , a c m 3 A r ,  J R - '
T ,  CC 1.1,2 m o l '3' 2 1.1/2 m o l  ~ 3' 2

5 1 .5 2 9 2 2 .5 2
15 1 .6 9 7 2 5 .8 5
25 1 .8 6 8 2 8 .9 9
35 2 .0 4 6 3 2 .2 2
45 2 .2 3 4 3 5 .7 4
55 2 .4 3 5 3 9 .5 8

a Reference 16.

the uncertainty of the second derivative of the dielectric 
constant of water with respect to the temperature.

Plots of 4>c ~  A cc 1 / 2  us. c  for the homologous series at 
25° are shown in Figure 1. A similar plot for n-OctNHsBr 
will be shown later. A similar plot for 0v has been given 
previously . 1  In the region where 0c ~  A c ,c 1/2 and 0V -  
Av c 1 / 2  were linear in c, the parameters 0c °, -Be', 0v°, and 
By' were determined at different temperatures from a 
weighted least-squares analysis1 9  and are given in Tables 
II and III. At temperatures other than 25°, the number of 
data points in the linear region are sometimes small (as 
few as three in some cases), and the derived Be' and B y' 
should not be considered too reliable, as indicated by the 
number of significant figures given in Tables II and HI. 
The smooth variation of these parameters with tempera­
ture suggests that they are of the right order of magni­
tude. The sudden decrease in 0 C observed with the two 
higher homologs occurs in the region where micelles begin 
to form.

Individual 0 C values are usually measurable to ±0.5 J 
K~ 1  mol- 1  above 0 . 1  M . 1 3  At 25°, 0C° should be reliable 
to about 1 J K 1  m op  1  or better since eq 8  is obeyed over 
a reasonable range of concentration. At 5 and 55°, the un­
certainty may increase to about 5 J K 1  m op \ mostly as 
a result of increased difficulty in controlling the tempera­
ture. As seen from Figure 2, 0C° at 25° increases linearly 
with the number of carbon atoms in the chain. A similar 
behavior1  was observed for 0 v °.

The only values of 0 c °  in the literature that can be 
compared with the present results are those of 
MeNHaCl2 0  2 1  and EtNFpCl . 2 0  Correcting for the differ­
ence between CP and Br~ , 1 3  the corresponding 
MeNHaBr would be 15 and -1 1  J K _ 1  m o p 1  as com­
pared with the present value of 7.7 J KP 1  m o P 1, while 
the corresponding EtNHaBr, with a value of 58 J K r 1  

m o l 1  is quite far from 101.6 presently found. The large 
scatter in the data taken from the literature results most­
ly from the experimental technique used for the determi­
nation of 0 c °, i .e ., specific heat measurements on concen­
trated solutions. On the other hand, the average incre­
mental group contribution o f each -C Fp can be found, 
from Figure 2 and Table II, to be 8 8  ±  3 J K 1  m op 1  at 
25°. This is in good agreement with the corresponding 
values obtained from homologous carboxylic acids , 2 2  84 ±  
2, amines , 2 2  90 ±  2, TV-substituted amines . 2 2  8 6  ±  2, and 
alcohols. 95 ±  4,2 3  96 ±  4,2 4  100.2 5

The 0v° appear in general to be precise to ±0.05 cm 3  

moP 1  or better at all temperatures; the values of 0 V° and 
B y' at 25° in Table III were recalculated from previously 
published 0 V1  using a weighted least-squares analysis. 
The 0v and 0c of NH4Ac and the 0c of NH 4Br at 25° have 
been reported elsewhere . 1 - 5

The variation of 0C° and 0v° with temperature is given 
in Figures 3 and 4. The standard apparent molal expansi-

Figure 1. A p p a r e n t  m o la l h e a t  c a p a c i t ie s  o f n -a lk y la m ln e  h y d ro ­
b ro m id e s  in w a te r  a t  2 5 ° .

N U M B E R  O F  C A R B O N  A T O M S

Figure 2. A p p a r e n t  m o la l h e a t  c a p a c i ty  a t  in f in ite  d ilu tio n  of n -  
a lk y la m in e  h y d ro b ro m id e s  in w a te r  a t  2 5 ° .

bilities 0 E°, derived from the slopes in Figure 4, are, in­
side the experimental uncertainty, independent of tem­
perature. They are given in Table IV along with the other 
derived parameters B E ' (=  dB\ '/ S T )p, (50CO/5T )P, and 
(dBc'/dTlp- These 0 E° (=  E ° )  are all positive and become 
more so the longer the chain. The 0c° ( = £p°) are also 
relatively independent of temperature, the lower members 
showing a slight increase with temperature and the higher 
homologs passing through a maximum. This maximum 
which is outside the experimental uncertainty occurs at 
lower temperatures with the longer-chain salts and is also 
observed with salts such as n-nonyltrimethylammonium 
bromide2 6  and tetraalkylammonium bromide . 2 7
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TABLE II: A pparent M olal Heat C apacities o f  tt-Alkylam ine H ydrobrom ides in  W ater at Various Tem peratures"

Electrolytes 5° 15° 25° 35° 45° 55°

N H jAc 6 8 8 (2 1 ) ' 1 0 5 .4 (  — 1 2 .7 ) 1 2 0 (12 ) 133 ( - 4 0 )

N H (Br‘ - 7 2 ( 1 . D - 6 0 . 8 ( 5 . 2 ) - 5 2 ( 3 . 9 ) — 4 6 ( — 5 . 8 ) — 41 ( — 22)
M eNH3Br - 7 . 2 ( 0 . 7 ) 7 .7  ( — 3 .7 ) 1 3 .2 (  — 6 .1 ) 1 8 .9  ( —16) 1 7 .1  ( — 9 .  g)
EtN H 3Br 9 9 .5  ( — 20) 1 0 1 .6 (  — 1 4 .3 ) 1 0 9 .9 (  — 20) 1 1 0 .7 (  — 20) 1 0 8 .3 (  — 19)
7i-PrNH3Br 1 8 4 .6  ( — 23) 1 9 1 .6 ( — 2 0 .7 ) 1 9 4 .1 (  — 28) 1 9 5 .3 (  — 33) 1 9 2 .5 (  — 30)
/z-BuNH3Br 2 7 3 .7 (  — 2 3 .4 )
n-PenNH3Br 3 5 9 .4 (  — 3 1 .2 )
n-HexNH3Br 4 4 7 .7 (  — 3 3 .6 )
7i-HepNH3Br 533  ( - 2 5 ) 5 3 4 .8 ( — 3 5 .7 ) 5 3 6 ( — 71) 5 3 1 ( —97) 5 2 K - 1 1 6 )
rc-OctNH3Br 6 0 8 (4 0 ) 6 2 2 ( — 11) 6 2 4 .3 ( — 16) 6 1 4 ( —45) 6 1 6 ( — 130) 5 9 K - 1 1 0 )

a Parameters 0co ( —Cp°) and S c ' of eq 8. Units o f 0 c on J K  1 mol ~l . h Values a t 25° are taken from ref 5. c Values o f S c ' are given in parentheses.

TABLE III: Apparent Molal Volumes of rc-Alkylamine Hydrobromides in Water at Various Temperatures'1
Electrolytes 5° 15° 25° 35° 45° 55°

NHtAc 1 5 8 .0 5 ( 1 .4 1 ' 5 8 .5 5 ( 0 .1 5 ) 5 8 .6 8 (1 .7 ) 5 8 .8 9 ( 0 .2 ) 5 9 .0 8 ( — 1 .3 )
NHiBr 4 2 . 1 3 ( —0 .5 ) 4 2 . 5 2 ( — 0 .4 8 ) d 4 2 . 8 4 ( —0 .0 7 ) 4 3 . 2 1 ( —0 .9 ) 4 3 . 1 3 ( —0 .8 )
MeNHsBr 5 9 ,9 8 (  —0 .3 ) 6 0 .8 0 ( —0 .5 1 ) d 6 1 . 1 2 ( —'0 .5 ) 6 1 .4 0 ( —0 .6 ) 6 1 . 5 9 ( — 0 .6 )
EtN H 3Br 7 7 .6 3 ( —0 .9 ) 7 7 .6 1 (  — 0 .7 8 ) d 7 8 .6 5 (  — 1 .0 ) 7 8 .8 0 ( —0 .9 ) 7 9 .1 8  ( — 1 .1 )
ra-PrNH3Br 9 3 . 5 6 (  — 1 .6 ) 9 4 . 1 1 ( — 1 .1 5 ) d 9 4 . 7 8 ( — 1 .6 ) 9 5 . 3 9 ( — 1 .8 ) 9 5 . 7 3 ( — 1 .7 )
ra-BuNHaBr 1 1 0 .1 5 ( — 1 .4 8 ) d

re-PenNH3 1 2 6 .1 3 ( — 1 . 8 5 )<i
n-IIexNHjBr 1 4 2 .0 5  ( - 2 . 1 6 ) ' '
rc-HepNH3Br 1 5 6 .5 2 ( — 3 .9 ) 1 5 7 .8 3 ( — 2 . l g ) d 1 5 9 .7 7 ( — 3 .0 ) 1 6 1 .4 4 ( — 2 .9 ) 1 6 2 .6 5  ( — 1 .9 )
n-OctNH.iBr 1 6 9 .4 0  ( — 2 .2 ) 1 7 1 . 6 4 ( - 2 . 1 ) 1 7 3 . 7 9 ( - 2 . 3 g ) ‘i 1 7 5 .1 8 ( —0 .5 ) 1 7 7 .6 7 (  — 1 .8 ) 1 7 8 .8 4 (1 .7 )

a Parameters 0v° (=  V°) and B y '  o f eq 7. Units o f 0 v  are cm3 m o l- l . Values a t 25° are taken from ref 5. c Values o f B y '  are given in parentheses. d Values 
obtained from a weighted least-squares fitting  o f original data.1

Figure 3. Tem perature dependence of the apparent molal heat 
capacities at infin ite dilution of n-alkylam ine hydrobromides and 
ammonium acetate in water.

The thermodynamic excess parameters B y ' and B r ', 
which reflect solute-solute interactions other than the 
long-range Debye-Huckel type (limiting law), are given as 
a function of temperature in Figure 5 for NFUBr, rc-Pr, n- 
Hep, and n-OctNHgBr. For rc-PrNHsBr and the lower

T CCI

Figure 4. Tem perature dependence of the apparent molal vo l­
umes at infinite dilution of n-alkylam ine hydro trom ides and am ­
monium acetate in water.

members of the series, B y ' and B y '  vary very little with 
temperature. On the other hand, B c ' of the two micellar 
salts (n-Hep and n-0ctN H 3 Br) show a marked decrease 
with temperature. The parameters B y '  of these long-chain 
salts also vary with temperature but in a nonlinear fash­
ion, suggesting that the excess expansibilities By/ are not 
constant.

The integral enthalpies of dilution are given in the Ap­
pendix. The parameters of eq 3, describing the concentra-
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F igure  5. Effect of tem perature on the deviation from  the 
D ebye-H uckel lim iting law of the apparent molal volume ( B y ' )  
and heat capacity (Bc '( for some n-a lkylam ine hydrobromides 
in water.

TABLE IV: Expansibilities and Variation with 
Temperature of the Heat Capacities of 
n  -Alkylamine Hydrobromides and Ammonium 
Acetate in Water at 25°

0 e°, cm3 (ö0 co/ar)p.
Electrolyte K  -  I m o l_I B e ' J K ' 2 mol 1 ( i > B c 7 ö T ) p

NH.Ac 0 .0 2 4 1 .0 5
N H 4Br 0 . 0 3 6 - 0 . 0 1 0 1 .0 0 - 0 . 5 7
MeNHr.Br 0 . 0 2 6 - 0 . 0 0 7 0 . 3 0 - 0 . 3 3
EtNH3Br 0 . 0 3 8 - 0 . 0 0 5 0 . 5 2 - 0 . 0 4 7
n-Pi0 JH3Br 0 . 0 5 6 - 0 . 0 8 0 . 4 7 - 0 . 2 6
ra-HepNH,Br 0 . 1 5 9 0 . 0 5 0 . 1 5 - 2 . 4
7i-OctNH3Br 0 . 1 9 0 0 . 1 ~ 0 - 6 . 8

tion dependence of <pi,, are given in Table V with the stan­
dard error on each parameter. The deviations (see Appen­
dix) between the experimental A H id and those calculated 
from eq 3 and 4 are within experimental error. With n- 
OctNHsBr, AH id for initial concentrations above 0.3 m  
could not be fitted with a polynomial equation. The 
values of were calculated from A H \ 0  and 0 L(mr);
below 0.3 m , <t>L(m{ ) was calculated from eq 3 and above 
0.3 m  interpolated from a large graph of 4>\, vs. m . The 
derived values of $L(mj) are given in Table VI.

The variation of <fii. -  Ai.(dom ) 1  2  with m  is shown in 
Figure 6  for NH 4 Ac, NH 4 Br, and the homologous series 
RNH 3 Br. In all cases, there is an initial negative devia­
tion from the Debye-Huckel limiting law (DHLL). With 
the lower members, <Z>l remains negative, but with the 
longer-chain salts 4>i, eventually becomes positive at high­
er concentration.

Discussion
Most of the recent work on aqueous solutions seems to 

indicate that structural interactions (changes in the hy­
drogen bond distribution caused bv the presence of the 
solute) are present in all solutions and affect both the so­
lute-solvent and solute-solute interactions. However, 
their importance varies from property to property. With

F igure  6. Relative apparent molal enthalpies of n-alkylam lne hy­
drobromides and ammonium acetate in water at 25°.

enthalpies of hydration, the structural interactions are ev­
ident only when transfer functions from H 2 O to D 2 O 3  2 8  2 9  

or from H 2 O to urea-water mixtures3 0  3 1  are examined. 
On the other hand, properties related to the second deriv­
ative of the chemical potential with respect to tempera­
ture or pressure, such as <j>c  and <Pe , are much more sensi­
tive to structural effects . 1 3  A careful examination of 0 V°, 
<pc°, and <pe° (solute-solvent interactions) and $L, B - ' .  
B y ’ , and B e ' (solute-solute interactions) as well as the 
heat, volume, expansibility, and heat capacity of micelli- 
zation (hydrophobic bonding) should throw some light on 
the importance of structural effects with these systems.

S o lu t e -S o lv e n t  In te r a c tio n s . The standard apparent 
molal quantities of aqueous organic ions can be divided 
into four main contributions3 2 , 3 3

0 Y° =  Y(IN) +  Y(COUL) +  Y(STR) +  Y(HB) (9)

where Y(IN) is the intrinsic property, i .e ., the molar prop­
erty of the (liquid) solute before interactions take place, 
Y(COUL) is the coulombic contribution arising from 
charge-dipole, charge-quadrupole and other similar inter­
actions, Y(STR) is the overall structural part which in­
cludes any cavity contribution, and Y(HB) is the contri­
bution arising from hydrogen bonding of the solute with 
the solvent.

The intrinsic heat capacity £„(IN ) is not known for 
these solutes. For a monatomic ion, it is probably close to 
that of an ideal gas 5R /2 , 1 3 - 2 0 , 3 4  but with polyatomic so­
lutes it also includes all contributions from the internal 
degrees of freedom. Two indirect methods can be used to 
estimate these £ n(IN). First, CP(IN) ^  cpM , where cP is 
the average specific heat of similar organic liquids, i.e ., 
approximately 1.8 J K -  1  g_1, and M  is the salt molecular 
weight. These estimated £ „ (IN) are shown in Figure 2. 
On the other hand, C„ (IN) may be assumed to be equal to 
the molar heat capacity of the corresponding pure crystal­
line salt. These heat capacities are known for the sclid
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TABLE V: R elative A pparent M olal Enthalpies o f  RN H 3Br and R elated Solutes in  W ater at 25°“

E le c t r o ly t e s B l C L D l, E l F  L R a n g e 0

NH ,Ac —  962(71) b 1,634(219) -903(172) 0.06 <  m, 
< 0 . 6

N H 5Br -3481(39) 3,209(145) -1 ,891(191) 484(84) 0.015 <  m i 
< 1 . 0

M eNH3Br -4239(362) 5,212(1284) -3,903(1631) 1,284(700) 0.015 <  m, 
<  1 . 0

EtNHaBr -4500(75) 7,316(297) -6 ,503(409) 2,332(181) 0.038 <  m\ 
<  1 . 0

n-PrNH3Br -4799(70) 7,657(261) -6,131(347) 2,027(155) 0.015 <  m y 
<  1 . 0

n-BuNHsBr -3682(26) 4,364(69) -1 ,613(50) 0 . 1  <  mi
< 0 .7 2

n-PenNH3Br -4377(148) 7,217(798) -2,335(1711) -2,761(1655) 1,926(597) 0 . 0 2  <  m, 
< 1 . 0

rc-HexNH3Br -9072(243) 42,283(1636) -88,438(4324) 91,736(5082) -35,776(2206) 0 . 0 2  <  m. 
< 0 .7

rc-HepNH3Br -3194(315) 23,722(2186) -61,031(5880) 82,954(6976) -38,732(3040) 0 . 0 2  <  m\ 
< 0 .7

/r-OctNH3Br -2598(1153) 11,214(12424) 58,211(52726) -202,296(99659) 199,500(69542) 0 . 0 1  <  m\
< 0 .2 8

<* P a ra m e te rs  o f  e q  3 . U n its  o f  0 l  in  J  m o l “ 1. b V a lu e s  in  p a re n th e s e s  a re  t h e  s ta n d a r d  e r ro r . c R a n g e  o f  v a l id it y  o f  th e  c o r r e s p o n d in g  p a ra m e te rs .

TABLE VI: a L o f  n-O ctN H 3Br in  W ater at 25° for 
C oncentrations above 0.3 m

m\ 4> l , J  m o l  1

0.35023 3122“
0.42961 3803“
0.59955 4090“
0.7615 4230'’
1.0016 43046

°  0 L (m {)  c a lc u la t e d  w ith  e q  4 . b 0 L (m f)  e s t im a te d  g ra p h ica lly .

M eNH 3 Cl3 5  and n-PenNH 3 Cl . 3 6  From the difference in 
heat capacities of solid M e 4 NBr and M e 4 NCl , 3 7  the corre­
sponding heat capacity of the alkylammonium bromides 
can be estimated (MeNH 3 Br, 90.8 and n-PenNH 3 Br,
216.4 J K _ 1  mol-1 )- Assuming C„(IN) to be linear with 
chain length or with the number of carbon atoms in the 
chain, all the other C,,(IN) can be predicted. These .atter 
values, shown in Figure 2. probably underestimate CP(IN) 
since liquids usually have larger heat capacities than the 
corresponding solids. Still, these two methods of est mat- 
ing Cp(IN) probably set limits to the real values and show 
that <f>c °  — Cp(IN) changes signs between n-PrNH3Br or 
rc-BuNH3 Br; it is negative for the lower homologs and 
positive for the higher ones.

It has been suggested1 3  that Cp(COUL) does not con­
tribute much to 4>c° compared to CP(STR) with alkali ha­
lides. This should therefore be more so with the present 
salts. Also, by analogy with urea and substituted ureas3 8  

Cp(HB) should not contribute much to the 4>c° of RNH3+ . 
Consequently, we would expect 4>c° ~  CP(IN) to be most­
ly a measure of CP(STR). With the smaller homologs, the 
structure-breaking effect near -N H 3+ and Br“ are the 
leading interactions while, with the higher homologs, the 
hydrophobic interactions of the alkyl chain take over.

The origin of CP(STR) can be visualized as follows. 
With ordinary liquids the heat capacity results from the 
molecular translations, rotations, and vibrations and the 
intermolecular interactions. The high heat capacity c f liq­
uid water compared with other liquids results from the 
partly crystalline nature of water. In addition to the in­
trinsic heat capacity of the different species (monomers, 
dimers, . . . ,  clusters) in the liquid, there is a further con­
tribution arising from the shift in equilibrium between the

species. If the clusters are considered ice like, then, for a 
unit increase in temperature, there will be an absorption 
of some heat of fusion due to the melting of the clusters, 
and the heat capacity of the bulk water becomes much 
larger. 1 8 - 3 9  By definition, there are less clusters to melt in 
the structure-broken region around the ions and the molar 
heat capacity of the water therein should be significantly 
smaller. Therefore 4>c° ~  CP(EN) should be negative for 
structure breakers.

The extra heat capacity, 4>c° ~  CP(IN), observed with 
most nonpolar groups or molecules in water, is usually at­
tributed to an overall increase in the structure of water . 4 0  

By analogy with the structure-breaking effect, the hydro- 
phobic cosphere is probably not a rigid frozen-in network 
in the sense that it must be more structured than bulk 
water at 25c and at the same time more sensitive to tem­
perature changes. The total absorption of some heat of fu­
sion of clusters during a unit change in temperature must 
be larger than in the absence of solutes. D 2 O is more 
structured than H20  at ordinary temperatures in the 
same sense and 4>v° of hydrophobic solutes are more posi­
tive in D 2 0 . 4 1  Similarly, it was concluded that urea-water 
mixtures are less structured than pure water since 4>c° of 
tetrabutylammonium bromide is less positive3 2  and that 
of alkali halides less negative4 2  in the solvent mixture 
than in pure water.

Some evidence that the large 4>c° of organic solutes is 
related to hydrophobic hydration comes from the changes 
in 4>c  during micelle formation. The interior of a micelle 
being lvophilic, most of the hydrophobic hydration must 
have been eliminated. For example, 4>c° o f n-OctNH3Br 
drops from 620 in the premicellar region to 350 J K 1  

mol“ 1  after micellization. This latter value can be com­
pared with the two estimates of CP(IN), 311 and 378 J 
K “ 1  mol“ 1. This indicates that whatever hydrophobic hy­
dration is left in the system is now largely compensated 
by the structure-breaking effect of the -N H 3+ group and 
Br".

Further evidence that the interpretation of 4>c° ~  CP(IN) 
is self-consistent comes from the B „  viscosity coeffi­
cient and from the enthalpies of transfer from H20  to D20  
of this homologous series. It has been shown4 3  that the de­
viation from Einstein’s theory, B „ -  0.0025V0, can be used 
as a criterion for the overall structural influence of a so­
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lute. This function 4 4  and A //tr° (H 2 O -*• D 2 O ) 3  change 
sign at about n-BuNH3Br in agreement with <t><-° -  C,,(IN). 
Similarly, nmr4 5  and esr4 6  studies on this systems 
are consistent with hydrophobic bonding during micelliza- 
tion.

It must be borne in mind however that thermodynamic 
properties do not give any direct information on the na­
ture of the molecular structure, and it is only through 
models and theories that some insight may be obtained. 
In that respect, it should be mentioned that the theories 
of Eley4 4  and of the scaled-particle4 7  predict remarkably 
well the heat capacity of nonelectrolytes in water. This 
could mean that the large 0 c 0  of hydrophobic solutes is 
related to cavity formation and not to an increase in 
structure, or else it could mean that hydrophobic hydra­
tion is primarily an interfacial phenomena; at an air- 
water or cavity-water interface, the water molecules show 
a preferential orientation, and the above calculations indi­
rectly include the structural effects. Therefore, even if the 
existence of hydrophobic hydration seems well estab­
lished, its exact nature is still an open question.

The expansibility should also be useful in characterizing 
structural hydration effects. As with 0 C°, E(COUL) and 
E(HB) can probably be taken as zero. With monatomic 
solutes, £(IN ) is also zero since VflN) does not change 
with temperature. However, with polyatomic solutes, we 
would expect some small intrinsic expansibility. On the 
other hand both the structure-breaking effect and hydro- 
phobic hydration seem to cause a positive contribution to 
0 e0 . 1 3  As with heat capacities, one of the main contribu­
tions to the expansibility of pure water is the liberation of 
the volume of fusion of “ ice”  (negative) during an increase 
in temperature. This effect being reduced in the struc­
ture-broken region, £ (ST R ) is positive. We would expect 
the opposite to be true with structure makers. However, 
with alkali and tetraalkylammonium halides the expansi­
bilities3 9 4 9  and compressibilities3 9 - 5 0  do not change signs 
when going from structure breakers to structure makers. 
This is probably related to the fact that 0V° -  V(IN) is 
negative for hydrophobic solutes even though structure is 
promoted; the increase in ice likeness (A V > 0) is more 
then compensated by the loss in free space between the 
solute surface and hydrophobic shell (AV < 0 ) . 1  In other 
words, the molar expansibility of the water molecules in 
the hydrophobic cosphere must be larger than that of the 
molecules in the bulk, and this difference in molar ex­
pansibility of the molecules must exceed the decrease in 
volume for the fusion of ice in the cosphere during a unit 
change in temperature. The observed large and positive 

0 e° of n-HepNH3Br and rc-OctNH3Br are therefore nor­
mal when compared with other hydrophobic systems.

S o l u t e -S o lu t e  In te r a c t io n s . Information on solute-solute 
interactions can be obtained from the concentration de­
pendence of the thermodynamic functions. Since the 
Debye-Hiickel limiting law, and probably the distance of 
closest approach, are the same for all the homologous 
salts, the extra ion-ion interactions in the premicellar re­
gion are given by the parameters By', B e ' ,  and BE'. With 
0 l , it is impossible to represent the deviation from the 
DHLL with a single adjustable parameter. With all so­
lutes, there is an initial decrease in 0 L — AL(d 0 m )1/2, and 
with the hydrophobic solutes there is an eventual in­
crease. The initial negative contribution seems to be pres­
ent with all solutes (hydrophobic or hydrophilic ) 1 3 - 3 0  and 
is probably not structural in origin; it seems to disappear 
when transfer functions from H 2 O to D 2 O 3 5 1  or from H 2 O

NUMBER OF CARBON ATOMS
Figure 7. Excess enthalpies at 0.1 m for n-a lkylam ine hyd'o- 
bromides and ammonium acetate in water at 25°.

to urea-water mixtures3 0  are considered. One suggestion 
that has been put forward5 2  is that it is related to the re­
pulsive forces (core potential or distance of closest ap­
proach). Levine and W ood , 5 3  on the other hand, prefer to 
attribute the negative deviation from the Debye-Hiickel 
law to pairwise interactions. It is difficult however to see 
how these shorter-range electrostatic interactions will lead 
to a negative contribution to 0 l while the long-range cou- 
lombic forces (Debye-Hiickel limiting law) lead to a posi­
tive contribution.

Despite the complexity of 0 L, relative trends can be still 
studied by comparing 0 l -  A ^ id o m ) 1 2  at a fixed concen­
tration (0.1 m ). Such a plot is shown in Figure 7.

The concentration dependence of the thermodynamic 
properties hydrophobic solutes can be interpreted through 
the overlap of cospheres . 5 4  The hydrophobic hydration per 
ion is decreased if the solutes share part of their cos­
pheres. Therefore, the excess functions should be of oppo­
site sign to those at infinite dilution. This implies that, as 
the chain length of the RNH3Br salts increases, B y ' , 1  B -', 
and Be ' should become more negative and the excess en­
thalpy more positive. This is generally observed at 25° 
(see Tables II and III and Figure 7). However, with the 
higher members of the series, B y ' and B e ' seem to be­
come relatively constant (Be ' of n-OctNH3Br is even 
much less negative than the others). Despite the larger 
uncertainty, Be ' of n-HepNH3Br and n-OctNH3Br is posi­
tive. On the other hand, the excess enthalpies in Figure 7 
increase only slowly with chain length up to n-HexNH 3 Br. 
then rapidly with the higher homologs. The regularity in 
the standard apparent molal quantities with chain length 
is therefore not observed with the excess functions. This 
could mean that the solute-solute interactions of 'he 
higher homologs are different than the others, that new 
interactions occur (e .g .. dimerization), or that the model 
used for the interpretation of hydrophobic-hydrophobic 
interactions is wrong. It will be necessary to examine the
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temperature dependence of these functions before drawing 
any further conclusion.

T e m p e r a tu r e  E f fe c ts . If structural interactions are the 
main contribution to 0 c °  — CP(IN) and 0 e ° ,  then we 
would expect a decrease of these effects as the tempera­
ture increases. The temperature dependence of 0c 0  is 
shown in Figure 3. With the structure-breaking solutes, 
NH 4 Br, NH 4 AC, and the three lower members of the ho­
mologous series, 0 c 0  does in fact increase with tempera­
ture, but with the higher homologs it goes through a max­
imum rather than decrease as expected. A similar behav­
ior is also observed with tetraalkylammonium halides2 7  

and with nonyltrimethylammonium bromide . 2 6  It could 
be that the decrease in CP(STR) is compensated to some 
extent by an increase in CP(IN), but it is difficult to ex­
plain why CP(STR) should not have a large temperature 
dependence.

A clue to the interpretation of (30C°/3T )P might come 
from the high temperature behavior of simple electrolytes 
in water. The 0c° of most alkali halides go through a 
maximum in the region 60 to 8 O0 . 2 0 ’ 5 5 ' 5 6  The behavior of 
the hydrophobic salts are therefore similar to those of hy­
drophilic salts except that the maximum in 0 c 0  occurs at 
lower temperatures. However, to our knowledge, no satis­
factory explanation has yet been given to account for the 
(30c °/37T)p of aqueous alkali halides at high tempera­
tures.

Another possible approach to the interpretation of the 
temperature dependence of CP(STR) could be through an 
analogy with transfer functions. The main contribution to 
Cp(STR) is the passage of water molecules from the bulk 
to the solute cospheres . 1 3 ' 4 2  On the other hand, for the 
transfer from H 2 O to D 2 O 1 3  or from H 2 O to urea-water 
mixtures , 4 2  the heat capacity of transfer is reflecting pri­
marily the difference between the heat capacities of the 
pure solvents or mixed solvents. Transposing this to 
( 3 0 c ° / 3 T ) p , it could be that this function is reflecting pri­
marily the variation of the heat capacity of pure water 
with temperature. If the high heat capacity of water was 
correctly attributed to the shift in water equilibrium dur­
ing a rise in temperature, then the heat capacity of liquid 
water should be higher at 0 than at 100°. Experimentally 
the heat capacity of water goes through a minimum and is 
approximately the same at 0 and 100°. Therefore, until we 
reach a better understanding of the temperature depen­
dence of the heat capacity of pure water, it might be diffi­
cult to interpret ( 3 0 c ° / 3 T )p .57

The volumes 0v° vary linearly with temperature, as 
seen from Figure 4. This implies that, within experimen­
tal uncertainty, 0 E° is independent of temperature. 
Therefore, as with CP(STR), E(STR) hardly changes with 
temperature. Here again, no simple explanation can be 
offered.

The temperature dependence of B\T and B e '  is shown in 
Figure 5. At high temperatures, the parameter B e  ' follows 
the order expected from the structural interaction 
model . 5 4  However, at low temperatures, the opposite 
order is observed. At 5°, B c ' of n-OctNH3Br even becomes 
positive. Similar trends occur with tetraalkylammonium 
bromides . 2 7  Positive B e '  parameters are also observed 
with hydrophobic solutes having hydrogen bonding groups 
such as -O H 3 3  and COO - . 5 - 3 3  The effect observed there­
fore seems general even though there is no obvious expla­
nation for this behavior. A plausible explanation is that 
there are extra weak interactions between the solutes that 
are masked by stronger interactions with most functions.

Figure 8. Concentration dependence of 0 v , 0c. and 0 l  less the 
DHLL slopes of n-octylam ine hydrobromide in water at 25°.

However, if these interactions, although small, are very 
temperature dependent, they may become very important 
with functions related to the third temperature derivative 
of the chemical potential.

H y d r o p h o b ic  B o n d in g . Micelle formation is often used 
as a model system for hydrophobic bonding . 5 8  The alkyl 
chains will come together in order to minimize the overall 
hydrophobic hydration. The volumes, heat capacities, and 
enthalpies of n-OctNHaBr are compared up to 1 M  in Fig­
ure 8 . Micelles begin to form at about 0.2 M ; 1  this corre­
sponds to the minimum in 0V — Avc 1 / 2  as well as to the 
region where 0L — A \,c1!2 increases more sharply and 
where 0c — A:C 1 / 2  drops very rapidly. Therefore, the heat 
of micellization is positive (endothermic), the heat capac­
ity of micellization negative, and the volume of micelliza­
tion positive . 1

It is not easy to evaluate these thermodynamic func­
tions of micellization since the micellization region is not 
sharp. Micelles are being formed or grow in size, over a 
wide concentration range (0.2-1 M ) .  The order of magni­
tude of these functions can be approximated from the 
functions at 1 M  minus those at 0 . 2  M  and give A Vm = 
+5.2 cm 3  mol- 1 , 1  and ACm = -278  J K - 1  mol-1 . On the 
same basis A H m would be about 1000 J mol“ 1, but its 
value is more doubtful in view of the large concentration 
dependence of 0 L in the premicellar region. The signs of 
these functions are all consistent with the decrease in hy­
drophobic hydration during association; there are fewer 
hydrogen bonds being formed (A H  >  0, AS > 0), the free 
space around the solute reappears (A V  >  0), and the posi­
tive contribution of CP(STR) to 0C° of hydrophobic mono­
mers is lost. It should be noted also that ACm is large 
compared with A H m . This means that A H m is very tem­
perature dependent and is in fact positive only at low 
temperature; it would probably become negative above 
30°.
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An experimental procedure for evaluation of the orientation of solvent molecules at the H g-H 2 0  inter­
face is described, based on the study of adsorption of pyrazine and pyridine. The adsorption and orienta­
tion behavior is investigated in relation to the solution properties of these two molecules, characterized 
by partial molal volume and compressibility measurements in H 2 O and D 2 O. The free energies of ad­
sorption are substantially coverage dependent, even in the case of pyrazine, which, overall, is a nonpolar 
molecule. This behavior is discussed in terms of intermolecular H bonding with water in the interphase. 
The orientation effects are indicated by evaluation of surface dipole potential changes caused by dis­
placement of oriented solvent by the organic adsorbate. The orientation effects are examined in relation 
to the surface pressure behavior at the Hg electrode-water interface. In the case of pyridine and pyraz­
ine, the charge dependence of water orientation at the Hg electrode can be quantitatively evaluated 
while, with pyridine, the extent of orientation of the organic molecule itself can be calculated in terms of 
its own surface dipole potential contribution.

Introduction
Electrochemical adsorption of organic molecules in­

volves (a) interaction with the metal electrode surface; (b) 
displacement of previously adsorbed solvent molecules 
oriented to an extent dependent on the electrode surface 
charge </M or corresponding local field; (c) interaction with 
remaining solvent molecules; and (d) interaction between 
the adsorbate molecules, including their modified solvent 
cospheres, at finite coverage 6.

A little examined feature in previous work on adsorp­
tion involving solvent displacement is the quantitative 
evaluation of the extent of solvent orientation R  in rela­
tion to and f) of the adsorbate. In the present paper, a 
method is proposed for derivation of R  from the experi­
mental adsorption behavior of a neutral, overall nonpolar 
molecule, pyrazine.

Factors c and d are related to analogous interactions in 
the bulk phase but, hitherto, in electrochemical adsorp­
tion studies of neutral molecules, little attention has been 
given to specificity of adsorption behavior in relation to 
solution properties of the adsorbate. In the case of organic 
molecules in water, this factor must be taken into account 
in interpreting adsorption behavior since H bonding and 
solvent-structure factors 1  are important both in the bulk 
phase and the interphase. Accordingly, in the present 
paper, the solution properties of pyrazine and pyridine 
have also been studied in relation to the adsorption be­
havior of these molecules.

Interactions in the interphase may be characterized at a 
given metal surface charge, qM , either (a) by fitting the 
adsorption data (surface excess. F, or 9 ) to an isotherm in 
which an interaction term of a previously assumed form is 
included (e .g ., see ref 2 ) or (b) evaluation of the apparent 
standard free energy of adsorption , 3  4  A G 0ads', in an iso­
therm of the form

e  _  C 0 / AG°ads'\ 
x(er~‘ )(l -  e r  C w e x p  ̂ R T  J

( 1 )

where Cn and Cw are the concentrations of organic sub­
stances and water in the bulk phase and x  is the ratio of 
effective areas of adsorbate and solvent. Equation 1 is the 
proper form (cf. ref 5) of the Flory-Huggins isotherm for 
substitutional adsorption at an electrode in contact with a 
solvent. In eq 1, AG°arts' is usually a function of 6 or C0, 
and its 6 dependence, which can be evaluated from the 
experimental data , 3  corresponds to any nonideal free ener­
gy associated with nonideality of the two-dimensional in­
terphase. Evaluation of A G 0ads' as f (8 )  is in some ways 
more satisfactory than fitting r  or 9 data to a precon­
ceived isotherm, as the latter procedure usually implies 
an assumed and simple form for the molecular interaction 
forces in the interphase and in many previous papers, ne­
glect of the size factor x. In the presence of coadsorbed 
water, such interaction effects are usually complex, in­
volving solvent-structure1 ' 6  cosphere overlap, H bonding, 
as well as previously considered intermolecular dipole- 
dipole interactions , 4  so that evaluation of A G 0ads' as f (6 )  
is a preferable initial procedure in reducing experimental 
adsorption results.

Experimental Section
1. M e th o d s . In the present work, the adsorption of 1,4- 

pyrazine and pyridine was studied at the Hg-water inter­
face by both capillary electrometry and droptime mea­
surements using recently described improvements7  of ex­
perimental technique. Special attention was given to eval­
uation of changes of surface pressure and surface poten­
tial. Complementary measurements of the solution prop­
erties of these two molecules were made by apparent 
molal volume, ( 0 V ) ,  and adiabatic compressibility, W>k ,s ) ,  

measurements in H20  and D 2 0 . 8  These measurements, 
and the comparison of the infinite-dilution values 0 V° and 
4>k s ° (equal to the partial molal values V’ 0  and K °  in H20  
and D 2 0 8’9), have previously been shown9 ’ 1 0  to give diag­
nostic information on the types of interaction which neu­
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tral and ionized organic molecules undergo with the water 
solvent, e .g . , in relation to local changes of the relaxation 
properties1 1  of solvent molecules near the organic solute, 
i .e ., so-called “ structure-breaking”  and “ structure-making” 
effects.

Previously considered aspects of the adsorption of pyr- 
azine and pyridine, e .g ., the dependence of free energy of 
adsorption on charge q M and solvent orientation are de­
scribed in ref 1 2 .

2. C h o ic e  o f  C o m p o u n d s . Pyridine and pyrazine were 
chosen as adsorbates owing to their simple rigid structures 
(no field dependence of conformations13) and because of 
previous interest in the orientation of the former mole­
cule, which has its dipole located in the ring structure. 
Pyrazine is almost exactly the same size as pyridine and is 
also rigid but has no o v e r a ll  dipole moment. It should not, 
therefore, be oriented in the electrode field as is pyri­
dine , 4 - 1 4  especially at more negative q M and high 0 . 4  The 
rigid, overall nonpolar character of the pyrazine molecule 
makes it ideal as a probe for evaluation of changes of 
water orientation in the interface by examining the Esin 
and Markov effect, the dependence of A G ° ' on i/\, (re­
ported elsewhere12-15) and the dependence of A G 0 7  on0.

Most other adsorbates studied at the H g-H 20  interface 
are more flexible and can exhibit a field-dependent con­
formation (c f . ref 2 and 19), so that distinction between 
solvent and functional group orientation is difficult to 
make and interaction effects are correspondingly more dif­
ficult to interpret.

3. A d s o r p t io n  M e a s u r e m e n ts . Electrocapillary measure­
ments were made at 20 and 25 ±  0.1° by means of the re­
cently developed procedure described in detail else­
where . 6 - 7  Aqueous NaClCU (0.03 M )  was used as the sup­
porting electrolyte with a 0.03 M  aqueous NaCl-calomel 
reference electrode. Concentrations of the organic adsor­
bates were as follows: p y r id in e  0.003, 0.006, 0.008, 0.012, 
0.020, 0.035, 0.05, 0.09, 0.13, 0.18, 0.25, 0.35, and 0.50 M ;  
p y r a z in e  0.001, 0.002, 0.003, 0.005, 0.009, 0.016, 0.025, 
0.040, 0.065, 0.110, 0.170, 0.240, (1340, and 0.460 M . Ad­
sorption results were identical in solutions of 0.03 M  
NaClC> 4  +  0.01 M  NaOH employed to eliminate signifi­
cant ionization of the N bases.

Although previous comparisons of surface tension and 
adsorption behavior at Hg by electrocapillary and drop­
time or sessile drop dimension 1 6  measurements have indi­
cated that electrocapillary determinations are essentially 
reliable under most conditions in aqueous medium, the 
possibility that potential-dependent variations of contact 
angle may introduce systematic errors has been recog­
nized . 1 6 ^ 1 8  Accordingly, in the present work on pyrazine, 
measurements of surface tension y  were made indepen­
dently by both the capillary electrometer and droptime 
methods (the latter in collaboration with Professor F. 
Kimmerle, University of Sherbrooke). While small differ­
ences in y  (0 .2 - 0 .3 dyn cm ' U do arise between the two 
methods, they do so throughout the curve of y  vs. log c  so 
that the derived surface excess values, P, are in'very good 
agreement and show no systematic charge-dependent de­
viations.

The droptime procedure employed has recently been 
described in detail elsewhere1 9  and droptimes reproduci­
ble to better than 0.3 msec in 3 sec are readily obtained. 
Surface tension values were derived from the droptimes 
after making the necessary, previously discussed correc­
tions . 1 9 - 2 0

Shifts of the Hg electrode potential A E  with increasing

surface excess T 1 3 - 2 1  (c f. ref 2 2 ) were derived2 3 - 2 4  for vari­
ous (?m , including Qm  = 0 , and were measured in order to 
evaluate adsorbate and solvent orientation.

Saturation values of F, for expressing some of the re­
sults in terms of fractional coverage 0 , were estimated 
from Courtauld space-filling models.

4. A p p a r e n t  M o la l  V o lu m es . Density measurements 
down to 0 . 0 1  m  were made with a differential buoyancy 
balance using 100-ml floats as described previously . 2 5  Ap­
parent molal volume data were calculated by the standard 
procedure and extrapolated linearly with respect to molal 
concentration m  to obtain V °. Densities were accurate to 
±0.00000325 and temperature constant to ±0.001°.

5. A d ia b a t ic  C o m p r e s s ib i li t ie s . Apparent molal adiabat­
ic compressibilities, </>k,s> were derived by means of the 
“ sing-around”  technique described previously2 6 - 2 7  using 
the apparatus shown in those papers; temperature was 
controlled to ±0.0005°.26-27 <pk ,s was measured3  down to 
0 . 0 1  m  and extrapolated linearly to infinite dilution to ob­
tain 4>k ,s° values accurate to ± 0 . 2  x  1 0 " 4  ml mol” 1  

bar” h
In both the volume and compressibility work, measure­

ments were made in H 2 O and 99.8% D20  in order to 
obtain the solvent-isotope effects9  AVd2o-h2o° and 
AKs,d2o-h2o° in Vc and K s°, respectively.

Results and Discussion
1. N a t u r e  o f  th e  A d s o r p t io n  B e h a v io r  o f  P y r a z in e . Ex­

cept at low T (<0.8 X  10” 1 0  mol cm " 2)  where T values 
are hard to obtain with sufficient accuracy, Figure 1 
shows that the A E  vs. F plots for pyrazine are essentially 
linear. Since, thermodynamically, (d E / d g )Q is equivalent 
to (d E / d T )QM (d T / 6 p ) q M  and because plots of E QM vs. log c 
were also found to be linear, it follows that the adsorption 
isotherm for pyrazine should be logarithmic (over the 
range of F and g  covered in the experiments). This is well 
supported by the data of Figure 2 for several q M values 
obtained by b o th  electrocapillary a n d  droptime measure­
ments. The AE-F behavior is probably a result of the 
symmetrical rigid and nondipolar nature of the pyrazine 
molecule that makes it an especially interesting molecule 
for electrochemical adsorption studies, e .g ., the standard 
free energy of adsorption AG ^ds' varies with charge1 2 - 1 5  

in a very symmetrical way about q m = - 2  g C  cm ” 2  (see 
below).

If the molecule itself is unoriented (as expected since its 
overall dipole moment is zero), the symmetrical variation 
of A G ° ads' with <7 m must originate from a symmetrical in­
crease of solvent orientation2 8 - 2 9  polarization about q m = 
—2 g C  cm-2 . This can be examined by evaluating the sol­
vent orientation as described in the following section.

2. S h ifts  o f  P o t e n t ia l  a t  C o n s ta n t  C h a rg e  d u e  to  A d ­
so rp tio n . With neutral molecule adsorption, an effect 
analogous to the Esin and Markov effect 1 3 - 2 1 - 2 2  can arise
(a) by orientation of the adsorbate dipole in the metal- 
solution double-layer field, and/or by specific chemical 
affinity of one end of molecule for the metal surface (e .g ., 
as with thiourea) and (b) by substitution of already ori­
ented solvent molecules by an unoriented or oriented ad­
sorbate molecule. Effect b will always arise in substitu­
tional adsorption if solvent orientation is /(( 7 m ), as is usu­
ally the case, e .g ., as treated in the solvent orientation 
theory of Watts-Tobin and M ott 2 8  and that of Bockris, 
Devanthan, and Müller2 9  for adsorption. Effect a will be 
significant if the adsorbate has a permanent net dipole 
moment or is otherwise electronically anisotropic (e .g .,
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Figure 1. Plots of potential shifts A E vs. T for pyrazine adsorp­
tion at Hq at various gM as a function of T (0.03 M  aqueous 
N aC I04, 298°K).

Figure 2. Plots of surface excess T for pyrazine adsorption at 
Hg at 25° from 0.03 N aqueous N aC I04 by e lectrocap illa ry and 
droptime measurements for various gM values.

with aromatic hydrocarbons) and thus may be indirectly 
oriented by changing solvent interactions as q m is 
changed. We have previously demonstrated 1 2  the impor­
tance of displacement of oriented solvent molecules by 
showing that an appreciable shift of E M with T (cf. ref 13 
and 2 1 ) arises with adsorption of the nonpolar molecule 
naphthalene from methanolic solution at Hg.

By employing the “ flat” and rigid molecule pyrazine in 
aqueous solution, it is possible to measure quantitatively 
the charge-dependent water dipole orientation by evaluat­
ing the shift A £  as a f ( T )  for various qM, since pyrazine it­
self will not tend to be oriented in the electrode field. It 
seems reasonable to suppose that pyrazine lies on the Hg 
surface with its w orbitals interating with the Hg; this 
supposition is supported by the results shown below.

By means of similar experiments with pyridine, the role 
of both effects a and b may be evaluated and the lateral 
dipole interaction energy2 9  derived as a /(d).

Figure 1 shows the potential shifts AE  (V) for pyrazine 
adsorption in aqueous solution as f ( T )  for various q M 
values. Values of F at given <jM values were evaluated by 
differentiation of Parsons £ function . 2 3  Linear relations 
are observed over the accessible range of T and the slopes 
d (A £)/dT  are strongly dependent on q M . Since the adsor­
bate itself has no dipole moment, the AE shifts must be 
due mainly (see below) to replacement of adsorbed solvent

previously oriented to an extent dependent2 8 - 2 9  on q M . 
The finite slope for <jM = 0 shows3 0  that water is specifi­
cally oriented at the potential of zero charge and only be­
comes randomly oriented at ca. q M =  — 2  /xC cm - 2  (see 
Figure 1 ). This q m also corresponds to the charge for max­
imum adsorption (minimum AG°') evaluated elsewhere , 1 2  

i .e ., for the condition of maximum ease of displacement of 
solvent molecules when they interact minimally with the 
metal surface in the absence of field due to net charge.

The inner layer potential displacement E  will be deter­
mined by two components: the potential displacement 
due to <?m and the dipole potential displacement x ; i. e.

E  =  4 irq Md/ts +  4 ir (N \  -  N 4 ) q H2o (2)
In the above equation for E, N ]  and W . are the popula­
tions of solvent molecules oriented in “ up” (t ) or “ down” 
(1 ) directions2 8 - 2 9  in the electrode field out of a total N T 
of water molecules cm ~2; / ¿ h 2o  is the dipole moment (or 
mean normal component thereof) of H 2 O, d  is the thick­
ness of the inner layer and e the local dielectric constant 
of water in the inner layer at the electrode interface. (Ac­
cording to Levine, e t  a l . ,31 t does not enter the second 
term since the orientation of solvent implicit in N \  -  
N 1  corresponds already to the orientation dielectric po­
larization. In the representation of K iryanov, e t  a l . ,32 
however, ts is retained in both terms, seemingly incorrect­
ly . 3 1  References 33 and 34 give a useful discussion of the 
significance of dielectric constant in considerations of sol­
vent orientation at electrodes but the subject is still con- 
traversial.)

At constant q M , A E  shifts will arise primarily from dis­
placement of oriented solvent dipoles determined by the 
<?m dependent N A\ -  N [  of eq 2. In the representation of 
Kir’yanov, e t  a l . ,32 a component of A E  could arise from 
change of d/es upon adsorption of organic. However, for 
flat orientation of pyrazine, d  would be little changed 
from that for a water layer and es is normally low in the 
inner layer so it seems reasonable to suppose that the 
main change of A E  with adsorption of pyrazine will arise 
from the solvent displacement term. This seems to be 
borne out by the form of the experimental results (Figure
1 ).

Then the change of surface dipole potential. Ax, corre­
sponding to AE for solvent replacement by pyrazine will 
be

AXH2O =  AE =  xT —  47tph2o (3)

If A £  is defined as ( £ 0  -  E )q M, i .e ., the difference of 
potentials on the electrocapillary curve at a given q M in 
the supporting electrolyte (E 0 ), and in the adsorbate solu­
tion (£ ), then the shifts of E in Figure 1 as f ( T ) for vari­
ous q m are seen to be consistent with progressively more 
orientation of O atoms in H 2 O toward the electrode as <jM 
is made more positive and more orientation in the reverse 
direction as qM is made more negative. Replacement of x  
H 2 O molecules associated with a net orientation x ( N A — 
N ; )/ N f  by the nonpolar organic adsorbate pyrazine 
causes a decrease of Ax due to water dipoles or an appar­
ent A £  shift for pyrazine in a direction opposite to that 
corresponding to the Ax of the water molecules before dis­
placement.

The observed effects (Figure 1 ) are symmetrical about 
<7m  = ~ 2  p C  cm ~2, for reasons mentioned above. Similar 
AE shifts are observed at temperatures above and below 
25°, except that the slopes d£/dT  decrease somewhat with
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PYRIDINE

Figure 3. Plots of A £  vs. T for pyridine adsorption at Hg at va ri­
ous qM as a function of T (0.03 M aqueous N aC I04, 293°K). 
Dashed lines show in itial solvent orientation contribution in A £.

increasing temperature as expected on account of thermal 
disorientation of H 2 O.

Figure 3 shows corresponding A E  us. V plots for pyri­
dine. In contrast to Figure 1, the A jE -  r  plots show sharp 
inflections, especially as qM becomes more negative. 
While the slopes of the initial parts of the A E  — T plots of 
Figure 3 change with <7m  in a way similar to the whole 
lines of Figure 1, the slopes of the second lines of Figure 3 
at higher T ’s are all in the same direction, more or less in­
dependent of q M . This strongly suggests an orientation 
transition1 4 1 5  and the sharpness of the effect is reminis­
cent of a phase change.

When orientation of the adsorbate itself occurs, the 
overall Ay will be composed of two main contributions:
(a) due to solvent displacement (as with pyrazine) and (b) 
due to adsorbate dipole orientation. Then, for pyridine
(Py)
A E  =  A xhjO =  AXpy =

x T  AT N 4xmh2o +  4 7 r r p Py (4)
iV T

where /xpy is the normal component of moment of pyridine 
when the latter molecules become oriented and i s, fol­
lowing Levine, e t  a l . ,31 is not included.

The progressive change of slopes of the lines in Figure 3 
for the A E  shift with pyridine is accounted for by the two 
terms of eq 4. As q M becomes more negative, orientation 
of water with H atoms nearest to the Hg surface increases, 
causing a positive change of A E  due to solvent replace­
ment in the interphase while pyridine itself becomes in­
creasingly oriented. If the two effects can be assumed to 
be independent, the difference of slopes of the two regions 
would give the contribution due to pyridine orientation. 
This is shown in Figure 4, as a function of Qm, together 
with the initial solvent orientation effect. It is clear that 
at + 6  ¡jlC cm ~ 2  pyridine orientation, while significant be­
yond r =  1.3 X 10” 1 0  mol cm” 2, is quite small as indicat­
ed by the slope differences in Figures 3 and 4. However, as 
9 m  becomes more negative, pyridine orientation increases 
and the effect is almost linear in q M - Since the changes of 
slopes arise suddenly at critical T values, dependent on 
<7m  (Figure 3), it seems that a certain fraction of pyridine 
molecules in the surface must become more or less c o m ­
p l e t e ly  oriented and this fraction increases with more neg­

1„(cC m'!)

Figure 4. Resolution of slope components in the plots of Figure 
3, based on water and pyridine orientation contributions.

ative qM ; a sudden transition of the type shown by the A E  
vs. T plots could hardly arise if all pyridine molecules at a 
given T were oriented to some mean but smaller extent, 
dependent on q M.

The above interpretation suggests that pyridine orienta­
tion involves a two-state equilibrium in the interphase be­
tween unoriented and oriented, possibly associated (see 
section 2 ) pyridine molecules, with the relative quantities 
of the two species depending on T and qM. This is consis­
tent with previously expressed views1 4 ’ 3 5  that pyridine 
orientation is a cooperative phenomenon, involving a two- 
dimensional phase transition.

The 6 dependence of A G ° '  for pyridine and pyrazine is 
shown in Figures 5 and 6 . A G ° ' is quite dependent on 6 , 
even for pyrazine which is unoriented and has no net di­
pole moment. The observed variation of A G ° '  must there­
fore be attributed largely to hydration cosphere effects6  

connected with the surface concentration dependence of 
the interaction of pyrazine with water and corresponding 
changes of state of the water in the interphase as T in­
creases. 6  These interactions will also be a function of qM 
since that quantity determines the water dipole orienta­
tion.

C o n g r u e n c y  R e la t io n s  fo r  P y r a z in e  A d s o r p t io n . It is of 
interest to examine how changes of q M, for given E  values 
(Figure 7), as a function of F compare with changes of E  
for given q M values also as a function of T . Both are linear 
over the experimental range of T values determined. The 
question of congruency in electrochemical adsorption be­
havior has been the subject of discussion in various pa­
pers3 6 - 3 9  and congruency in b o th  E  and qM has previously 
been found for neutral molecule adsorption at Hg, e .g ., for
2-butyne-l,4-diol by Parsons, e t  a l . ,39 and for acetonitrile 
by Battisti and Trasatti . 3 8  The above observations are not 
thermodynamically inconsistent since the E  vs. qM plots 
do not cross exactly at a common value of <Jm correspond­
ing to maximum adsorption (the q m for maximum adsorp­
tion is seen from a previously published figure1 2  to vary to a 
small but significant extent about the value — 2  

cm” 2). At present , 3 8 ’ 3 9  it seems that the available results 
for neutral molecule adsorption, including pyrazine, do 
not clearly distinguish between congruency in E o r q M -
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Figure 5. Coverage dependence of apparent standard free ener­
gy of adsorption, A G °ads', of pyrazine at Hg in 0.03 M  aqueous 
N aC I04. 293°K.

Figure 6. Coverage dependence of apparent standard free ener­
gy of adsorption, AG °ads', of pyridine at Hg in 0.03 M  aqueous 
N aC I04. 313°K.

The observed congruency probably arises because pyr­
azine, more than most uncharged adsorbates previously 
studied, meets the requirements of rigidity (no conforma­
tion-dependent dipole moment) and lack of a permanent 
dipole moment (no field-induced orientation of the adsor­
bate itself). Thus its adsorption behavior and effects on 
surface dipole potential in the double layer arise primarily 
from displacement of water oriented to an extent depen­
dent on <7 m .

2. P a r tia l  M o la l  V o lu m e  a n d  C o m p r e s s ib i l i ty  B eh a v io r .  
Figures 8  and 9 show the concentration dependence of 0 V 
and 0 k ,s for pyrazine and pyridine. The 0V values for pyr­
idine are those previously published . 9  Table I shows the 
extrapolated infinite dilution values of these properties in 
H 2 O and D 2 O and the corresponding solvent isotope ef-

Figure 7. Changes of gM for given E  values with increasing sur­
face excess T of pyrazine adsorbed at Hg (25°, 0.03 N  aqueous 
H C I04) (com pare Figure 1).

Figure 8. Concentration dependence of 0 y  lo r pyridine and pyr­
azine in H20  and D20  at 298°K.

fects. by  and 6 K,s are the empirical slopes for the concen­
tration dependence of 0 v and 0 k,s •

Previous partial molar volume work on tetraalkylammo- 
nium salts in relation to smaller, more electrostricting 
ions has shown9 1 0  that a positive difference AVd2 o ' h2 o° 
for a solute indicates predominance of a structure-form­
ing, hydrophobic-type interaction with water and corre­
sponds to a lengthening of the nmr relaxation time1 1  

brought about by the presence of the organic ion. On the 
other hand, negative A V d 2o - h 2o  is observed for electro­
stricting and structure-breaking ions, and from these obser­
vations it has been proposed8  9  that any structural effect 
of a solute in H20  is enhanced in the more structured 
D 2 O solvent, so that the isotope effect can be used as a di­
agnostic test1 0  for the predominant type of hydration (as 
it affects volume). With nonelectrolytes, électrostriction is 
absent and volume changes must be due to more subtle 
structural and H-bonding effects.

For interpretation of the measured partial molal vol­
umes shown in Table I, intrinsic molar volumes (Vint) of 
the molecules are first required. The molecular van der 
Waals volumes (V w ), estimated from the data of Bondi , 4 0
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TABLE I: Partial Molal Volumes and Adiabatic Compressibilities of Pyrazine and 
Pyridine in H20 and D20 at 250

V°, ml mol 1

Compio und H 2 O D2O
Pyrazine 70.72

6 v = + 0 .3 2  
Pyridine 77.70

év = - 1 2 ,
0 < to <  0.05; 
èv = 0 . 2  

to > 0 .0 5

71.30
òv = -1 .4 4  
77.90
6 v = - 1 0

0  <  to < 0 .0 5 ; 
èv = 0 . 2  

to > 0 .0 5

F ig u re  9 . C o n c e n tr a t io n  d e p e n d e n c e  o f 4>k ,s  fo r  p y r id in e  a n d  
p y ra z in e  in H 20  a n d  D 20  a t  2 9 8 ° K .

for benzene, pyridine, and pyrazine are 48.4, 45.6, and 
43.4 ml mol-  \ respectively. These values are much small­
er than the effective volumes in the liquid state. The 
measured volumes for these compounds in n-hexane, ben­
zene, and water are compared in Table II.

Actual Vint values probably correspond most closely to 
the volumes in the least polarizable solvent, i .e ., n-hex­
ane, and it is in this solvent that V °  are in a simple rela­
tion to the van der Waals volumes, v iz ., V° = (1.83 ±  
0.02) Vw, and further, the same volume difference of 5.3 
ml mol- 1  is found for the successive loss of each H atom 
across Table II. Stokes and Robinson 4 1  used volume frac­
tion statistics to calculate the contribution of the void 
space to the intrinsic volume associated with randomly 
packed spheres and found the value 1.73 x  VSpheres, a fac­
tor close (5%) to that for Vw in n -hexane.

The volume changes encountered on going from n-hex­
ane to benzene are surprizingly large for pyridine and pyr­
azine, and must presumably arise from dipole ?r-electron 
interactions. The volumes of pyridine and pyrazine in 
benzene are similar to those in the corresponding pure liq­
uids V°(C 6 H 5 N) = 80.5 ml m ol - 1  and V°(C 4 H 4 N2) = 74.5 
ml mol-  1  (the latter being estimated at 25° from the den­
sity at 61° and the molar expansibility). Thus, the cohe­
sive dipole-dipole and dipole-7r-electron forces must be 
similar in both the pure liquids and in the CeH 6  solutions. 
For H20  solutions, a considerable volume change for ben­
zene arises since now water dipole ir interactions are pos­
sible and additionally, since water has an open structure, 
some of the volume decrease can arise from hole-filling, 
diminished by hydrophobic structure enhancement. Al­
though the difficulties concerned with interpretation of 
specific effects must not be underestimated , 9 - 4 2 ' 4 4  the

Isotope effect 
DoO-HoO
+  0.58 

+  0 . 2 0

IO4 X K s°, ml mol-1 bar-1

H2O

6.3
Ôk.s = 4.8
5.3
6 k , s = 7.8 
to > 0 .0 5

DO
3.9
6 k , s = 5.0 
0 . 0

6 k . s =  1 1 . 6  
to > 0 . 0 5

Isotope
effect

D2O-H2O
- 2 . 4

- 5 . 3

TABLE II: Infinite Dilution Molal Volumes 
(ml mol-1) at 25°a

Solute
Solvent Benzene Pyridine Pyrazine

«-Hexane 8 9 . 8 — 5.3 84.5 5.3 79.2

Benzene

0.4

89.4 —  9 .3

4.4  5 .2
\ \

80.1 — 6.5 — 73.6

Water

8.7
I

80.7 3.0

2.4
I

77.7

2.9
I

7.0 70.7
° Values in arrows show differences in volume between indicated systems.

principal structural effects expected in water on going 
from pyridine to pyrazine are (a) a d e c r e a s e  in hydropho­
bic structure making due to the two N atoms tending to 
make A Vst°(pyridine) > A Vst°(pyridine); (b) a doubling 
of the N-water interaction. Then (i) solute dipole-water 
dipole interactions yield A Vst°(pyridine) > AVst0 (pyra- 
zine) while (ii) a p o s i t i v e  change in volume due to H-bond 
formation and structure making at the N atom will give a 
contribution A Vst °(pyridine) < A Vst °(pyrazine).

Experimentally, if V ° (solute in n-CeH14) = Vint° is es­
timated, then Vst° = V° — Vjnt = 6 . 8  ml mol- 1  for pyri­
dine and 8 . 1  ml mol 1  for pyrazine, so that interactions a 
and b,i predominate in causing the volume change. A sig­
nificant and negative part of Vst° will be due to hole fill­
ing in water.

AVd2 o-h2 o° is positive for both compounds and greater 
for pyrazine, indicating9 ’ 4 2  structure formation; however, 
since AVD2 o-h2 o° is greater for pyrazine, it seems that for­
mation of H bonds at the N centers is more effective in 
producing a positive isotope effect than is hydrophobic 
hydration.

The b\' terms indicate the net effect of solute-solute 
cosphere interaction4 5  as measured by volume. Negative 
b\r indicates predominance of an attractive interaction, 
e .g ., with pyridine due to elimination of hydrophobic ny- 
dration. In water, pyridine dimers appear to exist through 
sharing H bonds with an H20  molecule as directly indi­
cated by the vapor pressure, 4 6  nmr relaxation , 4 7  activi­
ty , 4 8  and volume9  behavior. The nmr relaxation studies4 7  

indicate long-lived structures containing pairs of pyridine 
molecules hydrogen bonded through one or more inter­
linking water molecules. Py 2 (H 2 0)6 can be inferred4 6 - 4 7  as 
the stoichiometry of the complex. The <j>\ behavior at high 
dilutions9  may be interpreted in terms of dissociation of 
this dimer and the equilibrium constant K  estimated (c f. 
ref 49) as (3.5 ±  1 ) M - 1  2  or A G ° =  -0 .74  kcal m ol-1 . 
The limiting volume change for dimerization being ca.
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-0 .56  ml mol- 1  demonstrates that loss of hydrophobic 
hydration is the dominant factor in the dimerization vol­
ume change (c f. ref 50). The attractive forces involved in 
dimerization probably imply, for adsorption, a decrease in 
A G °' with coverage (Figure 6 ).

Positive b\ for nonelectrolytes implies, on the other 
hand, net cooperative structure building. We find this for 
pyrazine in water and since pyrazine is bifunctional, 
chain-like hydrogen bonding of water molecules between 
pyrazine N atoms appears to be an important basis for 
cosphere interactions about molecules adsorbed at the Hg 
surface leading to the observed A G ° ' behavior.

Intrinsic compressibilities of solutes in water are proba­
bly small4 2  and K s °  results therefore principally reflect 
changes in local solvent compressibility. The K s °  data for 
pyrazine indicate that it swims in a locally slightly more 
compressible solvent than does pyridine. For both mole­
cules, K s °  is positive and close to the value for pure water 
(+ 8 . 1  ml mol- 1  bar^1); hence, these solutes have little 
net compressibility effect. Since hydrophobic structure 
building yields locally a “ stiffer” water structure1 1 ’ 4 2  

(negative change in K s ° ) ,  this implies that hydrogen-bond 
interaction has a compensating positive effect. The fact 
that i?s °(pyrazine) > As°(pyridine) conforms with this 
observation which is also consistent with interpretations 
of V  and K s  isotope effects8 ’ 9  for the solute HOD which 
indicated that the isotope effect for H bonding to the sol­
vent is positive . 8

The compressibility isotope effects indicate that the hy­
drophobic interaction with pyridine is quite sensitive to 
solvent structural change, while the effect is much more 
positive for pyrazine because of H bonding, as mentioned 
above, but it remains negative due to remaining ring hy­
drophobic effects. Positive 5k ,s is found in each case and 
implies that relatively incompressible cosphere structures 
are being broken, the effect being greater for pyridine 
than pyrazine. Spectroscopic studies5 1  on uv shifts of 7r —*• 
7r* bands give information on H-bonding effects but, un­
fortunately, this approach is not possible for pyridine 
since suitable bands are not present5 2  in the uv spectrum.

3. R e la t io n  to  F r e e  E n e r g ie s  o f  A d s o r p t io n  a n d  S u r fa c e  
P r e s s u r e  B eh a v io r . Orientation effects in adsorption 
should be reflected in (a) the free energies of adsorption 
and (b) in the surface pressure 4>qM behavior. Figure 10 
shows the dependence of 4>qu on T for pyrazine and pyri­
dine at various <7 m values. The <t>QM data for the pyrazine 
are almost independent of q M confirming the relative ab­
sence of adsorbate orientation effects and the congruen­
cy3 6  of corresponding isotherms for pyrazine adsorption at 
various q M- On the other hand, for pyridine, the 4>qm — r  
relations show inflections beyond <?M = 0  corresponding to 
those in the plots of Figure 3. The similarity of the 4)qM 
behavior for pyrazine and pyridine up to q M =  0  suggests 
that the latter molecule is oriented flat at Hg, like pyraz­
ine, at positive q M . This is consistent with the low T re­
gions of Figure 3. However, 4><j m  for pyridine is less than 
that for pyrazine when is negative and T > ca  3 X  

1 0 “  1 0  mol cm-  2

In the case of pyridine, it appears (relative to the be­
havior of pyrazine) that a greater coverage can be accom­
modated, especially at higher negative c/m , without (or 
with less) repulsive interaction under conditions where 
neither type of molecule is oriented (as indicated from the 
low T regions of Figures 1  and 3). This observation is also 
in agreement with the cosphere effects found in the solu­
tion properties (see section 2). Pyridine is a moncfunc-

Figure 10. Surface pressure 4>qwi as a function of T  fo r pyrazine 
adsorption at Hg for various qM values (0.03 M  aqueous 
N aC I04, 283°K ). (ideal) is the ideal surface pressure rela­
tion.

Proposed Orientation and Hydration of Pyridine 8 1 Pyrazine at the 
Mercury /  Solution Interface

PYRIDINE
-fovoured direction- ' of HjO dipola

777777777777  ~>■ 2 pC cm-1 
T< 2 * K)10 mol cm'2

ù è è è
7777777777777 77/ 7/ -— -////J77qM<-2>*C cm*2 

r>2«IO® mol cm's

PYRAZINE

X -Kj*g5plN H. .H trS t

m / / / / 'y ;/ / / / / / / / / 7 7  7 7 7 7 7 7 7 ^ 7 7 7 7 7 7 7 7cj>-2̂ C cm-* a<-2uCcm-z

Figure 11. Schem atic representation of pyrazine and pyridine 
orientation at a Hg surface with H bonding to oriented water 
molecules.

tional H-bonding molecule, so less interference with other 
H-bonded pyridine molecules attached to water will arise 
in comparison with pyrazine. Also, as <Jm becomes more 
negative, the strength of H bonding between oriented 
water molecules and pyridine N centers can become 
stronger due to an inductive effect through the tt orbitals 
(in the “ flat” orientation) from the negative metal surface 
(making N more basic). This would lead to relatively less 
easy orientation as is made larger, except as the ratio 
of pyridine to water becomes greater at higher T, where­
upon (Figure 3) relatively sudden orientation arises, possi­
bly with two molecules carrying a water molecule between 
them at the N centers . 4 7  Also, some relief of hydrophobic 
interaction 1  with the water, indicated by the value of 6 K,s 
for pyridine in relation to that for pyridine and the isotope 
effect in K A°  for these two solutes, would tend to be 
achieved in the side-by-side orientation of the rings shown 
in Figure 11.

The high T sections of the inflected 4‘q m — T relations 
of Figure 12 for pyridine show a diminishing slope, 64>qm / 
dT, as q M becomes more negative. In relation to the slopes 
of the main parts of the <pQM — T lines for q M >  0 , and to
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PYRIDINE (283*K)

Figure 12. Surface pressure vs. T relations for pyridine at 
various gM values at Hg (0 .03  M  aqueous N aC I04, 283°K ). 
</>9m (ideal) is the ideal surface pressure relation.

the slopes of the 0 9M — r  lines for all q M values in the 
case of pyrazine (Figure 10), it is of interest to establish 
first if the lower slopes of the 4>qM — T lines for pyridine 
originate because of attractive interactions or if the higher 
slope lines originate because of repulsive or equivalent in­
teractions (e .g ., hydration cosphere overlap). For ideal be­
havior in the interface, 4>qM =  R T T  or d$ 9 M/dT = R T  =  
2.476 X  101 0  erg mol” 1. Inspection of Figures 10 and 12 
shows that for pyrazine and for the high T sections of the 
pyridine behavior, the slopes d0 9M/dT are some four 
times larger than the value for ideal behavior beyond Y =  
0.8 X  10” 1 0  mol cm ” 2  indicating an appreciable second 
virial coefficient . 3 6  For qM >  0, the lower slope regions for 
pyridine (Figure 12) therefore indicate relatively le ss  re­
pulsive interactions which persist to higher Y values, the 
more negative is q m- This is entirely consistent with the re­
sults of Figure 3 where pyridine orientation sets in only at 
progressively higher T ’s as (/m becomes more negative (see 
Figure 13).

The above effects of <7 m on orientation of pyridine (e .g ., 
in the AE -  Y or the <t>Qm -  T relations) do not arise in 
the case of pyrazine since there is no double-layer field 
effect tending to promote net orientation of this molecule 
and the bifunctional H bonding with water helps to keep 
the molecule in the “ flat”  orientation.

In the case of pyrazine, the repulsive interaction in­
ferred from the rpqm values becomes appreciable, but in­
dependent of (Figure 10), as T  X  101 0  >  ca. 0.8, i.e., 
about one-quarter coverage. Construction of a model of 
the surface shows that pyrazine molecules each with one 
water molecule H bonded to each N atom can just be ac­
commodated without overlap up to ca. one-quarter cover­
age of the surface by pyrazine. Beyond that coverage, in­
terference among the H-bonded water molecules must 
arise, giving the diminished —AG a c | S 0  as <pq m increases 
(Figure 5) and the higher slopes of the <pqM ~  r  relations 
for pyrazine above the ideal value. The independence of 
d0 9M/dT on q M, and the lack of an orientation contribu­
tion due to pyrazine in the AE — Y plots of Figure 1, 
shows that pyrazine itself is not oriented and that the in­
teraction effect is not very sensitive to water orientation 
in the double layer.

Since <t>qM at negative q M values is lower when Y >  1.5 
X  10“ 1 0  mol cm” 2  than it is at more positive q M J it fol­

Surfoce Cone. TilO10 for change of slope 
of AE/r line«

Figure 13. Surface "concen tra tion " T required for orientation of 
pyridine at the Hg electrode as a function of qM-

lows that the course of the <Pqm  plots must correspond to 
two more or less independent contributions to the depen­
dence of <pqM on T. This effect corresponds to the inflec­
tions in the 4>qu  ~  r  plots of Figure 1 2  and the behavior is 
thus similar to that leading to the inflected A E  -  T plots 
of Figure 3, i .e ., the </>9M regions of higher slope in Figure 
1 2  are superimposed on continuing <fiqM -  T lines of lower 
slope, presumably corresponding to unoriented pyridine 
behaving more ideally with respect to surface pressure. 
Were all the pyridine layer to become suddenly oriented 
as T increased (for negative <?M), $ 9m values would suffer 
a stepwise increase at a critical value of T . Possibly, for 
the negative q M values, hydrogen-bonded dimers of pyri­
dine, with bridging water, 4 7  constitute the unoriented 
state with consequent elimination of interference between 
hydration cospheres about the pyridine N atoms previous­
ly in the surface layer adjacent to the Hg.

4. R e la tio n  to  O r ie n ta t io n  a n d  8 D e p e n d e n c e  o f  AG°ads'. 
The orientation of pyridine we have shown (Figure 13) 
seems critically dependent both on Y and <jM. At low T, 
even when q M is appreciably negative (Figures 3 and 12), 
orientation is not indicated. This suggests that the pyri­
dine N atom can be held among a system of H-bonded in­
terphase water molecules, even when the latter are appre­
ciably oriented. The orientation function 1 2 - 2 9  (N f -  
N {  )/ N t  as /(<?m ) has been previously calculated , 1 2  based 
on an interaction parameter2 9  U c / k T  = 2 for pyrazine and 
a larger value for pyridine, evaluated 1 5  from the breadth 
of the AG°ads' _  <?m relations experimentally observed for 
pyrazine and pyridine (positive (?m branch). As Y in­
creases, however, the H bonding between interphase warer 
molecules (Figure 11) must decrease and pyridine mole­
cules become freer to orient in the field determined by 
(7 m - This orientation may be assisted by intermolecular H 
bonding with water as shown in Figure 11. Since the 
slopes of the AE — T relations for pyridine at the high Y 
end are little dependent on Qm (Figure 3), it must be sup­
posed that once orientation sets in, it does so in a cooper­
ative way (as in a phase change35) aided more by H bond­
ing with the solvent than by interaction with the field cue 
to q M . The effect of q M is more on the critical value of T 
at which (see Figure 13) orientation sets in; this is pre­
sumably due to the effect of field on orientation of water 
which tends to diminish the lateral H bonding between 
pyridine molecules.

In the case of pyrazine, the molecules can be involved 
in bifunctional H bonding (Figure 11), which is consistent
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with the difference of solution thermodynamic properties 
of pyrazine and pyridine described earlier. Thus, even 
when 8 =  50-60%, corresponding to the limits of T in Fig­
ure 1  or 1 0 , there is still a tendency for the molecules to 
be held in a network in the interphase, parallel with the 
Hg surface; also, in the pyrazine case, there is no net field 
effect tending to orient them . 5 3
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The molecular orbital orientation of the angular overlap model has been developed to describe the d-d 
electronic spectra, anisotropic molecular magnetic susceptibilities, and esr g  values of orthorhombically 
distorted octahedral copper(II) complexes. By systematically varying the <r and w perturbation energy 
parameters good agreement is reached between the experimental properties and the corresponding calcu­
lated values with particular reference to the potassium copper Tutton’s salt (KaCufh^OlelSO*^).

Introduction

Magnetic properties of transition metal complexes have 
previously been discussed in terms of a crystal field model 
in which the formation of molecular orbitals between the 
central metal ion and ligands is accounted for by the in­
clusion of the anisotropic orbital reduction parameter. 
Much work has been reported on the first transition series 
ions in cubic fields, i .e ., octahedral and tetrahedral, 1  but 
only recently has there been any extensive investigation of 
the effect of low symmetry crystal fields , 2 - 3  and then only 
of tetragonal nature.

With a crystal field model, anisotropic magnetic proper­
ties for tetragonally distorted octahedral copper(II) salts 
have been evaluated when a number of parameters involv­
ing orbital energy levels, orbital reduction factors, tem­
perature, and spin orbit coupling are varied . 2  The d — d 
electronic transitions and anisotropic magnetic suscepti­
bilities and esr g  values were successfully described for 
potassium copper Tutton’s salt (K 2 Cu(H 2 0 )6 (S 0 4 ) 2 ) 
when the experimental data were analyzed assuming a 
tetragonal crystal field. A recent neutron diffraction 
study4  shows that this analysis is invalid as the chromo- 
phore is orthorhombic (D 2n ). If the above model is ex­
tended to the lower symmetry case (D 2h ), there is an in­
crease in the number of parameters which are not readily 
interpretable from a chemist’s point of view. We report a 
description of the d orbital energy levels and associated 
magnetic properties using the angular overlap model 
which produces a chemically more satisfying analysis.

The molecular orbital orientation of the angular overlap 
model (AOM) utilizes the full symmetry splitting o f the 
partially filled d shell. 5  It has successfully described the d 
-»  d electronic spectra of transition metals in cubic fields 
including the cases of tetragonal and trigonal bipyramidal 
perturbation in copper(II) systems . 6  We have used this 
model to describe the orbital energy levels of orthorhom­
bically distorted octahedral copper(II) complexes and ex­
tended it for a description of anisotropic magnetic suscep­
tibilities and esr g  values. The theme of this paper is the 
general development of the model and its method of ap­
plication with reference to a particular system, M 2 CU- 
(H 2 0 )6 (S 0 4 ) 2  (M = K, Cs, or NH4).

The Model
(I ) D e f in in g  th e  S y s te m . We consider only the nearest 

neighbors (L) to the copper(II) ion (M) as providing the

ligand field potential of D 2h symmetry. If the ligands are 
the same and the specific symmetry arises from different 
bond lengths, the axes X Y Z  o f the M L 6  moiety are de­
fined by the following: the origin of the rectangular Carte­
sian coordinate system X Y Z  coincides with M, the Z  axis 
is coincident with the M -L  bond of greatest length, the Y  
axis with the shortest bond, and the X  axis with the inter­
mediate bond length. A subsidiary set of Cartesian coordi­
nates X 'Y ' Z '  are localized on each ligand and these are 
shown in Figure 1 along with the numbering system of the 
ligands.

(II)  P e r tu r b a tio n  M a tr ix . The ligand field potential on 
the d electrons consists of the sum of a spherical potential 
and a specific symmetry potential and it is the latter 
which we consider in AOM. We take account of the sym­
metry of the field by the specification of the rotation oper­
ator R(<t>,d,\p). According to Schaffer , 5  whose notation is 
used here, the coordinate system X 'Y ' Z '  initially coincid­
ing with the X Y Z  system is rotated around Z  through 
angle 4> then around Y  through 8 and finally around Z  
through ip. The irreducible representation matrices 
D(R((f>,d,yp)) are now formulated knowing from Figure 1  

that (<t>,8,\p) for ligands 1, 2, and 3 are respectively (0,zr,zr), 
(0, x /2 , 3zr/2), and (zr/2, 3ir/2, zr). Assuming for a general 
case that the perturbation from each ligand consists of a a 
and two x interactions, the perturbation matrix shown in 
Chart I can be derived as shown by Schaffer.® Here e tP are 
the perturbation energies from the ligand positions 1 , 2 , 
and 3 (superscript on e ) ,  and the subscripts a, xc, anc xs 
refer to the ligand potentials along the Z ', X ' ,  and Y' 
axes, respectively.

Partitioning of this matrix yields three 1 X 1 matrices 
and a 2 X 2 matrix. Solution of the latter gives the eigen­
values of the aB(l)  and ag(2 ) wave functions (see below) 
along with the mixing coefficients for the linear comb.na­
tion of (z2) and ( x 2 -  y2) orbitals, i .e . , the values of a and 
b discussed in the next section.

(III) M o le c u la r  O rb ita l  F o r m a t io n . To simplify the for­
mation of molecular orbitals, we form symmetry adapted 
orbitals of the ligand orbitals available for a and x bond­
ing to the metal ion. So that the notation of orbitals is not 
too formidable, let a ( i  =  1 , 2 , . .  . , 6  denotes ligand posi­
tion) denote the a bonding ligand orbital, i .e ., the one 
along the Z ’ axis, xc, and xs, the it bonding orbitals corre­
sponding to the X '  and Y ’ axes. The notation of the ger- 
ade normalized symmetry adapted ligand molecular orbit­
als are self explanatory and are shown in Table I. The an-
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Chart I

(z!) (yz) (zx) (x y ) (*! -  y3)

eP +  l/ 4(e«,2 +  ea3) 0 0 0 ( — v /3/4(eff2 -  e„3)
0 +  eirs1 0 0 0
0 0 e*P +  e„ 2 0 0
0 0 0 p 2 _1_ p 3t-7TC 1 0
(V3/4)(e „ 2 -  e„3) 0 0 0 (3/4) (eS +  e„3)

TABLE I: Gerade Normalized Symmetry Adapted Ligand Orbitals

<t bonding ttc bonding 7ts bonding

i 1 1
ag(2) = ^ 2  (<ri T  6) b ¡g(irc) = (irC2 +  3-C5) èig(Ts) = ^ 2  (TS3 +  ’rs<)

1 1 1
as{x) = (<r2 +  0-5) b 2 g ( i rc) = (tCi +  irCs) ¿>2g( Xsl = s (xS2 +  7rS5) 

V ^
1 1 1

a e ( y )  = (0-3 +  Vi) b 3g(irc) = ^  (,rC3 +  tC<) è3g(irs) = ,0 ( « i  +  Ŝe)

Figure 1. The rectangular Cartesian coordinate system XYZ of 
the ML6 moiety. A subsidiary set of Cartesian coordinates 
X'Y'Z1 are localized on each ligand whose numbering system is 
shown.

tibonding orbitals 1p*. whose major contributions are the d 
orbitals (phased according to Condon and Shortley7), are
K * ( l )  =  W0g(l)([a(22) +  b(x2 -  / ) ]  +  c,(ag(2)) +

c2(ae(x)) +  c3(ag(y))| 
=  ai(z2) +  a2(x2 -  y2) +  a3(ag(z)) +

a4(ag(x)) +  a5(ag(y))
= N ag(2)\[-b(z2) +  a(x2 -  y 2)] +  c4(ag(z)) +

c b( a g( x ) )  +  c6(ag(y))! 

=  0 i ( z 2) +  /32( x 2 -  y 2) +  f33( a g( z ) )  +

/34iag(x)) +  0 3(ag(y))
'h ,g* = N bJ(xy) +  c7(6lg(7rc)) +  c8(6lg(xs))|

= 7i (xy) +  Y2(6ig(7rc)) +  y 3(blg(xs))
'Pb2g* =  N h.J(zx) +  c9(62g(7TC» +  c10(62g(7rs))j 

=  tiizx) +  e2(b2g(irc)) +  e3(o2g(7rs)) 
t h *  =  N bJ(yz) +  cu(63g(7rc)) +  c12(63g(7rs))|

=  S1(yz) +  ô2(b3g(wc)) +  53(63g(7rs))
It is now necessary to determine the admixture coeffi­

cients of the symmetry adapted ligand orbitals to the 
metal orbitals. Consider the general case where the metal 
d orbital is #M and the linear combination of the ligand 
orbitals of the same symmetry type as <pm is <pl (<t>m and

<ph are each separately normalized). The resultant molec­
ular orbital \p is

1P =  N(<f>M +  X0 L)
where X is the admixture coefficient and N  is the normal­
izing coefficient. Coulson8 has shown the method by 
which the value of X can be obtained by solving the secu­
lar equations in the variation method. If the Wolfsberg- 
Helmholtz9 approximation is incorporated, and because 
the Coulomb integral for the ligand is much more nega­
tive than that for the metal, then X can be approximated 
as

X -  — (A/2jS
where k, arising in the Wolfsberg-Helmholtz approxima­
tion, lies between 1.6 and 2. Within the angular overlap 
model, the overlap integral S is the product of the angular 
factor D (discussed above) and a radial factor St*5 (t des­
ignates whether the overlap is a, 7rc, or 7rs in origin).

S =  DSt*
Jorgensen,10 by applying second-order perturbation theory 
to the Wolfsberg-Helmholtz equation, deduced the desta­
bilization energy associated with the metal d orbital on 
the formation of molecular orbitals with ligand orbitals. 
This energy derives from the sum of spherical and specific 
symmetry potential energies of the ligand field. Because 
the spherical term is small compared with HM, it can be 
absorbed inte and hence the specific symmetry poten­
tial e, can be equated to the destabilization energy, i.e.

e, -  Wik ~  W m +  % * H J W )7 (t fM  -  HO  =
-  V4k2H L(S{*)2 (H L «  H m <  0)

where HM and H¡ are the core potentials for the metal 
and ligand orbitals, respectively. Thus X can be formulat­
ed in terms of the a ,  ttc , and 7rs energy parameters as

X -  -D fe 7 l (~ th )
(IV) Spin Orbit Coupling Perturbation. The effect of 

spin orbit coupling in copper is significant and its pertur­
bation has to be included. The operator for spin orbit cou­
pling, f  l-s ( f  is the single electron spin orbit coupling 
parameter), has to be degraded into its components in the 
X, Y, and Z directions because of the orthorhombic na­
ture of the ligand field, i.e.

■ S =  % z l z  ' S z  +  f x l x  ' S X  +  f  y ¿ y  ' Sy
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Chart II

K ’ OM+'/d A.„*<2)[+ Vd ¿vM + '/d

E a .{  1) 0 i " p ( - V 3 ai +  or,) iocoy i To — +  “ ■)

0 E a A  2 ) +  ft) ¿02 7 ifo +  ft)

 ̂ ( v/3«i <*2) - | ^ 0(3ft -  ft) EbtK
“  id 7iTo 

2
— ¿€161 0̂ 

2

— l y i a i l o — ¿Yi&fo ¿Tieifo
2

Eb,„
7i î fo 

2

v ',3a1 +  a2) lM ° { V 3 0l +  ft) ïÔieifo
2

S iy ih  
2 _ E b „

Out of necessity to keep the number of parameters at a 
minimum and also as the anisotropic variation of the spin 
orbit coupling is unknown, fz, and fy have been ap­
proximated as being equal. As we have shown previously,2 
the isotropic spin orbit coupling parameter can be reason­
ably approximated by the free ion single electron spin 
orbit coupling parameter ( = 830 cm -1 ). It may be 
noted that the orbital reduction factor necessary in previ­
ous calculations is not required here.

The 10 X  10 perturbation matrix obtained by the opera­
tion of the spin orbit coupling on the ten antibonding 
wave functions, predominantly of metal d orbital charac­
ter, can now be set up. The spin orbit coupling arising 
from the ligand is small and is considered to be negligible 
compared with fo- Also overlap of orbitals on different lig­
ands has been neglected because it would be extremely 
small due to the ligands considered subsequently. The 10 
x 10 matrix can be factorized into two similar 5 x 5  ma­
trixes, one of which is shown in Chart II. The eigenvectors 
of this matrix indicate the contribution of the original 
molecular orbital (\f*) to the new molecular orbital vl.

(V) Application of a Magnetic Field. The magnetic sus­
ceptibility may be calculated using Van Vleck’s equa­
tion11 for the situation where the wave functions, \p, are 
perturbed by a magnetic field.

Application of the Model

(/) General Description. The molecular orbital orientat­
ed angular overlap model has been developed in order to 
describe anisotropic magnetic data and d -*■ d electronic 
spectra of magnetically dilute, orthorhombically distorted 
octahedral copper(II) complexes. Such compounds are the 
copper Tutton’s salts (MI2(Cu(H20 )6(S04)2, M 1 = Cs, K, 
or NH4). The energies of d —*■ d electronic transitions, 
magnetic susceptibilities, and esr g values have been cal­
culated for certain values of the a ,  ttc , and 7rs energy pa­
rameters when fo, Hl, and the temperature are stated. 
The parameters et are varied until a best fit between the 
experimental data and the calculated corresponding value 
is obtained. The systematic fitting procedure was by Pow­
ell’s method of conjugate directions12 in which values of 
the n energy parameters approximating a fit are given 
along with n independent vectors as search directions. 
After each complete sweep, a conjugate direction is ob­
tained and consequently all the parameters are varied si­
multaneously in the fitting. We define the criterion for 
best fit as the minimization of the sum of the square of 
the difference between the calculated and experimental 
values divided by the standard deviation of that experi­

mental measurement, i.e.. F is minimized where
experimental -  calculated \2 

standard deviation /
{II) Structure of the Copper Tutton’s Salts. Evidence 

for the orthorhombic distribution of the H20  ligands 
about the Cu(II) ion in the cesium, potassium, and am­
monium copper Tutton's salts has been obtained from esr 
spectroscopy13 and neutron diffraction.4 The latter inves­
tigations indicate that the water is of the tetrahedral type 
which Chidambaram, et a i ,14 call type J. The two lone 
pairs of electrons on the oxygen atom are considered to 
occupy two of the tetrahedral positions around this atom 
and the two hydrogen atoms are at the remaining two po­
sitions. Because of this tetrahedral nature, the bonding in 
H20  is best described by the equivalent orbital ap­
proach15 where the nonbonding orbitals 0n and 6,2 are

fin =  —0.009(ls) +  0.68CK2s) -  0.192(2p_-) +  0.707(2p,-)
0 I2 =  —0.0091 Is) +  0.680(2s) -  0.19212p; ) -  0.707(2px)

Either of these orbitals, lying along any of the Z' axes of 
Figure 1, can a bond to copper(II) ion. The s orbital con­
tributions to the remaining lone-pair orbital have no net ir 
bonding, but the (2px) contribution can form a w bond 
with the appropriate metal d orbital. It is found from the 
crystal structure analysis that the X' axes (Figure 1) cor­
respond with the px contribution direction. The value of 
Ht has been assumed to be the same in both the a and -k 
directions and has been approximated as -100,850 cm -1 . 
In the description of the model it was assumed that the 
overlap between ligands was negligible. This is a reason­
able approximation for the Tutton’s salt because of the 
nature of the ligands and the interligand distance 3
A).
Fitting of the Angular Overlap Model to Experimental 
Results

The angular overlap model has been fitted by the varia­
tion of the perturbation energy parameters to the experi­
mental d —► d electronic energies, magnetic susceptibili­
ties, and g values reported elsewhere16 and summarized in 
Table II.

(a) Estimation of Standard Deviations. Before the fit­
ting procedure can be started, it is necessary to have an 
estimate of the standard deviation of each experimental 
measurement.

The standard deviations for the d —*■ d electronic ener­
gies were estimated by inspection, taking into account 
agreement between single crystal and diffuse reflectance
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TABLE II: Electronic Spectral Band Positions,“ Magnetic Susceptibility,“ and g Values6 for Some 
Copper Tuttons Salts

C a ! [ C u ( H ;0 ) s ] S 0 ( K -  [C u  ( H îO ) s ]S O ( (N H i  12 [C u  (H .O )  e ]S O i

d-d band positions," cm -1

Magnetic susceptibility/ 
1 0 m3 mol-1

Esr g value"

9,820
10,650
12,530
13,200

1,689(48)
1,860(118)
2,471(78)

2.075
2.149
2.407

9,980
11,770
12,660
14,170

1,610(50)
1,994(94)
2,378(76)

2.055
2.157
2.384

10,110
11,660
12,350
13,390

1,775(40)
2,077(80)
2,407(74)

2.058
2.208
2.358

“  R e fe r e n c e  16 . 6 R e fe r e n c e s  13 a n d  17 . " E s t im a t e d  m a x im u m  e rro rs  f o r  d  d  b a n d  p o s it io n s  a re  3 0 0  c m  -1 a n d  fo r  esr  g  v a lu e s  are  0 .0 8 .  d N u m b e r s  in  
p a re n th e s e s  a r e  e s t im a te d  m a x im u m  errors .

TABLE III: Results Obtained at 293 K from  the 
Fitting o f  the Angular Overlap Model to the 
Experimental Data for Cs2Cu(H20 )6(S04)2 
with e„c = (1/3) e„s“

B o n d
le n g th , p m

P e r tu r b a t io n  e n e r g y , c m -1

R u n  a R u n  b

e<7 Gits e<r £irs

196.6 0 60 0 1,600
200.4 5,620 1,620 9,190 3,390
231.5 11,760 2,610 12,190 5,170

C a lc u la te d  v a lu e

E x p e r im e n ta l  v a lu e 0 R u n  a R u n  b

d  —  d 9,820(150) 9,930 9,840
energy, 10,650(150) 11,590 10,700
cm -1 12,530(150) 12,400 12,350

13,200(150) 13,340 13,370
Magnetic 1,689(24) 1,636 1 , 6 8 8

sus- 1,860(59) 1,924 1,796
cepti- 2,471(39) 2,435 2,489
bility,
10- "
m  3

mol-1
Esr g 2.075(0.04) 2.011 2.036

value 2.149(0.04) 2.148 2.088
2.407(0.04) 2.380 2.404

a T h e  p e r tu r b a t io n  e n e rg ie s  h a v e  b e e n  c o r r e c t e d  s o  t h a t  t h e  m in im u m  
v a lu e  is  z e ro , (z 2) —► (x 2 — y 2) is  (a) first tra n s it io n , (b )  s e c o n d  tr a n s it io n .  
b T h e  e s t im a te d  s ta n d a rd  d e v ia t io n  is  in  p a re n th e se s .

results and the positions of absorptions for different polar­
izations and different crystal faces. As this method was 
very approximate individual standard deviations were not 
determined but an “ average” standard derivative was es­
timated as 150 cm -1 . For the principal molecular suscep­
tibilities, the errors include random errors which are esti­
mated from a least-squares analysis, alignment errors 
arising when the crystal is transferred to the suspension, 
and a systematic error of 0.5% arising from calibration of 
the magnetic field. These errors are discussed in more de­
tail elsewhere.16 The standard deviation is estimated to 
be half the maximum error shown in Table II.

The accuracy of the principal g values calculated by 
Bose, et al.,13 and Pal, et al.,17 depends only upon that of 
the measuring apparatus.13 On this assumption, the g 
values have a greatest possible error of 0.04. The actual 
error must be greater than this since the deduced direc­
tion cosines13-17 differ appreciably from the more accurate 
ones calculated from the neutron diffraction data.4 Proba­
bly a more realistic estimate of the maximum error in the

principal g values would be 0.08, thus giving a standard 
deviation of 0.04.

(5) Results Obtained from Fitting Analyses. As dis­
cussed previously, the major it bonding contribution from 
the tetrahedral water ligand derives from the oxygen (2px) 
orbital with a possible smaller it contribution from the 
(2pv) orbital. As no estimates of the amount of the latter 
contribution can be made, one of the fitting procedures 
assumed that it was equal to one-third of that from the 
major it contribution. Another of the fitting procedures 
was carried out with the minor it contribution equal to 
zero. However, there is little effect on the values of the 
perturbation energies obtained from the fitting procedure 
when the minor 7r interaction is changed from zero to one- 
third of the major 7r interaction. Generally, the perturba­
tion energies changed by less than 500 cm ' 1 which is con­
sidered to be negligible (vide infra). Only the results ob­
tained when the minor it interaction is one-third of the 
major it interaction are further considered.

The fitting procedure revealed that to obtain physically 
reasonable values for the perturbation energy parameters, 
the electronic transition from the (z2) orbital to the (x2 — 
y 2) orbital may have the smallest or second smallest ener­
gy (i.e., (z2) - (x2 -  y 2) may be the first or second tran­
sition). Tables III-V show the “ best-fit” perturbation en­
ergy parameters when the (z2) —► (x2 -  y 2) is the first or 
second transition. Also in these tables are the calculated 
values for the d —» d electronic energies, the principal mo­
lecular susceptibilities, and the principal molecular g 
values which arise from the tabulated perturbation ener­
gies. Excellent correspondence between the experimental 
and the calculated properties has been obtained indepen­
dent of whether (z2) —1- (x2 — y2) is the first or second 
transition.

During the fitting procedure, it was observed that a 
change in the perturbation energies by a few hundred 
wave numbers affected the energies of the electronic tran­
sitions but had little effect on the magnetic susceptibili­
ties of g values.

The linear combinations of the metal ion d orbitals 
which correspond to the “ best-fit” values of Tables III-V 
are shown in Table VI.

Discussion of the Angular Overlap Model Results

Figures 2 and 3 show the variation of the a and it per­
turbation energies with Cu-OH2 bond lengths (from Ta­
bles III-V) when (z2) —» (x2 -  y 2) is the first and second 
transition, respectively. The results indicate that the <s 
perturbation energies decrease more sharply with increase 
in the Cu OH2 bond length than the it perturbation ener-
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TABLE IV: Results Obtained at 293 K from  the 
Fitting o f  the Angular Overlap Model to the 
Experimental Data for K 2Cu(H20)6(S04)2 
with e™ = (l/3 )e ,sa

TABLE V: Results Obtained at 293 K from  the 
Fitting o f the Angular Overlap Model to the 
Experimental Data for (NH4)2Cu(H20 )6(S04)2 
with e „  = (1/3) ere“

B o n d
le n g th , p m

P e r tu r b a t io n  e n e r g y , c m -1

B o n d
le n g th , p m

P e r tu r b a t io n  e n e rg y , c m T
R u n  a R u n  b R u n  a R u n  b

ecr e-rrs e<j 6tts ecr 6ttc ecr e7TS
227.7 370 0 0 1,210 223.0 0 910 0 2940
206.7 6,250 2,340 6,010 3,330 207.3 5,990 1440 8,500 3040
194.3 12,150 1,700 14,190 5,030 196.6 12,040 1910 13,690 5700

C a lcu la te d  v a lu e C a lc u la te d  v a lu e

E x p e r im e n t a l  v a lu e 6 R u n  a R u n  b E x p e r im e n ta l  v a lu e 6 R u n a R u n  b

d  —  d 9,980(150) 9,970 10,090 d  d 10,110(150) 10,160 10,080
energy, 11,770(150) 11,620 11,760 energy, 11,660(150) 11,490 11,670
cm -I 12,660(150) 12,730 12,890 cm -1 12,350(150) 12,560 12,160

14,170(150) 14,230 13,940 13,390(150) 13,350 13,580
Magnetic 1,610(25) 1,644 1,621 Magnetic 1,775(20) 1,642 1,662

sus- 1,994(47) 1,908 1,891 sus- 2,077(40) 1,969 1,914
cepti- 2,378(38) 2,347 2,404 cepti- 2,407(34) 2,328 2,282
bility, bility,
10- 11 10
m3 m3
mol-1 mol -1

Esr g 2.055(0.04) 2.015 2.004 Esr g 2.058(0.04) 2 .015 2.025
value 2.157(0.04) 2.142 2.134 value 2.208(0.04) 2 .171 2.146

2.384(0.04) 2.342 2.367 2.358(0.04) 2 .334 2.312
n T h e  p e r tu r b a t io n  e n e rg ie s  h a v e  b e e n  c o r r e c t e d  s o  t h a t  th e  m in im u m  

v a lu e  is  z e ro , ( z 2) —► ( r 3 — y 2) is  (a ) first tra n s it io n , (b )  s e c o n d  t r a n s it io n . 
b T h e  e s t im a te d  s ta n d a rd  d e v ia t io n  is  in  p a re n th e se s .

°  T h e  p e r tu r b a t io n  e n e rg ie s  h a v e  b e e n  c o r r e c t e d  s o  t h a t  th e  m in im u m  
v a lu e  is  z e ro , ( z 2) — *■ ( x 2 — y 2)  is  (a ) first t r a n s it io n , fb )  s e c o n d  tra n s it io n . 
b T h e  e s t im a te d  s ta n d a r d  d e v ia t io n  is  in  p a re n th e se s .

Figure 2. Variation in the perturbation energy param eters with 
Cu-O H 2 bond length when (z2) —*■ (x2 — y2) Is the firs t transi­
tion (O represents the a perturbation energy and A  represents 
the ir perturbation energy).

F igure 3. Variation in the perturbation energy param eters with 
C u-O H 2 bond length when (z2) —*• (x2 — y2) is the second 
transition (O  represents the <x perturbation energy and A repre­
sents the rr perturbation energy).

gies. For (z2) —*• (x2 — y 2) as the second transition (Figure not consistent with the results reported by Smith19 who
3), both the a and ir perturbations energies are larger than found that the rr overlap integrals fall off much more
when (z2) —*• (x2 -  y2) is the first transition (Figure 2). sharply with increasing bond lengths than a overlaps, and
Near 214 pm, the rr and 7r interactions are similar, and at that ir interaction with axial ligands is probably negligi-
larger bond lengths the ir interaction dominates.18 This is ble. These results by Smith19 derive from calculations of
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TABLE VI: Wave Functions Relevant to the “ Best-Fit”  Values in Tables III-V  for the Cesium, Potassium, 
and Am m onium  Copper Tutton ’ s Salts“
Copper
Tutton’s
salt Run

Energy, cm i , 
relative to
(x2 -  y 2) (*9 (X* - yO (2X) (xy) (yz)

Cs a 0 0.226t 0.805t 0 .0 1 2 i 0.060 -0.033
9,930 — 0.856i 0.232i 0.228i 0.196 0.150
11,590 0.118Í — 0.072Í — 0.316t 0.909 0.172
12,400 -0.171 0.088 -0.773 0.339t -0.423t
13,340 -0.230 0.041 -0.426 — 0.049i 0.816t

Cs b 0 0.0971 0.815Í 0.018t 0.063 -0.025
9,840 — 0.054t -0.040Í -0.153Í 0.944 0.138
10,700 0.851Í -O.lOlt — 0.327t 0.018 -0.161
12,350 -0.175 0.058 -0.747 0.217i -0.483t
13,370 -0.311 0.024 -0.443 — 0.0291 0.744i

K a 0 0.216Í 0.805t 0.013t 0.054 -0.032
9,970 — 0 .8 6 6 i 0.230¿ 0.267i 0.059 0.103
11,620 -0.093i 0.003Í -0.558i 0.765 0.244
12,730 -0.209 0.097 -0.701 0.624i -0.106t
14,230 -0.153 0 . 0 0 1 0 -0.199 -0.135t 0.924t

K b 0 0.246t 0.781t 0.009t 0.059 -0.030
10,090 — 0.086i -0.019Í — 0.139t 0.952 0.130
11,760 0.704t -0.218Í -0.582t -0.014 -0.089
12,890 -0.379 0.153 -0.594 0.213t' -0.553t
13,940 -0.410 0 . 1 1 1 -0.416 — 0.008t 0.709i

NH, a 0 0.219i 0.811Î 0.013t 0.052 -0.037
10,160 — 0.862i 0.233i 0.204i 0 . 1 0 2 0.242
11,490 0.128s -0.036Í 0.434i 0.598 0.626

a U 2) —► ( x -  — y 2) is  (a) first t r a n s it io n , (b ) s e c o n d  tra n s it io n .

diatomic a and 7r overlap integrals between the copper(II) 
ion d orbitals and the np orbitals of various ligator atoms 
including oxygen. The use19 of the radial wave functions 
of Clementi20 and Richardson, et al..21 for the ligand 
atoms and Cu+, respectively, and the assumption that the 
charge on the copper was + 1, would affect the calcula­
tions but should not alter the relative importance of the a 
and 7T overlap. Thus it appears that the disagreement 
arises from the results of the angular overlap model, prob­
ably from a combination of the various approximations 
made in the present adaptation.

For the potassium salt, the orbital containing the un­
paired electron which is deduced by the angular overlap 
model agrees with that calculated by Hitchman.22 The 
angular overlap model predicts that the probability of the 
unpaired electron being found along the Z, X, and Y axes 
is approximately 5, 32, and 63% while Hitchman found 
the probabilities to be about 2, 38, and 60%. Similar 
probabilities to those for the potassium salt are found 
from the angular overlap model for the cesium and ammo­
nium salts.

The position of the (22) orbital cannot be unequivocally 
ascertained, but the polarized crystal spectral results ten­
tatively suggested that (z2) —*• (x2 -  y 2) is the second 
transition. The interchange of (z2) —► (x2 — y 2) from the 
first to the second transition may arise from stronger 
7T bonding, and this has been observed for a tetragonally dis­
torted octahedral complex.23 Since the ir bonding from 
tetrahedral water is less than trigonal water,24 it would not 
be expected that the 7r bonding in the Tutton’s salts would 
be sufficient to cause (z2) —► (x2 -  y 2) to be the second 
transition. Thus, it seems more realistic for the (z2) —► (x2 
— y2) transition to be the lowest energy one.

The predicted ordering of the d orbitals for the cesium 
and potassium salts, viz. (x2 — y 2) > (z2) > (ry) > (zx) > 
(yz), is consistent with that proposed by Billing and Ha­
thaway25 for orthorhombic distortion. The ordering for the 
ammonium salt is different, being (x2 -  y 2) > (z2) > (zy)

> (xy) > (zx). This change arises as a consequence of the 
direction of r  interaction. To the knowledge of the author, 
the interchange of the “ t2g” orbitals by the type of 7r in­
teraction has not been reported previously. Further exper­
imental work should be done to investigate this.

Evaluation of Usefulness of the Angular Overlap Model

To explain magnetic susceptibilities and g values, mag­
netochemists have generally used the crystal field model 
in which the formation of molecular orbitals is accounted 
for by the inclusion of the orbital reduction factor. The in­
terpretation of the orbital reduction factor does not easily 
afford a description of a and ir bonding.26 In contrast, the 
perturbation energy parameters of the angular overlap 
model which satisfactorily explains the electronic spectra, 
magnetic susceptibilities, and g values are readily inter­
pretable in terms of a and tt bonding.

The perturbation energy parameters vary according to 
the metal-ligand bond lengths. Thus, if tetrahedral water 
is bonded to copper(II) ion and the CU-OH2 bond length 
is known, the relevant perturbation energy can be ob­
tained from Figures 2 or 3. If similar graphs could be de­
termined for other types of ligands, it should be possible 
to predict the electronic and associated magnetic proper­
ties of the Cu(H) ion complex.
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C O M M U N I C A T I O N S  T O  T H E  E D IT O R

Notes on the Intermolecular Energy of Fluids at the 
Critical Temperature and Its Dependence on the 
Temperature

P u b lic a t io n  c o s t s  a s s i s t e d  b y  th e  A m e r i c a n  P e t r o l e u m  In s titu te

Sir: It is well known that the second virial coefficient de­
rived from the hard-sphere equation of state with a van 
der Waals attraction term is

0  =  4 b ( T )  -  a ( T ) / ( R T )  (1)

where b ( T )  = y ^ n N o ^ e 3, N o  is the Avogadro number, and 
<Te is the effective collision diameter that varies with the 
temperature. a ( T )  and a  are related to the critical tem­
perature V 2 and the corrected liquid molar volume V* at 
T / V 2 = 0.6 as follows1 -2

lirN 0o 3 =  0.434T* ac =  4.65R TCV* (2)D
where cr is the value of oe at T = 0 and cf- is the value of 
a ( T )  at T  =  V - . Analogous relations are obtained by using 
the critical volume V*' instead of V*. Thus, the values of 
0/V* of different substances at the critical temperature, 
Pc/V*, should be identical. This is, however, not true.

Recently, Lai and Spencer3 obtained the values of ae 
and the pair potentials u(r) for n-alkanes (Ci to C5) by 
the Monte-Carlo simulation of chain molecules. The 
values of (<re)3 are surprisingly small and they vary ap­
proximately linearly with (V*)2'3, not with V*. The line 
passes through the origin and this result implies that 
6(T)MC ~  (V*)2/3 and

f3c/(V*)2/3 =  C! -  c2(V*)1/3 (3)

where the constants evaluated by the method of least 
squares for 12 substances are ci = 3.41 and c2 = 4.121. 
The values of 0C were taken from the recently published 
tables.4 The results shown in Figure 1 confirm the validity 
of eq 3.

This result also implies that the product V2 V* in eq 2 is 
in fact Tfc(Vr*)1/3(̂ /*)2,3, where Tfc(V*)1/3 is proportional 
to the minimum value of u(r). It has been shown else­
where5 for several substances that Tt (V*)1/3/T0c{Vo*)1'3 
=  a/fioo, where u/k are the minimum values of u(r) ob­
tained for the Kihara potential and subscript 00 denotes a 
reference substance (argon, u0o/k = -166 K).

Equation 3 is valid at T = V2 only. According to Rowl- 
inson’s theory of noncentral forces,6 in general u = u0(l + 
ri/(kT)) and 77/k can be estimated from Pitzer’s acentric 
factor7 a;

t) / k = 0.833coTc (4)
Accordingly

a(T) =  4.65RT0c( l  +  (5)

where T0C = 7^(1 + v/ikT2) ) - 1 and eq 5 simplifies to eq 2 
for T — V2. Equations 4 and 5 were recently applied to 
the evaluation of the excess functions of mixtures2 with 
satisfactory results. Below, the values of r]/k obtained 
from observed energies of vaporization of liquids U* at 
T/V2 — 0.6 are compared with 77/k calculated from eq 4. 
U* is equal to the residual energy (U -  [7id) where Uui is 
that of a perfect gas. The part due to attraction is ob­
tained from the relations

U -  Uh = U* -  (U h -  [/,„) (6)
where (Uh -  Uid) is the residual energy of hard spheres
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F ig u re  1.

TABLE I: Some o f the Interm olecular Energy- 
Parameters (in Kelvins)

Tl/k
(eq 4) 00 (L/h-L7id)/fl 

(eq 7)“
Argon - 0 .3 6.9 45
Krypton - 0 .3 3.8 63
Xenon +  0.5 4.2 81
Methane 2.1 7.1 55
Ethane 27 26 79
Propane 47 50 81
«-Butane 71 71 81
«-Pentane 99 102 77
«-Hexane 123 136 73
Neopentane 70 73 70
Tetrafluoromethane 36 38 58
Perfluoro-rc-hexane 183 281 46
Methanol 237 263 152
Ethanol 273 388 129

a F o r  t h e  l iq u id  a t  T / T c =  0 .6 .

(for references see ref 1)
(U h -  U M R T )  =  —2 7 W T ) V[(1 -  £)~2 +

(1 -  £)~3] (7)

~(U -  Uh)/(RT) =  4.65V*7Y(1 +  2v/(KT))/{TV) (8)

where £ = b{T)/V and (d£/dT)v were evaluated as before.1 
V was set equal to the observed liquid molar volume at 
T¡V1 = 0.6 that for small molecules is slightly larger than 
V*. The values of rj/k obtained from eq 8 are given in 
Table I. (f/h — f7id) is positive and increases the absolute 
value of (U — f/h) so that the values of r\/k of the rare 
gases are positive. They are certainly better than the 
values of ri/k obtained from vapor pressures and F* (i.e., 
from oj) where the hard-sphere correction cannot be evalu­
ated.

It is known that the Kihara potential fails to reproduce 
well the values of )3 for fluorocarbons and other gases with 
specific interactions. The above results suggest the fol­
lowing relation for a/k suitable in application of the Ki­
hara potential

u/k =  -0.3635Tc(T *)1/3(1 +  i?/(^D Xl +  v/(kTc))~' (9)
fitting u/k = -166 K for argon8 ((V'*)1/3 = 3.028 cm 
mol-1/3).

These results show that the hard-sphere equation of 
state with a van der Waals attraction term is suitable at 
high densities of a fluid. It is unclear why <f>(£) “ degener­
ates” to the form of eq 3 at very low densities.
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Equivalent Conductances of Univalent Counterions 
and Coions in Polyelectrolyte Solutions

Sir: Nagasawa, Noda, Takahashi, and Shimamoto1 have 
recently published detailed data on the equivalent con­
ductances of Na+ and Cl- in solutions of poly(acrylic 
acid) neutralized to various degrees by NaOH. Their re­
sults, which contain several interesting features, including 
a transition with decreasing NaCl concentration from pos­
itive to negative equivalent sodium conductances, have 
motivated us to extend a previous calculation2 4 of coun­
terion transport in a solution of polyelectrolyte salt to a 
solution which contains an additional component of sim­
ple salt. We will restrict attention to univalent counter­
ions and coions and reserve for another context the exten­
sion to multivalent species.

Extension of the theory to the case of added salt is 
straightforward, since this problem has already been 
solved for the tracer diffusion coefficients of counterion 
and coion.2 We recall the starting point of the diffusion 
theory

j, = (—kT/Z,°)[VnF' +  nF’z?J<t>F -  nF'F,/kT)] (1)

In this equation ji is the local flux of counter- or coions of 
species i with valence Z;, ft0 is the friction constant of such 
ions at infinite dilution in the pure solvent, Ft is an exter­
nally imposed uniform force on each ion i, nF‘ is the local 
concentration of i as perturbed by this external force, and 
<pF = eipr/kT, where e is the protonic charge and \pF is the 
locally inhomogeneous electrostatic potential set up by 
the polyions and perturbed by the influence of the exter­
nal force on the ionic atmospheres. In the diffusion theory 
the introduction of F, is merely a device to allow later ap­
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plication of the Einstein relation between friction con­
stants and tracer diffusion constants. For the conductance 
problem, however

F, =  z,eE (2)

where E is the external electric field. Equation 1 then de­
scribes the local flux of counter- and coions as due to dif­
fusion along local concentration gradients and drift veloci­
ties caused by the locally inhomogeneous polyion field and 
the uniform external field.

It remains to describe the perturbations in terms of the 
equilibrium distribution of all species and then to perform 
the appropriate averages to convert the local flux to the 
macroscopically observable one. This problem was solved 
in detail for tracer diffusion in ref 2. For conductance, the 
procedure is parallel, but the equation of continuity is dif­
ferent3

VO',- -  nF‘vp) =  0 (3)

where
cp =  Up E  (4)

is the uniform drift velocity of the polyions under the in­
fluence of the external field, and up is the electrophoretic 
mobility of the polyion (positive for a polycation, negative 
for a polyanion). This form of the equation of continuity 
simply recognizes that the appropriate frame of reference 
for eq 1 is on the moving polyion.

We recall further2 that the model chosen for the polyion 
and used to obtain the equilibrium structure of the solu­
tion is an infinitely long line charge characterized by a di­
mensionless charge density £

£ =  e2/  tkTb (5)
where e is the dielectric constant of the bulk solvent and b 
is the average charge spacing along the axis of the real po­
lyion chain (i.e., contour length divided by number of 
charged groups). For univalent counterions, the value £ = 
1 is critical. If £ < 1 no counterions are associated with 
the polyion and eq 1 gives the total local flux of counter­
ions. However, if £ > 1, the fraction 1 — £_1 of the total 
polyion charge is neutralized by condensation of counter­
ions, so that the net polyion charge density corresponds to 
£ = 1. In this case eq 1 describes the local flux of the un­
condensed counterions only, whereas the total observed 
counterion flux includes that of the condensed counter­
ions. The latter is obtained by neglecting the mobility 
along the polyion chain of a condensed counterion, so that 
each condensed counterion has the velocity op given by eq
4.

At this point we forego further detail and state the final 
results

X, = X,°(A/A°) -  X„[l -  (A /A 0)] (6)
X, = X,<m/A°> + Xp[l -  (A / A 0)] (7)

The counterion is designated as species 1, the coion as 
species 2, the polyion as species p. The quantity X, is the 
equivalent conductance of species i (based on stoichiomet­
ric charge and concentration, not on net values after 
counterion condensation). The quantity X ,°  is the limiting 
equivalent conductance of species i in pure solvent; it is 
derived from the friction constant s',0 in eq 1. The ratio 
Di/Dp is that of the self-diffusion constant D, of species i 
in the polyelectrolyte solution to its value D,° in pure sol­
vent. Expressions for A / A °  are given in ref 2 in terms of 
rapidly converging infinite series (see eq 33 of ref 2 for £ < 
1 and eq 39 and 40 for £ > 1).

TABLE I: Comparison o f  Calculated Counterion 
Equivalent Conductances with Observed Values

(Di/
a x e Xi° \ obsd AP Di°) calcd ĵCalcd

1 .0 0 “ 0.30 42.3 30.0 0.79 26.9 27.7
1 .0 0 “ 0.47 44.4 29.8 0 . 6 8 2 0 . 6 19.7
1 .0 0 “ 0.81 47.9 40.9 0.44 - 1 . 9 - 1 . 2
0 .906 1 . 0 0 50.1 43.5 0.34 - 1 1 . 7 - 1 1 . 8
0.60“ 0 . 2 1 42.3 27.6 0.90 35.1 33.1
0.60“ 0.34 44.4 32.5 0.82 30.7 29.9
0.60“ 0.72 47.9 37.8 0.64 17.0 7.2
0 .606 1 . 0 0 50.1 45.2 0.51 3.4 - 2 . 1

a D a t a  f r o m  r e f  1 . b D a t a  f r o m  r e f  5 .

TABLE II: Comparison o f Calculated Coion 
Equivalent Conductances with Observed Values"

W
a X2° \ obsd Ap -̂ 2°) calcd ,̂calcd Xjob>d

1 . 0 0 0 .30 64 .5 30 0 0.98 63 . 8 60.,4
1 . 0 0 0 .47 6 6 .7 29.. 8 0.96 65 .2 70. 2
1.. 0 0 0 .81 70 . 6 40. 9 0.91 6 8 .. 0 70 6

0 ..60 0 .. 2 1 64 ,5 27. 6 0.98 63 .7 65 .9
0 . 60 0 ..34 6 6 .7 32, 5 0.96 65 ,4 65 .5
0 . 60 0 ..72 70 . 6 37. 8 0.91 67 .7 91 . 76

11 A ll  d a ta  f r o m  r e f  1 . T h is  v a lu e  a p p e a rs  t o  b e  in c o n s is te n t  w it h  th e  o th e r  
o b s e r v e d  v a lu e s  in  th is  c o lu m n .

There are only two parameters in the theoretical ex­
pressions for Di/D,° in ref 2, the charge parameter £, and 
the ratio X  = ne/ns, where ne is the stoichiometric equiv­
alent polyion concentration and ns the concentration of 
uni-univalent salt. Instead of X, we will here use equiva­
lent fractions

xe = ne/(ne +  ns) x s =  n j ( n t, +  ns) (8)

since the restriction of xe to values between zero and unity 
provides a more compact description of the solution com­
position. Since X  = xK/xs = xe/\ — xe, we trust that no 
confusion will arise from this minor shift in notation. We 
recall some important qualitative features of Di/Dp

A /A ° = A /A ° < 1  £ < 1 O)
A / A 0 < A / A 0 < 1  £ > 1 (10)

Equations 6 and 7 are of some interest for the under­
standing of the structure of polyelectrolyte solutions. The 
motion of the polyion is seen to diminish the conductance 
of the counterion but to augment that of the coion. The 
polyion “ carries along” its diffuse ionic atmosphere, which 
consists of both counterions and coions. The participation 
of coions in the ionic atmosphere of polyions (i.e., the sig­
nificant electrostatic interaction of coions with the po­
lyion) is often not appreciated in the polyelectrolyte liter­
ature. Moreover, for £ < 1, eq 9 indicates that the interac­
tion of the counterion with the polyion is no stronger than 
that of the coion; therefore, on no account should the 
diminution of Xj be ascribed to “ ion binding.” For £ > 1, 
of course, part (but not all) of the term proportional to Ap 
is due to the condensed counterions which travel with the 
polyion because they are bound to it.

In Tables I and II we have compared eq 6 and 7 with 
the data of Nagasawa, et al.1 The calculated values of \i 
and X2 were obtained by using theoretical values of Di/Dp 
from ref 2 and measured values of Xp from ref 1. since the 
present theory does not treat the electrophoretic mobility 
of the polyion, but only of the small ions. The first col-
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unm gives the degree of neutralization a of the polyacid; 
the value of £ is given by 2.85a at 25°, since the charge 
spacing b for a fully charged vinylic chain is 2.5 A, or £ = 
2.85. Note that £ is fixed by structural knowledge of the 
chain; hence Di/Di° is calculated on a purely a priori 
basis with no flexible parameters. A minor problem is pre­
sented by At°. Since eq 6 and 7 are limiting laws, strictly 
valid only at infinite dilution, it is clear that in the theory 
A j°  is the ionic conductance in pure solvent. However, it is 
also seen from eq 6 and 7 that A,0 is the value of A/ when 
xe = 0 (since then Di/Di° = 1). Therefore it is reasonable 
to take A i°  as the equivalent conductance of i in a solution 
with ne = 0 (no polyelectrolyte) and ns equal to the uni­
univalent salt concentration present in the polyelectrolyte 
solution for which Ai is measured. This procedure forces 
agreement of theory and observation at xe = 0; it is, of 
course, strictly empirical, since interactions of small ions 
with the polyion (counterion condensation, Debye-Hiickel 
cylindrical atmosphere) continue to be treated by a theory 
rigorously valid only in the limit of zero concentration. A 
rigorous method would be to use A ;0 as the limiting value 
in pure solvent for the theory and to extrapolate the data 
at fixed xa to ns = 0; however, the measurements of Naga- 
sawa, et al., were not so designed.

Agreement of the last two columns in each table is 
quite good. In particular, for a = 1.0, the transition of Ai 
from positive to negative values as xe increases is predict­
ed correctly, including the value of xe at which Ai = 0 (xe 
somewhat less than 0.80). To round out the picture in 
Table I, we included two entries at xe = 1 from the data 
of Wall and Hill.5 From Table II it is seen that As is al­
most insignificantly different from A20 . It may not thereby 
be inferred that the coion does not interact significantly 
with the polyion. Equation 7 indicates that the interac­
tion should be measured by D2/D20, which, as indicated

in Table II, deviates by as much as 9% from unity. (Actu­
ally, the self-diffusion theory gives the value of D2/D20 -  
0.87 as xe tends to unity, a value which has recently been 
closely confirmed by Menezes-Affonso and Ander.6) The 
reason that A 2 ~ A20 in this case is that the diminution 
caused by attraction of the coion into the ionic atmosphere 
of the polyion (first term in eq 7) is balanced by the 
augmentation due to the directed motion of the polyion 
(second term).

Incidentally, Schmitt and Varoqui7 have demonstrated 
that the requirement of mechanical equilibrium during 
conductance experiments implies that Ai cannot be nega­
tive unless some of the counterions are associated with the 
polyion. This requirement is consistent with the results in 
Table I, since all values of a correspond to £ > 1 so that 
counterion condensation occurs. We repeat, however, that 
the negative contribution to Ai in eq 6 is only partly ac­
counted for by the condensed counterions when £ > 1, the 
other contribution being due solely to diffuse atmosphere 
effects. It may also be noted that Schmitt and Varoqui7 
have derived eq 6 for salt-free polyelectrolyte solutions by 
a phenomenological approach.
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