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Homoallylic Isomerization of 1-Penten-4-yl and the Critical Energy 
for Methyl +  1,3-Butadiene1

W. P. L. Carter and D. C. Tardy*

Department of Chemistry, University of Iowa, Iowa City, Iowa 52242 {Received December 1, 1973)

The homoallylic radicals, l-penten-4-yl and 3-methyl-l-buten-4-yl, were generated in the gas phase by 
adding H to 1,4-pentadiene. Evidence is given that they are in equilibrium even when thermalized at 0°, 
and that the isomerization critical energy is less than 15 kcal/mol. The decomposition of 3-methyl-l- 
buten-4-yl to 1,3-butadiene was studied, and a critical energy of 12 ±  1 kcal/mol for the addition of 
methyl to the 2 position of 1,3-butadiene was obtained. This is around 3 to 4 kcal/mol higher than the 
usual alkyl radical plus olefin critical energy; the extra energy is explained as being due to the effect of 
the conjugation stabilization of 1,3-butadiene being destroyed in the activated complex.

Introduction
Vibrationally excited free radicals have been observed 

to undergo a variety of unimolecular isomerizations and 
decompositions.2'6 Among the fastest of the several possi­
ble isomerizations is the so-called homoallylic rearrange­
ment, an example of which is the interconversion of 1- 
penten-4-yl (I) and 3-methyl-l-buten-4-yl (II) shown in 
Figure 1. Evidence that this reaction proceeds via a cyclo­
propyl form such as III was obtained in liquid-phase stu­
dies28 where it was observed that the cis-trans isomeriza­
tion of several homoallylic radicals occured at rates simi­
lar to the skeletal rearrangement. This is supported by re­
cent gas-phase work where it appears that the 2-penten-
5-yl radical undergoes a trans to cis isomerization with a 
critical energy of approximately 22 kcal/mol,25 much less 
than the expected 60 kcal/mol3 for cis-trans isomeriza­
tions of olefins. It would be useful to obtain a quantitative 
estimate of the critical energy of the skeletal rearrange­
ment so comparisons with the cis-trans isomerization crit­
ical energy can be made. In addition, calculations 
suggesting that the skeletal rearrangement occurs with 
about 17 kcal/mol7 critical energy can be tested.

Although no quantitative determination of the skeletal 
homoallylic rearrangement critical energy has been made, 
it is possible to estimate its maximum value. Two studies 
of the chemical activation system generated by the addi­
tion of isopropyl radicals to acetylene are useful in this re­
gard.4-8 The initially formed 3-methyl-l-buten-l-yl can 
undergo a 1,4 H shift isomerization to II which in turn iso- 
merizes to I, where I and II have minimum vibrational ex­
citation energies of 41.3 and 39.7 kcal/mol, respectively.

(These energies are calculated using primary and secon­
dary C-H bond dissociation energies of 96.2 and 92.8 kcal/ 
mol, respectively,9 a H + olefin addition critical energy of
1.6 kcal/mol,9 and the heats of formation given in the API 
tables.10) The rate constant for the overall isomerization 
of 3-methyl-l-buten-l-yl to I at 127° was estimated to be 2 
x 108 sec' h4 while for the 1,4 H shift alone a rate constant 
of 4.1 x 10s sec- 1 at 53° was measured.8 Clearly, the 
isomerization of II to I must go with a rate constant faster 
than about 4 X 108 sec' 1 in this system. Using an activat­
ed complex model which resembles III and gives a 300°K 
thermal A factor of 1013-3 sec-1 for the II to I isomeriza­
tion, RRKM11 theory is used to estimate that a minumum 
rate constant of 4 x 10® sec" 1 corresponds to a maximum 
critical energy of 18.5 kcal/mol for II to I. or 17 kcal/mol 
for I to II. The results of the study of the H + 1,4-penta- 
diene system reportd here indicate that this maximum 
can be reduced to 14-15 kcal/mol.

Additional information obtained from the H + 1,4-pen- 
tadiene system is the rate constant for the decomposition 
of II to 1,3-butadiene. From that rate constant, RRKM 
theory11 can be used to obtain estimates for the critical 
energy of the reverse reaction, the anti-Markonikov addi­
tion of methyl to the 2 position of 1.3-butadiene. In ther­
mal studies of the reaction of methyl + 1,3-butadiene, 
methyl adds predominately to the 1 position with an acti­
vation energy of 4-5 kcal/mol.12 This is significantly less 
than the usual 7-9 kcal/mol for radical + olefin,12 allenic 
diene,13 or alkyne4 addition reactions; presumably some of 
the 10 kcal/mol stabilization of the allylic radical12 
formed is reflected in the activated complex of the methyl
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Figure 1. Reaction scheme for H +  1 ,4-pentadiene. Isomers I 
and II contain a minimum of 40.4 and 38.8 kcal/m ol of vibra­
tion excitation, respectively.

+ 1,3-butadiene Markonikov addition reaction. However, 
if methyl adds to the 2 position, an allylic radical is not 
formed, so that activated complex should not be stabi­
lized. In addition, we would expected the 3-4 kcal/mol 
conjugation stabilization of 1,3-butadiene14'15 to be at 
least partially destroyed in the addition complex, causing 
the critical energy to be higher than the usual radical + 
olefin values. This is what is observed in this study.

Experimental Section
Hydrogen atoms were generated by Hg (3Pi) photo­

sensitized decomposition of hydrogen molecules16 result­
ing from irradiation (through a 90-99% opaque filter) by a 
G8T5 germicidal lamp in a quartz well in a reaction vessel 
attached to a standard, mercury-saturated, vacuum sys­
tem with grease-free stopcocks and a Barocel electronic 
manometer.

Two series of runs were performed. (1) High-pressure 
runs were done at 100 to 5 X 104 mm (1000 psi above at­
mospheric) in a 1-1. cylindrical stainless steel vessel. The 
reaction mixtures consisted of 0.07-0.15 mm of 1,4-penta- 
diene and 0.13-0.26 mm of ethylene with hydrogen added 
to obtain the desired pressure. The 1,4-pentadiene-ethyl- 
ene ratio was held constant at 0.56. Runs were done at 
room temperatures and also while the reaction vessel was 
surrounded by melting ice. (2) Reaction mixtures consist­
ing of 0.063-0.24% 1,4-pentadiene, 0.023-0.88% 2-methyl-
1-butene in hydrogen were photolyzed in a 20-1. Pyrex ves­
sel at room temperatures. The l,4-pentadiene-2-methyl-
1-butene ratio was held constant at 0.271 (±2%).

Hydrogen was purified by being passed through a liquid 
nitrogen cooled silica gel trap before use. 1,4-Pentadiene 
(Chemical Samples Co., 99%) and 2-methyl-l-butene 
(Aldrich, 99+%) were purified by preparative vapor phase 
chromatography (vpc). Ethylene (Matheson, CP) was 
taken from the tank without further purification.

After each run, condensable products were trapped by 
pumping out the reaction vessel through a liquid nitrogen 
cooled, glass wool filled trap, and transferred in a similar 
way to the vpc injection system, and analyzed by vpc

using a flame ionization detector. The C7 products of the
1,4-pentadiene-ethylene runs were analyzed using a 29-ft 
squalane column, while the C2-C4 products of the 1,4- 
pentadiene-2-methyl-l-butene runs were analyzed using a 
17-ft hexamethylphosphoramide column in series with an 
ice-cooled 35-ft squalane column.

Results and Discussion
1.4- Pentadiene-Ethylene-Hydrogen Runs. The pres­

ence of ethylene in the reaction mixture was to generate 
ethyl radicals used to trap the stabilized forms of radicals 
I and II. Ethyl is produced by the reactions

H + C = C  —► C— C •* (1)
C— C-* — ► C = C  + H (2)
C— €■* 4 M - .  C....+• (3)

As the rate of reaction 2 is approximately 4 X 107 sec" 1,17 
it is not important compared to reaction 3 at the pressures 
employed here.

1.4- Pentadiene-hydrogen mixtures, upon photolysis, 
give a number of C3-C5 products, but no C7 products 
were observed. When ethylene was present in the reaction 
mixture, two new high boiling products were observed. 
These were identified as 4-methyl-l-hexene, believed to 
result from the ethyl trapping of I, and 3-methyl-l-hex- 
ene, from the ethyl trapping of II. Identifications were 
made by comparison of product vpc retention times with 
those of known samples.

In runs done at room temperatures with pressures rang­
ing from 100 to 5 X 104 mm, the 4-methyl-l-hexene-3- 
methyl-l-hexene ratio varied from 51.3 to 69.2 in a seem­
ingly random manner with no apparent pressure depen­
dence. Runs done at 0° and 100 mm pressure were more 
reproducible and gave a significantly different ratio of
81.4.

The fact that the ice-cooled runs gave such a different 
ratio indicates that the irreproducibility of the room tem­
perature ratios was probably due to the lack of tempera­
ture control. These observations are difficult to explain if 
it is believed that I and II interconvert only when highly 
vibrationally excited, as in that case the ratio should be 
much more sensitive to pressure than temperature. The 
fact that the opposite is true makes sense only if it is as­
sumed that I and II interconvert rapidly even after they 
are thermalized, and that they are in thermal equilibri­
um. Indeed, if one assumes that the II to I interconversion 
is fast and thus has an equilibrium constant of 57 ± 6  at 
300°K and of 81 ±  8 at 273°K, it can be calculated18 that 
the heat of formation of II is about 2.1 ±  1 kcal/mol high­
er than that of I, which compares well with the expected 
value of 1.6 kcal/mol. (The “ expected” value is obtained 
using primary and secondary C-H bond dissociation ener­
gies of 96.2 and 92.8 kcal/mol, respectively, and using hy­
drocarbon heats of formation given in the API tables.10) 
Thus it appears that the homoallylic rearrangement is so 
rapid that I and II are in thermal equilibrium even at 0°.

It is possible to estimate a maximum activation energy 
from the assumption of equilibrium at 0°. If the thermal­
ized radicals are in equilibrium, they must isomerize fast­
er than they are destroyed by disproportionation-combi­
nation reactions with other radicals. The total radical 
concentration can be estimated from the light intensity. 
From a rough knowledge of the approximate photolysis 
times required to obtain 10% reaction with known pres­
sures of reactants in our reaction system, we can estimate 
that the light input is about 3 x 10" 13 einsteins/cc sec.
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Assuming a radical + radical bimolecular rate constant of 
about 1013 cc/molecule sec,3 the total radical concentra­
tion is about 5 X 10 13 molecule/cc, giving a pseudouni- 
molecular radical destruction rate of 5 sec-1 . The estima­
tion is probably only good to an order of magnitude, but 
the radical destruction rate should not be slower than 1 
sec-1 . This gives a minimum rate of about 5 sec- 1 for the 
thermal isomerization of I to II (the slower of the two). 
Assuming the thermal A factor for the isomerization is 
about IO12-9 sec-1  (calculated from activated complex 
frequencies appropriate to III, with a C-C stretch taken as 
the reaction coordinate), this minimum rate constant cor­
responds to a maximum activation energy of 15.4 kcal/ 
mol. This also corresponds to a maximum activation ener­
gy of 13.8 kcal/mol for II to I.

As pointed out by one of the referees the isomerization 
of cyclopropylcarbinyl (C) to butene-4-yl (B) has been re­
ported by Sheldon and Kochi19 to have a rate constant, 
k{ , greater than 1 X 108 sec-1  at 25°. Using the appropri­
ate thermochemical quantities20 for

AS° = 6.6 eu and &H° = -5 .2  kcal/mol and estimating 
A{ = 1014-5 sec-1 and thus Ea(f) > 9.0 kcal/mol Ea(r) is 
found to be >14.2 kcal/mol. This activation energy is in 
agreement with the value reported here for the analogous 
reaction.

Recently Lee and coworkers21 have studied the reaction 
F + 1,4-pentadiene via molecular beam techniques to ob­
tain information on the energy distribution of unimolecu- 
lar decompositions. In their studies the excited radicals 
had approximately 10 kcal/mol more vibrational energy 
than in our experiments. In their system one would also 
expect a very rapid homoallylic isomerization so that the 
initially formed 5-fluoro-l-penten-3-yl would be in equi­
librium with 2-fluoromethylpropen-3-yl; the former would 
decompose to give allylfluoride + vinyl while the latter 
would competitively decompose at a faster rate to give 
predominantly 1,3-butadiene + fluoromethyl and allyl 
fluoride + vinyl. They only reported the presence of mass 
85. corresponding to the H atom split off reaction; accord­
ing to our calculations the process producing 1,3-butadi­
ene should predominate. Their findings are not in agree­
ment with ours, however, it should be pointed out that 
our work deals primarily with delineating the mechanism 
and the unimolecular rate constants for each process and 
is supported with complete product analysis by vpc. The 
purpose of their work was to obtain energy distributions 
assuming a simple mechanism which included only 0 scis­
sion reactions and ignored the possibilities of other uni­
molecular reactions such as homoallylic isomerization, H 
atom migrations, etc. Consequently, it should be pointed 
out that these radical systems should be understood at the 
pseudomacroscopic level before microscopic information 
can be extracted.

l,4-Pentadiene-2-Methyl-l-butene-Hydrogen System. 
The rate of decomposition of II to 1,3-butadiene was mea­
sured using the previously characterized22 decomposition 
of 2-methylbutyl-2 generated by the H + 2-methyl-l-bu- 
tene reaction, as an internal standard. The C3-C4 prod­
ucts resulting from the photolysis of 1,4-pentadiene-hy- 
drogen mixtures were primarily propylene (and perhaps 
propane) and 1,3-butadiene. The 1,3-butadiene was iden­
tified using vpc retention times of known samples. The C3 
yield was about 1/5 that of 1,3-butadiene. The only prod­
uct in the C3-C4 range resulting from the photolysis of 2-

methyl-l-butene-hydrogen mixtures was identified as iso­
butene. Identification was made by comparison of vpc re­
tention times with those of authentic samples. When 1,4- 
pentadiene—2 - met hy 1 -1 - b utene—hydrogen mixtures were 
photolyzed, no new products were observed, but the C3 
yield was equal to the 1,3-butadiene yield. The 1,3-buta­
diene-isobutene ratio was measured to be 0.113 ±  0.006 in 
the pressure range of 0.915 to 50.0 mm.

From this ratio a rate constant for the decomposition to
1,3-butadiene can be estimated. The rate constant for the 
decomposition of 2-methylbutyl-2 with hydrogen as the 
bath gas is 1.75 x 107 (±5%) sec-1 .22 The ratio of 2- 
methyl-l-butene-l,4-pentadiene in these mixtures was 
3.69. Assuming that hydrogen atoms add to the 1 position 
of 1,4-pentadiene twice as fast as it adds to the 1 position 
of 2-methyl-1-butene (because 1,4-pentadiene has two 
double bonds to which the H can add), one obtains the 
rate constant for the decomposition of I and II to 1,3-buta­
diene in hydrogen to be 3.6 X 106 (±10%) sec- L

The overall rate constant can be calculated using the 
critical energy for the decomposition; the details of such 
calculations on systems where only decompositions or col- 
lisional stabilizations are important have been given pre­
viously.22’23 In addition to the energies, vibrational fre­
quency assignments of the reactants and the decomposi­
tion and formation activated complexes11-22 and energy 
transfer models for collisional deactivation of the excited 
radicals in hydrogen22-23 are required for calculation of 
the rate constants. The vibrational frequencies used are 
listed elsewhere,24 and were obtained using previously de­
scribed techniques.2-6’24-25 Collisional deactivation in hy­
drogen was assumed to be described by a step ladder 
model with step size of 400 cm-  1 (1.144 kcal/mol).23

Because radicals I and II interconvert so rapidly, they 
could be treated as a single species for the purpose of the 
calcuation. At each energy level, the density of vibrational 
states used in the RRKM calculation11 was then the den­
sity of I plus the density of II at that energy.

The calculated overall rate constant fits the observed 
rate constant when a critical energy for the decomposition 
of II is taken as 34.8 ±  0.1 kcal/mol. This corresponds to a 
methyl + 1,3-butadiene anti-Markonikov addition energy 
of 12.4 ±  0.1 kcal/mol.

The uncertainties in the critical energies cited above 
are those which are propagated from the experimental 
uncertainties. Additional error may be introduced from 
the calculational procedure, in particular the calculational 
parameters such as collisional efficiency, structural factors 
and geometries, vibrational frequency assignments (prob­
ably the largest uncertainty), etc. In general all of these 
parameters would contribute a factor in the absolute rate 
constants between 0.33 and 3. For this particular system 
the rate constant increases by a factor of 5.6 for a 1 kcal/ 
mol decrease in the critical energy. Thus the critical ener­
gy for decomposition is encompassed by the value 34 ±  1 
kcal/mol while the anti-Markonikov addition critical en­
ergy by the value 12 ±  1 kcal/mol.

Conclusion
It is determined that the homoallylic skeletal rearrange­

ment is much too fast for it to be studied by usual chemi­
cal activation means. Consequently, it has not been possi­
ble to use this study to obtain a quantitative estimate of 
the rate constant for, and thus the critical energy of. the 
isomerization of the homoallylic radicals l-penten-4-yl (I) 
and 3-methyl-l-buten-4-yl (II). However, it has been pos­
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sible to use this study to estimate that the critical energy 
should be less than about 15.4 kcal/mol. This is somewhat 
less than calculations suggest,7 and much less than the 
estimated 22 kcal/mol26 for cis-trans isomerizations of 
homoallylic radicals. More work is needed if a more quan­
titative characterization of this reaction is desired.

The H + 1,4-pentadiene system has been also used to 
obtain a critical energy of 12 ± 1 kcal/mol for the anti- 
Markonikov addition of methyl to the 2 position of 1,3- 
butadiene. This is significantly higher than the usual 7-9 
kcal/mol412 13 for radical + olefin reactions, and con­
trasts markedly with the 4 -5 kcal/mol activation energy 
for the Markonikov addition of methyl to the 1 position of
1,3-butadiene.12 In one case, allylic stabilization12 of the 
forming radical stabilizes the addition transition state, 
while in the other, conjugation stabilization15 previously 
available in 1,3-butadiene is partially lost to the transition 
state.
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Chemiluminescent Reactions of Disulfur Monoxide1
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The gas-phase reactions of S2O with O. H. N, Ar(3Po.2), Cl, and O3 were studied using a flow system. No 
chemiluminescence is reported from O3; spectra from H, N, Ar* were obtained, but do not help to eluci­
date the heat of formation of S2O. The reaction O + S2O —*■ SO + SO provides a c.ean flow system 
source of SO radicals and strong SO2* chemiluminescence. An estimate of the rate constant is 1.5 X

10 12 cm3 molecule 1 sec-1 at 298°K.

Introduction

Disulfur monoxide is an unstable gas, whose properties 
have been reviewed by Murthy, et a 1,2a It condenses to a 
red solid at low temperature and cannot be reevaporated, 
the products being a sulfuroxv polymer and SO2 . In the 
gas phase it is also unstable with respect to a slow, sur­
face-dependent disproportionation to sulfur and SO2 .

The thermodynamic properties of S2O are uncertain. 
Blukis and Meyers31 estimate A//°f > -34 kcal m o l1

from bond energy considerations. <2 kcal moD1 from 
Schenk's preparation technique,3 and > —13 kcal m o l1 
from a consideration of Dewing and Richardson's work.4

This study was prompted by the lack of knowledge of 
S 2O gas-phase reactions, uncertain thermodynamics, and 
a suggestion by Clyne. et a l . . 5  that the reaction O + S2O 
—*• SO + SO would be fast. If so, this would then provide 
a simple flow system source for the SO radical. Another 
reason for interest in S2O stems from the report bv Iver­
son6 that it is a biological intermediate in the metabolism
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Figure 1. An uncorrected photoelectric scan of the blue after­
glow from the reaction 0  +  S2O at 0.8 Torr in 95% argon.

of a sulfate reducing bacterium Desulfovibrio desulfuri- 
cans.

Experimental Section
S20  was prepared by the method of Genz and Schenk* 

by passing SOCI2 in N2, over CuS at 150° and a pressures 
of 0.5-1.5 Torr. It was transferred directly into the Pyrex 
flow system. Other reagents were taken from standard 
tank gases, dried by passage through 5A molecular sieve 
traps at liquid N2 temperature. Oxygen, nitrogen, hydro­
gen, and chlorine atoms were prepared in the flow system 
by microwave discharge of the parent gases in 95-99.5% 
argon carrier. Oxygen atoms were also prepared from N 
atoms by NO titration.5 Excited argon atoms (3P2,o) were 
produced by the method of Stedman and Setser.7 The re­
agents entered the atom stream just above a 30-mm di­
ameter by 200-mm long cell. This cell was observed end- 
on by a 1-m Jarrell Ash spectrometer with photoelectric 
readout, or side-on with a moveable photomultiplier tube 
and filter assembly.

Results
Chemiluminescent spectra were observed from 0 , H, N, 

and Ar*. Figures 1-3 show the spectra observed from 0, 
H, and N with S20 . Cl + S20  gave no apparent light 
emission, and only the addition of large flows of S20  
showed some reduction of the chlorine afterglow, possibly 
by enhancing the third-order Cl atom recombination rate. 
Ar* + S20  gave a bright blue flame consisting apparently 
of many overlapping bands from systems of SO and S2 
between 240 and 500 nm.

The intense blue flame from O + S20  was visible in the 
ordinarily lit laboratory and showed a maximum intensity 
which decreased with increasing S20  flow. This behavior 
is similar to O + N 0 2 so the kinetics of the two systems 
were compared under otherwise identical conditions, 
switching directly from a flow of N 0 2 to a flow of S20. 
The flow of S20  was an estimate taken by measuring the 
flow of N2 into an SOCl2 saturator, assuming saturation, 
and 95% yield of S20  from the CuS reactor.* The kinet­
ics were determined with the moveable photometer, using 
a 450 ±  5 nm interference filter for both the S20  and N 0 2 
afterglow. The intensity 13 msec downstream from the 
mixing point at a total pressure of 0.8 Torr is shown in 
Figure 4 for both S20  and N 0 2. O3 + S20  gave no chemi­
luminescent emission between 0.5 and 6 Torr.

Although the method of S20  preparation is reported to 
have a purity of >98%,23 we tested all systems with the

Figure 2. An uncorrected photoelectric scan of the orange after­
glow from H +  S20.

Figure 3. An uncorrected photoelectric scan of the blue after­
glow from N +  S20.

Figure 4. The dependence of light intensity at 450 nm, 13 msec 
after mixing in a mixture of 5 cc/m in of 0 2 in 200 cc/m in cf 
Ar* at a reaction pressure of 0.8 Torr: (a) O +  S20; (b) O — 
N 02.

S20  conversion oven inactive. Blank spectra were negligi­
ble except in the case of the Ar* system in which the 
known strong emission from Ar* + S0C127 was observed. 
The absence of the uv end of this spectrum with the oven 
on indicated complete removal of SOCl2. Possible spectral
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contamination with the decomposition product SO2 was 
also tested with negative results except for the Ar* case. 
The O + SO2 chemiluminescence being very weak com­
pared to O + S2O.

Discussion
Reactions of S2O which might be expected in this sys­

tem were

0 + s.o — » so + so A H ° i9s =  - 44 kcal mol

— S.(g) +  0. —15.5

H + S.O HS + SO -3.7
— OH +  S, + 1

N + s.o — » NO +  S, -48
- NS + SO —35.7

C) + S.O — CIO +  S. +39
— >• CIS + SO — h'20

Ar* + s.o — *- S. + O + Ar -168
— » SO + s + Ar -191

0, + SX) — >- SO. + SO. -150

The heats of reaction were obtained assuming —13 kcal 
mol-  1 for 1H°(S2O) and using Okabe’s8 value of AH°(SO) 
of +1.3 kcal mol-1 . Other values were from the JANAF 
tables.9 As explained these data may be uncertain by ±15 
kcal mol-  1 due to the uncertainty in S2O thermodynam­
ics.

The above heats of reaction explain the wealth of bands 
obtained from Ar* + S2O, and the apparent lack of reac­
tion with chlorine atoms. They also show that there is in­
sufficient energy release in the primary reactions with O, 
H, and N to account for the spectra of Figures 1-3. Thus 
these must result from secondary interactions. The details 
of these interactions have been studied only in the case of 
oxygen atoms. The postulated mechanism is

0 + S,0 — ► s o  + so  
0 + SO + M — *■ SO, + M 

— - SO,* + M 
SO,* — * SO, +  M 

SO, — *■ SO, +  hv

This is verified by three observations, (a) The observed 
spectrum in Figure 1 is identical with that from the reac­
tion between 0  and SO. This was confirmed by a study of 
the SO2 afterglow in our own system. In the SO2 afterglow 
the emission is known to be from 0  + SO.5 (b) The 
peaked intensity vs. flow curve in Figure 4 shows that 
oxygen atoms are both consumed in the primary reaction 
and needed for the generation of the light emitter, (c) The 
maximum in the O + NO2 curve occurs at a little over 5 
cc/min of both NO2 and S2O. Since the unit stoichiome­
try of 0  + NO2 has been confirmed in a number of stud­
ies, this observation shows that the reaction 0  + S2O also 
has a 1:1 stoichiometry. If the initial products were S2 + 
0 2, the fast reactions 0  + S2 —1► SO + S and S + 0 2 — 
SO + O would lead to the same apparent reaction 
scheme.108

The mechanism of 0  + NO2 chemiluminescence is 
somewhat different since the light emitter (N0 2) is recy­
cled to NO

0  + NO, — *- NO + 0,

0 + NO +  M — *• NO,* +  M 
— ► NO, +  M 

NO,* +  M — *• NO, +  M 

NO,* —  NO, + hv

In this study we estimated the relative rate constants 
by measuring the decay along the tube of the intensity 
maxima shown in Figure 4. Using the above mechanisms 
and second-order rate constant theory, these data gave an 
estimate of the ratio of rate constants k (0  + N02)/fe(0  + 
S2O) = 6.0 ±  0.5. Using k(0  + NO2) = 9.1 X  10-12 cm3 
molecules-1  sec-1  this gives k(0  + S2O) = 1.5 ±  0.2 X  
10-12 cm3 molecule sec 1.1Cb Thus the original prediction 
of Clyne, et al.,5 is correct, and O + S2O —► 2SO is a fast 
stoichiometric reaction. It provides a good source of SO 
radicals in a flow system for further chemical studies.

The intense blue chemiluminescence from O + S2O 
may be useable as a detector for atmospheric S2O, cer­
tainly down to parts per million, and probably parts per 
billion. Since S2O is a biochemical intermediate,6 it may 
be observable in sulfurous bacterial environments. The 
relatively weak interference from SO211 would have to be 
subtracted by appropriate calibration and a concurrent 
SO2 monitor. Other routes to S2O are electric discharge in 
SO2 and heating a mixed sulfide and oxide.28 These pro­
cesses bear a marked resemblance to the industrial pro­
cesses of electrostatic precipitation in flue gases and sul­
fide ore roasting, thus S2O may be fcund more widely 
than one would initially expect.

Figure 2 shows the orange chemiluminescence with hy­
drogen atoms. The spectrum observed is not recognizable 
from among those tabulated by Pearse and Gaydon,12 per­
haps it is excited H2S, similar to the known excited H2O 
spectrum. The observation of this spectrum and a reac­
tion at least as fast as the O + S2O reaction suggests that 
at least one of the bimolecular reactions H + S2O is exo­
thermic, thus A f/°(S20) must be greater than —19 kcal 
mol-  1.

Figure 3 shows the blue spectrum observed in active ni­
trogen. From energy considerations these excited states 
cannot be formed directly, however, they could be the re­
sult of energy transfer from N2(A32 U+) or higher excited 
states of N2 known to be present.
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Chemiluminescent Reactions after Pulse Radiolysis of Aqueous Dye Solutions. 
Absolute Yields
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The number of fluorescence quanta emitted per reaction [dye(oxidized by -OH) + eaq"], denoted tf>ch, 
has been estimated for several dyes. Two standards were used involving high energy irradiation: (A) Cer­
enkov light induced fluorescence of the dye itself, (B) p-terphenyl fluorescence in benzene. Both methods 
agreed within experimental error and gave mean values of <t>Ch for Acriflavin, Rhodamine B, Fluorescein 
(at pH 10), and anthranilic acid of 0.011, 0.018, 0.031, and 0.020, respectively.

Introduction

Oxidized intermediates of various dyes, formed after 
pulse radiolysis of aqueous dye solutions by the action of 
OH radicals, have been found to yield singlet excitation of 
these dyes by subsequent reaction with hydrated elec­
trons.1-3 Time dependencies of such chemiluminescences, 
which build up and decay over tens of microseconds after 
a single pulse, and the effect of dye concentration and of 
adding various radical scavengers to the solutions, have 
been described earlier.1-3 Possible chemiluminescent pro­
cesses were also discussed in these papers. The present 
article reports determinations of the absolute yields of 
such emissions.

Experimental Section

Two different methods (A and B) were applied using 
0.005-l-/isec pulses of 8-14-MeV electrons from a Vickers 
accelerator and the pulse radiolysis apparatus of Keene.4 
Solutions were irradiated at room temperature in a black- 
quartz cell with Suprasil end windows (0.7-cm electron 
path and 2.5-cm optical path) and emissions observed at 
right angles to the electron beam. Commercial dyes were 
used as before1-3 without further purification, the extinc­
tion coefficient obtained at the absorption maximum was 
e(452 ) 3.8 X  104 M " 1 cm-1 for Acriflavin (Fluka AG) at 
pH 7, e (554) 1.1 x 105 M " 1 cm-1 for Rhodamine B 
(Merck AG) at pH 7, e (491) 8.3 X 104 M" 1 cm- 1 for Fluo­
rescein (Merck AG) at pH 10. and e(310) 2.8 x 103 M " 1 
cm- 1 for anthranilic acid (Merck AG) at pH 7.

Method A. During the electron pulse the dye solutions 
show a strong prompt emission which is assumed to be 
due predominantly to excitation of the dye by Cerenkov- 
light. The number of dye molecules thus excited can be 
calculated from the theoretical yield of Cerenkov light 
and the geometry of its propagation (see, e.g., ref 5). This 
fluorescence can be used as a reference for each particular 
dye for the determination of the chemiluminescence yield.- 
Since these chemiluminescences actually involve the for­
mation of the same singlet excited dye molecules1 -3 this 
method avoids any spectroscopic correction.

According to Cerenkov light theory5 the number of pho­
tons (N) emitted per unit path within the spectral region 
X toA + dA is given bv

d-N/dx =  27ra sin2 6(dX/X2)
where a (= 1/137) is the fine structure constant and 0 is 
the angle of light emission with respect to the electron 
path, which is connected to the refractive index n(X ) and 
to 0, the ratio of the electron velocity to that of light in 
vacuo, via the Cerenkov relation cos 6 = 1 /nff. The Ceren­
kov relation in this case (8 ~ 1) ensures total light reflec­
tion at the side wall of the cell. Since the cell had black 
front and end walls, with respect to the electron beam, no 
Cerenkov light was generated in the entrance window and 
no light reflection occurred at the end surface. The Ceren­
kov light produced at any point with distance x from the 
inner entrance surface of the electron beam will be ab­
sorbed only along the light path (l -  x)/cos 6, where l is 
the cell depth. Integrating the total absorption of light 
produced along the electron path l by the dye at concen­
tration c we obtain

„  , 2007T« f  ( ,  , e-< M2'3c//cos# _  g i n 2 tf ^

Ga “  0f (dE/dx) J V  e(X) 2.3 c//cos 0  ) ~  X 1  AX

where GA is the number of fluorescence quanta produced 
by Cerenkov light per 100 eV absorbed in the solution. 
The literature values used for the fluorescence quantum 
efficiencies, </>f , which are independent of the excitation 
wavelength,6-7 are given in Table I. (d£/dx) = 2.0 X 10® 
eV/cm8 was used for the mean differential energy loss of 
the electrons. Dye concentrations of around 5 x 10“ 5 M 
were used for the reference solutions, which ensured simi­
lar uniformity of excitation as occurs in the chemilumi­
nescence situation. Calculated values of GA at a dye con­
centration of 4 x 10" 5 M, for example, were of the order 
of 5 X 10" 3 to 10" 2 quanta per 100 eV for each dye. Direct 
excitation of the dye by electron impact can be neglected 
since it has been found to yield only about 2 x 10"5 
quanta/100 eV at 10" 4 M  dye from low-energy X-irradia- 
tion experiments.9 Absolute chemiluminescence yields 
Gch, in quanta/100 eV, were obtained using the integrated 
areas under the emission intensity vs. time curves for Cer­
enkov light induced fluorescence GO" 5 to 10" 4 M  dye) 
and those for chemiluminescence (0.05 to 1 X 10"5 M  
dve) at a wavelength where no reabsorption takes place. A 
typical oscilloscope trace of such chemiluminescence is in­
serted in Figure 2. In the case of Cerenkov light induced
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fluorescence the < 10% background Cerenkov light at the 
wavelength of observation was subtracted.

Due to the low yield of Cerenkov light this method is 
sensitive to any unknown additional excitation process 
which might occur in the reference solution. The yields 
might therefore be underestimated to some extent.

Method B. An independent approach to the absolute 
chemiluminescence quantum yield was made by using 
10-  2 M  p-terphenyl (T) in benzene (B) as a standard. A 
singlet excited benzene (mainly excimer) G value of 1.5510 
was employed (this compares with other recent literature 
values of 1.45.11 1.4.12 and 0.913), and the fraction of ener­
gy transferred from benzene to p-terphenyl, /Tb = 0.9, was 
estimated from the singlet benzene half-life (18.2 nsec)14 
and the singlet energy transfer rate for this system (4.2 X  
1010 M~ 1 sec-1 ).15 Using the p-terphenyl fluorescence in 
benzene quantum efficiency, <MT) = 0.75,16 and taking 
into account both concentration quenching by a factor qT 
= 0.9617 and the reduction of energy deposition in ben­
zene relative to water by the density ratio R = 0.88, we 
obtain a reference yield of Gr(T) = G(1B)/rH/>r(T)<7 rR 
= 0.89. Reabsorption of p-terphenyl fluorescence was 
taken into account by fitting the low concentration spec­
trum of p-terphenyl fluorescence in cyclohexane18 to the 
spectrum observed in our experiments. The spectral quan­
tum sensitivity of the optical system was obtained from 
the photomultiplier response to Cerenkov light from pure 
water. Excitation of p-terphenyl and benzene by Cerenkov 
light was neglected since it was estimated as in method A 
to yield less than 10- 2 quanta/100 eV.

Use of anthracene (A) instead of p-terphenyl as refer­
ence and corresponding fAB = 0.9 (from ref 14), 0f(A) = 
0.27,® and qA = 0.8,19 i.e., GB(A) = 0.27, revealed a dis­
crepancy in the ratio of the (spectroscopically corrected) 
intensities: /(A )//(T ) ~  0.6GB(A)/G B(T). This discrep­
ancy. which is not understood is being investigated. The 
values given in Table I relate to the p-terphenyl measure­
ments since p-terphenyl was the scintillator used in the 
absolute determination of G(JB) by Skarstad, et al.10

The accuracy of method B ultimately depends upon the 
value of G(1B) taken. Since the recent literature 
values10-13 vary between 0.9 and 1.55 the yields calculated 
on basis of G(1B) = 1.5510 could be too high.

Results and Discussion
Concentration and dose dependencies of the total chem­

iluminescence yield after single pulse electron irradiation 
of aqueous dye solutions are shown in Figure 1. In Figure 
2 are given results for anthranilic acid, which appears to 
exhibit the same type of chemiluminescence as previous­
ly13 detected with dyes. Absolute chemiluminescence 
quantum yields, Gch, obtained from methods A and B at a 
particular dose and dye concentration, are collected in 
Table I. Individual values were reproducible to within 
±30%. Since the two sets of results (A and B) are consis­
tent within the experimental error the mean values of Gch 
given in Table I were used for the estimation of chemilu­
minescence efficiencies, $ch.

From reactions 1-3, proposed to be involved in these 
chemiluminescences,1 3 we have calculated the

D + OH — *■ D0!i(D'+ and DOH) (1)
D„s +  eaq_ —»• D*(singlet and triplet) (2)

D +  eaQ-  — *■ D- (3)
total number of reactions 2 per 100 eV, Gcaid, occurring 
after a single pulse of dose D in rads (see Table I and Fig­

ACRFLAVIN RHODAMINE B

Figure 1. Concentration and dose dependencies of the observed 
chemiluminescence quantum yields, Gch (dashed curves, left- 
hand ordinates), and of the calculated number of reactions 2, 
Gcaid (continuous curves, right-hand ordinates), occurring on 
pulse radiolysis of deaerated aqueous solutions of various dyes: 
(a) Acriflavin, pH 6, concentration dependence at 200 rads/ 
pulse; (b) Rhodamine B, pH 6, concentration dependence at 
200 rads/pulse: (c) Fluorescein, pH 10, ccncentration depen­
dence at 200 rads/pulse; (d) Fluorescein, pH 10, dose depen­
dence at 4 X  10~® M dye. Both Gch and Gcaid are plotted rela­
tive to their values at 2 X  10-6  M dye given in Table I.

Figure 2. Concentration dependence of the observed chemilumi­
nescence quantum yield, Gch (dashed curve, left-hand ordi­
nate), and of the calculated number of reactions 2, Gcaid (con­
tinuous curve, right-hand ordinate), occurring after pulse radiol­
ysis of deaerated aqueous anthranilic acid solutions at pH 6.2 
(adjusted by adding KOH): dose 200 rads/pulse. Both Gch and 
Gcaid are plotted relative to their values at 2 X  10~6 M anthra­
nilic acid given in Table I. Inset shows oscilloscope trace of the 
chemiluminescence from 1.64 X  lO “ 6 M anthranilic acid after 
a 0.5-iisec pulse. Time base is 20 n sec  per large division.

ures 1 and 2)
Qfifi y  108 r

G.-aid =  p—  J M D „ J t)[ea ~](t) dt

G(eaq- ) = 2.722 and G(OH) = 2.7522 and the rate con-
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TABLE I: Quantum Efficiencies, Gci„ and Number of Reactions 2, GCiid, for the Chemiluminescence from 
Deaerated Aqueous Solutions of 2 X 10~6 M Dye after Irradiation with 200-rad (±20%) Electron Pulses1

ochb
D y e <t>i M e t h o d  A M e t h o d  B M e a n G c a l / <£cll

Acriflavin
(neutral)

0 .54» 0.53 0.61 0.57 60 0.011

Rhodamine B 
(neutral)

0.304 1.01 0.54 0.77 40 0.018

Fluorescein 
(pH 10)

0.87* 2.90 2.24 2.57 92 0.031

Anthranilic 
acid (pH 6 .2)

0.5V 0.28 0.33 0.30 15 0.020

a F lu o r e s c e n c e  q u a n t u m  e ffic ie n c ie s , £ f ,  a n d  t h e  m e a n  n u m b e r  o f  q u a n ta  p e r  r e a c t io n  2 , 0 ch, o b t a in e d  f r o m  th e  d a ta  a t  a ll  c o n c e n t r a t io n s  (see  F ig u re s  1 a n d  2 ) 
a re  a ls o  g iv e n . 6 In  u n its  o f  10 -3  q u a n ta  p e r  100 e V . c R e fe r e n c e  2 0 . d R e fe r e n c e  21 . e R e fe r e n c e  6 . *  E s t im a t e d  b y  c o m p a r in g  w it h  a q u e o u s  s a lic y la te  (0 f  (s a lic y ­
la te )  =  0 .2 8 ) ,20 w h ic h  h a s  a  v e r y  s im ila r  flu o r e s c e n c e  s p e c tr u m , th e  in te g r a te d  a re a s  u n d e r  t h e  flu o r e s c e n c e  s p e c tr a  o b t a in e d  f o r  n a r r o w  b a n d w id t h  e x c ita t io n  a t  
a  w a v e le n g th  w h e re  b o t h  s o lu t io n s  h a d  e q u a l o p t ic a l  d e n s it ie s .

TABLE II: Rate Constants (1010 M ~, sec-1) for
Reactions of eaq_ (k3) and •OH (k^ with Various Dyes

D y e kz k\

Acriflavin 3 .7» 1.2»
Rhodamine B 3 .0" 0 .9 6
Fluorescein 1 . 4e 1.24

(pH 10)
Anthranilic acid 0 .193 1 . 1 4

°  R e fe r e n c e  3 . b R e fe r e n c e  1. c R e fe r e n c e  2 4 . d T h is  s tu d y .

stants given in Table II were used in these calculations.23 
The decay of eaq~ and -OH in pure water was allowed for 
as previously3 and the unknown rate constant k2 was as­
sumed equal to k3. In the case of Fluorescein the rate con­
stant ki was obtained from absorption changes, i.e., dye 
bleaching and simultaneous product formation, after 
pulse radiolysis of N20-saturated solutions. (A value of ky 
= 1.6 x 109 M-1  sec' 1 found in the literature24 for Fluo­
rescein is incompatible with our results.) For anthranilic 
acid the kinetics of OH-product formation in N^O-satu- 
rated solutions and of eaq  ̂ decay in Ar-saturated solu­
tions containing 10“ 1 M  sodium formate were used to de­
termine k\ and k3, respectively.

The relative concentration dependencies of Gcald can be 
fitted by scale adjustment with the corresponding chemi­
luminescence results, as shown in Figures 1 and 2. By 
comparing the mean chemiluminescence yields Gch 
(Table I) with the Gcaid shown in Table I and Figures 1 
and 2, we obtain the (quanta per reaction 2) efficiencies, 
4>Ch, given in the last column of Table I. The chemilumi­
nescence efficiencies <£ch which are much lower than the 
corresponding fluorescence quantum efficiencies <pt might 
even be overestimations if k2 > k3. One reason for the 
lower quantum efficiencies in the chemical excitation of 
the dye may be that both singlet and triplet states are 
formed in reaction 2. Such possible triplet yields are too 
low to be observed by absorption spectroscopy at these 
concentrations. Another more important reason may be 
that both D-+ and D-OH adducts are probably formed3'24 
in reaction 1 but only one of these leads to emission via 
reaction 2. Presumably the OH products which do not 
lead to luminescence are formed in large excess. The 
above effects may also explain why there is no apparent 
correlation between the changes in <f>ch and (fit in going 
from one dye to another.

Previous attempts3 to identify D-+ and D-OH by ab­
sorption measurements on dyes, and hence to determine 
the D-+ /D-OH ratio, were inconclusive. Anthranilic acid 
is however a simpler molecule and may allow resolution 
and positive identification of the corresponding D-+ and 
D-OH. Additional studies using anthranilic acid, aimed at 
further understanding these chemiluminescent processes, 
are in progress.
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Low-temperature photolysis of liquid, solid, and dissolved ethylene has been studied at 184.9 nm. The 
major products observed in the photolysis of liquid ethylene and of ethylene-ethane solutions at -(160 ±  
1)° are hydrogen and acetylene. The minor products are butene-1, n-butane, 1,3-butadiene, methylcyclo- 
propane, cyclobutane, hexene-1, and 1,5-hexadiene. Methylcyclopropane, cyclobutane, and the greater 
part of butene-1 appear to result from direct addition of excited ethylene molecules to ethylene. In the 
photolysis of dideuterioethylene in liquid nitrogen solution at 77°K, cis-trans isomerization, H-atom 
scrambling, molecular decomposition into hydrogen and acetylene, and a much smaller decomposition 
into hydrogen atoms and vinyl radicals are observed. The photolysis of liquid and dissolved ethylene may 
be explained by a mechanism involving either a single or, somewhat more logically, two excited states of 
ethylene. The two-state mechanism is formally similar to the mechanism previously postulated for the 
mercury (Hg(3Pi)) photosensitized reaction of ethylene. Addition of vinyl radicals (but not of ethyl radi­
cals) to ethylene at -(160 ±  1)° is observed. At this temperature the ratio fe(C2H3 + C2H,i)/ft(H + 
C2H4) is 0.24. Photochemically induced intermolecular hydrogen exchange at 184.9 nm between C2H4 
and C2D4 in the solid phase at 77°K is at best only a very minor process. The ratio of the free radical to 
the molecular decomposition of liquid ethylene photolyzed at —160° is about 0.03.

Introduction
The kinetics of the mercury-sensitized photolysis of eth­

ylene23 was explained by Callear and Cvetanovic2b in 
terms of a mechanism involving two excited state inter­
mediates. Isomerization of dideuterioethylene photosensit­
ized by Hg(3Pi), Cd(3Pi), benzene, and benzene deriva­
tives has been similarly explained by a two excited state 
reaction mechanism.3~9 One of the two excited states is 
assumed to be a vibrationally excited triplet ethylene, ca­
pable of cis-trans isomerization (i.e., interconversion of 
cis- and tran.s-l,2-dideuterioethylene) and of spontaneous 
conversion into the other excited state. The latter is as­
sumed to be a vibrationally excited triplet ethylidene, ca­
pable of H-atom scrambling (formation of 1,1- from 1,2- 
dideuterioethylene and of cis- and frans-l,2-dideuter- 
ioethylene from 1,1-dideuterioethylene) or of dissociating 
into hydrogen and acetylene.2'4 Minor amounts of ethyl­
ene dimer and trimer olefinic products have also been ob­
served in the mercury photosensitization of ethylene in 
the gas phase2 and Chesick10 has detected traces of cyclo­
butane but no methylcyclopropane.

Reaction of short-lived intermediates (for example, 
ethylidene biradicals) with the reactant molecules to form 
molecular dimers could be expected to be favored in the 
liquid phase and, moreover, energy-rich intermediates 
formed by dimerization should be rapidly stabilized by 
transfer of excess energy to solvent molecules. With this 
prospect in mind, we have now investigated the photolysis 
at 184.9 nm of ethylene and dideuterioethylene in liquid 
nitrogen solution at 77°K, of liquid ethylene and ethylene- 
ethane solutions at -(160 ±  1)°, and of solid ethylene at 
77°K.

Photolysis of ethylene has been recently studied in the 
gas phase at room temperature11 14 and in the solid phase 
at 3614 and at 20°K.15 Cyclodimerization of cis- and trans-
2-butene to give the four tetramethylcyclobutane isomers 
has been recently observed in the liquid phase.16

Experimental Section
The vacuum reaction system used was mercury free and 

the 184.9-nm radiation was obtained from a homemade, 
spiral low-pressure mercury lamp constructed of Suprasil 
quartz. The photolyses of ethylene in liquid nitrogen solu­
tion and of solid-phase ethylene were carried out using the 
Suprasil reaction vessel and dewar flask described in an 
earlier paper.17 The photolyses of liquid ethylene and of 
liquid ethylene-ethane solutions at -(160 ±  1)° were car­
ried out in a flat Suprasil reaction vessel connected to a 
dewar flask containing isopentane slush.

Matheson grade nitrogen (99.9995%) was used after pas­
sage through two spiral traps cooled with liquid oxygen. 
Matheson research grade ethylene and Phillips research 
grade ethane were used after thorough degassing and dis­
tillation from a trap at -160°. Merck Sharp and Dohme 
ethylene-d4 and trans-1,2-, cis-1,2-, and 1,1-dideuter- 
ioethylene (asym-C2H2D2) were used after degassing and 
distillation. Ethylene was found to contain a trace of eth­
ane (0.0030%) and of propane (0.0004%). Ethane was 
found to contain a trace of propane (0.001%) and of pro­
pylene (0.0005%). Mass spectrometric analysis showed an 
isotopic impurity in ethylene-c^ of 3.5% C2HD3.

In the photolysis of ethylene in liquid nitrogen solutions 
at 77°K, reaction samples were prepared as described ear­
lier.17 The total amount of liquid nitrogen solution used 
was either 10 or 20 ml. After irradiation, tne nitrogen sol­
vent was distilled off and the condensable products and 
excess ethylene were collected in a trap at 77°K.

In the photolysis of liquid ethylene and cf ethylene-eth­
ane solutions at —(160 ±  1)°, volumetrically measured 
amounts of ethylene and ethane were introduced into the 
reaction vessel at liquid nitrogen temperature. The liquid 
nitrogen in the dewar flask was replaced by an isopentane 
slush at —(160 ±  1)°. After irradiation, the isopentane 
slush was replaced by liquid nitrogen. In the photolysis of 
the solid-phase ethylene, a volumetrically measured
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Figure 1. Relative yields of hydrogen, butene-1, and methylcy- 
clopropane to acetylene in the 184.9-nm photolysis of liquid eth­
ylene at - (1 6 0  ±  1)°

amount of ethylene was frozen onto the wall of the reac­
tion vessel and was photolyzed after a 5-min thermal 
equilibration period.

The mercury-free reaction system was connected to the 
mercury containing analysis system through two protec­
tive spiral liquid nitrogen traps. The condensable gases, 
consisting of H2 with at best only a trace of N2, were col­
lected in a combined Toepler pump-gas buret and mea­
sured manometrically before and after the removal of H2 
in a copper oxide furnace at about 240°. The condensable 
products and excess reactant were analyzed by gas chro­
matography with flame ionization detectors. Ethane and 
ethylene were analyzed on a 1.5-m silica gel column at 
75°. The C2, C3, and C4 hydrocarbons were analyzed on a
12-m dimethylsulfolane (20% w/w on Chromosorb P) 
packed column at room temperature. The C4 and C6 hy­
drocarbons were analyzed on a 3-m dimethylsulfolane 
packed column at room temperature, on a 300-ft stainless 
steel capillary column at 0° coated with squalane, and on 
a 300-ft stainless steel capillary column at 0° coated with 
1:1 squalane-/3,/?'-thiodipropionitrile (/3,/3'-TDPN) mix­
ture.

The identification of C2, C4, and Ü6 hydrocarbons was 
confirmed by seeding with authentic samples when avail­
able. Methylcyclopropane was synthesized by the mercury 
photosensitized reaction of butene-1.18 The identification 
of C4 and C6 hydrocarbons except for the minor products 
(methylcyclopropane and cyclobutane) was also confirmed 
by direct mass spectrometric analysis of peaks eluted at 0° 
from the 300-ft stainless steel capillary column coated 
with 1:1 squalane-/!,/S'-TDPN mixture.

Isotopic ethylenes produced from isomerization of di- 
deuterioethylene were analyzed by a Perkin-Elmer 621 
grating infrared spectrophotometer. The absorption peaks 
used for the analysis were 987 and 725 cm-1 for trans-, 
842 cm ' 1 for cis-. and 943 and 751 cm -1 for asym-dideut- 
erioethylene.19 Calibration curves were made using the 
pure compounds. A small infrared cell was constructed 
with KBr windows in order to detect the isotopic acetyl­
enes. An Atlas CH-4 mass spectrometer was used to de­
termine the isotopic composition of the ethylenes by low-

o.oi 5

Q 0 .0 1 5
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Figure 2. Relative yield of n-butane, 1,3-butadiene, bexene-1, 
and 1,5-hexadiene to acetylene in the 184.9-nm photolysis of 
liquid ethylene at — (160 ±  1)°.

voltage parent peak analysis and of the isotopic hydrogens 
at standard voltage (70 V).

The number of light quanta absorbed by ethylene was 
estimated from the amount of N2 produced in the photol­
ysis of N20  and N20 -C 2H6 mixtures in the gas phase.

The flame ionization detector molar responses for the 
hydrocarbons were taken to be directly proportional to the 
number of carbon atoms.

The total amount of ethylene or ethylene-ethane solu­
tion used was about (2.6-4.9) x 10' 2 mol, corresponding 
toa volume of about (1.1- 2.2) cc at -(160 ±  1)°.

Results
Photolysis of Liquid Ethylene and of Ethylene-Ethane 

Solutions at -(160 ±  1)°. The main photolysis products 
observed are hydrogen and acetylene and the minor prod­
ucts are ethane, n-butane. butene-1, 1,3-butadiene, meth­
ylcyclopropane, cyclobutane, hexene-1, and 1,5-hexadiene. 
The effect of irradiation time on the yields relative to 
acetylene of all the observed products except ethane is 
shown in Figures 1 and 2. The yield of ethane relative to 
acetylene was only about 1 0 '3. The relative yields of the 
products are within the experimental error independent of 
irradiation time. The ratio of the yields of hydrogen and 
acetylene is very close to unity.

The effect of the concentration of ethylene diluted by 
ethane on the relative yields of products is shown in Fig­
ures 3-5. The yields of butene-1, methylcyclopropane. and 
cyclobutane relative to acetylene increase linearly with 
the mole fraction of ethylene. The relative yields of n-bu­
tane, 1,3-butadiene, hexene-1, and 1,5-hexadiene remain 
constant within the experimental error. Figure 6 shows 
that the yields of methylcyclopropane and cyclobutane 
relative to butene-1 are independent of ethylene concen­
tration.

The quantum yield of products in typical runs is shown 
in Table I. The quantum yields of hydrogen and acetylene 
are constant at different concentrations of ethylene and 
are less than unity.

These results show that hydrogen and acetylene are 
formed by unimolecular decomposition of the photoexcit- 
ed ethylene. Methylcyclopropane, cyclobutane, and the 
greater part of butene-1 are formed by direct addition of 
the excited ethylene molecules to ethylene. n-Butane.
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Figure 3. Dependence of the yields of hydrogen and butene-1 
relative to acetylene on the mole fraction of ethylene in the
184.9-nm photolysis of liquid ethylene-ethane solutions at 
- (1 6 0  ±  1)°.

Figure 4. Dependence of the yields of methylcyclopropane and 
cyclobutane relative to acetylene on the mole fraction of ethyl­
ene in the 184.9-nm photolysis of liquid ethylene-ethane solu­
tion at — ( 160 ±  1 )°.

1,3-butadiene, hexene-1, 1,5-hexadiene, and the smaller 
part of butene-1 are formed by recombination of the radi­
cals produced in the primary and secondary processes. A 
quantum yield of all products of less than unity suggests 
that the excited ethylene molecules are partially stabi­
lized to ground-state ethylene molecules.

Photolysis of C2//4 and Dideuterioethylene in Liquid 
Nitrogen Solutions at 77°K. The products observed in the 
photolysis of C2H4 in liquid nitrogen solution at 77°K are 
acetylene. 1,3-butadiene, and a trace of butene-1. (No 
measurements of hydrogen were possible in the presence 
of the huge excess of N2.) Butane, hexene-1, and 1,5-hexa­
diene were not observed in this case. The effect of irradia­
tion time on the main product, acetylene, is shown in Fig­
ure 7, for 8.15 x  10“ 4, 7.70 x  10 and 5.74 x  10~2 M  
ethylene solutions. The yield of acetylene increases linear­
ly with the irradiation time. The yields of 1,.3-butadiene 
and butene-1 relative to acetylene were about (1- 8) x  
10 3 and 10~4, respectively (in the 7.70 X 10~3 M  ethyl­
ene solution). Absence of n-butane and hexene-1 from the 
products shows that hydrogen atoms formed in the pho­
tolysis are apparently effectively scavenged by traces of 
O2 present as impurity in the nitrogen.

-
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Figure 5. Dependence of the yields of n-bLtane, 1,3-butadiene, 
hexene-1, and 1,5-hexadlene relative to acetylene on the mole 
fraction of ethylene in the 184.9-nm photolysis of liquid ethyl­
ene-ethane solutions at —(160 ±  1)°.
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Figure 6. Dependence of the yields of cyclobutane and methyl- 
cyclopropane relative to butene-1 on the mole fraction of ethyl­
ene In the 184.9-nm photolysis of liquid ethylene-ethane solu­
tions at —(160 ±  1)°.

TABLE I: Quantum Yields o f  Products in the
184.9-nm Photolysis o f  Liquid Ethylene and 
Ethylene Dissolved in Ethane at — (160 ±  1)0

Q u a n tu m  y ie ld s  o f  p r o d u c ts

R e a c t io n  p r o d u c t s  E t h y le n e "  E  t h y  le n e  / ethane^*

Hydrogen 0.74 0.71
Acetylene 0.71 0.63
Butene-1 0.066 0.0058
Methylcyclopropane 0.00077 0.000083
Cyclobutane 0 . 0 0 1 1 0 . 0 0 0 2 0

n-Butane 0.0049 0.0023
1,3-Butadiene 0.0038 0.0019
Hexene-1 0.0058 0.0024
1,5-Hexadiene 0.0013 0.00052

" L i q u i d  e t h y le n e  a t  — (160  ±  1 ) ° .  h E t h y le n e  d is s o lv e d  in  e th a n e  a t
-  (160  ±  1 ) ° ,  C 2H 4A C 2H 4 - f  C 2H 6) =  0 .0 3 7 6 .

The observed products in the photolysis of trans-, cis-, 
and asym-dideuterioethylene in liquid nitrogen solution at 
77°K are the isomers of dideuterioethylene, the isotopic 
acetylenes (C2H2, C2HD, C2D2), and a trace of 1,3-buta­
diene. The effect of dideuterioethylene concentration on 
product yields is shown in Table II. The yields of trans- 
and CN-C2H2D2 in the photolysis of asym-C2H2D2 are the 
same, within the experimental error. In the photolysis of 
trans- and cis-C2H2D2, the yield of asym-C2H2D2 (relative 
to acetylene) is approximately the same as that of cis- and 
trans-C2Ü2P>2 in the photolysis of asym-C2Ü2P>2 - The rel­
ative yields of c;,s-C2H2D2 from trans-C2H2D2 and of
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TABLE II: Photolysis o f  Dideuterioethylene in Liquid Nitrogen Solution at 77 “K with the
184.9-nm Hg Resonance Line

P r o d u c ts

R e la t iv e  y ie ld s  o f  p r o d u c t s ,  racetylene = 1 
C 2H 2D 2

P h o to ly s is  T o t a l  a c e ty le n e ,  -----------------------------------------------------------------------------------
E t h y le n e ,  /¿m ol E th y le n e ,  M X 1 0 3 t im e , m in  /¿m ol T r a n s  C is  A s y m  1 ,3 -B u ta d ie n e

105 5.02 50
1.

12.0
asym-C-^D-

0.35 0.36 0.011
155 7.77 35 11.8 0.32 0.36 0.011
201 10.0 25 11.5 0.34 0.28 0.005
201 20.1 20 9.07 0.37 0.36 0.005
412 41.2 50 28.5 0.36 0.36 0.003

71.1 7.11 40
2.
9.61

irans-C2H2D2
0.55 0.29 0.008

214 10.7 35 13.1 0.65 0.34 0.009
156 15.6 35 13.8 0.62 0.34 0.004
206 20.6 26 11.9 0.65 0.32 0.004

171 8.55 45
3.

14.0
cis-C2H2D2

0.70 0.36 nd"
162 16.2 45 20.5 0.60 0.27 0.004

a n d  => n o t  d e te r m in e d .

TABLE III: Photolysis o f  Solid Ethylene at 184.9 nm  and 77 °K
P r o d u c ts

E t h y le n e  H y d r o g e n

T o t a l
a m o u n t ,

/¿m ol

R e la t iv e  a m o u n ts

Ir ra d ia ­
t io n

t im e ,
m in

T o t a l
a m o u n t ,

/¿m ol
H:,
%

HD,
%

D?,
%

R e la t iv e  y ie ld  o f  p r o d u c ts  (rhydrogen = 1)

A c e t y le n e B u te n e -1 MCP CB1’ n -B u ta n e
1 ,3 -B u ta ­

d ie n eC2H4 C2D4
105 1.00 0 15 2.40 0.946 0.0317 0.0019 0.0002 0.0016 0.0125
206 1.00 0 15 2.84 0.979 0.0311 0.0019 0.0001 0.0017 0.0130
273 1.00 0 15 2.78 0.903 0.0303 0.0015 0.0001 0.0014 0.0103
172 1.00 1.00 20 2.72 79 2 19 ndc 0.0311 nd 0.0004 0.0014 0.0166
171 1.00 1.00 20 3.58 79 2 19 nd 0.0321 0.0007 0.0004 0.0013 0.0191
181 1.00 1.03 18 2.82 79 2 19 0.926 0.0319 0.0010 0.0004 0.0014 0.0174
169 1.00 3.27 20 2.20 72 3 25 nd 0.0286 0.0010 0.0003 0.0010 0.0260
133 0 1.00 15 1.21 1 4 95 0.992 0.0214 0.0014 0.0009 0.0041 0.0174
174 0 1.00 15 1.19 1 3 96 0.941 0.0226 0.0012 0.0004 0.0079 0.0346
109 0 1.00 15 1.09 1 3 96 0.936 0.0217 0.0012 0.0007 0.0004 0.0356

n M C P  =  m e t h y lc y c lo p r o p a n e .  b C B  =  c y c lo b u t a n e .  c n d  =  n o t  d e te r m in e d .

TABLE IV: Isotopic Composition o f  Hydrogen and Ethylene from  the 184.9-nm Photolysis o f  Mixtures o f 
C2H4 and C2D( at 77 °K

P r o d u c t s

E t h y le n e
Ir ra d ia t io n  
t im e , m in

H y d r o g e n
E t h y le n e

(re la t iv e  t o  C 2D 4 = 100)
T o t a l  a m o u n t , 

/¿m ol

%  o f  t o t a l  h y d r o g e n

C 2H 4, /¿m ol C jD i , /¿m ol Hi H D d 2 C 2D 4 C2HD3 C jH .D :

86.0 86.0 20 2.72 79 2 19 100 3.9 0.3
85.6 85.6 20 3.58 79 2 19 100 3.6 0.3
39.5 129 20 2.20 72 3 25 100 3.7 0
86.0 86.0 0 100 3.6 0

fraRS-C2H2D2 from cis-C2H2D2 are approximately the 
same. Furthermore, these relative yields are always larger 
than the yield of asvm-C2H2D2. The significance of these 
results will be discussed further below.

Photolysis of Ethylene in the Solid Phase at 77°K. The 
products observed in the photolysis of C2H4, C2D4, and 
C2H4-C 2D4 mixtures in the solid phase at 77°K are hydro­
gen, acetylene, butene-1, methylcyclopropane. cyclobu­
tane, n-butane, 1,3-butadiene, and perhaps a trace of cy­
clobutene. The C6 hydrocarbons, for example hexene-1 
and 1,5-hexadiene, were not found. The experimental re­
sults are shown in Tables III and IV. By far the major

products are hydrogen and acetylene. Formation of equal 
amounts of hydrogen and acetylene is in agreement with 
earlier findings in the photolysis of solid ethylene14 15 and 
indicates that these two compounds result from molecular 
elimination from excited ethylene molecules in the pri­
mary process. This explanation is confirmed bv the ear­
lier15 and present experimental observations that the iso­
topic hydrogen formed in the photolysis of an equimolar 
mixture of C2H4 and C2D4 is mainly composed of H2 and 
D2. The smaller amount of n-butane than of 1.3-butadiene 
observed in the present work and the presence of some 
HD in the photolysis of the equimolar mixture of C2H4
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and C2D4 indicate that the greater part of the hydrogen 
atoms probably recombines in this system on the surface 
of the reaction vessel.

The very small amount of C2H2D2 shown in Table IV 
for the photolysis of equimolar mixtures of C2H4 and 
C2D4 is close to analytical uncertainty and represents an 
upper limit. The relative yield of intermolecular hydrogen 
atom exchange between C2H4 and C2D4 to the total 
amount of hydrogen is therefore at best only about 0.10 
and perhaps it may be much less.

The small amounts of ethylene dimer products, butene- 
1, methylcyclopropane, and cyclobutane, are probably 
formed by direct addition of the electronically excited 
ethylene molecules to ethylene. Cyclobutene is a very 
minor product and is perhaps formed by direct addition of 
the excited acetylene molecules (one of the primary prod­
ucts) to ethylene. The products of photolysis of solid eth­
ylene observed in the present work (at 184.9 nm) are ap­
preciably simpler than reported for more energetic pho­
tons (X <147 nm)14-15 although the main features are sim­
ilar.

Photolysis of Ethylene in the Gas Phase. In view of the 
somewhat unexpected observation that vinyl radicals add 
to ethylene at cryogenic temperatures, several experi­
ments have been carried out in the gas phase at room 
temperature (22°), in the hope that additional information 
may be obtained about the reaction of vinyl radicals with 
ethylene. Hg(3Pi) photosensitization of ethylene and di­
rect photolysis of ethylene at 184.9 nm were used as the 
source of vinyl radicals.

The main products observed in Hg(3Pi) photosensitized 
reaction of ethylene at a pressure of 323 Torr are acetylene 
and hydrogen. The less important products and their rela­
tive yields are n-butane (1.0), butene-1 (0.1), 1,3-butadi­
ene (0.26), n-hexane (0.12), hexene-1 (0.45), and 1,5-hexa- 
diene (0.003). The results obtained are in fair agreement 
with the relative yields of products which have been pre­
viously reported by Chesick.10 Such products as 1-hexene 
and 1,5-hexadiene show that C2H3 adds readily to ethyl­
ene in this system but the reaction is very complex and it 
would be difficult to draw quantitative conclusions.

The direct photolysis of ethylene at 184.9 nm has been 
carried out at the following pressures of ethylene and 
C 02: (1) C2H4 10.3 Torr, C02 783 Torr; (2) C2H4 40.0 
Torr, C 02 781 Torr; (3) C2H4 478 Torr, C 02 none (i.e., no 
C02 was added). The main products observed and their 
relative yields are in 1 and 2, respectively, hydrogen (1.0), 
acetylene (0.60, 0.83), n-butane (0.30, 0.34), butene-1 
(0.006, 0.009), 1,3-butadiene (0.002, 0.004), pentane 
(0.020, 0.023), pentene-1 (0.018, 0.034), n-hexane (0.0006, 
0.004), and hexene-1 (0.002, 0.028), and in 3 hydrogen 
(1.0), acetylene (1.01), n-butane (0.26), butene-1 (0.031), 
and hexene-1 (0.21), although the reaction was quite com­
plex, with many other products formed in smaller 
amounts. No conclusions could be drawn regarding the in­
volvement of vinyl radicals in this system.

Discussion
The primary reactions of the photoexcited ethylene 

molecules formed in the photolysis of liquid and solid eth­
ylene at 184.9 nm are (1) deexcitation (the stabilization), 
(2) addition, and (3) decomposition.

Stabilization of Photoexcited Ethylene. In the photoly­
sis of dideuterioethylene in liquid nitrogen solution at 
77°K, the following reactions are observed: (i) cis-trans

isomerization, (ii) internal H-atom scrambling, (iii) mo­
lecular decomposition into hydrogen and acetylene, and
(iv) decomposition into hydrogen atoms and vinyl radi­
cals. These observations can be explained, with some as­
sumptions, by postulating a single photoexcited state of 
ethylene which can react along four different reaction 
channels: rotation around the CC bond (leading to cis- 
trans isomerization), internal migration of H and D 
atoms, molecular decomposition and free radical decom­
position. An alternative, although kinetically very similar 
explanation, can be formulated by postulating involve­
ment of two distinct excited states, the initially formed 
state (E*) is, perhaps, the first excited singlet (the V 
state20) which can undergo easily cis-trans isomerization, 
cycloaddition to form cyclobutane, decomposition into H 
and C2H3, or spontaneous conversion into a second excit­
ed state (E**). The second excited state can be visualized 
perhaps as a (vibrationally) excited singlet ethylidene 
biradical, which can decompose into H2 and C2H2, under­
go internal H or D migration, add to ethylene (to form bu­
tene-1 or methylcyclopropane), or revert to ground state 
ethylene. This mechanism involves therefore the following 
reactions

c/s-E +  hv — >- E* (1)
E* — >- E** (2)

E* — *■ H + C H (3)
E* + E — *■ (cyclobutane*) (4)

E* + M —*■ 0.5 ds-E +  0.5 trans-E  +  M (5)

E** * H + C H 16 )

E** + E —*- butene-1, methylcyclopropane (7)

+  M • Vi a sym -E  +  % ris-E +  % trans-E  +  M (8)

E stands for ethylene. a's-E. trans-E, and asym-E apply 
to the reactions of dideuterioethylenes and represent cis-
1,2-, trans-1,2-, and 1,1-dideuterioethylene.

This mechanism is somewhat similar to the two-state 
mechanism of the mercury-photosensitized reaction of 
ethylene,2 although the latter process must involve, at 
least initially, a triplet species. Thus the analogy is only 
formal.

The present results do not distinguish clearly between 
the two alternative mechanisms, although the two-state 
mechanism is perhaps capable of explaining some of the 
observations in a somewhat more logical manner, for ex­
ample, the ratios of the three isomers formed in the pho­
tolysis of dideuterioethylenes and the dimerization prod­
ucts (cyclobutane, methylcyclopropane, and butene-1). 
We shall, therefore, for the time being, discuss our results 
in terms of the two-state mechanism (reactions 1- 8).

The yields of reactions 5 and 8 in the photolysis of di­
deuterioethylenes, relative to reaction 6, are summarized 
in the last two columns of Table V. The ratio of the rate 
of reaction 3 to that of reaction 6 is approximately 0.02. If 
the sum of the quantum yields of the four reactions 3, 5, 
6, and 8 is unity, their respective quantum yields are ap­
proximately 0.01 (eq 3), 0.24 (eq 5), 0.37 (eq 6), and 0.38 
(eq 8).

Steady-state treatment of E* and E** in the reactions 
1-8 yields the following expressions (since reactions 4 and 
7 are very minor processes in liquid nitrogen solutions)

R (H-atom scrambling) 
R (acetylene)

[M]
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TABLE V: Relative Rates o f  the H-Atom  Scrambling 
and o f Cis Trans Isom erization to the 
Decomposition (into Hydrogen and Acetylene) in 
the 184.9-nm Photolysis o f  Dideuterioethylene in 
Liquid Nitrogen Solution at 77 °K

E t h y le n e ,  
M  X 1 0 3 T im e ,  m in

R e la t iv e  r a te s "

H -a t o m  C is - t r a n s  
s c r a m b lin g  is o m e r iz a t io n

a s y m ■-C2H 2D 2

5.02 50 1 . 1

7 .7 7 35 1 . 0

1 0 . 0 25 0.93
2 0 . 1 2 0 1 . 1

41.2 50 1 . 1

tran s- ■ C2H ,D 2

7 . 1 1 40 0.87 0.52
10.7 35 1 . 0 0.61
15.6 35 1 . 0 0.57
2 0 . 6 26 0.96 0 . 6 6

c ì s - C 2H oD u

8.55 45 1 . 1 0.69
16.2 45 0.80 0.69

A v  1 .0 A v  0.62

a R e la t iv e  t o  a c e t y le n e  ta k e n  a s  u n it y .

R (cis-trans isomerization) &-[M]
R (acetylene) k .

Therefore, in view of the data in Table V

ke =  y M ]
k, =  3.2fc,[M]

ks\M] and &s[M] represent here the collision frequency of 
solute molecules with solvent molecules. The collision fre­
quency of solute-solvent molecules (Z) can be calculated 
from the following equation21

Z = 0.892 X 3 tt<jti /  p

a is the diameter of solute molecules, n the reduced mass 
of a solute-solvent pair, and tj is the viscosity of the medi­
um. At 77°K the value of tj is22 1.58 x  10 - 3 (cgs), and 
taking a collision diameter4 of 4.95 A for C2H2D2, both 
fes[M] and &g[M] are equal or less (depending on the effi­
ciency of collisional deexcitation) than 2.7 x 1013 sec 1 
and therefore k2 < 8.6 x 1013 sec 1 and k6 < 2.7 x 1013 
sec-1 . As expected, these rates are apparently very much 
greater than the corresponding rates4 in the mercury pho­
tosensitized reaction.

Addition Reactions of Photoexcited Ethylene. The 
trends in the yields of butene-1, methylcyclopropane. and 
cyclobutane relative to acetylene shown in Figures 3 and 4 
and in the relative yield of methylcyclopropane to butene- 
1 shown in Figure 6 can be explained by the above mecha­
nism. The relative yield of butene-1 to acetylene shown in 
Figure 3 does not approach zero at low mole fractions of 
ethylene, suggesting that butene-1 is not formed only in 
reaction 7 but also to some extent, at lower mole fractions 
of ethylene, by the combination of ethyl and vinyl radi­
cals. If the relative yield of butene-1 formed by the combi­
nation of ethyl and vinyl radicals to acetylene is constant, 
the dependence of the total yield of butene-1 relative to 
acetylene on the mole fraction of ethylene may be ex­
pressed as

( M C A - D / ^ C J T )  = a f  +  b

f  represents the mole fraction of ethylene, a and b are, re­

0  2 0  4 0  6 0  80

IRRADIATION TIME (min)

Figure 7. Effect of irradiation time at 184.9 nm on acetylene 
yield in liquid nitrogen solution at 77°K (ethylene concentration: 
O, 5.74 X  10-2 M; □ , 7.70 X  10-3 M; A , 8.15 X  10-4 M).

spectively, the yields relative to acetylene of butene-1 
formed from the direct addition of the excited ethylene to 
ethylene (a) and from the combination of ethyl and vinyl 
radicals (b). The least-squares values and standard devia­
tions of a and b obtained from the plot in Figure 3 are a = 
0.0881 db 0.0027 and b = 0.0091 ±  0.0016, i.e., free radical 
formation of butene-1 is only a relatively small fraction of 
the overall butene-1 yield.

In the liquid-phase photolysis of 2-butene16 with the
213.9-nm zinc or the 228.8-nm cadmium resonance line, 
three main types of products are observed: (1) isomeriza­
tion, (2) cyclodimerization, and (3) fragmentation prod­
ucts. If the basic reaction mechanism of the photoexcited 
ethylene is the same, both isomerization (of dideuter­
ioethylene) and formation of cyclobutane would be ex­
pected in the liquid-phase photolysis of ethylene. The first 
expectation is borne out by the photolysis of dideuter­
ioethylene in liquid nitrogen solution at 77°K. The second 
expectation seems to be fulfilled also, since some cyclobu­
tane is found in the products (Figures 1 and 4), although 
its yield is very small.

H-atom scrambling in the photolysis of dideuterioethy­
lene in liquid nitrogen solutions suggests strongly the 
presence of ethylidene biradicals as transient intermedi­
ates. Furthermore, molecular photodimerization of con­
densed ethylene into methylcyclopropane and, very selec­
tively, into butene-1 is most logically explained by reac­
tions of ethylidene with ethylene. For the selective forma­
tion of butene-1 two distinct reaction paths may be envi­
saged: (1) ethylidene addition to ethylene to form a 1,3 
biradical which then rearranges to butene-1 by a readily 
occurring 1,4 H-atom shift or (2) direct insertion of ethyli­
dene into the CH bonds of ethylene. The first path would 
perhaps involve vibrationally excited triplet ethylidene 
capable of adding to condensed ethylene but not of insert - 
ing into its CH bonds. The second reaction path could 
perhaps be expected for singlet ethylidene, at least by 
analogy with singlet methylene.23-25 Unfortunately, infor­
mation on chemical behavior of ethylidene26-27 is still 
very incomplete. Frey26a has observed in one instance its 
addition to propylene but not to 2-butene nor its insertion 
into the CH bonds of these olefins or of propane and bu­
tane. No reaction with several olefins (including one in 
the liquid phase) was observed by Frey and Stevens in an­
other study.266
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The possibility of occurrence of specific chemical reac­
tions of ethylidene, in competition with its fragmentation 
and degradation to ethylene, evidently depends critically 
on its multiplicity and energy content and on experimen­
tal conditions. With increasing fraction of ethane in the 
present experiments with ethylene-ethane solutions there 
was, as expected, a decrease in the yields of butene-1, 
methylcyclopropane, and cyclobutane (Figures 3 and 4) 
but there was not an enhancement in n-butane (Figure 5). 
These results suggest qualitatively that under conditions 
of these experiments there was little or no ethylidene in­
sertion into the CH bonds of ethane (to form n-butane). 
However, since there appears to be no positive evidence at 
present of ethylidene insertion into any paraffinic CH 
bonds, although it has been occasionally postulated, and 
in view of the still very limited knowledge of the chemical 
behavior of singlet and triplet ethylidene of varying energy 
content, further discussion of these observations would be 
unwarranted at this time.

It is of interest that under present reaction conditions 
the yield of butene-1 is about hundred times larger than 
the yield of methylcyclopropane. Qualitatively similar re­
sults were obtained in the solid state photolysis of ethyl­
ene at 3614 and 20°K.15

Decomposition of Photoexcited Ethylene. As mentioned 
earlier, photoexcited ethylene decomposes mainly into H2 
and C2H2 (reaction 6) and to a much smaller extent into 
H and C2H3 (reaction 3). In liquid ethylene and liquid 
ethylene-ethane solutions at —(160 ±  1)°, hydrogen atoms 
produced in (3) are rapidly scavenged by ethylene mole­
cules to form ethyl radicals. The vibrationally excited 
vinyl radicals produced in (3) are probably stabilized in 
the liquid phase. The secondary reactions of ethyl and 
vinyl radicals may be described by the following reaction 
scheme

H + c2h , —  c !-: o r
CH, + CH, —  CR,=CHCH2CH,- (10)

C H , +  C H , — *■ n-C4H in (11)

^  C H „  +  C H ,

C H , +  C H ,  C,H,-1 (12)

(b)
— 2C,H,

c  h + r 11

C H + CH, ^  1.3-CH, (13)
lb)
— * CH, +  C H

CH, +  CH,=CHCH,CH/ — - hexene-1 (14)

CH, + CH,=CHCH2CH,- — *• 1,5-hexadiene (15)
Addition of ethyl radicals to ethylene is ignored at these 

low temperatures because no n-hexane was observed in 
the products, although in the gas-phase photolysis of eth­
ylene at room temperature, it is one of the major prod­
ucts. Addition of vinyl radicals to ethylene (reaction 10), 
on the other hand, has to be invoked to explain the forma­
tion of hexene-1 and 1,5-hexadiene. Little is known28-30 
about reactions of vinyl radicals with hydrocarbons in the 
gas and liquid phase and their ability to add to ethylene 
at -160° is of interest; it indicates a very low activation 
energy for reaction 10. The relative rate constant k10/k9 
can be roughly estimated from the relation

TABLE VI: Sums o f the Yields o f  Ethyl and Vinyl 
Radicals Relative to the Acetylene Form ed in the 
Photolysis o f  Liquid Ethylene and Ethylene-Ethane 
Solutions at — (160 ±  1)°

M o le  M o le
f r a c t io n  o f  f r a c t io n  o f

e t h y le n e  C ,H S C :H ;a C i H . /C - H ^  e th y le n e  C : H s /C ,H / ‘ C îH j/ C îH ^

1.00 0.032 0.031 0.870 0.035 0.034
1.00 0.033 0.030 0.648 0 .028 0.024
1.00 0.031 0.026 0.502 0.027 0.024
1.00 0.030 0.026 0.340 0.024 0.024
1.00 0.029 0.024 0.125 0 .026 0.027
1.00 0.034 0.033 0.0376 0.022 0.021

! A v e r a g e  C2H5/C2H2 =  0 .0 2 9 . b A v e ra g e  C2H3/C2H2 = 0 .0 2 7 .

k jo _  /?(C,H7-) _

k9 ~  K(CTC) “
R( hexene-1) +  i?(l, 5-hexadiene) 

2/?(C,H10)lJ4 +  R( C,Hg-l*)1.15 +  Æ(hexene-l) (I)

(/¿(CéHg-l*) is the rate of CLHg-l formation in reaction 
12a.) This gives k10/k9 ~ 0.24 at -(160 ±  1)°. The rate of 
addition of vinyl radicals to ethylene at -160° is therefore 
only about four times slower than the addition of H atoms 
to ethylene.

The disproportionation to combination ratios of radical 
reactions 12-15 cannot be determined from the products 
obtained because either ethylene, ethane, or acetylene is 
the reactant, solvent, or one of the main products in this 
reaction system. The disproportionation to combination 
ratio for two ethyl radicals in liquid phase, kllb/k11;i, is31 
0.12-0.15. The disproportionation to combination ratios 
for ethyl + vinyl and vinyl + vinyl radicals are not known 
in liquid phase but if they had the same values as in the 
gas phase, they would be 0.15 and 0.02, respectively.30'32 
The disproportionation to combination ratios for ethyl + 
n-butenyl and vinyl + n-butenyl in the gas and liquid 
phase are not known.

If the proposed mechanism is correct, the relative quan­
tum yield of reaction 3 to that of reaction 6 can be esti­
mated from the following relations

0(H) _  0<CH,) 1
0(C,H.) =  0(CH 2) = 0(C,H2) X

|20(n-C4Hlo)1.14 +  0(C4H8-l*)n5 + 0 (hexene-l)| (II)

4 Ü  -  ¿ W W W *  + +
0 (hexene-l) + 20(1,5-hexadiene)j (III)

Disproportionation in reactions 14 and 15 is ignored. 
The yield of butene-1 produced by the recombination of 
vinyl and ethyl radicals relative to acetylene, (MCLHg- 
1*)./0(C2H2), is obtained from the value of the intercept 
in Figure 3.

The values calculated from eq II and III are shown in 
Table VI. The relative yields obtained from the two ex­
pressions, 0 (C2H5) /0 (C2H2) and 0(C2H3) /0 (C2H2), are 
the same within the experimental error. This indicates 
that no significant fraction of the vinyl radicals {i.e., not 
more than 10%) could have been used up to form some 
other (unobserved) products. The ratio 0(C2H5) /0(C2H2) 
= 0.029 represents the ratio of the quantum yield of reac­
tion 3 to that of reaction 6„ i.e.. of the free radical to the

The Journal of Physical Chemistry, Vol. 78, No. 13. 1974



Positron Annihilation in Amino Acids and Proteins 1261

molecular decomposition of liquid ethylene photolyzed at 
-160°.

In our gas-phase photolysis of ethylene at 184.9 nm, the 
ratio of the yield of reaction 3 to that of reaction 6 is esti­
mated to be approximately unity. This value could be 
compared with 1.8, 1.0, and 0.97 obtained, respective­
ly,11 13 at 123.6 and 147.0 nm, and by flash photolysis in 
the 155-190-nm region.

The smaller ratio of the yields of reaction 3 to 6 in liq­
uid phase than in the gas phase could be explained by as­
suming a more efficient dissipation of excess energy in the 
liquid phase.
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The mean lives of positron annihilation in amino acids and proteins were carefully measured. The positron 
annihilation rate of the second (long) component X2 in an amino acid is found to be related to the num­
ber of strong polar groups or the number of oxygen atoms in its molecule. The nonpolar part of the mole­
cule has less effect on the annihilation rate X2 than the polar part. This may roughly apply to proteins as 
well. The effect of the properties of amino acids and proteins on the values of I2 and Xi is also discussed.

Introduction
When an energetic positron enters a medium, it will 

lose energy rapidly via collisions with the medium mole­
cules. After the energy of the positron has reached the 
range of chemical energies, around 10 eV, it may capture 
an electron from a surrounding atom or molecule to form 
positronium (Ps), a bound state of the positron-electron 
pair, or it may annihilate directly with an electron in a 
free state. The positronium atom has two ground states. 
The singlet state with total spin zero is called para-posi­
tronium (p-Ps), and the triplet state with total spin one is

called ortho-positronium (o-Ps). In free space, p-Ps anni­
hilates via 2y decay with a mean life of 0.125 nsec while 
o-Ps undergoes 3q annihilation with a mean life of 140 
nsec. In common condensed media, the mean life of o-Ps 
is considerably reduced due to interaction with surround­
ing molecules since there is a chance for the positron in 
o-Ps to sense the electrons of opposite spin in the sur­
rounding molecules and then annihilate via the faster 2y 
annihilation. This is called pick-off quenching.

The two methods most often used in positron annihila­
tion research are positron lifetime measurement and 2y
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TABLE I: Values o f r,, t2, and I, for Com m on Amino Acids
Amino acids t i ,, nsec

n-Alanine 0. 300 d r 0. 010
L- Arginine 0. 331 ± 0 .006
L-Aspartic acid 0. 312 d r 0 .004
L-Cysteine (HC1) 0 .322 ± 0 .004
i.-Cystine 0. 314 d r 0 .004
i.-Glutamic acid 0. 294 ± 0 .004
Glycine 0. 271 ± 0 .004
L-Histidine 0. 356 d r 0 .010
L-Hydro proline 0 .285 ± 0 .021
L-Isoleucine 0 324 d r 0 .007
i.-Leucine 0..300 d r 0 .009
L-Lysine (HC1) 0. 315 0 .004
L-Methionine 0 .371 ± 0 .004
L-Phenylalanine 0 338 ± 0 .005
L-Proline 0 .341 d r 0 .006
L-Serine 0. 240 d r 0 .015
L-Threonine 0..322 ± 0 .012
L-Tryptophan 0 .363 d r 0 .006
L-Tyrosine 0 .367 ± 0 .004
L-Valine 0 .316 ± 0 .006

angular correlation of annihilating positron-electron pairs. 
The annihilation rate or its inverse, the mean life, can be 
measured using 22Na as the positron source. In general, 
the lifetime spectra of positrons in molecular substances 
consist of two lifetime components. The short mean life rj 
is due to the self-annihilation of p-Ps and the direct anni­
hilation of free positrons. The long mean life r2 with a rel­
ative intensity / 2 is attributed to the pick-off quenching 
annihilation of o-Ps. However, in certain molecular crys­
talline substances, the long lifetime component may be 
due to the annihilation of free positrons.2

From the angular correlation curve the momentum of 
the electrons annihilating with positrons can be deter­
mined. The annihilation of p-Ps atoms appears as a sharp 
narrow peak in the angular correlation curve on the top of 
the broader bell-type curve due to the annihilation of free 
positrons and pick-off of o-Ps.

For a general discussion of the annihilation of positrons 
and positronium and the techniques used, one is referred 
to some general review articles.3 A

Recently, it has been shown that in organic liquid 
media the pick-off quenching rate is not only related to 
the properties, such as surface tension of the medium,5 
but the pick-off quenching rate is also an additive proper­
ty of the functional groups of the molecule of the medi­
um6 and related to the value of “ parachor” of the com­
pound.7 These relationships clearly imply that the pick- 
off rate is related to the intermolecular forces exerted on 
the o-Ps. It is reasonable to infer that this also applies to 
the free-positron annihilation rate.

Positron and positronium annihilation has also been 
used to study the structure of macromolecular substances, 
such as the glass transition of polymers8-9 and other phase 
transitions.10 Even the possibility of investigating the 
structure of muscle has been explored.11 This paper brief­
ly reports our positron lifetime measurements of common 
amino acids and several common proteins.
Experimental Section

All the samples used in this experiment were obtained 
from Nutritional Biochemicals Corp. The purest possible 
forms of the compounds available at a reasonable price 
were used. L-Cysteine and L-lysine were obtained as HC1 
salts. No further purification was made. The samples were

T2, nsec /■„>, %
0. 68 ± 0. 03 30. 3 rfc 4..5
0. 91 0. 02 43..2 2 1
1. 12 _L. 0. 05 8 .6 ± 1 .0
1 07 ± 0. 05 5..7 ± 0.9
1 .15 ± 0.07 4.0 ± 0.8
1 . 3 :t  0.1L 3 .3 dr 0.7
1 .07 _1_ 0..05 5..3 ± 0.7
0.89 ± 0.04 27 6 d r 4.5
0.68 ± 0..03 41 6 d r 5 0
1 .13 =1= 0.03 25. 3 d= 0.8
1 .12 d r 0.02 41 .7 d r 1 .5
0 99 _L_ 0.04 8..3 -4_ 1 .1
1 .42 ± 0.03 29 .4 ± 1 .2
0 .93 ± 0 .02 22 .0 d r 1 .5
0 .86 =fc 0 .02 42 .0 ± 2 .0
0 .59 =fc 0 .02 57 .0 d r 5 .0
0 .73 0 .03 26 .2 d r 5 .0
1 .13 d= 0 .02 24 .4 ± 1 .5
1.19 ± 0 .02 13 .8 ± 1 .1
0 .98 ± 0 .02 21 .9 ± 1 .6

degassed under 10' 4 Torr for about 24 hr before the life­
time measurements were made. All the measurements 
were at room temperature 22°. All the samples were in 
solid form.

A conventional type of positron lifetime measuring ap­
paratus was used for this work. A pair of RCA-8575 photo­
multipliers coupled with Naton 136 scintillators were em­
ployed as detectors. The resolution of the time-to-ampli- 
tude converter used for the lifetime measurement was 400 
psec or slightly better. The positron source was approxi­
mately 10 ^Ci of 22Na deposited on a very thin (<2 mg/ 
cm2) sheet of mica.

Results
The positron annihilation lifetime spectra obtained 

were analyzed by our standard method.12 A simple two- 
exponential component curve fit was used.

The annihilation mean life of the first component r1; 
the annihilation mean life of the second component r2, 
and the intensity of the second component / 2 are the re­
sultant output after the data reduction. The values of ri, 
r2, and / 2 for common amino acids are summarized in 
Table I. The values of rlt r2, and /2 for some DL-amino 
acids and a couple of other compounds are summarized in 
Table II. The values of rly r2, and / 2 for some common 
proteins and a few other compounds such as RNA and 
DNA are summarized in Table III.

Discussion
A. Amino Acids. 1. n , r2, and the Properties of Amino 

Acids. We shall disregard the common amino acids for 
which the intensity /2 is less than 10% because of compli­
cations arising from the nature of the annihilation pro­
cesses and data reduction. Then for the remaining 14 
amino acids, the annihilation mean life of the second 
component r2 is found to be related to the number of 
strong polar groups in the molecule of the amino acid. Or 
quantitatively, the annihilation rate A2 ( l / r 2) in these 
amino acids is found to follow roughly the simple relation­
ship

A = 0.4 +  2.80( Ar.,/AT, ) (1)

as shown in Figure 1, where Na is the number of oxygen
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T A B L E  I I :  V a l u e s  o f  t ,,  t 2,  a n d  I t  f o r  S o m e  d l - A m i n o  A c i d s  a n d  O t h e r  C o m p o u n d s

C o m p o u n d T|,, n se c r  2, n sec ■, %

d l - A la n in e 0 .3 1 7 zb 0 .0 0 7 0 .8 9 ± 0 .0 3 2 3 .2 ± 2 .5
D L - A s p a r t ic  a c id 0 ..3 2 4 ± 0 ..0 0 3 0 .9 8 ± 0 .0 3 9 .9 ± 0 .9
D L - Is o le u c in e 0 . 3 2 0 zb 0 . 0 1 0 1 .1 8 ± 0 .0 2 4 3 .7 ± 2 .0
D L - L e u c in e 0 .3 4 7 zb 0 .0 0 6 1 .2 2 ± 0 .0 1 4 2 .3 zb 1 .7
D L - M e th io n in e 0 .3 2 2 zb 0 .0 0 3 1 .3 4 ± 0 .0 1 3 2 .7 zb 0 .6
D L - P h e n y la la n in e 0 ..3 6 0 ± 0 .0 0 4 1 .0 5 ± 0 .0 1 3 6 .8 ± 1 .2
D L -S e r in e 0 ..3 3 4 zb 0 .0 0 5 0 .9 2 ± 0 .0 5 1 8 ..1 ± 3 ..6
D L - T h r e o n in e 0 . 3 3 6 ± 0 . 0 0 8 0 . 8 6 ± 0 .03 27. 1 ± 2 .9
D L - T r y p t o p h a n e 0 . 372 ± 0 005 1 ..32 zb 0 .05 2 2 .7 ± 1 .5
D L - V a l in e 0 . 324 ± 0 ..006 0 .95 ± 0 . 0 1 33. 1 ± 1 .5
/3 -A la n in e 0 . 348 ± 0 . 005 1 .0 0 ± 0 . 0 2 18. 9 zb 1 . 5
G ly c in e g ly c in e 0 .340 ± 0 . 009 0 . 76 zb 0 . 0 2 2 2 . 3 ± 3. 0

D -R ib o s e 0 . 330 ± 0 . . 0 1 0 0 ..81 ± 0 .03 34. 9 ± 5. 1

T A B L E  I I I :  V a lu e s  o f  n, t2, a n d  It f o r  S o m e  C o m m o n  P r o t e in s “

T2, n se c /*, %
P r o te in  n ,  n s e c  (m e a su re d )  M e a s u r e d  C a le d  M e a s u r e d  C a le d

Casein 0 .354 ± 0 .005 1 .58 ± 0 .02 0 .96 28 .4 ± 0 .8 23. 4
Collagin 0 .354 ± 0 .005 1 .43 ± 0 .02 0 .89 25 .9 ± 1..0 21..7
Fibrin (bovine) 0..357 ± 0 .005 1 .62 ± 0 .02 0 .87 24 .4 ± 0 .7 24 .1
Gelatin 0. 346 ± 0 .006 1 .33 ± 0 .02 0..88 24 .6 ± 1 .3 22 .0
Gluten 0. 373 ± 0. 004 1..61 ± 0 .02 1. 19 24..9 ± 0 .7 19 .8
Hemoglobin (bovine) 0. 369 ± 0 .004 1 .57 ± 0 .03 0 96 13 .1 ± 0 .8 24 .7
Keratin 0. 366 ± 0 .004 1 .66 ± 0 .03 0 .95 14 .8 ± 0 .6 21..3
Lactalbumin 0 .365 zb 0 .008 1 .68 ± 0 .03 0. 98 23 .1 zb 1 .4 21 .3
Pepsin (3X) 0. 361 ± 0 .005 1 .58 ± 0 .02 1 .02 23 .4 zb 0 .9 13 .2
Zein 0. 379 zb 0 .004 1 .93 ± 0 .02 0 92 25 .7 zb 0 .8 26. 4
Trypsin (1:300) 0..348 ± 0 .005 1 .35 ± 0 .02 20. 7 ± 1 0
Hensin 0..353 ± 0 .005 1 .4 :i  0 .3 2. 5 zb 1. 2
RNA 0 .353 dz 0 .005 1 .26 ± 0 .04 1 1 . 8 rfc 1 . 9
DNA 0 ..362 ± 0 .004 1 .34 ± 0 .04 14. 1 zb 1 . 3

a T h e  a m in o  a c id  c o m p o s it io n s  o f  th e  p r o te in s  f o r  th e  c a lcu la t io n  w e re  o b t a in e d  fr o m  r e f  13. T h e  v a lu e s  o f  7-2 a n d  I i  f o r  ly s in e  (H C 1) in s te a d  o f  p u re  ly s in e  
w e re  u se d . T h e  e r r o r  in v o lv e d  f r o m  t h is  s u b s t itu t io n  s h o u ld  b e  q u it e  sm a ll.

atoms in molecules of neutral amino acids or the number 
of oxygen atoms in basic amino acids plus one, Nt is the 
total number of atoms except hydrogen in a molecule, and 
X2 is in units of nsec ~1.

We shall briefly show that the above relationship is due 
to the fact that the annihilation rate X2 is an additive 
property of the function groups of the molecule. If the an­
nihilation rate X2 is an additive property of the function 
groups of the molecule, we have the general formula

X,. = ( Z < x . n , y V m (2)

where n, and a; are the number and the reduced partial 
annihilation rate of the ith functional group in the mole­
cule, respectively, and Vm is the molar volume of the 
compound. If we assume Vm cc Nt, we obtain

where /3 is the partial annihilation rate. After an inspec­
tion of (3) one can easily see that eq 1 is a special case of 
(3).

Equation 1 indicates that the partial annihilation rates 
for CH3, CH2= , CH=, and nonbasic N H =  groups are 
approximately the same, 0.4 nsec-1 , and the partial anni­
hilation rates for C O =  and -OH are approximately 2.8 
nsec-1 . This is quite different from the results for pick-off 
quenching of o-Ps in liquids where these partial quenching 
rates vary very little.6

Using a similar argument one can deduce that the par­
tial annihilation rates for S =  or SH- are much lower than 
the others. Since we have only the values of 14 amino

Figure 1. The relationship between the annihilation rate X? and 
the ratio Na/Nt for amino acids: 1, L-alanine; 2, L-arginine; 3, 
L-histidine; 4, L-hydroproline; 5, L-isoleucine; 6, L-leucine; 7, l -  
phenylalanine; 8, L-proline; 9, L-serine; 10, L-threonine: 11, l -  
tryptophan; 12, L-tyrosine; 13, L-valine, 14, glycylglycine.

acids we shall not attempt to calculate the partial annihi­
lation rates for all the functional groups involved.

The values of the annihilation rates of the first compo­
nent Xi are found to increase with the value of X2. This re-
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Figure 2. The relationship between the annihilation rates, and 
X2, for amino acids and proteins: 1, L-alanine; 2, L-arginine; 3, 
L-hlstidine; 4, L-hydroproline; 5, L-isoleucine; 6, L-leuclne; 7, L- 
methionine; 8, L-phenylalanine; 9, L-prollne; 10, L-serine; 11, 
L-threonlne; 12, L-tryptophan; 13, L-tyrosine; 14, L-valine; 15, 
glycylglyclne; 16, /¿-alanine: 17, zein; 18, casein; 19, gelatin; 20, 
gluten.

lationship can be easily visualized by inspecting Figure 2. 
It is interesting that in a substance where the annihilation 
rate X2 is low, the annihilation rate Xi approaches 2.5 
nsec-1 . For DL-amino acids the values of t  1 , r2, and I 2 are 
found to be very close to the values of those for L-amino 
acids.

2. / 2 and the Properties of Amino Acids. After a thor­
ough search no systematic relationship can be found be­
tween 12 and many properties of amino acids. However, 
we have found some relationship between / 2 and the value 
of the isoionic point, pi, as shown in Figure 3. For basic 
amino acids the values of I2 are around 30%; for acidic 
amino acids the values of I2 are very low, nearly negligi­
ble. For neutral amino acids, which have pi values in the 
range of 6 to 7, the values of I2 scatter widely.

B. Proteins. The positron annihilation mean lives in 
common proteins vary within limited ranges. The values 
of t \  vary from 0.35 to 0.38 nsec and the values of r2 vary 
from 1.4 to 1.9 nsec. The values of the intensity / 2 range 
from 21 to 28% except for those of hemoglobin and kera­
tin.

The values of r2 and / 2 as well as for a protein are 
not found to be additive properties of individual amino 
acids in the protein. If we consider proteins as condensa­
tion polymers of amino acids, neglect the water produced 
during condensation, and treat the values of Xi= 1/ri, X2 
= 1/ r2, and 12 as additive properties of the composition of 
proteins, the values of r 1, r2, and I2 for a protein can be 
calculated from the values of rlt r2, and / 2 for individual 
amino acids, provided the amino acid composition of the 
protein is known.

(i/T) = E ( W r , ) / Z ( i , p , )  (4)

and

I =  Z d .P .)/ Z (P .)  (5)

where /, is the intensity of the component for the ith

Figure 3. The relationship between the intensity /2 and the p/ 
value of amino acids: 1, L-alanine; 2, L-arginine; 3, L-aspartic 
acid; 4, L-cystine; 5, L-glutamic acid; 6, clycine; 7, L-histidine; 
8, L-hydroxyproline; 9. L-isoleucine; 10, L-leucine: 11, L-methio- 
nine; 12, L-phenylalanine; 13, L-proline; 14. L-serine; 15, L-thre- 
onine; 16, L-tryptophan: 17, L-tyrosine: 18, L-valine.

amino acid, ti is the mean life of the component for the 
ith amino acid and P/ is the fraction of the ith amino acid 
in the protein. Values of r2 and I2 calculated in this man­
ner are shown with the measured values in Table III. The 
calculated values are quite different from the measured 
values.

Actually, we should treat protein as a polymer or a 
macro molecule. As mentioned before, the positron annihi­
lation rate X2 is related to the number of oxygen atoms in 
an amino acid molecule. The oxygen atoms form the polar 
part of the molecule of an amino acid. From eq 1 we can 
see that the nonpolar part of the molecule of an amino 
acid tends to have less effect on the pick-off quenching of 
o-Ps than that of the polar part. The peptide link, -C -N -, 
if it is not nonpolar, certainly is much less polar than the 
free amine and carboxyl groups in an amino acid. Besides, 
the solid structure of protein macromoiecules certainly is 
different from the solid structure of short chain amino acids. 
Therefore, the mean life r2 and its intensity I2 in a protein 
composed of common amino acids should be in the same 
range as those of a polymer with -C -N - links, such as 
Nylon 6, which has a meanlife of 1.6 nsec.1415 The values 
for the ratio N^/N  ̂ using eq 1 and the values of r2 are 
calculated to be between 0.05 and 0.15 for the proteins 
studied. The actual values of Na/N{ for these proteins 
based on their composition are calculated to be between 
0.17 and 0.20. A possible explanation for the difference 
may be that the polar groups in proteins are more or less 
neutralized by hydrogen bonding.

Conclusions
The annihilation rate of the second (lcng) component X2 

in an amino acid is found to have an empirical relation­
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ship with the number of atoms which form the strong 
polar groups or the number of oxygen atoms and carbon 
atoms in the molecule. This implies that the annihilation 
rate X2 is an additive property of the functional group of 
the molecules of the amino acid. The highly polar func­
tional groups with oxygen atoms in the molecule tend to 
reduce the meanlife r2 more than the less polar part. The 
change of the values of Ai is found to follow with the 
change of the values of X2. Probably, the same relation­
ship also applies to Ai.

The intensity I2 is found to be somewhat related to the 
isoionic point pi. However, the wide range of / 2, 5 to 57%, 
for neutral amino acids with p/ around 6 is a puzzle. Fur­
ther study is required.

At present we are not sure whether the second compo­
nent in the positron annihilation lifetime spectrum is due 
to the annihilation of oriho-positronium or free positrons. 
An experiment using the method of 2y angular correlation 
is planned for the near future in order to clarify this point. 
However, it is interesting to find that positron annihila­
tion in amino acids and possibly in proteins does follow a 
certain pattern. Further research should be undertaken in 
this area.
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The rough-surfaced spherical-particle model for a powdered sample was used to derive an equation de- 
scribing the rate of the photochemical reaction of a thin monoparticulate powdered layer. The equation 
obtained is in terms of the fundamental optical parameters. It was compared with a previously published 
result for the photochemical reaction of thin-layered powdered K3[Mn(C204)3]-3H20 .

Introduction
A major problem encountered in the study of photo­

chemical reactions of solid materials is the fact that diffu­
sion of solid photoproducts is restricted and a concentra­
tion gradient is therefore created by the reaction. Hence, 
for solid samples, the variable of depth into the sample 
must be included in the equations describing the rate of 
the photochemical reaction. Equations describing the rate 
of the photochemical reaction of a solid with slab geome­
try have been derived.1 3 These equations are, in general, 
applicable for determining the quantum yield of a solid 
photochemical reaction. However, many solids are most 
conveniently obtained in the form of a powder. Equations 
which involve empirical or functional absorption coeffi­
cients have been derived which describe the rate of the 
photochemical reaction of a powdered layer.4-5 In one of 
the treatments4 the powdered layer was considered thick 
enough that no light was transmitted by the layer. In the

other treatment,5 the problem of the creation of a concen­
tration gradient was circumvented by considering the 
layer thin enough and hence absorption by the sample 
sufficiently low that the radiation intensity remained es­
sentially constant throughout the layer. The equations ob­
tained by both treatments were applied experimentally for 
the purpose of determining quantum yields.

In this investigation, a more rigorous derivation of the 
equation describing the photochemical reaction of a thin 
powdered sample was carried out. An equation was ob­
tained in terms of the fundamental optical parameters, 
the absorption coefficient, and the index of refraction, by 
the use of a model representing a powdered sample as a 
collection of rough-surfaced spherical particles.6-8 The 
equation was compared with that obtained5 using empiri­
cal absorption coefficients and was compared with an ex­
perimental result for the photochemical reaction of thin 
layers of powdered K3[Mn(C204)3]-3H20 .
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Theoretical Considerations
Consider a single particle layer of a powdered sample 

made up of rough-surfaced spherical particles of uniform 
diameter, d. (The assumption of uniformly sized diame­
ters is for convenience. It is shown in the Appendix that 
the assumption is unnecessary.) The layer is illuminated 
with perpendicularly incident monochromatic radiation of 
intensity, I. The sample is a substance, C, which reacts 
photochemically to give product, P

C P (1)
The rate of change of the number of moles, N, of C in a 

particle due to photochemical reaction is given by
dN/dt =  -A(t>lTrd2/A (2)

where A is the fraction of incident light absorbed by the 
reactant, C, in the particle, 4> the quantum yield, and 
h d 2/4 the number of einsteins per second impinging on 
the particle.

The rate equation can be expressed in terms of the 
number of moles of C per unit area of the layer by the use 
of the following equation

[C ] =  mN/Z (3)
where [C] is the concentration of C in mole cm' 2 m the 
total number of particles in the layer, and Z the surface 
area of the layer. Combining eq 2 and 3 gives

d[C]/d£ =  — mAffilird'2/4Z (4)
The expression for A in terms of the fundamental opti­

cal parameters is obtained in a manner similar to that 
previously used6’7 the difference being that, in this case, 
there are two absorbing species, C and P, in the sample.

In this derivation the previously defined6 parameters, 
me and m.\, are used, me being the fraction of the radia­
tion impinging on the surface of a particle externally 
which is reflected and mf the fraction of the radiation im­
pinging on the surface of a particle internally which is re­
flected. (It is assumed that for a monoparticulate layer, 
the fraction of light reflected onto a particle from other 
particles is small compared with 7). The parameters, me 
and mu are related to the index of refraction of the parti­
cles.6 The fraction, 1 -  me, of the radiation impinging ex­
ternally on a particle enters the interior of the particle. It 
then travels an average distance of 2d/3 before again en­
countering the particle surface.7 During the passage across 
the particle the fraction, 1 -  a, of the radiation is ab­
sorbed while the fraction, 1 — Oc, is absorbed by the reac­
tant, C. For small extents of reaction, the parameters, a 
and Oc, are given by the Lambert equation

a =  exp(— kcN2d/3Nu — kpN^d/3N0) (5)

and

Or =  exp(— kcN2d/3N0) (6)
where kc is the absorption coefficient of C, kp the absorp­
tion coefficient of P, No the number of moles in a particle 
of pure C, and Nv the number of moles of product P in 
the particle

N P = N 0- N  (7)
On reaching the particle surface after the first passage 

across the particle, the fraction, m(, of the radiation is in­
ternally reflected back into the particle while the remain­
der passes from the interior of the particle. There are an 
infinite number of such internal reflections and passages

across the particle and therefore the fraction of the radia­
tion absorbed by C is the sum of the fraction absorbed by 
C on each passage
A =  (1 — ine) ( ( l—ac) +  fhiad — ac) +  mra2(l — ac) +  ...) ( 8) 

or

A = ( l —me)(l — a c)£ (m ,a y  (9)
j -o

which converges to give
A =  ( l —rfU)(l—ac)/(l — rn,a) (10)

combinbing eq 5, 6, and 10 gives
( l-m < .)[l-e x p (— 2kcNd,‘3N0)]

A ~  [ l - m ,e x P(-2kcN d/3N o-2k,N pd/3N0)] (11)

Equations 4 and 11 relate this rate of the photochemical 
reaction of a thin powdered layer to the fundamental opti­
cal parameters.

The use of the rough-surfaced spherical particle model 
is only valid for weakly absorbing powdered samples. 
Also, the assumption that the radiation intensity remains 
constant throughout the layer is valid only if the layer is 
weakly absorbing. Equation 11 may be greatly simplified 
for weakly absorbing layers. For such layers, a and at are 
near unity so that

1—m,o =  l  —in, (12)
and

1— a0 =  1 — exp(— 2kcNd/3N0) (13)
~ 2 k cNd/3N0 (14)

Hence

A =  (2knNd/3N0)(l — me)/(l  — in,) (15)
It has previously been shown7 that

n2 =  (1 — me)/(l— m,) (16)
where n is the relative index of refraction. Combining eq 
4, 15, and 16 gives

d[C]/di = —m(t>Iird3keNn2 ¡&NaZ (17)
Combining eq 3 with eq 17 gives

d[C]/dt = —(pllfyirkcd'n2/6N0 (18)
The number of moles of C in a particle of pure C is given 
by

N 0'=  pTrd3/&M (19)
where p is the density of pure C and M  the molecular 
mass of C. Hence, eq 18 becomes

d[C]/df = —<bI\C]kcn2M  /  p (20)
The rate equation is most conveniently expressed in terms 
of the molar absorption coefficient, t (in cm2/mol), given 
by

t = kc M/p (21)
Combining eq 20 and 21 gives

d[C]/df =  -<pm2I[C] (22)
The rate expression for a thin weakly absorbing powdered 
sample is very simple in form and is independent of the 
particle diameter. The assumption has been included in 
the derivation of eq 22 that n is constant with time (that 
the index of refraction of the product does not differ 
greatly from that of the reactant).
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Equation 22 can be integrated by making use of the 
condition that [C] = [Co] when t = 0 to give

[C] =  [Co>r^"2i' (23)
where [Co] is the concentration of C in pure C.

Comparison with Experiment
The equation previously derived for the photochemical 

reaction of a thin powdered layer is5
d[C]/df =  C] (24)

where a is an empirical absorption coefficient. Comparing 
eq 22 and 24 shows that the empirical absorption coeffi­
cient is related to the fundamental optical parameters by

a =  ai2 (25)
Equation 24 was applied to the photochemical reaction 

of thin layers of K3[Mn(C204)3]-3H20  at 400 nm. The 
form of eq 24 was verified by the predicted linearity of ex­
perimental rate plots and by the determination of reason­
able quantum yield values.5

The value of a for thin layers of K3[Mn(C2C>4)3]-3H20 
was found to be about 10® cm2 mol“ 1 at 400 nm.5 In order 
to calculate theoretical values of a using eq 25, it is neces­
sary to know values for t and n and neither of these are 
known for solid K3[Mn(C204)s]-3H20  at 400 nm. How­
ever, an order of magnitude estimate can be made by 
making two assumptions. First, it is assumed that e is in­
dependent of the state of the system and therefore the 
aqueous solution value of c may be used. Second, it is as­
sumed that n is within the range for index refraction 
values for most manganese compounds (1.3-2.3). The 
value of t for K3[Mn(C204)3]-3H20 in aqueous solution 
at 400 nm has been found9 to be 5.1 X 104 cm2 mol-1 . 
Hence, the theoretical value of a should lie between 8.7 X 
104 and 2.7 X 105 cm2 mol“ 1. This is in very good order of 
magnitude agreement with the experimental value of 105 
cm2 mol- 1.

Discussion
The form of eq 22 and the experimental applicability of 

the equation have previously been demonstrated.5 The 
main advantages of the application of the rough-surfaced 
spherical model to the photochemical problem are that 
the equations have been placed on a firmer theoretical 
basis and that the empirical absorption coefficient has 
been related to the fundamental optical parameters.

Equation 22 should prove useful for determining quan­
tum yield values for solid-state photochemical reactions. 
Experimentally, the main problem is to ensure that the 
sample is thin enough that the radiation intensity remains 
approximately constant throughout the layer is valid. The 
sample particles need not be uniformly sized (see Appen­
dix). Experimental determination of the sample reflec­
tance and transmittance5 may be used to determine quan­

tum yield values or chemical analyses of the amount 
reacted as a function of time may be used.

The expression for the fraction of incident radiation ab­
sorbed by a particle, A, (eq 11) is valid only for rough-sur­
faced spherical particles and hence can only be applied to 
powdered samples which obey the Lambert cosine law. If 
a corresponding expression were derived for smooth-sur­
faced particles then the rate equations obtained in this in­
vestigation could perhaps be modified for single layers of 
biological cells or to layers of micells or vesicles.

Appendix

Effects of Nonuniform Particle Diameters. If the parti­
cles in the thin layer are not of uniform diameters, then 
the rate of reaction in the ith particle must be written as

dN j/dt = A iip lird i2/ 4 (All)
The concentration of C (in mol/cm2) in the layer is found 
by summing over all the particles

m

[C] =  £ jV ;/Z  (A2)
1 = 1

The fraction of the radiation absorbed by the ith particle, 
At, is given by

Ai =  2kcNidin2/ W 0i (A3)
Combining eq AI and A3 gives

dNJdt =  —<plTrN,d,'n2/6N0, (A4)
The total number of moles of C in pure C in the ith parti­
cle is given by

N 0, =  pirdi3/6 M  (A5)
Combining eq 21, A4, and A5 gives

dN i/dt = —<f>Ien2N i  (A6)
or, summing over all particles

m

H dN Jd t =  d y^.NJdt = —(fltn - 'f 'N ,  (A7)
i-i ,-i

Combining eq A2 and A7 gives
d[C]/df =  — (pIen2[C] (A8)

which is identical with eq 22 obtained using the assump­
tion that the particles are uniformly sized. Hence, eq 22 is 
valid for nonuniformly sized particles.
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Appearance potentials and heats of formation of a number of C2H5C)+ and C2HeN+ ions have been de­
termined. The 20 processes examined were chosen such that, based on the structure of the parent mole­
cule, 4 isomers of C2H5CR and 5 isomers of C2HeN+ would be formed. Thermochemical evidence was 
found which indicated that those processes expected to yield CH2CH20H+ and CHjCH2NH2+ involved 
rearrangements forming protonated ethylene oxide and protonated ethylenimine. The following heats of 
formation were obtained: CH3CH=OH+, 140 ±  1 kcal/mol; CH3<>=CH2+ , 163 ±  1 kcal/mol; c- 
C2H4OH+, 165 ±  2 kcal/mol; CH3CH20+, 198 ±  2 kcal/mol; CH3CH=N H 2+, 154 ±  4 kcal/mol; 
CH3N I^ C H 2+, 154 ±  4 kcal/mol; c-C2H4NH2+ , 173 ±  2 kcal/mol; CH3NCH3+, 206 ±  4 kcal/mol. Data 
for CH3CH2NH+ indicate a heat of formation on the order of 200 ±  10 kcal/mol but this is uncertain be­
cause of the possibility of rearrangement to CH3CH=N H 2+. Comments are made on the use of a double­
focussing mass spectrometers electrostatic sector as a probe for excess ion kinetic energies and evidence 
found for the occurrence of a significant amount of excess energy in the formation of CH3NCH3+ from 
,V, iV-d i methyl-f erf-buty lam ine.

Introduction
The C2H50 + (m/e 45) ion is prominent in the mass 

spectra of many oxygen containing organic compounds. 
Consequently, a number of investigators have undertaken 
to demonstrate the occurrence of the various structural 
isomers of this ion. These studies have utilized the tech­
niques of isotopic labeling,1-3 metastable ion characteris­
tics,4-6 ion-molecule reactions,7-9 and thermochemical 
properties.10-17 The isomers which have been considered, 
and previous determinations of their enthalpies of forma­
tion. are shown in Table I.

Evidence for the occurrence of isomers I. II, and III has 
been found in isotopic labeling and metastable ion experi­
ments wherein I has been shown1-4 to result from C-R (R 
= H, alkyl) bond cleavage in CH3CHROH, II has been 
shown412 to be formed from C-R cleavage in CH3OCH2R, 
and III has been found 2-4 to be formed via rearrange­
ments in a number of compounds. Also, I and III have 
been generated in ion-molecule reaction studies via pro­
tonation of acetaldehyde and ethylene oxide, respective­
ly.7-9 The energetic data for these isomers (Table I) seem 
to agree with the occurrence of three distinct species.

The enthalpy of formation of isomer I is well estab­
lished. as Refaev and Chupka’s10 photoionization appear­
ance potential results for ethanol and 2-propanol are 
closely approached by electron impact studies.11-12

Although electron impact appearance potential 
data11-14 on the m/e 45 ion in dimethyl and methyl ethyl 
ethers agree fairly well as to the enthalpy of formation of 
isomer II, Haney and Franklin18 have observed excess 
translational energy in the m/e 45 ion from methyl ethyl 
ether and chloromethyl methyl ether which they feel 
could be the result of as much as 30 ± 10 kcal/mol excess 
energy in the threshold fragmentation. Subtracting this 
excess from the experimental enthalpies of formation 
would, within the combined uncertainties, give a value 
equal to that for isomer I. Haney and Franklin consider this 
to be evidence that threshold production of C2H50 + from

these molecules occurs via rearrangement instead of simple 
bond scission. However, Beauchamp and Dunbar7 and 
Blair and Harrison8 have found no evidence for any par­
ticipation of I in the ion-molecule reactions oî m/e 45 ions 
generated from methyl ethyl ether. Furthermore, in a re­
cent study of kinetic energy release in metastable disso­
ciations, Jones, et a i ,15 have obtained evidence that the 
method of Haney and Franklin overestimates the excess 
energy term. In fact, for the metastable dissociation of 
chloromethyl methyl ether, Jones, et ai, find an excess 
energy 5 term of only 5.5 kcal/mol. Using the appearance 
potential from ref 18, this yields J\Hr (isomer II) = 155 ±  
10 kcal/mol. a value equal to those of Table I within the 
combined uncertainties.

The problems of excess energy terms in appearance po­
tential measurements, in the context of the quasiequili­
brium theory of mass spectra,19 arise from two sources. 
First, instrumental factors such as sensitivity, sample 
temperature, ion source residence time, etc., will affect 
the accuracy with which the measured value approaches 
the true appearance potential. Second, chemical factors 
such as the extent of randomization of excess energy in 
the parent ion and the possibility of competing fragmen­
tation pathways will also bear on the relationship between 
measured and true appearance potentials. Consequently, 
when agreement on a particular ion has been reached 
from several independent laboratories studying its forma­
tion via various processes, it is generally concluded that 
excess energy effects are probably small. Therefore, while 
the enthalpies of formation cited for isomer II in Table I 
must be considered upper bounds to the true value, the 
excess energy correction applied by Haney and Franklin 
appears to be too large.

Direct production of isomer III via fragmentation of 
some parent molecule is not possible so its enthalpy of 
formation cannot be measured by the appearance poten­
tial technique. However, Beauchamp and Dunbar7 have 
measured the proton affinity of ethylene oxide by brack-
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TABLE I: C2H ,0 + Structural Isomers and Their 
Heats o f Formation

Isomer Precursor \Hf, kcal/mol (ref)
(I) CH3CH =OH + CH3CH,OH 141(10), 144(11,12)

(CH3)2CHOH 142(10), 144(12)
(II) CH30 = C H 2 + CH3OCH3 158(11), 170(12),

167(13), 151(14)
CH3OCH,Cl 155(15)

H CH3OCHoCH3 168(12)
1 +I

o
/  \

(III) CH2— CH2 a 170(7)
(IV) ■ CH-CH-OH + CH3CH .CH - 161(10), 164(16)

OH
(V) CH3CH20 -  (CH3CH2)20 6 198(11),187(12),

188(17)
CH3CH2ONO 192(17)

a Value derived from proton affinity of ethylene oxide. b Assuming neutral 
to be C2H5 rather than H -f C2H4.

of formation of C2H5S+ isomers corresponding to I, II, and 
V in the oxygen system varied only slightly (from 3 to 8 
kcal/mol) from one another. That is, given the precision 
of typical electron-impact work, it would not be possible 
to differentiate among the structural isomers of C2H5S+ 
by ion energetics alone.

The mass spectra of nitrogen-containing organic mole­
cules often exhibit abundant C2HeN+ ions (m/e 44) which 
may exist as the structural isomers shown below.

CH3CH=INH2

I

CH— N =C H 2 +
I / N H ^
H CH.,—-----------CH2
n hi

,ch2— ch2— nh2

IV

CH,— CH2— NH

V

CH— X— CH 

VI

eting its ICR proton transfer reactions with reagents of 
known proton affinity and calculating the enthalpy of for­
mation of III. This approach is not subject to many of the 
uncertainties of threshold electron impact work and their 
value is probably reliable within their stated limits of ±4 
kcal/mol.

The occurrence of C2HsO+ isomers IV and V is much 
less certain than that of the other three isomers. Refaey 
and Chupka10 and Friedman, et al.,16 have measured the 
appearance potential of the C2H5Of ion from 1 -propanol, 
which, from the structure of the parent molecule, might 
be expected to be formed as IV. However the measured 
heat of formation seems to be quite low for the diradical 
structure which would be formed via ionization of one of 
the oxygen’s lone-pair electrons and scission of the termi­
nal carbon-carbon bond. From simple bonding consider­
ations, AHf for this isomer should be on the order of that 
for isomer V. Consequently, the energetic evidence does 
not necessarily lead to the conclusion that IV is formed in 
the fragmentation of normal alcohols.

The energetic data for isomer V are in accord with the 
expectation that this structure should be less stable than 
I, II, or III. The A Hf cited for C2H5CR from C2H5ONO is 
obtained from a reinterpretation of the ionization efficien­
cy curve of Williams and Hamill17 in light of a recent de­
termination of the electron affinity of NO.20 Analysis of 
appearance potential data for m/e 45 ion production from 
(C2H5)20 is clouded by the possibility of two fragmenta­
tion mechanisms. Formation of m/e 73 via loss of H a to 
the oxygen followed by elimination of ethylene through a 
four-centered transition state would result in the genera­
tion of C2H50 + isomer I. Alternatively, simple C- 0  bond 
scission would generate isomer V with C2H5 as the neu­
tral. The AHf cited in Table I assumes the latter mecha­
nism to be the threshold process, however, we have stud­
ied the formation of C^HsO4" from diethyl ether and have 
found the rearrangement (formation of isomer I) to be the 
favored pathway.21

Thus, it appears that at least four of the five possible 
structural isomers of C2H5O"1 are formed in mass spec­
trometers and the thermochemical properties of these ions 
may be used as an indication of their structures.

However, this does not appear to be the case for the 
analogous sulfur containing ions. In appearance potential 
studies of a number of deuterium-labeled,22 and normal,23 
mercaptans and sulfides, it was found that the enthalpies

Several studies24-28 have determined appearance poten­
tials of m/e 44 ions from various parent molecules, but 
these results have been inconclusive regarding any rela­
tionship between the enthalpies of formation and the 
structures of the C2HgN+ isomers. As it is of some inter­
est to determine whether the structures of these ions may. 
like those of the oxygen species, be elucidated by exami­
nation of their energetic properties, we have determined 
the appearance potentials of m/e 44 ions resulting from 
the fragmentation of a variety of amines which might be 
expected to yield five of the six possible structural iso­
mers. Parent molecules were chosen so that each isomer 
might be formed by at least two different mechanisms. In 
addition, the kinetic energy of several fragment ions was 
measured relative to that of their respective parent ions in 
an attempt to detect the occurrence of an excess energy 
effect in those fragmentations.

We have also determined the appearance potentials of 
C2HsO+ ions from several parent molecules for compari­
son with previous work.

Experimental Section
A Hitachi Perkin-Elmer RMU-7 double-focussing mass 

spectrometer equipped with a Hitachi five electrode re­
tarding potential difference (RPD) electron gun was used 
in this study.

The electron beam was generated by thermionic emis­
sion from a 0.15-mm rhenium filament and pulsed at 100 
kHz. During a pulsing cycle, the electron beam and ion 
repeller electrode were each on for 4 X 10- 6 sec with 1 x 
10“ 6 sec dead time between pulses. The electron beam re­
tarding potential was set to truncate the electron energy 
distribution at its maximum before each appearance po­
tential determination and was usually —1.0 to —1.5 V 
with respect to the filament. A retarding potential differ­
ence of 0.05 or 0.10 V was used depending on the slope of 
the ionization efficiency curve near threshold. The elec­
tron target was maintained at zero potential with respect 
to the ionization chamber. Under these conditions, the 
total electron emission of 10.0 X 10_ 6 A, automatically 
regulated to ±5 X 10“ 9 A, resulted in a target current of 
about 10“ 7 A.

A heated sample inlet was used and maintained at 150°. 
The ion source temperature was maintained at 170°.

During appearance potential runs, the variable source, 
electrostatic sector, and collector slits were all maintained
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at their maximum width of 1.00 mm. Ion currents were 
measured with a 10-stage Ag-Mg electron multiplier oper­
ated with a total potential drop across the dynodes of 2500
V. This was followed by a dc amplifier and the final signal 
was recorded on a strip-chart recorder.

The ion difference intensities were measured at 0.02- or 
0.05-eV intervals up to 0.5 to 1.0 V above threshold. For 
those parent molecules whose ionization potentials have 
been determined by photoionization studies,10-29-30 the 
molecular ionization potential was used to calibrate the 
electron energy scale. In the remaining cases, the appear­
ance potential of the ion of interest was determined, then 
ethanol was added, and its ionization potential measured 
for the calibration. This technique was checked with sev­
eral molecules of known ionization potentials and found to 
give agreement within the deviation of replicate determi­
nations. The onset potentials were evaluated by extrapo­
lated voltage difference and semilog plots of the difference 
ion current as well as its vanishing point. Generally, from 
three to seven determinations were made of each appear­
ance potential and each set of data evaluated by all three 
methods. The uncertainty cited for each appearance po­
tential then represents the standard deviation of all values 
resulting from this treatment.

Instrumental performance was checked by periodically 
determining the appearance potential of C2H50 + from 
ethanol. Eight determinations made over a period of many 
months gave an appearance potential of 10.75 ±  0.03 eV, 
compared to the photoionization value10 of 10.78 ±  0.02 
eV.

All samples used were commercially available and were 
purified by gas chromatography before use.

Results and Discussion
Energetics of C2H50 + Ion Formation. The threshold po­

tentials for formation of C2H5CP obtained in this work 
are tabulated in Table II. In addition, Table II presents 
the presumed neutral fragments and the ionic enthalpy of 
formation calculated from the assigned process. Our 
values for A iff of isomers I, II, and V are in fair to excel­
lent agreement with the values in Table I (as evaluated in 
the Introduction) and will not be discussed further. Iso­
mers III and IV, however, do deserve further comment.

Generation of structure III by simple fragmentation 
from a stable parent molecule is not possible. However, 
the thermochemical evidence indicates that the threshold 
m/e 45 ions obtained from the RCH2CH2OH molecules 
studies here are formed as III. Simple bond scission from 
these parents would result in ions of the diradical struc­
ture IV, but the measured AP’s appear to be much too low 
for this isomer. Using bond dissociation energies tabulated 
by Kerr,31 AHf of isomer IV may be estimated to be some 
50 kcal/mol greater than isomer I, but the experimental 
values for m/e 45 from CH3CH2CH2OH and 
BrCH2CH20H are in agreement at 165 ±  1 kcal/mol, only 
25 kcal/mol greater than isomer I. An alternative to the 
simple bond scission fragmentation is a rearrangement 
wherein, as the methyl group or bromine atom leaves, the 
oxygen, which bears an unpaired electron, binds to the /? 
carbon in essentially a free-radical substitution reaction, 
generating isomer III. Thus, if this rearrangement de­
scribed the threshold fragmentation of 1-propanol and 2- 
bromoethanol, our data yield a heat of formation of pro- 
tonated ethylene oxide (III) of 165 ±  1 kcal/mol.

Beauchamp and Dunbar7 have found that the proton 
affinity of ethylene oxide is very nearly (±4 kcal/mol)

TABLE II: Energetics o f C2H50  + Ion Form ation
Neutral ± H f

frag- Appearance (ion),“
Isomer Parent ment potential, eV kcal/m ol

I CH3CH00H H 10..75 ± 0 .03 140 ± 1
II CH,OCH3 H 11 .23 0 .04 163 ± 1
III CH3CH0CH.OH c h 3 11 .35 zb 0 .04 165 ± 1
III BrCH2CH2OH Br 10 .47 zb 0 .05 166 ± 1
V CH,CH2ONO NO 10.62 zb 0 ..07 198 ± 2
a A i/f  o f  neutrals taken from N a t. B u r . S ta n d . T ech . N o te ,  N o. 270-3 

(1 9 6 8 ) .

equal to that of acetaldehyde. Using a proton affinity of 
183 kcal/mol for acetaldehyde they obtained Aflf(III) of 
170 ±  4 kcal/mol. We feel that the proton affinity of acet­
aldehyde is closer to 185 kcal/mol as indicated by AHf (I) 
(vide supra). Using this results in lowering the ICR value 
of AHf (m ) to 168 ±  4 kcal/mol, a value in excellent 
agreement with those derived from the present appear­
ance potentials.

The possibility remains that the heat of formation ob­
tained here refers-to isomers I or II with excess energy. 
Ion-molecule reaction studies7-8 have demonstrated clear 
differences between the chemical reactivity of isomers II 
and I or HI and show that systems containing isomer III 
indicate no evidence of the participation of rearranged 
ions of structure II. Harrison and Blair* have found that the 
apparent equilibrium constants for the proton transfer 
reactions of ions generated as I and III with dimethyl-d6 
ether differ by a factor of 6. This indicates that ions formed 
as isomer III probably do not rearrange to structure I. Re­
cently Beauchamp and coworkers32 have found a clear dif­
ference in the reactivity of I and III with PH3 furnishing 
further evidence that these are distinct isomers.

Thus, the energetics observed here strongly suggest that 
the threshold m/e 45 ions in 1-propanol and 2-bromoetha- 
nol are formed as isomer III and this interpretation is sup­
ported by the ion-molecule reaction characteristics of the 
C2H5O+ isomers.

Energetics of C2H^N+ . The threshold potentials for for­
mation of C2HeN+ obtained in this work are tabulated in 
Table III and compared with previous results. The frag­
mentation processes chosen for the molecules listed are 
generally based on the presumption of simple fragmenta­
tion occurring at threshold. For several cases this pre­
sumption may be incorrect and these cases will be consid­
ered accordingly below.

Isomer I. The formation of isomer I from ethylamine by 
loss of an a hydrogen has been shown to occur in Collin’s 
study of CH3CD2NH2.35 Our AP of 9.61 ±  0.09 eV leads 
to a A /if (I) equal to 158 ±  2 kcal/mol. The only literature 
value available for comparison to this is Collin’s24 early 
result of 210 kcal/mol.

By analogy with the oxygen compounds, it is expected 
that isomer I will also be formed by loss of CH3 from iso­
propylamine. The present AP of 8.86 ±  0.05 eV leads to 
AHf(I) equal to 151 ±  1 kcal/mol in fair agreement with 
the result obtained from ethylamine. Again, the only liter­
ature result available for comparison is due to Collin:24 
164 kcal/mol.

We note that Collin’s result for isopropylamine is in 
much better agreement with the present work than that 
for ethylamine. This probably reflects differences in in­
strumental sensitivity because the ionization efficiency 
curve for m/e 44 from ethylamine approaches threshold 
with a much lower slope than for isopropylamine. Such 
behavior in ethylamine might be expected because thresh-
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TABLE III: Energetics of C2H6N Formation

Isomer Parent
Neutral
fragment

Appearance potential, eV
AH{ (ion),° 
This workThis work Lit.

i C H s C H .N H . H 9.61 ±  0.09 11.9 ± 0 .2« 158 ±  2
( C H 3) 2C H N H 2 c h 3 8.86 ±  0.05 9.4 ± 0 . 2« 151 ±  1

ii ( C H / . N H H 9.41 ± 0 .0 6 10.8 ± 0 .2' 160 ±  1
c h 3c h 2n h c h 3 c h 3 8 .49 ±  0.05 150 ±  1
CHi(CH.)3NHCHj i -C iH j 8 .37 ±  0.06 152 ±  3

h i C H / C H / i N H , c h 3 10.2 ±  0.3 184 ±  7
C H 3( C H T ,N H , c 2h 3 9.49 ±  0.09 172 ±  2
CH3(CHo)4NH, ! - C 3H 7 9.34 ±  0.10 171 ±  2
( C H b C H ( C H , ) .N H , /-c 3h 7 9.59 ±  0.12 175 ±  2

V ( C H 3C H ,) - N H 6 C -H ; 11.42 ±  0.05 13.65 ±  0.081 220 ±  1
C H 3C H ,N H C H O '' H C O 9.7 ± 0 .1 5 197 ±  3
CH3CHoNH(CH,)3CH3'> s-C4H,(?) 8.61 ± 0 .0 5 157 ±  1

V I (CH3)3n c h 3 10.68 ±  0.09 12.3 / 11.7' 206 ±  1
( C H 3) 2N ( C H 2) 3C H / S -C 4H 9 9.75 ±  0.10 190 ±  2
( C H 3) 2N C ( C H 3) 3 ¿ -C 4H 9 10.96 ±  0.07 217 ±  1

'  S H f  o f  n eu tra ls  fr o m  r e f  S3 o r  e s t im a te d  fro m  r e f  34 . M a y  fo rm  iso m e r  I  o r  I I ;  see  te x t . '  R e fe r e n c e  24. d R e fe r e n c e  28 . '  R e fe r e n c e  26.

old for the competing process forming CH2NH2+ is calcu­
lated (using Chupka’s appearance potential for CH2NH2+ 
from propylamine19) to be about 0.3 eV lower than the 
threshold measured here for m/e 44 formation.

Averaging the present data, we conclude that A H, for 
C2HeN isomer I is 154 ±  4kcal/mol.

Isomer II. Three of the compounds studied here are ex­
pected to fragment to II, the simplest process being loss of 
H from dimethylamine. Our appearance potential of 9.41 
±  0.06 eV for m/e 44 from dimethylamine leads to 
A /if(II) = 160 ±  1 kcal/mol, compared to Collin’s value24 
o f210kcal/mol.

Loss of CH3 from methylethylamine could result in for­
mation of either II or V. For the analogous case of methyl 
ethyl ether deuterium labeling12 has shown that CH3 loss 
forms C2H50  isomer II and we would expect a similar pro­
cess here. Our appearance potential of 8.49 ±  0.05 leads to 
AHf(m/e 44) = 150 ±  1 kcal/mol. This is in fair agree­
ment with the result from dimethylamine and indicates 
that the presumably more stable isomer II is indeed 
formed.

Fragmentation of IV-methyl-n-butylamine to form m/e 
44 directly is confirmed in the 70-eV spectrum by observa­
tion of a metastable peak at m/e 22.3 (intensity 0.11% of 
base peak, calculated m/e 22.25 for m/e 87 —► m/e 44). 
The measured threshold potential for m/e 44 of 8.37 ±  
0.06 leads to a AHt{m/e 44) of 151 ±  1 kcal/mol if n-C3H7 
is assumed to be the neutral fragment, or to 154 ±  1 kcal/ 
mol if ¿-C3H7 is the neutral fragment. This difference is 
on the order of the accuracy usually expected for electron 
impact and either value is within the range of values de­
termined for isomer II from dimethylamine and methy­
lethylamine. Hence, we shall take the AHr(m/e 44) from 
7V-methyl-n-butylamine to be 152 ±  3 kcal/mol, where the 
larger uncertainty represents the uncertainty in the iden­
tity of the neutral.

The average A Hr(m/e 44) for these three processes ex­
pected to yield isomer II is then 154 ±  4 kcal/mol.

Isomers III and IV. Results obtained for these C2H6N+ 
structures are directly analogous to those obtained for the 
C2HsO+ case. That is, the primary amines which might 
be expected to fragment to form IV have apparently cy- 
clized to III.

For R-CH2CH2NH2 (R = CH3, CH3CH2, CH3CH2CH2, 
and (CH3)2CH) d-carbon-carbon bond fission to form 
C2HeN+ should generate isomer IV. but the enthalpies of 
formation measured for m/e 44 from these compounds

(Table III) are too low for this diradical structure. With 
the exception of n-propylamine, the present results give a 
A //f only some 20 kcal/mol less stable than isomer I, 
whereas bond energy31 considerations indicate that 
A//f(IV) should be about 40 kcal/mol less stable than I. 
The high result for propylamine probably reflects the in­
terference of a lower energy competing fragmentation 
pathway. In the 7C-eV mass spectra of each of these com­
pounds m / e  30 (CH2NH2+ ) is the base peak and its cal­
culated appearance potential (using AHr(CH2NH2+ ) = 
169 kcal/mol19) is less than that measured for m / e  44 in 
each case. While this difference is only 0.3 to 0.4 eV for 
butyl-, pentyl-, and isopentylamines, it is about 1.0 eV for 
propylamine. This implies that the measured appearance 
potential of m / e  44 from propylamine is probably unreli­
able. The average value for AH f ( m / e  44) from the other 
three compounds is 173 ±  2 kcal/mol. While no equiva­
lent appearance potential data can be found in the litera­
ture for comparison to the present work. Bowers, et  al., 
have reported36 a proton affinity of 220 ±  4 kcal/mol for 
ethylenimine, determined by ICR ion-molecule reaction 
studies. From this, AHf of protonated ethylenimine can 
be calculated to be 176 ±  4 kcal/mol, a value in excellent 
agreement with the present appearance potential resubs 
and providing energetic evidence that the postulated rear­
rangement does occur.

Isomer V. The ion energetics observed for the three 
cases expected to generate V do not clearly establish bs 
occurrence.

The formation of V from diethylamine would be analo­
gous to production of C2H50 + isomer V from diethyl 
ether. Simple bond scission at threshold to generate V 
plus C2H5 yields AHf(V) = 220 kcal/mol, but Collin and 
Franklin28 have observed a metastable peak in the 70-eV 
spectrum diethylamine-.V-d corresponding to formation of 
C2HsDN from (M — H)+ . This indicates formation of m/e 
44 via a two-step process, generating H and C2H4 as neu­
trals and C2H5DN as isomer I. If this describes threshold 
formation of m/e 44, its A iff would be calculated to be 
182 kcal/mol. This is rather high for I unless on the order 
of 1.5 eV excess energy was involved in the fragmentation.

The appearance potential of m/e 44 from W-ethylforma- 
mide yields AHt (m/e. 44) = 197 ±  3 kcal/mol if HCO is 
assumed to be the neutral. This mechanism of simple 
bond scission would generate m/e 44 as V. However, this 
system may be analogous to the production of C2H5C>+ 
from ethylformate, in which deuterium labeling has
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shown37 that the formyl hydrogen is retained in some 65% 
of the m/e 45 ions. This indicates a two-step process in­
volving successive loss of H and CO as neutrals, and gen­
erating C2H50 + isomer I. The same process is possible in 
the case of N-ethylformamide and, if it is assumed to be 
the process describing threshold formation of C2H6N+, 
the appearance potential gives AHr(I) = 158 kcal/mol. 
This is in the range of values measured for this isomer, 
and the thermochemical evidence here does not permit us 
to distinguish between the two possible mechanisms.

N-Ethvlbutylamine is a third compound which might 
be expected to form isomer V, but the energetics rather 
clearly indicate that rearangement to either I or II occurs 
in the formation of m/e 44. The nature of this rearrange­
ment is unclear. This molecule could undergo a two-step 
cyclic rearrangement to isomer I similar to that postula­
ted for diethylamine28 or diethyl ether but this is unlikely 
for two reasons; first, the 70-eV spectrum contains a met­
astable (m/e 19.2, 2 x ICC 3% base) corresponding to di­
rect production of m/e 44 from the parent, and second, 
the two-step rearrangement would most likely generate H 
and a butene as neutrals. Assuming production of H and 
the most stable butene, the observed appearance potential 
leads to A //f (m/e 44) equal to 122 kcal/mol. This is clear­
ly too low to support the two-step rearrangement as the 
threshold mechanism.

Similarly, although weak metastables are found in the 
70-eV spectrum indicating the sequence M+ —*• m/e 58-* 
m/e 44, this would require generation of C3H7 and CH2 as 
neutrals, leading to a SHf (m/e 44) of 63 kcal/mol. Again, 
much too low to support such a threshold mechanism.

Thus, it appears that threshold formation of m/e 44 
here occurs via a simple bond fission. The SHf(m/e 44) 
will be 154, 157, or 164 kcal/mol depending on whether 
the neutral is formed as the n-. sec-, or fert-butvl radical. 
These values are too low to support formation as isomer V 
but are in the range of values measured for isomers I and 
II.

Isomer VI. Results obtained from three compounds ex­
pected to generate this isomer give fairly good evidence 
that it indeed is formed in at least two of the cases.

Trimethylamine rather unambiguously forms m/e 44 as 
VI by loss of CH3. Our appearance potential for this pro­
cess is considerably lower than those of earlier work24’26 
and leads to AHf (isomer VI) equal to 206 ±  1 kcal/mol.

The appearance potential of m/e 44 in N,N-dimethy\- 
butylamine gives AHf (m/e 44) equal to 190 ±  2 kcal/mol 
if sec-butyl radical is assumed as the neutral. This may be 
in fair agreement with the value for VI from trimethyl­
amine but this process is subject to the same rearrang- 
ment possibilities discussed for N-ethylbutylamine above. 
Here, loss of a methyl H, followed by loss of 1-butene 
through a four-membered transition state would form m/e 
44 isomer II and the observed appearance potential, with 
these neutrals, leads to AH( (m/e 44) equal to 153 kcal/ 
mol. This is within the range of values obtained for isomer 
II and distinction between formation of II or VI cannot be 
made.

Finally, A1, ,/V-dimethyl-tert-butylamine will form VI by 
loss of t-C4H9. The appearance potential here leads to 
A //r(VI) equal to 217 ±  1 kcal/mol, a value about 10 kcal 
/mol higher than that obtained using trimethylamine. 
This is probably due to a requirement of excess energy for 
production of C2H6N+ with f-C4H9 as the neutral. Loss- 
ing and Semeluk38 have measured the ionization potential 
of the f-C4Hg radical to be 6.93 ±  0.05 eV and, although it

is not known, that of the CH3NCH3 radical is probably 
higher than this. Stevenson39 has pointed out that in such 
a case formation of the C2HgN+ ion will probably require 
excess energy.

Ion Kinetic Energies. We have measured the peaks of 
the kinetic energy distributions for several of the parent- 
daughter ion pairs studied by closing the /3 slit to less 
than 0.05 mm and changing the ion accelerating voltage 
in 0.010 V increments (measured with a Hewlett-Packard 
Model 3460B digital voltmeter across a 1:500 voltage di­
vider). The peak in the parent ion distribution represents 
the energy for ions formed with no “ excess” translational 
energy and if the daughter ion is formed without excess 
translational energy, its kinetic energy distribution should 
peak at the same accelerating voltage as the parent ions. 
On the other hand, if the daughter is formed with excess 
translational energy, it will require less accelerating volt­
age to be passed by the electrostatic sector and this differ­
ence, followed by conversion to center-of-mass coordi­
nates, provides a measure of the excess internal energy in 
the dissociating parent ion. By making these measure­
ments as a function of ionizing electron energy near 
threshold one might be able to detect any contribution of 
excess energy to the appearance potential.

These measurements were made on CH3+ from CH4 
and m/e 44 ions from isopropyl-, diethyl-, and N,N-á\- 
methyl-ierf-butylamines and TV-ethylformamide. In all 
cases except A^AAdimethyl-terf-butylamine the maximum 
in the fragment ion kinetic energy distribution was at a 
lower energy (i.e.. higher accelerating voltage) than that 
of the respective parent ion. These “ energy deficiencies” 
ranged from 0.03 ±  0.02 eV for CH3+ from CH4 to 0.15 ± 
0.03 eV for m /e 44 from Af-ethylformamide.

This unexpected observation is probably due to the fact 
that near threshold a greater proportion of daughter ions 
are formed via slower reactions wherein the parent ion 
falls through a significant portion of the repeller field be­
fore fragmenting. In such a case the neutral product 
carries off its share of momentum and the daughter ion is 
left deficient in kinetic energy relative to the parent ion 
(which, of course, reflects the effect of the entire repeller 
field).

In the case of m/e 44 from A7,Af-dimethyl-fert-butyla- 
mine, from an extrapolation of data taken to within 1.0 
eV of threshold, the fragment ion distribution peaked at 
0.05 ±  0.03 eV greater than that of the parent, definitely 
indicating the release of excess translational energy in the 
dissociation. In center-of-mass coordinates this is an ex­
cess translational energy of 0.089 ±  0.036 eV. Because of 
the repeller effect described above this must certainly be 
a lower limit to the true value and because of uncertainty 
in the extent of internal energy equilibration for parent 
ions fragmenting in the ion source,15 it would be difficult 
to use this excess translational energy as a measure of 
total excess internal energy other than in a qualitative 
fashion. That is, we can only say that there is an excess 
energy effect in threshold production of m/e 44 ions here. 
This of course is in agreement with the AP evidence where 
AHr(m/e 44) was found to be ca. 0.5 eV higher when 
formed from N, A-diethyl-fert-butylamine than when 
formed from trimethylamine.

Summary
On the basis of the present results, i: appears that a t . 

least three different enthalpies of formation can be ob­
served for C2HsN+ ions, corresponding to structures I
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and/or II, III, and V and/or VI. In contrast to earlier stud­
ies on aliphatic amines,23-27 this indicates that ion ener­
getics can be a useful tool in characterizing the structural 
isomers of C2H6N - .

In the cases of C2H5O+ isomer II and isomer III in both 
sets, it is seen that gaseous ion properties obtained from 
ion-molecule reaction chemistry studies are most useful in 
the interpretation of ion energetics data.
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Mechanism of Hydroxyapatite Dissolution. The Synergistic Effects of Solution Fluoride, 
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The dissolution rates and apparent solubilities of synthetic hydroxyapatite in acetate buffers containing 
various concentrations of phosphate, strontium, and fluoride ions were determined. The synergistic ef­
fects of these ions in retarding the apatite dissolution were critically examined with a physical model in 
which a surface strontium-fluoride-apatitic complex was assumed to govern the driving force for the dis­
solution reaction. It is shown that a surface complex, Ca6Sr4(P04)eF2, with an activity product, Kav = 
a . ., 6 a . * a„ . 6 a,. 2 = 1 X 10 131±2 is consistent with the experimental data.(.a2" br2+ P04i“ 1'-

Introduction
It has been well established during recent years that 

dental caries is a disease involving the dissolution of dental

enamel in an ambient acid environment of bacterial origin. 
The enamel mineral is composed principally of hy­
droxyapatite, Caio(P04)6(OH)2. Consequently, numerous
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research efforts have been directed toward understanding 
the dissolution behavior of dental enamel and synthetic 
hydroxyapatite.1-2

During the last decade, in our laboratories, the dissolu­
tion kinetics of hydroxyapatite in acid buffer solutions has 
been studied using a physical model describing the solid- 
liquid interfacial conditions and diffusion in the stagnant 
liquid layer adjacent to the solid surface.3-4 The model 
has been critically examined for. apatite dissolution under 
various conditions of solution pH, buffer type, buffer ca­
pacity, and common ions (calcium and phosphates). Self- 
consistent correlations between the model predictions and 
experimental results have been observed. The general 
physical model approach has also been used in studying 
the hydroxyapatite —* calcium fluoride conversions in sit­
uations where compressed pellets of synthetic hydroxy­
apatite and human enamel blocks were exposed to a buff­
er solution containing high fluoride concentrations.5-6

More recent studies7 were aimed at understanding the 
mechanism of action of fluoride ions at low concentrations 
(around 1 ppm) upon the dissolution rate of hydroxyapa­
tite in acidic buffers. The experimental data obtained 
over a wide range of conditions using powdered TVA hy­
droxyapatite led to the interpretation in which a fluoride- 
apatitic surface complex or a “ surface phase” with a com­
position, Caio(P04)6(F)2, was assumed to govern the rate 
of dissolution. It was postulated7 that this surface com­
plex constantly re-forms rapidly on the dissolving hydrox­
yapatite crystal surface through the rapid exchange of the 
surface hydroxyls by fluoride and thereby essentially 
maintains a steady-state surface “ coating” that is able to 
govern interfacial conditions at the site of dissolution. 
Thus this surface complex was viewed not as a true bulk 
phase but as a surface “ phase” probably not extending 
much beyond a single unit cell into the hydroxyapatite 
crystal at the site of dissolution.

Recent work in these laboratories has shown that the 
effects of solution strontium upon the dissolution rates of 
TVA hydroxyapatite might be explained by a similar 
mechanism. The investigators8 have shown that the disso­
lution process in this case is consistent with a mechanism 
involving an interfacial strontium-apatitic complex, 
CafiSr4(P04)6(0H)2, as the governing surface “ phase” for 
dissolution.

In this report, the synergistic effects of solution stronti­
um, fluoride, and phosphate in reducing the dissolution 
rates and apparent solubilities of TVA hydroxyapatite in 
acetate buffers has been systematically investigated on 
the basis of a physical model derived from the earlier 
studies.7-8 As will be seen, an interfacial strontium-fluo­
ride-apatitic complex with a composition of Ca6Sr4(P-
0 4)gp2 was found to be consistent with the experimental 
data.

Experimental Section

The TVA hydroxyapatite used in this study was pre­
pared by the procedures previously described.4-9 The pro­
cedure for the preparation of this material involved the 
reaction of monocalcium phosphate monohydrate and cal­
cium carbonate at high temperature (1200°) in an atmo­
sphere of steam and nitrogen. These apatite crystals are 
characterized by the high degree of purity and well-an­
nealed crystallinity. The acetate buffer solutions used in 
all the experiments contain 0.05 M total acetate. These 
solutions containing various concentrations of strontium, 
phosphate, and fluoride were adjusted to pH 4.5 with

ionic strength maintained at 0.5 M  using sodium chloride. 
The procedures and materials for preparing these buffer 
solutions have been described previously.4 Phosphate was 
determined by a colorimetric procedure and calcium by 
atomic absorption spectrophotometry as have been de­
scribed elsewhere.4

Procedures for Dissolution Studies. The hydroxyapatite 
powder (100 mg) was transferred to a 500-ml volumetric 
flask clamped to the arm of a Burrell wrist action shak­
er10 immersed in the water bath maintained at 30°. The 
dissolution experiments were started by adding to the 
flask 200 ml of the required buffer solution preequilibrat­
ed at 30°. The agitation of the flask was kept constant 
throughout the study. Samples of 5-ml buffer solutions 
were withdrawn from the flask at various time intervals 
by means of a hypodermic syringe and needle, and were 
filtered using Millipore11 filters (0.22 nm pore size) with 
Swinny filter holders. These samples were then analyzed 
for calcium or phosphate in calculating the amount of hy­
droxyapatite dissolved.
Theoretical Section

Strontium-Fluoride-Apatitic Surface Complex Model. 
The physical model (Figure 1) assumes that when hydrox­
yapatite crystals are exposed to acid buffers containing 
sufficiently high concentrations of strontium ions (>  10 4 
M) in the presence of low fluoride (<100 ppm) the stron- 
tium-fluoride-apatitic complex, Caio.nSrn(P0 4)6F2, forms 
at the crystal surface by the rapid calcium-strontium and 
hydroxide-fluoride ion-exchange reaction

Ca10(PO4)6<OH)., +  nSr'+ +  2F_ —1►
Cain_„Sr„(P04)6F- + n C a ^  +  2(OH ) (1)

where n is the unknown number of strontium ions partici­
pating in the substitution reaction, which is in the range 
of 0 < n < 10.

It is assumed that this surface complex, with a definite 
composition of Caio-nSr„(P0 4)6F2, governs the ionic equi­
libria at the crystal-liquid interface according to its activ­
ity product, A'ap = a(-a-+10"n as,-’ *n aPo43- e aF- 2, as shown 
in the following equilibrium expression

Calu_„Sr„(PO,)6F, = (10 — n )CaJ+ + nSr~+ +  6PO/ + 2F (2)
In the presence of acid species (acid buffer solution) the 
subsequent reaction should take place at the crystal-liq­
uid interface

6P043_ +  2(OH)~ + 8H+ = 6HPO,2"- +  2H,0 (3)
The model further assumes that the transport of the 

various molecular and ionic species to and from the crys­
tal surface in the liquid diffusion layer follows the net of 
reactions 1-3, namely

CajPChWOH), + 8H+ = 10Ca2+ + 6HPO/“ +  2H.0 (4)

The basic model for these processes is shown in Figure 1. 
This is shown for dissolution in acid buffer containing 
strontium and fluoride. The acid species (H~, HB) diffuse 
toward the crystal-liquid interface (x = 0). while calcium 
and phosphate ions diffuse outward into the bulk through 
the liquid diffusion layer of thickness h. Both solution 
strontium and fluoride are neither generated nor con­
sumed during dissolution according to eq 4. Thus, the 
model assumes that the dissolution of hydroxyapatite 
crystals in an acid buffer containing a constant level of 
strontium and fluoride ions is controlled by the activity 
product of the surface strontium-fluoride-apatitic com­
plex and the diffusion rates of various species involved.
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HYDROXYAPATITE Co —»
HjP *HP —

— HB
B
H

Co,0-rS'~|P°.)6 F. - Sr
ass umo F

x= h

Figure 1. Model for the e ffect of fluoride and strontium  on hy­
droxyapatite dissolution in acid buffer solutions. A ca lc iu m - 
s trontium -fluoride apatite complex Ca1o-nS r„(P0 4 ) 6F2 is as­
sumed to form at the apatite surface.

The appropriate equations for this model are based on 
methods described in earlier studies3 7 8 on enamel disso­
lution in acid media. For a one-dimensional problem (Fig­
ure 1), the following quasi-steady-state equations can be 
written for the diffusional fluxes of total phosphates,12 
Jtp, total buffer species, JTH, and total acid species, JTH, 
in the diffusion layer per unit area

d[HPo4n
^  TP cj r  ^  U

w o n
hT°4~ dx (0)

J  r D,
d[HB]

+  D,
d[B~] (6)

d x  + h , po4
d[H ,PO rl , „  d[HB]" +  D „B — —  U)dx dx

The D’s in the equations are the respective diffusion coef­
ficients,13 where HB and B are the buffer acid molecule 
and its anion which in the present studies are acetic acid 
and acetate ions. Quantities in the brackets are terms ex­
pressing the concentrations of the respective species.

According to the congruency expressed by eq 4, the fol­
lowing equations can be written

■J'm — ~  (4/3)-/tp (8)

JCa = ( 10/ 6)-iTp (9)

Since strontium, fluoride, and total buffer are neither gen­
erated nor consumed, the following equations can also be 
written

J Sr:- = 0 or [Sr‘ +]> = [Sr"+], (10)

■J,.- =  0 or [F_]„ = [F~], (11)

-7T1, = 0 or [HB], +  [B—],, = [HB]* + [B~], (12)

In addition to eq 5-12, the following equilibrium expres­
sions apply at the crystal-liquid interface, at any position 
in the diffusion layer, and in the bulk solvent, i.e., at x >
0 K2l,' = ^2|)7H2l>04_/7H*7m’i)42 , f^3p' = ^3p7 hpo42 - /
7 h*7 po4î_ - and K ' „ H = K’Hh7 uh/ 7 u' 7b- .  where K2f> and 
Ksv are the respective second and third ionization constants 
of HaP04, and A'hB is the ionization constant of HB, the 
buffer acid (Table I). The 7 ’s are the activity coefficients 
of the respective species.

The model also assumes that at the crystal-solvent in­
terface, x = 0, the ionic equilibrium conditions are gov­
erned by the activity product of the surface strontium- 
fluoride-apatitic complex

K „  p = tfap'7ca^', 7v-"7po4*-67F-J (13)
and

TABLE I: Equilibrium Constants and Activity 
Coefficients for Theoretical Calculations

K,V  
K 3 p»
Kp\(acetic acid) 
7F- =  0 .6 3 2  
YHjPOi- =  0 .5 5  
7 po4j- =  0 .0 9 5
7Sr2+ =  0 .3 6  
"yacetate = 0.735

6.40 X 10 - 8 M  
4.73 X 10^“  
1.75 X 10- 5 
7h 4 = 0.8 
7hpo,2 = 0 .2 3  
7 0 a  2+ =  0.36 
7ou- = 0.7

a K2P and Kip are the second and third dissociation constants, respec­
tively, of phosphoric acid.

K  aP' = [Ca'+]0II’ _ "[Sr2+]„"[PO4:!_],6(F_ )n C-4)

where

[PO43- ] 0 = TP/ fa , [H+]0 [H+],2 I
1 i J7- / ■ jf /7V- / (*■&)

L- ^  3t> ** 2n ̂ 3 d  -*L 3p 2p ■iV3p ■

Substituting eq 7 into eq 8, and integrating over the lim­
its x = 0 and x = h using eq 12 and equilibrium expres­
sions, the following equation can be derived
4 DH)P0 - 
0=7 =  ------7-------  X

([[HaPOTT -

[H .por]*

, , ^H PO ,2-r  D p  ,P04
■j +  — —  [HP04- ]* +  —  X

-, / K '

h

Dhpo4-j-
h

DhB
h [HB]*

[H+]„

>D,

+
A l,l> 0 4"

h

DBb ,

)
+

/UB- 17hb \

D  B
DhB ^  h

[H+]„ )]
D H-

+  - y [ [ H l *  -  [H+]„] (16)

From eq 14, the following equation can be derived for 
KaP' using eq 9-11 and 15

K '  =
I f  & I f  / ’ I A 3p -̂ -2p J

[H+V : 0.6 Dca-
+  [Ca2+]/,

D
[ S r +V [ F ~ Ÿ  H -/ + -^ [H P 04n +

\  ¡ I k

[H .p o n ,

D h ,P()4‘

\ / /  DH
1

7 / V [h+]0
D

+
H POT y (17)

where
y = - y Tp (is)

Equations 16 and 17 are the integral expressions derived 
from the proposed physical model.

Dissolution Rate Calculations with the Model. The only 
unknown quantities in eq 16 and 17 are J, Kap', [H + ]o, 
and n. The other quantities may be either estimated or 
determined from independent experiments. J is the disso-
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Figure 2. Dissolution rate of hydroxyapatite in 0.05 M acetate buffer at pH 4 5 with ionic strength of 0.5 M at 1 ppm fluoride and the 
following strontium and phosphate concentrations: A , 1 ppm F alone; O, 1 X 10-4 M Sr; I ,  3 X 10-4 M Sr; □ , 1 X 10~3 M Sr; 
1 , 1  X 10-4  M Sr and 1 X 10~4 M phosphate; ☆ , 3 X 10~4 M Sr and 1 X 10~4 M phosphate: ★ , 1 X 10-3  M Sr and 1 X 10-4  M phos­
phate.

lution rate of hydroxyapatite expressed as moles of total 
phosphates transported per unit area, as defined hy eq 5 
and 18. Kap is the activity product of the strontium-fluo- 
ride-apatitic complex, Cai0-nSrn(P04)6(F)2, as defined by 
eq 13. and can be calculated from Kap', which is defined 
by eq 14. [H ~ ]o  is the concentration of hydrogen ions at 
the crystal-liquid interface (x = 0), and n is the number 
of strontium ions in the complex ranging from 0 to 10. 
Mathematically any two of these quantities can be calcu­
lated as a function of the other two by solving eq 16 and
17. When J is known eq 16 and 17 can be numerically 
solved for [ H + ]o and Kap' by proper digital computer pro­
gramming for each preselected value of n. Values of the 
parameters entering into eq 16 and 17 are listed in Table 
I. J  may be calculated from Je, the experimental dissolu­
tion rate, using the relation J = Je/A. The total surface 
area, A, of the hydroxyapatite crystals may be easily ob­
tained from similar experiments conducted in the absence 
of strontium and fluoride and data evaluation employing 
the hydroxyapatite model and a Kap value of 1 X 10“ 132.4 
A value of 1.0 x 10~5 cm2/sec was used for all the diffu­
sion coefficients.

Apparent Solubility Calculations with the Model. When 
dissolution of hydroxyapatite in acid buffers containing 
known concentrations of strontium and fluoride ions 
reaches an apparent equilibrium, the apparent solubility 
product (or activity product), Kap, can be determined by 
analyzing the calcium and the total phosphate concentra­
tions in the bulk. Such data can be obtained for each dis­
solution rate experiment. Equation 14, which is applicable 
to the bulk equilibrium conditions, can then be Written

Kap' =  [C a ^ ];(,-"[S r2+L"[POV!-]*6[F -L 2 (20)
where the bracketed quantities are the apparent equilibri­

um concentrations in the bulk (x > h). The bulk concen­
trations of calcium and total phosphates (TP) can be easi­
ly analyzed. [P043 -]/j can be calculated by eq 15, when 
the bulk hydrogen ion concentration is known. The con­
centrations of strontium and fluoride are known quantities 
depending on the compositions of the buffer solutions. 
Thus, from the equilibrium data, the apparent solubility 
product, Kap, can be calculated as a function of n values 
according to eq 13 and 20.

Results
The initial dissolution rates and apparent solubilities of 

TVA hydroxyapatite crystals were determined over a 
range of concentrations of strontium and phosphate ions 
in acetate buffers containing 1 ppm fluoride at pH 4.5. 
Figure 2 shows typical raw dissolution data in various 
buffer solutions with the amount of apatite dissolved plot­
ted against time. The initial data points in these plots 
represent apatite dissolution under sink conditions. Slopes 
of these initial data points were taken in obtaining the ex­
perimental dissolution rates, Je, expressed in terms of 
phosphates. The apparent solubilities of apatite, also ex­
pressed in terms of phosphates, were directly measured 
from the data points in the plateau regions of the dissolu­
tion curves as shown in Figure 2, which represents the ap­
parent saturation of the solvent media with apatite. These 
experimental data obtained in acetate buffers containing 
various amounts of strontium, fluoride, and phosphate 
ions are presented in Table II.

Retarding Effects of Strontium, Fluoride, and Phos­
phate on TVA Hydroxyapatite Dissolution Rates. In Table 
II, the relative apatite dissolution rates (J)) in the pres­
ence of strontium and/or fluoride and/or phosphate ex­
pressed as per cent of dissolution rate in the absence of all
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Figure 3. Calculations of pKap as a function of n from the initial dissolution rates of hydroxyapatite (TVA) in 0.05 M acetate buffer at 
pH 4.5 and ionic strength 0.5 M containing 1 ppm fluoride and the following concentrations of strontium and phosphate: O — O, 1 X 
10~4 M Sr; 3 X 10“ 4 M Sr; □  — 1 X 1 0 '3 M Sr; ■  — 1 X 10~4 M Sr and 1 X 10~4 M phosphate; 3 X 10 4 M Sr
and 1 X 10^4 M phosphate; ★ — ★ , 1 X 1 0  3 M Sr and 1 X 10~4 M phosphate; O— O, 1 X 10~4 M Sr and 3 X 10~4 M phosphate; 
•  3 X 10-4 M Sr and 3 X 1 0 M phosphate; □  — 1 X 10^3 M Sr and 3 X 10~4 M phosphate; ■  — 1 X 10~4 M Sr and 1
X 10~3 M phosphate; 3 X 10-4 M Sr and 1 X 10~3 M phosphate; ★ — ★ , 1 X 10~3 M Sr and 1 X 10 3 M phosphate.

TABLE I I :  Dissolution Rates (Jo), Relative Dissolution 
Rates (Ji), and Apparent Solubilities o f  TVA 
Hydroxyapatite (100 mg) in Acetate Buffers

A c e t a t e  b u ffe rs  (p H  4 .5 )

IF“],
p p m

[PCM 
X  10 

M

-] [S r2+ ]
% x ioc

M
Jo X  10% 
m o l /s e c Ji, %

A p p r o x i ­
m a te

s o lu b ilit ie s  
X  10% M

0 0 0 16.49 100 12.34
0 0 30 11.87 71.98 9.13
0 0 100 8.84 53.64 6.97
0 10 10 6.32 38.32 6.98
0 10 30 4.69 28.45 3.53
0 10 100 1.09 11.57 1.52
1 0 0 9.04 54.84 7.02
1 0 1 7.73 46.87 5.92
1 0 3 5.70 34.57 5.04
1 0 10 3.32 20.16 3.24
1 1 0 7.50 45.48 6.34
1 1 1 7.12 43.19 5.28
1 1 3 4.15 25.18 3.99
1 1 10 2.47 15.00 2.27
1 3 0 5.85 35.48 5.17
1 3 1 4.79 29.04 2.72
1 3 3 3.60 21.83 2.36
1 3 10 1.28 7.75 0.84
1 10 0 4.13 25.07 3.64
1 10 1 2.5 15.13 1.58
1 10 3 2.08 12.59 1.05
1 10 10 0.83 5.06 0.09

these ions are presented. It can be seen from these data
there is synergism among the fluoride, strontium, and 
phosphate ions. First, it was shown previously8 either 
strontium or phosphate alone of concentrations up to 10 - 3 
M has little effect upon the dissolution rate. However, in 
combination, as can be seen, they are effective in reducing 
the rate to Ji = 38.3%. Similarly, strontium at the level of 
10~3 M is seen to enhance the effect of 1 ppm fluoride, 
from J\ = 54.8% (without strontium) to J, = 20.2% (with 
strontium). These data clearly show that the influence of 
all the ions (fluoride, strontium, and phosphate) are syn­
ergistic. Each ion enhances the ability of the other ions to 
reduce the dissolution rate. In the following section, these

data are employed to assess the proposed model from a 
quantitative standpoint.

Calculations with the Model using Dissolution Rate 
Data. Figure 3 shows the results of model calculations 
based on 12 apatite dissolution rates, as shown in Table 
II, in buffers at pH 4.5 containing various concentrations 
of phosphate, strontium, and fluoride ions. The activity 
product, Ka[), of the strontium-fluoride-apatitic complex, 
Caio-nSrn(P04)6F2. was calculated from eq 17 and 18 as a 
function of n. The results are presented as plots of pKap 
vs. n ranging from 0 to 10. It can be seen that the calcu­
lated pK:{), values show relatively large spreads at the low 
(n = 0) and high (n = 10) n values. At around n = 4 there 
is a minimum spread of the pKav values. The minimum 
spread ranges from 10~130-5 to 10~132-5 in Kap with a 
mean value of 10_131-5±1.

Calculations with the Model using the Apparent Solu­
bility Data. Figure 4 gives the results calculated using the 
apparent solubility data obtained with the 12 dissolution 
buffer conditions. As with the dissolution rate data, large 
spreads in pKav were found for high and low n values. A 
minimum spread is observed when n ~  4 with a mean 
value Of l 0 - 132±2.

Discussion
The present approach, as was the case in an earlier 

study8 dealing with the strontium-phosphate synergism, 
has involved carrying out a sufficient number of indepen­
dent experiments to demonstrate the self-consistency of 
the proposed model. The narrow spread in the p/C,,, 
values at n . ~  4 in both Figures 3 and 4 supports the 
model in which a single complex, Ca6Sr4(P0 4)6(F)2, is in­
volved in the rate-determining step for the dissolution of 
.TVA hydroxyapatite in solutions containing strontium, 
fluoride, and phosphate ions. The spread in the pKa„ 
values at n ~  4 in both Figures 3 and 4 are conservatively 
of the order of magnitude of the uncertainties in the ex­
perimental results. However, it is believed that the range 
of K a|) values at n = 0 and at n = 10 are much greater 
than what would be expected from the experimental 
uncertainties. It is known that calcium and strontium
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Figure 4. Calculations of pKap as a function of n from the apparent solubilities of hydroxyapatite (TVA) in 0.05 M acetate buffer at pH 
4 5 and ionic strength of 0.5 M containing 1 ppm fluoride and the following concentrations of strontium and phosphate: O — Q, 1 X 
1 0 "4 M Sr; •  — 3 X 10~4 M Sr; □ — 1 X 10~3 M Sr; ■ — ■ , 1 X io ~ 4 M Sr and 1 X 1 e r4 M phosphate; 3 X 10~4 M Sr
and 1 X 1 b - 4 M phosphate; 1 X 10~3 M Sr and 1 X 1C)-4 M phosphate; 0 — 0,1 X 10“ 4 M'Sr and 3 X 1 0 '4 M phosphate,

3 X 10-4 M Sr and 3 X 10~4 M phosphate; □ — □ , 1 X 10~3 M Sr and 3 X 1CT4 M phosphate; ■  — 1 X 1 0 "4 M Sr and 1 
X 10- 3 M phosphate; ☆ — ☆ , 3 X 1 0 "4 M Sr and 1 X 10~3 M phosphate; 1 X 10“ 3 M Sr and 1 X 10- 3 M phosphate.

Figure 5. Calculations of pKap as a function of n after correction for the calcium and strontium complexes In the apparent solubilities of 
hydroxyapatite (TVA) in 0.5 M acetate buffer at pH 4.5 and ionic strength of 0.5 M containing 1 ppm fluoride and the following concen­
trations of strontium and phosphate: O — O, 1 X lO -4 M Sr; • — # , 3 X 10~4 M Sr; □  — □ , 1 X 10-3 M Sr; ■  — 1 X 10-4  M Sr 
and 1 X 10“ 4 M phosphate; 3 X 1 0 - 4 M Sr and 1 X 1 0 '4 IW phosphate; ★ — ★ , 1 X 1 0 - 3 M Sr and 1 X 10“ 4 M phosphate;
0 — 0 , 1 X 1 0 '4 M Sr and 3 X 10“ 4 M phosphate; • — • ,  3 X 1 0 -4 M Sr and 3 X 1 0 -4 M phosphate; □  — □ , 1 X 1 0 -3 M Sr and 3 
X 1 0 -4 M phosphate; ■  — ■ , 1 X 1 0 -4 M Sr and 1 X lO -3 M phosphate; ☆ — ☆ , 3 X lO -4 M Sr and 1 X 1 0 -3 M phosphate; ★ — ★ , 
1 X 1Q-3 M Sr and 1 X 1Q-3 M phosphate.

may form complexes such as CaH2PC>4+, CaHPOi, Ca- 
(CH3COO) + , SrH2P 0 4+, and Sr(CH3COO)+ under the 
experimental conditions of this study. The important 
question is then to what extent is the limitation of the 
physical model in calculating K ap in which these com­
plexes were not considered. Based on the same set of ap­
parent solubility data used in Figure 4, pKav us. n calcu­
lations, as shown in Figure 5, were carried out with the 
consideration of these complexes using appropriate stabil­
ity constants.14-15 As can be seen, in comparison with 
Figure 4, the effect of complexes does not appear to be 
large enough to alter the main conclusions.

At this point it is instructive to consider the fundamen­
tal question regarding the constancy of rc(=4) and, there­
fore, of p ifap in the interpretation of the results. It may

be argued that, in fact, both pK ap and n are variable, that 
the minimal spread in n at n ~  4 is accidental, and that 
the actual situation is much more complicated even 
though n may be a single-valued function of pKap (eq 13). 
The complete analysis of this general problem is complex 
and is not warranted in view of the rather large experi­
mental uncertainties. However the present experimental 
data have been examined with the relationships suggested 
by Berndt and Stearns16 for the three-dimensional ideal 
solid solution case. Generally the data do not agree well 
with this situation but this is not conclusive in view of the 
experimental scatter. Clearly, more work is needed for a 
definitive resolution of this question.

Apatitic Complexes in Dissolution Rate Control. The 
role of solution fluoride in the dissolution kinetics of TVA
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hydroxyapatite has been studied under various buffer con­
ditions.7 Using a physical model featuring a fluoroapatite 
surface complex controlled dissolution, a value of 
10_131±1 was deduced for the activity product of the com­
plex (Kap -  a( a-+10/apo^--6 of- 2) from a large number of 
experimental conditions. In a recent study8 on the in­
fluence of solution strontium upon the hydroxyapatite dis­
solution rate, it was concluded that a value of around 
10“ 132 to 10-134 for the activity product of a crystal- 
solution interfacial complex of (Ca)6(Sr)4(P04>6(0 H)2 
gives the best consistent fit of all the experimental data 
with the proposed model. In the present study it has been 
shown that a dissolution governing complex, Ca6Sr4- 
(PC>4)6F2, with an activity product of around 10_131±1 
describes the synergism of strontium, fluoride, and phos­
phate in TVA hydroxyapatite dissolution.

All of the above observations are notably consistent 
with the original base line studies with TVA hydroxyapa­
tite dissolution in the absence of strontium and fluoride.4 
In these investigations overall good consistency among the 
various experimental results with the model predictions 
was achieved when a value of 10 131±1 for the activity 
product of hydroxyapatite was used. Thus all of the stud­
ies on the dissolution of TVA hydroxyapatite in our labo­
ratories may be interpreted by postulating that the rate of 
dissolution is determined by an apatitic activity product 
having a Kar) value of around 10 131. Furthermore, the 
analysis has suggested that the rate-determining apatitic 
complex should be one of the following depending upon 
whether or not strontium and/or fluoride is present in the

Kinetics of Surface Reactions from  Nmr Relaxation Times 1279

dissolution media: (Ca)io(P04)6(OH)2, (CaholPCMelFU, 
(Ca)6(Sr)4(P04)6(0 H)2, and (Ca)6(Sr)4(P04)6(F)2.
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The exchange between chemisorbed and physisorbed molecules is subject to the laws of chemical kinet­
ics. It is shown how to use nmr measurements of such exchange rates along with adsorption isotherms to 
estimate reaction orders of these exchange reactions. The dissociation of the benzene-surface complex on 
a charcoal is unimolecular. The reactions of water with the surface hydroxyls of keratin and of zeolite X 
are estimated to be half order with respect to water.

I. Introduction
The power of nmr methods to measure the kinetics of 

exchange reactions between physisorbed (loosely bound) 
and chemisorbed (tightly bound) molecules on the surfac­
es of solids was partially revealed by the early work of 
Zimmerman1 and Woessner2 on the water-silica gel sys­
tem. Interpretation of their experimental data according 
to the phase exchange theory of Zimmerman and Brittin3 
(ZB) showed that at room temperature the transverse re­
laxation time T2 is identically the mean lifetime of a pro­

ton in a physisorbed water molecule with respect to ex­
change with some proton species which is more tightly 
held. In this water-silica gel system this tightly held 
species is most likely4 the well-known silanol group. It 
soon appeared that many adsorption systems showed the 
characteristic behavior indicative of such exchange,5-8 
namely, a decrease in T2 as the temperature is raised, in­
stead of the monotonic increase of T2 with temperature 
which is characteristic of the dipolar relaxation mecha­
nism in pure liquids (and solids).9 It is the purpose of this
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paper to explore the chemistry of such exchanges and the 
implications of this chemistry in the definition of the vari­
ous nmr parameters such as exchange times, correlation 
times, second moments, and relaxation times. It is neces­
sary to define the exchange time in terms of the chemical 
activities of the species involved in the rate-limiting step 
of the exchange, and only the simplest possibilities are 
considered. These chemical activities must be deduced 
from adsorption isotherms.

Actually, there exist two relatively simple limiting con­
ditions under which the nmr transverse relaxation may re­
flect chemical kinetics. One involves the transfer of the 
resonant nuclei between molecular environments of differ­
ent chemical shift but approximately the same intrinsic 
transverse relaxation time, a condition typical of homoge­
neous liquids;10 therefore this condition has been heavily 
exploited for detailed studies of reaction kinetics in homo­
geneous liquids. The second simple condition involves the 
transfer of nuclei between environments of much different 
intrinsic relaxation time but approximately the same 
chemical shift;3 this condition, which approximates the 
situation in systems involving surfaces and macromole­
cules, has not been so heavily exploited, especially in re­
gard to such details as reaction orders and mechanisms. It 
is this second condition which is the subject of this paper. 
The more complex cases in which exchange occurs be­
tween environments differing in both chemical shift and 
intrinsic relaxation time have been treated theoretically, 
and these treatments may be called upon should the need 
arise in the experimental situation.1112

Reactions between physisorbed and chemisorbed mole­
cules are at the heart of industrial processes involving het­
erogeneous catalysis; it is hoped that the methods dis­
cussed here will be useful in basic studies of such catalyt­
ic reactions. Methods of studying the details of surface 
reactions are not common, especially methods for 
studying fast reactions; some of the reactions discussed 
herein reach turnover numbers for the chemisorbed 
species of 104 reactions per site per sec. But it is the pos­
sibility of deducing the reaction orders with respect to 
various species which should, hopefully, prove most im­
portant.

II. Surface Kinetics

A. The Exchange Probability. Under certain conditions 
it has been found, both theoretically and experimentally, 
that the observed nmr transverse relaxation time is equal 
to a mean time between “ interphase” nuclear transfers;3 
these conditions are summarized in Section IV. In this 
section we define this transfer or exchange time in terms 
of the kinetics of surface reactions.

The inverse exchange time is the probability per unit 
time that a nuclear spin forsakes one environment for an­
other;3 as such it is the ratio of the number of successful 
events per unit time to the total possible number of 
events. A successful event is a chemical reaction (or other 
process) which transfers nuclei between environments; 
therefore the number of successful events per unit time is 
the number density of reactions per unit time. (i.e.. it is 
the traditional forward chemical reaction rate, Rr) multi­
plied by the number n, of resonant nuclei transferred out 
of a molecule of species i per reaction. The total possible 
number of events is the total number density of nuclei 
(time independent) in the ith molecule, phase, or environ­
ment from which transfers occur. This latter quantity is 
mjNi, where iVj is the number of molecules of species i

and m, is the number of resonant nuclei per molecule. Let 
the resonant nuclei be protons in the remainder of this 
paper.

Let us formulate a general reaction as
kf

a A + 6B =5=*= xX + vY mh, ' ' 1
If A has mA protons per molecule (site) of which nA leave 
the molecule per reaction and if there are a total NA mol­
ecules (sites) of type A the probability per unit time CA of 
a proton leaving the A environment is

CA = k{[AT[EfnA(N AmAr '  (2)
Here the activities of the various components are indicat­
ed by [A], [B], etc. Similar equations can be written for 
CB, Cx , and CY; these quantities are related by stoichi­
ometry and chemical equilibrium. It should be noted that 
the nmr methods discussed in this paper are limited to 
systems in dynamic equilibrium. Implicit in the above is 
the assumption that the stoichiometric reaction 1 is also 
the rate-limiting elementary reaction step, a condition 
which does not generally hold; within this assumption a 
and b are the reaction orders for the forward reaction with 
respect to species A and B, respectively. In the general 
case it will be necessary3 to specify also the probabilities 
P a x , etc., that if a proton leaves molecule (phase, site) A 
it will go to molecule (phase, site) X; for a chemical reac­
tion stoichiometry may suffice to define these ps j, but if 
not, a detailed statement of the mechanism may be re­
quired. These quantities will be necessary to solve the 
family of coupled differential equations governing the nmr 
relaxation.3

B. The Kinetic Law. For reaction 1 the rate Rr of the 
forward reaction is, according to the activated state theory 
of chemical kinetics, proportional to the number N* of ac­
tivated complexes in equilibrium with the reactants13

R, = vN* =  (kT/h )A’ f*[A]'[B ]V7* (3)

=  At[ATCB r  (3)
where v = (kT/h) is the universal frequency (in which k is 
Boltzmann’s constant, T the absolute temperature, and h 
Planck’s constant). Kr* is the equilibrium constant for 
formation of the activated complex from the reactants, 7 * 
is the activity coefficient of the activated complex, and 
[A] = 7AiVA is the activity of reactant A, etc.

In similar manner the reverse reaction rate may be 
written for (1) as

Rr = (k T /h )K * [ X r m  /-s* (5)
such that the equilibrium constant K-_ for (1) may be 
written as K i = Kf*/Kr* = kt,kr, i.e., at equilibrium Rf 
= Rr. Therefore, either the forward or reverse rate law 
may be used in expressing the exchange probability, 
which ever is more convenient (e.g., see section IV).

For low-pressure gas-phase reaction or for reactions in­
volving neutral species in dilute solution it may be possi­
ble to set the activity coefficients 7 *, 7A, etc., equal to 
unity, in which case (4) reduces to the law of mass action 
in the more conventional terms of concentration. For reac­
tions between ions in solution the Debye-Htickel limiting 
law may be used to estimate the activity coefficients, in­
cluding that for the activated complex; indeed such ionic 
reactions demonstrate the truth of eq 3.13 However, for 
surface systems it is with the assignment of 7 * that our 
rate formulation of necessity goes from the exact to the 
empirical, for there is no a priori information as to the de­
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pendence of 7 * on the concentration variables of the sys­
tem. Note that the rate constant k{ in (4) is constant only 
so long as 7 * is not a function of concentration.

A closely allied problem is the assignment of the activi­
ties of surface species themselves.14 Let all of the partici­
pating chemical species of reaction 1 be adsorbed on the 
surface. If each of these species is in equilibrium with the 
same species in the gas phase this problem is a simple 
one; it is not even necessary to choose standard states for 
the adsorbed species because those of the gas serve equal­
ly well for the adsorbed species.14 If the gas pressures are 
low the activities of the surface species are equal to the 
respective pressures (fugacities) of the gas-phase species. 
In fact the only difference between the system with cata­
lytic surface present and without is that the catalytic sur­
face allows a lower energy activated state (provided reac­
tion 1 remains the elementary rate-limiting step under 
both conditions). On the other hand, a surface species 
may not have a gas-phase counterpart or be related to 
some gas-phase species in a simple way; in this case the 
author is unaware of any straightforward way of proceed­
ing. An example of this latter case is a surface hydroxyl 
group. On a protein such as keratin the number of hy­
droxyl groups is clearly fixed, but their activity may vary 
with the amount of adsorbed water. Silica gel, however, is 
likely to be only in metastable equilibrium with respect to 
the slow hydrolysis of silica gel (at the same time the pro­
ton exchange between water and the surface hydroxyls is 
rapid); even though the activity of the hydroxyl groups 
and the ambient water pressure would be related at equi­
librium, the metastable condition decouples these quan­
tities from one another.

Because of the difficulty of specifying activities and ac­
tivity coefficients it is not possible to proceed in a general 
fashion. Thus further theoretical consideration is limited 
herein to the system described as follows. Let the single 
physically adsorbed species be A and the chemisorbed 
species be B; let the activity of A. [A] be equal to the 
pressure of A over the surface; assume that [Bp/y* is a 
constant (support for this will be given on a case by case 
basis); then the probability per unit time of proton ex­
change out of A, CA, becomes (from (2) and (3))

CA =  k flA j /N a (6 )
w h e r e

k,' =  (kT/h)K *nA[B]h/(y*mA) (7)
Note that in eq 6 both the activity and the number densi­
ty of the physisorbed species A appear; these are related 
by the adsorption isotherm.

III. Exchange Probability and Adsorption Isotherms

Let the standard state for the physisorbed species be 
the gas at 1 atm; then the activity of a physisorbed 
species is just the equilibrium pressure of its (assumed 
ideal) gas above the solid. Since the adsorption isotherm 
relates amount adsorbed to pressure, this isotherm deter­
mines the behavior of the exchange probability Ca as a 
function of amount adsorbed (for a given reaction order a) 
according to (6). Here we summarize the behavior of the 
exchange probability for the physisorbed species as it de­
pends on the type of adsorption isotherm for various reac­
tion orders. The isotherm types considered are (a) Henry’s 
law, (b) Langmuir, and BET. The respective results are 
plotted in Figures 1-3. In constructing these figures it was 
arbitrarily decided to set the exchange time, CA-1 , at 1 
msec at a relative pressure (P/P0) of 0.8.

Figure 1. Exchange times CA^ 1 vs. coverage H for Henry's law 
adsorption Isotherm. Each curve is labeled by the order of the 
reaction with respect to the physisorbed species in the hypo­
thetical exchange reaction. All plots are normalized at H =  0.8.

e

Figure 2. Exchange times CA_1 vs. coverage H for Langmuir ad­
sorption isotherm. Each curve is labeled by the order of the
reaction with respect to the physisorbed species in the hypo­
thetical exchange reaction. All plots are normalized at H =  0.8.

According to Henry’s law

N A - a [  A] (8)
where a is a proportionality constant, so that

( V 1 =  N  A ~a(k{'d')~' (9)
as is shown in Figure 1.
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Figure 3. Exchange times C A ~ 1 vs. coverage II for BET adsorp­
tion isotherm. Each curve is labeled by the order of the reaction 
with respect to the physisorbed species in the hypothetical ex­
change reaction; in addition the half-order plots are given for 
various values of C. the adsorption strength index of the first 
layer (see text). All plots are normalized at P P0 =  0.8.

The Langmuir isotherm yields15

iVA = rVm:,x[A](/i +  [ A ] r ] (10)
in which 0 is y T 1 2 exp(-Q/RT), T the absolute tempera­
ture. Q the heat of adsorption, R the gas constant, y a 
proportionality constant, and iVmax is the number of sur­
face sites for physisorption. It follows that

r A“ ' = (kf,( j " r lN A>~"(tvm;lx -  n j  <i i )
These data are plotted in Figure 2; normalization makes 
this plot “ independent” of temperature.

The BET isotherm is of the form16
.. A m0n„e[A]
‘ A = 1 +  (t -  2)[A] -  (e -  lT[Ap ' “ ’

where Nmono is the concentration at monolayer coverage 
and e ~  exp[(Qi -  Qh)/RT|, where Qi is the heat of ad­
sorption in the first layer and Qj, is the heat of liquifac- 
tion. See Figure 3 for the graphical display of CA-1 . Note 
that in this case, for reaction order %, we show the 
marked dependence of the exchange time on the t param­
eter; there is a pronounced maximum at coverages less 
than one monolaver for e > 30 (Qi — QL ~  2 kcal/mol 
and T =  300°K).

The three theoretical isotherms above do not exhaust 
the possible range of isotherms; they are at least represen­
tative. However the isotherm is really an experimental 
quantity which must be determined for the given system 
in which one might wish to inquire about kinetics. The 
effects cataloged above for various reaction orders show a 
great sensitivity to the reaction order, indicating a real

possibility for determining the order for those systems 
with reaction rates in the proper range for nmr study.

IV. Relaxation Times and Exchange Rates
As a hypothetical system for discussion let us take a 

high area surface with chemisorbed and physisorbed ben­
zene molecules in equilibrium with each other and with 
the gas phase. (The gas phase can be neglected as far as 
relaxation of the system as a whole is concerned, because 
for proton containing molecules gas-phase relaxation is 
slow, and because there are relatively few molecules in the 
gas as compared to the absorbed state.)9 Assume the 
chemical shifts are the same in all phases or environ­
ments. Assume that there are many more physisorbed 
than chemisorbed molecules. To calculate relaxation 
times for the exchanging system according to the ZB 
rules3 we must define intrinsic relaxation times for each 
molecule (phase) in addition to defining the probability 
for exchange as was done above. The results of such a cal­
culation, done previously for a model of the benzene-char­
coal system,4 are given in Figure 4 and this is our point of 
departure. This figure represents a section of constant 
concentration through the three dimensional surface 
which we are constructing on the axes (inverse tempera­
ture-relaxation time-concentration). To calculate a relax­
ation time according to the BPP theory17 a mean square 
local field (second moment) and a correlation time r for 
molecular motion are required. A law for the variation of 
the correlation time with temperature must be assumed, 
and we use the Arrhenius law. We assume that the physi­
sorbed and chemisorbed molecules differ only in that the 
chemisorbed species has a higher Arrhenius activation en­
ergy; they have the same Arrhenius preexponential factors 
and second moments. The second moment is chosen as 
that for a benzene molecule with rapid hexad axis rotation 
(z.e., with partial motional narrowing). Finally, it is as­
sumed that for the chemisorbed molecules the BPP corre­
lation time rB is identical with the mean lifetime Cb^1 for 
a molecule in the chemisorbed state.

This assumption of equality between rB and CB_1 for 
the chemisorbed species, though not necessary, is quite 
reasonable (and it has the virtue of reducing the number 
of free parameters by two). To support this assumption 
requires an inquiry into the nature of the correlation 
times and into the origins of the local field for adsorbed 
molecules. The local field for a nucleus in an adsorbed 
molecule may be intramolecular, intermolecular from 
other molecules, or intermolecular from some magnetic 
nuclei present in the surface. The correlation time is 
roughly the time between molecular or atomic jumps 
which move nuclear magnets with respect to one another, 
such as rotational and translational jumps. Now the 
transverse relaxation time (or inverse line width) is a 
measure of “ spectral intensity” at zero frequency;17 i.e., it 
is determined for a resonant nucleus by the slowest rela­
tive motions of its neighboring nuclear magnets. The es­
sential distinction between the chemisorbed and physi­
sorbed states is one of tightness of binding to the surface; 
because the chemisorbed species is more tightly bound it 
must overcome a higher barrier in order to jump, and 
therefore jumps less often with respect to its surround­
ings. The net result of the faster motion of the physi­
sorbed molecules is that the contributions of their nuclear 
moments to the intermolecular local field of the chemi­
sorbed species is much reduced by motional narrowing 
in comparison with intramolecular contributions of the
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Figure 4. The relaxation times (T-,. T2. T2B, and T2A) and the 
lifetimes in phase (CA _1 , CB ~ 1) as functions of reciprocal tem­
perature calculated for benzene adsorbed on a hypothetical sur­
face for which 4%  of the sites have translational barriers of 10.8 
kcal/m ol and the remainder 6 kcal/m ol. The subscript B refers 
to the high-energy sites and A to the normal sites (see ref 4). 
This is a “ constant composition” diagram, which stands at the 
normalization points of Figures 1-3 and 5; the exchange tim e- 
composition isotherms of Figures 1-3 would intersect this di­
agram at point 1. The relaxation time-composition diagram of 
Figure 5 would intersect it at point 2.

chemisorbed molecule itself or contributions from mag­
netic ingredients of the surface. How does a nucleus in a 
chemisorbed molecule move with respect to the sources of 
its local field? It can move by translation directly to an­
other chemisorption site; in this case the chemisorbed 
species have among themselves a translational correlation 
time. Included among such motions might be a pseudo 
rotation of hydroxyl groups bound to the same center. 
These motions are not affected by the chemistry of the 
exchange reaction and hence are not of direct interest in 
this paper; however, such motions have the same effect as 
zero-order reactions as far as the intrinsic relaxation time 
of the chemisorbed species is concerned. But the chemi­
sorbed species can also move by the very act of transfer to 
the physisorbed state; the mean time between transfers is 
then identically the correlation time.18 Since this correla­
tion time reflects the kinetic laws governing the exchange, 
so also must the intrinsic T2 of the chemisorbed phase re­
flect these kinetic laws.

The intrinsic relaxation times for the model system de­
fined above are indicated in Figure 4, along with the ob­
servable relaxation times; here again the physisorbed 
species is labeled A and the chemisorbed is labeled B. 
Note that except for low temperatures the intrinsic times 
for the chemisorbed phase are not directly measurable, 
but only reflect themselves in the observable weighted av­
erage. This observable T2 is approximately given for 
Nb/Na <r 1 by

T = (mBN B/mAN A)(T2B +  +  7\A_1 (13)
which follows20 from the ZB theory.3 Since whole mole­
cules are exchanging in the hypothetical system, mB/mA

= 1. There are three “ terms” each of which dominates in 
a certain temperature range, as Figure 4 shows. At low 
temperatures the observed T2 is T2A; at intermediate 
temperatures the observed T2 is

T, = (N a /Nb)Cb- ] = C a“ ‘ (14)
and at high temperatures the observed T2 is

T-2 — T23(Na/ N b) (15)
Sections II and IH were devoted to the intermediate 

temperature region; isotherms were developed there which 
intersect Figure 4 at, e.g. , point 1 as the point of normali­
zation. Depending on the applicable kinetic law and iso­
therm some one of the isotherms of Figures 1-3 might em­
anate from this point. When only two species containing 
resonant nuclei are present, such as in the system under 
consideration, CA and CB are related by equilibrium and 
stoichiometry as

aCa = mB N  BCb 1 16)
and this is the basis for the second equality of (14). Thus 
because the physisorbed phase is more mobile and be­
cause it is present in excess, the experimental quantity is 
CA_1. Note that the probability per unit time CB of leav­
ing the chemisorbed state is by definition the turnover 
number for the site to which the chemisorbed molecule is 
attached, i.e., it is the number of reactions per “ active 
center” per unit time (within a factor mB/nB of order 
unity). An estimation of this turnover number via (16) re­
quires both the experimental quantity CA and a knowl­
edge of the ratio NA/NB-, this ratio in favorable cases2 
may also be furnished by the nmr experiment.

In the high-temperature region, the BPP17 expression 
for T2 can be used as

T - lV ,  —  a B ~B =  f fB ( l l )

where crB2 is the Van Vleck second moment for the chemi­
sorbed molecules. Therefore, at high temperatures the ob­
served T2 is, for the model of Figure 4

T2 =  (N A/NB)CB/aB2 (17a)
and, using (6) and (16) this becomes

T2 =  (AfBW r V J V A[A r (17t)
If the number NB of chemisorbed molecules remains con­
stant, then again the adsorption isotherm can be called 
upon to relate NA and [A], Theoretical T2 values can then 
be computed for various reaction orders. Such T2 isotherm 
would intersect Figure 4 at point 2, for example. A sample 
isotherm, based on the BET adsorption isotherm, is given 
in Figure 5; it turns out that in this temperature region T2 
is not as markedly sensitive to the type of isotherm or 
reaction order. For example, the plot for a Henry’s law 
isotherm would look much the same. The reason for this 
lies in the relative form of (6) in contrast to (17b); in the 
former the ratio [A]°/iVA appears in contrast to the prod­
uct [A]“1VA in the latter. Since the lowest order term in a 
power series expansion of [A] in terms of NA is the linear 
one (i.e., zero adsorption at zero pressure), the ratio al­
lows CA to go from zero to infinity at NA = 0, depending 
on the reaction order, whereas the product must always go 
to zero at NA = 0.

At low temperatures (e.g., 103/T  > 4.5 in Figure 4) the 
transverse nuclear magnetization actually decays as the 
sum of an exponential (with time constant given by (13)) 
and a “ rigid lattice” decay function; if N R/NA « : 1 obser-

1 2 8 3
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Figure 5. Relaxation times in the fast exchange region (see 
text) vs. coverage 6 according to the BET adsorption isotherm. 
Each curve is labeled by the order of the reaction with respect 
to the physisorbed species in the hypothetical exchange reac­
tion. All plots are normalized at P/P0 = 0.8.

vation of this “ rigid lattice” part of the decay will be dif­
ficult because of the low amplitude associated with it (if 
the relative concentration of the chemisorbed species is 
low) and because of its fast decay.

Although the nmr parameters chosen to construct Figure 
4 are based on the molecule benzene, the results given 
there pertain in general to exchange equilibria between 
chemisorbed and physisorbed molecules, especially as re­
gards the temperature dependence of the relaxation times.

V. Comparison with Experiment
Many systems have been found in which the relaxation 

behavior is similar to that described in Figure 4,2,5-8,21,22 
but in relatively few was the degree of surface coverage a 
variable; three of these latter are discussed briefly below.

A. Benzene Adsorbed on Charcoal.5 For the system de­
scribed in III the exchange between chemisorbed and 
physisorbed benzene molecules might take place by a uni- 
molecular dissociation of the chemisorption complex as

C6H6S ^  S + CsHgtphys) (18)

or it may be a cooperative process as

Ci,Hfi(phys) +  C6H6*S C6H6S + C„H6*(phys) (19)

Here CeHelphys) represents the physisorbed species 
(species A), CsHsS the chemisorbed species (species B), 
and S the site for chemisorption. The asterisk in (19) is 
merely a bookkeeping device to indicate that exchange 
has taken place. For reaction 18 the forward rate Rf is

Ri =  (kT/h)K ll*yBN B/y* (20)
One might suppose that for this unimolecular process the 
activated state is closely related in structure to the chem­
isorption complex, so that 7b = 7 *; if this is true then the 
probability per unit time for dissociation of the surface 
complex, CB, becomes (for mA = mB = nA = nB in (2))

CB =  R ^ 1 =  (kT/h)Ku* (21)
which is independent of surface coverage. Likewise, via 
(16) the probability per unit time for a molecular depar­
ture from the physisorbed state becomes

C , = N BK lf*(kT/h)NA-' (22)
Now both NA and NB are determined by adsorption iso­

therms. However the hypothesis is that the chemisorbed 
species (B) is much more strongly attached; this means 
that as benzene molecules are adsorbed IVB reaches its 
saturation value before NA increases much from zero. 
Thus iVB is roughly constant in the pressure region where 
Na is changing. Under these conditions CA becomes

CA = k "N A~l (22a)
which is essentially eq 6 for a reaction zero order with re­
spect to the physisorbed species.

If the same assumptions, i.e., y* = y B and NB = 
JVBmax, are made in setting up CA fcr the cooperative 
reaction 19, CA becomes

CA = ( k T / h ) K 2 * N B( [ A V N A) (23)
The adsorption isotherm for the charcoal benzene sys­

tem is Langmuir like;5 for this isotherm the exchange
times are given in Figure 2, and the expected trends in 
CA_1 are clearly different for first and zeroth order kinet­
ics.

Experimentally, for benzene adsorbed on charcoal there 
was found a plateau in T2 at high temperatures instead of 
the maximum and rtiinimum in T2 expected from the 
model leading to Figure 4. This plateau has been account­
ed for by allowing a distribution of barrier heights for the 
chemisorbed species,4 instead of the single barrier height 
for the chemisorbed species which was used in con­
structing Figure 4. (In constructing this model it was as­
sumed that Nh = NBmax, the number of chemisorbed 
molecules is 8% of NAmax the number of physisorbed 
molecules at full loading.) The values of T2 on the pla­
teau, according to the distribution model,4 represent a 
“ convolution” of exchange and high-temperature relaxa­
tion effects. It is certainly possible to insert the kinetic 
ideas presented here in that distribution model, but such 
work has not yet been done. For the first-order kinetics 
though, as Na is raised, the chemical exchange effects 
push the value of T2 on the plateau toward lower values 
(Figure 2) in competition with the relaxation effects which 
tend to raise the value of T2 on the plateau (Figure 5). In 
contrast, for the zeroth-order kinetics both relaxation and 
exchange effects tend to raise the T2 value on the pla­
teau in proportion to the coverage of benzene. Experimen­
tally, the value of T2 on the plateau is proportional to the 
coverage of benzene (Figure 8 of ref 5). Therefore the zer­
oth-order kinetics are indicated for the exchange process 
between chemisorbed and physisorbed benzene molecules.

B. Water Adsorbed on Keratin. Lynch and Marsden6 
(LM) observed T2 maxima in this system at various water 
contents, and pointed out that this process represented 
the exchange of water protons with the labile protons of 
the wool keratin, namely, those attached to oxygen, nitro­
gen, or sulfur atoms (which in this case we call the chemi­
sorbed protons). LM were reluctant to extract the ex­
change rate for the water molecules frcm their data, be­
cause they had no way of deciding whether the observed 
effect was due to a single one of these, hydroxyl, amino, 
etc. groups or whether the effects from the various groups 
did in fact overlap. This possible source of heterogeneity 
is ignored here; it is assumed that all the observed “ chem­
isorbed protons” have the same exchange rate. Equations 
13 and 14 have been used to estimate CA~ 1 at ~110° from 
the LM data, and these are shown in Figure 6; note the 
maximum in CA “ 1 which is superimposed on a trend for
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Figure 6. Exchange times at 110° for the system keratin-water; 
□  , from experiments of Lynch and Marsden (dashed curve for 
interpolation); and theoretical, based on adsorption isotherm C 
of Figure 7.

CA_1 to rise with concentration of adsorbed water. Refer­
ence to Figure 1 of LM6 will show that this undulation is 
clearly not due to uncertainty in the data; the undulation 
appears similar to those shown in Figure 3 for the half­
order reaction in a system governed by a BET isotherm. 
The isotherm, published earlier by these authors23 is 
given in Figure 7, and shows a BET-like behavior. Refer­
ence to Figure 3, therefore, suggests that the order of the 
exchange reaction with respect to water is greater than 
zero but less than one. Let us assume that the order with 
respect to water is one-half, and use the isotherm to con­
struct a theoretical plot of CA ' 1 vs. loading. Unfortunate­
ly the isotherm lacks data at low water vapor pressures, 
and we must therefore interpolate in this region; three 
possible interpolations are given in Figure 7. Adsorption 
isotherm C of Figure 7 has been used with eq 6 to con­
struct the theoretical CA~1 curve of Figure 6, which does 
reproduce the trend of CA~1 vs. equilibrium water concen­
tration. First-order plots, based on the isotherms of Figure 
7, resemble that of Figure 3, and hence do not reproduce 
the trend of the CA_ 1 vs. equilibrium water concentration.

The stoichiometry of the exchange reaction must ulti­
mately be

H,0 +  SuH* HOH* + SuH (24)

(where the asterisk is a bookkeeping device to indicate that 
exchange has occurred, and SuH indicates the proton 
“ chemisorbed” to the surface) but it is not obvious that
(24) has any “ mechanistic” content. A six-membered hy­
drogen-bonded ring involving two water molecules and a 
surface hydroxyl might allow a concerted proton shift, but 
this reaction is second order in H2O.

The rate-limiting steps may involve hydroxyl or hydro- 
nium ions (and thus the ionization equilibria of adsorbed 
water and of the surface groups themselves), as

SuH +  OH~ 4 ^  Su~ +  H,0 (25)k_A

and

SuH + H.,0 Su”  +  H,0+ (26)

even the surface diffusion coefficients of these mobile ions 
may be rate limiting. Consideration of such reactions re-
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Figure 7. Adsorption isotherm for keratin-water system from 
data of Lynch and Marsden (ref 19). Possible extrapolations to 
zero pressure are given; that labeled C was chosen to construct 
the exchange time plot for Figure 6.

quires knowledge of the equilibrium constants involved in 
the surface situation, and also knowledge of the “ surface” 
activity coefficients of the ions involved.

Thus, the mechanistic implications of an exchange 
reaction which is half order with respect to adsorbed 
water are not yet evident.

C. Water Adsorbed on Zeolite 13-X. Maxima in T2, as 
in Figure 4, have been found for the proton relaxation 
times for water adsorbed in zeolite 13-X in several stud­
ies.7’21’22 Pfeifer24 has analyzed the data of Gutsze, et 
al.7 to yield tmu(= CB_1), the mean lifetime of a proton in 
the “ chemisorbed” state, i.e., presumably in a hydroxyl 
group. This analysis was based on ZB,3 i.e., essentially on 
eq 14 and his23 estimates of NH2o (= NA) and Noli ( = 
Nb). These data are presented in Table I for three degrees 
of filling of the zeolite pores. From the definition of CB it 
follows (taking reaction 1 as a model) that

CB =  (kT /h)K f* [A j[B f/ (y*N E) (27)
New evidence25 suggests that the exchange reaction is 
first order in the surface hydroxyl concentration, i.e., that 
b = 1. If it were known that the activated complex were 
structurally closely related to the hydroxyl group, then it 
would perhaps be reasonable to set 7b = 7 *. The assump­
tions of first order with respect to hydroxyl and equality of 
7 b  and 7 * allow (27) to be simplified to

CB =  (k T / h )K * [A j  =  V ' W  (27a>
where P h 2o  is the vapor pressure of water over the zeolite 
specimen, and a is the order of the exchange reaction with 
respect to water. The water adsorption isotherm for 13-X 
zeolite25 has been used to calculate CB for reaction orders 
a = V2 and a = 1; which are given in Table I; for a = 0 the 
value of CB does not depend on P h 2o - The best fit is clear­
ly for a = \2; the order of the exchange reaction between 
surface hydroxyls and adsorbed water appears to be half 
order. In a subsequent paper25 are presented data for 
higher relative pressures of water which also estimate the 
order of the reaction with respect to water of %.

As for the system water on keratin, it is not clear what 
the mechanistic implications of the half-order reaction 
might be. In addition to the reactions written above for
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TABLE I: Exchange Times for Zeolite Hydroxyls

d
To)G>(expt),a

m s e c P / P o 7a)co (a  — l ) a
ro)o) (a  — 

1 / 2 ) «

0 . 6 6 0 . 2 0 .0 0 8 0 0 .2 « 0 .2 »
0 . 1 8 0 . 7 0 .0 0 0 3 5 4 . 6 0 . 9 6
0.1 < 1 . 5 0 .0 0 0 1 4 1 1 . 4 1 .5 2

°  to)u = C b - 1 o f  t e x t .

that system, several lattice hydrolysis reactions might be
of importance for the zeolite system26

2(=Si-OH) (= S i - ),0 +  H,0
*-6

and

(= A l-0 -S i= ) “ Na+ + H,0 = A l: +  =Si-OH + NaOH
k--.

However, these reactions are likely to be slow and also 
likely to be not reversible.

VI. Summary and Conclusions
In this paper we have shown how nuclear magnetic res­

onance relaxation experiments can be used not only to 
measure rates of surface reactions but also to infer reac­
tion orders with respect to the physisorbed and chemi­
sorbed reactants. Knowledge of the details of the adsorp­
tion isotherm is important to satisfactorily extract such 
mechanistic information. For the benzene on charcoal sys­
tem the exchange reaction between chemisorbed and 
physisorbed molecules is zero order in the physisorbed 
molecule activity. The rate of exchange of adsorbed water 
molecules with surface hydroxyls is best described as half 
order with respect to water activity, both in the water- 
zeolite and water-keratin systems.

Although reaction orders have been deduced for such 
surface reactions, the work of rationalizing these in terms 
of elementary reaction steps remains to be done. For in­
stance the half-order reaction almost implies a preequili­
brium in which a water molecule in conjunction with the 
surface breaks up into two equivalent parts each active in 
the exchange reaction. It is not clear in terms of surface 
structures just how this could be done. In fact the formu­
lation of reaction rates at equilibrium in terms of such 
simple reactions as (18), (19), and (24) is most likely a 
gross oversimplification. Further theoretical development 
most likely must await more complete experimental data 
on carefully chosen systems. Ultimately, it may be possi­
ble to bring the state of reaction kinetics involving ad­
sorbed water to the present state of understanding of 
aqueous solutions.27

It should be reemphasized that the immobilization of 
the chemisorbed species gives it a much shorter relaxation 
time, which through the averaging brought about by 
chemical exchange, is able to cause a shortening of the 
overall relaxation time of the system, even though the 
chemisorbed species may contain only a few per cent of 
the resonant nuclei. Heretofore, this “ kinetic microscope” 
has been used only when provided by nature; no conscious 
effort has been made to immobilize some species about 
which kinetic information may be desired by tying one 
end down (as onto some porous glass) and measuring the 
kinetics of the other. Methods for preparing such systems 
have been worked out.28
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The apparent molal volumes of aqueous M gS04 solutions from 0 to 1 m at 0, 25, and 50° have been used 
to estimate the apparent molal volume of the ion pair M gS04°, py (MgS04°) using the relation 0V(obsd) 
= (1 — a)0v(MgSO4°) + otrpviMg2+, S 0 42 -) where 0v(obsd) is the observed apparent molal volume for 
M gS04 solutions at molality mT, a is the fraction of free ions, and 0v(Mg2 + , S0 42 ) is the apparent 
molal volume of the free ions Mg2+ and SO42- at the ionic strength Im = 4amT. Using known associa­
tion constants for the formation of MgSC>40 and various estimates for 0v(Mg2+, SO42 ), we have deter­
mined the </>v of M gS04° and A0V for its formation as a function of temperature and concentration. The 
infinite dilution values for the <t>\ ° of the ion pair MgS04° appear to be independent of the various esti­
mates of the 0v of the free ions Mg2+ + SO42 . The AV° = A0V° for the formation of M gS04 at 25° is ;n 
reasonable agreement with the results calculated from the high-pressure conductance data of Fisher and 
theoretical estimates. The AV° calculated from the density data appears to go through a minimum when 
plotted us. temperature similar to the volume change for the ionization of weak acids and bases. The 0V° 
and A0v° results for M gS04° are briefly discussed in terms of the structure of the ion pair.

Introduction
Although the volume changes for the ionization of weak 

acids and bases have been studied by a number of work­
ers;1 the volume changes associated with ion pair forma­
tion

M+ +  A - = MA° (1)
have received little attention. Most of our knowledge on 
the volume changes of ion pair formation at infinite dilu­
tion

A V ° (M A ° )  =  F ° (M A ° )  — F ° ( M + ) -  F ° (A ~ )  (2)

comes from measurements on the effect of pressure on ion 
pair formation constants

(3 In K J d P )t = ~AV°/RT  (3)
For example, Fisher and coworkers2 3 have measured the 
effect of pressure on the formation of MgSC>40, MnS04°, 
and LaSC>4+ ion pairs in water; Hale and Spedding4 have 
measured the effect of pressure on the formatiqn of 
EuS04+, and Hamann and coworkers5 have measured the 
effect of pressure on the formation of LaFe(CN)6° ion 
pairs in water.

Direct measurements of the volume change of ion pair 
formation have been made by Spiro, et al.6 They found 
that the volume changes for the formation of both inner- 
and outersphere complexes were similar and also of the 
same order of magnitude as for weak acids. Their compar­
ison of the volume changes for related systems undsr 
closely similar conditions have proved very useful al­
though the establishment of a general criterion for distin­
guishing between the two structural types was not possi­
ble (see, also, recent work of Hemmes7).

In recent years, general methods of examining the ap­
parent molal volume (0y) and partial molal volume (F2) 
of electrolyte solutions in terms of ion pair formation have 
been developed.1'8-14 The methods applied to the appar­
ent volume change (A0V) for the formation of the MA° ion 
pair (eq 1) are outlined briefly below.

If we apply Young’s rule15 to the volume components of 
the solution (M + , A , and MA°), we obtain

0v(obsd) =  a<0v(M+,A ) +  (1 — « )0 v(M Ao) (4)
where a is the fraction of free ions, 0\-(obsd) is the oo- 
served apparent molal volume at total molality m r, 
0v(M+, A - ) is the apparent molal volume of the free ions
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at I = amT (for a 1-1 electrolyte), and 0V(MA°) is the ap­
parent molal volume of the ion pair. By rearranging eq 4, 
we have

(¿>\(MA°) = [$ v(obsd) — a<p\(M+. A )]/(l — « )  (5)

A0v(MA°) = [<f>v(obsd) -  <t>y(M+. A“ )]/(l  -  « )  (6 )

where A0v(MA°) is the apparent volume change that 
takes place when the ion pair is formed (at infinite dilu­
tion A</>v° = AV”, the partial molal volume change for the 
formation of the ion pair).

Equations 5 and 6 can be used to determine 0v(MA°) or 
A0v(MA°) from </>y(obsd) provided 0V(M + , A ) and (1 -  
a) can be estimated. By rearranging eq 6 and solving for 
(1 — a), we have

(f>v(obsd) -  <j>v(M+, A“ )
(1 ~  a) =  A<t>viMA°) (7)

Equation 7 can be used to determine the fraction of- ions 
paired (1 -  a ) from <py(obsd) provided 0v(M + , A ')  and 
the volume change for formation of the ion pair can be es­
timated from solution theory. Millero has used an equa­
tion similar to eq 7 to estimate a s  in NaCl solutions8 and 
in seawater,9 while Wirth and coworkers10-11 have used eq 
7 to estimate the a s  in R4NBr solutions10 and H S04~ in 
H2SO4 and NaHS04 solutions.11 Since one mlist estimate 
both 4>v for the ion pair and free ions to calculate (1 -  n) 
or a, the results are not very reliable.

The calculation of the <j>\- of the MA” ion pair from eq 5 
[or A<t>\- from eq 6] is simpler since (1 -  a) can be deter­
mined from known association constants (KA) given by

K a =  (1 -  a ) j o r f +f -m 7 (8 )

where / f and f -  are the activity coefficients of the free 
ions [ / . / -  = (JD2 for the free ions] and the activity coeff- 
cient of the ion pair is taken to be 1.0. The activity coeffi­
cients of the free ions are related to the stoichiometric 
mean activity coefficient (7 ±) by

=  (f±) =  (7±)/« O)
Combining eq 8 and 9 and solving for a, we obtain

a =  1 -  K A(y ±)2mT (10)

Lee12 has used eq 5 and 10 to estimate the </>v of the 
MgS04° ion pair as a function of ionic strength in aqueous 
solutions; Millero13 has used these equations to estimate 
the partial molal volumes of the ion pairs MgSCL0, 
NaSCU_, and CaSC>40 in seawater; and recently Master- 
ton, et a l ,,14 have determined the A<fiy for the formation 
of RbN03° and TINO30 ion pairs. Many other workers1 
have used eq 5 and 10 to determine the 4>y (or V) of weak 
acids and bases.

The estimation of the <K of free ions needed in the cal­
culation of 0\-(MA°) can be made by using the following.

(1) The Debye-Hiickel equation13

<MM+. A“ ) =  0 V°(M+. A“ ) +  SvlTi (11)

where 0V°(M + , A~) is the infinite dilution apparent molal 
volume for the free ions, Sv is the limiting law slope,1 and 
c is the molarity [c = md°/( 1 +  10~3md°()>v)]. Millero13 
has used this method to estimate the V of the free ions 
Mg2+ andS042- .

(2) An extended form of the Debye-Hiickel

S 1fc
<MM+, A“ ) =  0V°(M+. A“ ) +  — : +  Kc (12)

1 +  a B V c

where a is the ion size parameter, B is an extended 
Debye-Hiickel term,8 and K  is an empirical constant;. 
Millero8 has used this method to estimate the V of free 
Na+ and CD ions, while Masterton, ez al.,14 have used 
this method to estimate the <j>\- of Rb+, N03~ and T l+, 
N 03- free ions. The a for Mg2+, SC>42  ̂ could be assigned 
values between 2.7 (the crystal radii) and 15 A (the Bjer- 
rum distance). A value of a = 0 gives the simple limiting 
law.

(3) By using the additivity principle
4>y(M+. A - ) =  <f>v(M+, X ) +  0v(N+, A ) —

<MN+.X~) ' (13)
Lee,12 for example, estimated that 4>y of the free ions 
Mg2+ and S 0 42“ using the additivity principle
0 v (  M g 2+, S 0 42 - ) =  0 v(M g C l,)  +

<f>v(Na2S04) -  2</>v(NaCl) (14)

where «^vlMgCL), <)>v(Na2S04), and (/>v(NaCl) are the ob­
served apparent molal volumes of MgCL, Na2S04, and 
NaCl at the same ionic strength I = 4am r (where m r is 
the total molality of M gS04). Since ion pair formation 
may be important in Na2S04 solutions,16 * 0v(Na2SC>4) is 
likely to be greater than </>\ (2Na+, S042^) and hence one 
might expect the <K(Mg2+, S 0 42~) calculated in this 
manner to to too high.

(4) Various semiempirical equations to estimate the <t>\ 
of free ions, for example, Millero9 has used the following 
equation to estimate the partial molal volumes of Mg2+, 
SO42- , Ca2+, CO32 , and Na+ “ free” ions in seawater

V = 7 °  +  A(Z'2/r) +  B (15)

where Z is the charge on the ion, A and B are concentra­
tion dependent parameters,9 and r is the crystal radius of 
the ion (in A units).

In an attempt to extend the work of Lee12 and Millero13 
to other temperatures and low ionic strengths, and to test 
the general concepts of using molal volume studies to 
study ion pairing, we have made this study on the <py of 
MgSCL, Na2S04, MgCl2, and K2SO4 solutions from 0 to 1 
m and 0 to 50°.

The results of these studies should prove useful to other 
workers studying ion pairing systems.

Calculation of^v(obsd) and 0v(Mg2+, SCL2 -)
The apparent molal volume of the magnesium sulfate 

ion pair MgS04° can be calculated from
()>v(MgS04o) = [0v(obsd) —

a</>v(Mg2+, S O j2~ ) ] / ( l  -  a)  (16)

while the apparent molal volume change for the formation 
of the ion pair can be calculated from
A<K(MgS04°) = [$v(obsd) —

0 v(Mg2+, S042- ) ] / ( l  -  a) (17)
To obtain the necessary data for the calculation of 4>y and 
A</>y for MgS04° the apparent molal volumes at 0, 25, and 
50° for NaCl, KC1, MgCl2, Na2S 0 4, K2S 0 4, and M gS04 
obtained by various workers8-12-17 23 have been fit to 
equations of the form (from 0 to 1 m)

(py =  < K ° +  Am 1/2 +  Bm +  CmV 2 +
Dm2 +  Embj- (18) 

The constants A. B, etc., are given in Table I, along with 
the average deviations. The observed 4>v’ s for M gS04 so­
lutions [calculated from eq 18] are shown in Figures 1-3.24 
As is quite apparent from Figures 1-3,24 the observed 0V
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TABLE I: Constants for Eq 18 for Aqueous NaCl, Na2S04, KC1, K3S04) MgCl2, and MgSO< Solutions at 0, 25, and 50°
4>x° A B c D E Av deviation

NaCl1' 12.90 -0 .053
0°

6.153 -3 .610 0.06
Na2S04° 2.33 0.964 57.195 -76.722 34.822 0.054
KCI’ 23.63 1.407 1.235 O.OO5
K 2S(V 23.79 3.467 83.526 -204.836 164.316 0.011
MgCl2“ 10.42 8.132 -0 .820 O.OI9
MgS04“ -13 .06 33.528 -43.528 41.845 -15.203 0.025

25°
NaCl1 16.62 1.871 -0 .041 O.Oli
Na2S (V 11.62 11.461 0.450 0.020
KCF 26.85 1.802 0.135 O.OO5
k 2scv 31.99 16.493 -20.205 35.520 -21.403 0.022
MgCl2c 14.49 8.633 -13.305 18.592 -8 .156 0.053
MgS046 -7 .1 8 35.44 -73 .72 98.400 -48.800 0.052

Ü1 O O

NaCl“ 17.83 2.417 -0 .701 0.047
Na2S04“ 14.09 12.396 -0 .9 56 0.024
KCI“ 27.57 2.428 -0 .3 08 0.020
K2S04“ 33.63 27.735 -57.202 77.171 -36.414 0.055
MgCl2“ 13.40 9.087 -5 .422 3.136 0.04i
MgS04“ -8 .1 4 55.564 -162.896 284.123 -235.799 74.657 O.OI5

“ From the work of Millero and Knox.17 b From the work of Lee17 and Franks and Smith.18 c From the work of Lee12 and Dunn.19 d From the work of Lee12 and 
Geffcken and Price.20 e From the work of Wirth,21 Dunn,19 and Jones and Ray.22 1 From the work of Vaslow,22 Dunn,19 and Millero.8 0 From the work of Vaslow,23 
Dunn,19 and Franks and Smith.18 h From the work of Dunn19 and Millero.81 From the work of Dunn.19

Figure 2. Observed 0v  for MgS04 solutions at 25° compared to 
the values calculated from the extended Debye-Huckel equation 
(solid curves) and the additivity of Na+ and K+ salts [/.e., 
(fivfMgCb) +  0 v (Na2SO4) — 20v(NaCI) and 0v(MgCl2) 4" 
0 v (K2SO4) -  20V(KCI)].

Figure 5. Apparent molal volume of MgS04° at 25° obtained by 
using the extended Debye-Huckel equation (solid curves) and 
the additivity of Na+ and K+ salts for the apparent molal vol­
ume of the free ions, Mg2+ +  S042 - .

for M gS04 solutions at 0, 25, and 50° show very large pos­
itive deviations from the Debye-Hückel limiting law1

<t>x =  </>v°+ SvVc (19)

where c is the molarity and Sv is the limiting law slope.1 
If one uses a simplified form of the extended limiting law 
(eq 12) of the form (K  ^  0, if one assumes dct/dP 0)8

4>x — 4>x°
SxlTc

1 +  AàYc
(20)

(where A = 0.3241, 0.3286, and 0.3342, respectively, at 0, 
25, and 50° and c = I y/4a) to represent the 0v of the free 
ions, the deviations are larger (Figures 1-3).24 To fit the 
0v(obsd) for the M gS04 solutions using the extended 
Debye-Hückel equation a negative â would have to be 
used or one would have to add additional terms (Kc, etc.). 
This is similar to most electrolytes (since the 0v of most 
electrolytes, especially at low temperatures, deviate posi­
tively from the simple Debye-Hückel equations).1-8 The

failure of the extended Debye-Huckel to fit the observed 
0v data is due to ion pairing (as well as other types of ion 
-ion interactions not accounted for in the Debye-Huckel 
theory).1-8

The 0v’s of M gS04 solutions calculated from additivity 
from eq 14 or
0 v(Mg2+, S042- )  =  0 v(MgCl2) +

0 v<K2SO4) — 20v(KCl) (21)
at 25 and 50° fall between the 0v’s calculated from eq 19 
and 20 with a = 15 A. The 0v’s at 0° obtained by additiv­
ity are larger than the 0v’s with the simple Debye-Huckel 
equation.

There is little difference between the additivity 0 v’s ob­
tained from the K + and Na+ salts. The K + salt additivity 
0v’s are slightly higher than the Na+ salt. These results 
can be interpreted in terms of ion pairing in the Na2S 0 4 
and K2SO4 solutions.16 -25 29 At low temperatures the ion 
pairing is more predominant, K S 04_ ion pair formation is 
slightly greater than NaS04 ~ .27 29
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Calculation of a  the Fraction of Free Ions

In order to estimate the fraction of free ions in MgSCU 
solutions from eq 10, both KA and y±  data are needed. 
From the work of Nair and Nancollas,30 who determined 
Ka from 0 to 40°, we obtain KA = 92, 179, and 340, re­
spectively, at 0, 25, and 50°. The KA at 50° has been esti­
mated by extrapolation of a plot of log KA us. l/T. The 
general procedure used to calculate 7 ± for MgSCH solu­
tions at 0, 25, and 50° is outlined below.

A standard value of y±  is taken to be 0.170 at 0.1 m and 
0°. This value seems to be on more solid ground31 than 
the value of y ± = 0.150 at 0.1 m and 25°, which was se­
lected more or less arbitrarily by Hamed and Owen32 and 
Robinson and Stokes.33 The 7 ± ’s for MgS04 solutions at 
concentrations below 0.1 m at 0° were determined from 
the osmotic coefficient (0) data derived from the freezing 
point measurements of Brown and Prue34 from the equa­
tion
log [7 ±(m )/7 ±(0.1 m)] =  <p(m) -  0(0.1 m) +

For the integration of 0 of MgSC>4 solutions below 0.1 m 
were fit to the equation
1 — 0 =  4.468m1/2 — 25.416m +

74.338mJ'2 -  82.207m2 (23)
with an average deviation of ±0.008. The values of 7 . 
below 0.1 m at 0° calculated from eq 22 are given in Table 
II.24 The values of y±  below 0.1 m at 25° were calculated 
from the 0° data using the equation

log 7 ±(25°1 = log 7±(0°) -  (y /2 )L /2 5 °) +
( 2/2)7/25°) (24)

where 108(v/2) = 3350, 0. and —2835 and 105(2/2) = 43, 0, 
and 34.5, respectively, at 0, 25, and 50°; L2 is the relative 
partial molal enthalpy (cal/mol) and J2 is the relative 
partial molal heat capacity (cal deg-1 mol-1 ). The L2 
data used in these calculations were obtained from the 
heats of dilution for MgSC>4 solutions given in Harned and 
Owen32 and our recent results.35 The J2 data used in 
these calculations were obtained from the heat capacities 
given in the Critical Tables.36 The values of y±  below 0.1 
m at 50° were calculated from the 25° data using
log 7 ±(f°C) =  log 7±(25°) +  (y /2 )L /25°) -

(2 /2 )7 /25°) (25)
The values of y ± calculated from eq 25 below 0.1 m at 25 
and 50° are given in Table II.24 The values of y ± from 0.1 
to 1.0 m at 25° were calculated from the data tabulated 
by Robinson and Stokes33 after a revision was made for 
7 ±(0.1 m) = 0.159 instead of 0.150 [7 ± (revised) = 
7 _(RS)(159/150)]. The values of y ± at 0 and 50° above 0.1 
m were calculated from the 25° data using eq 25. The re­
sulting 7 -  (given in Table II)24 have been fit (to within 
± 0.002)

log 7 ± = a +  bm1/2 +  cm +  dm ■' (26)
where a = -0.195, -0.217, -0.236; b = -2.409, -2.421, 
-2.491; c = 2.138, 2.099, 2.127; and d = -0.796, -0.753, 
-0.759, respectively, at 0, 25, and 50°.

The fractions of free ions in M gS04 solutions at various 
molalities at 0, 25, and 50° were calculated from eq 10 
(using K a = 92, 179, and 340, respectively) and y ± given 
in Table II24 and calculated from eq 26. The a s  over the

range of 0.03 to 1.0 m have been fit to an equation of the 
form (±0.004)

a =  a, +  bxm~' +  c,m +  dxm- (27)

where a1 = 0.716, 0.526, 0.198; = 1.87 X 10-3, 2.57 X
10-3, 4.65 X 10 3; c = 6.5 X HD3, 8.6 x 10 3, 0.350; and 
d\ = 0, 0, 0.220, respectively, at 0, 25, and 50°.

Calculation of 0 v(MgSO4°) and A0 y(M gSO4°)

The apparent molal volume of MgSC>4° and the appar­
ent molal volume change for the formation of M gS04° can 
be calculated from eq 16 and 17. The values for 0v and 
A0v calculated by using eq 20 to estimate the 0V of the 
free ions Mg2+, SCD2- are shown plotted vs. / mli2 (the 
molal ionic strength) in Figures 4-9.24 As is quite appar­
ent from these figures, the infinite dilut ion values of 0\° 
and A0v° for M gS04° (given in Table III) appear to be in­
dependent of the value selected for the ion size parameter.

Since all the 0v’s for the free ion calculated from eq 20 
approach the simple Debye-Hiickel (eq 19) in dilute solu­
tions, it is not surprising that the 0v° and A0v° appear to 
be independent of the ion size parameter. One must keep 
in mind, however, that the magnitude of 0V° and A0V° 
varies according to the method used for the extrapolation 
to infinite dilution (unlike the 0v of electrolytes, the 0V of 
MgS04° does not follow any limiting law behavior). These 
findings, if true for other systems, can prove to be very 
important since it means that any reasonable values for a 
(i.e., between the crystal radii and the Bjerrum distance) 
can be used to determine 0V° and A0y° for ion pairing 
processes from volume data.

The 0V° and A0v° for MgSC^0 calculated by using the 
additivity estimates for the 0V of Mg2+, SC>42~ are also 
given in Figures 4-9.24 The infinite dilution values given 
in Table III obtained from the additivity estimates of 
Mg2+, S 042- are in reasonable agreement with those ob­
tained using the extended Debye-Hiickel equation. The 
spread of 0 v° and A0v° values obtained by the additivity 
method are due to the uncertainty of extrapolation to infi­
nite dilution.

All of the values of A0V° = AV° obtained for MgS04° at 
25° (like the results of Lee12 and Millero13) are in reason­
able agreement with the value of 7.3 cm£:/mol obtained by 
Fisher2 from direct conductance measurements. No direct 
measurements have been made on the effect of tempera­
ture on the A V° or V° for MgS04°.

Discussion of Errors in the Calculation of 0V and A0V 
for M gS04°

A number of assumptions were made in the calculations 
of 0v and A0V and in this section we will discuss the ef­
fect of errors due to the assumptions made or the data 
used in the calculations.

(7) Assumption that 7 (MgS04) = 1.0. Since MgSC>40 is 
a polar species, one might expect 7 (MgSC>40) to be less 
than 1.0. If 7 (MgSC>4°) is less than one, 0V of MgSC>4° 
would be smaller and A0V would be larger. If the concen­
tration behavior of 7 (MgSC>4) follows the normal behavior 
(i.e., becomes closer to 1.0 in dilute solutions), the effect 
would be greater at higher concentrations. Thus, the infi­
nite dilution values for 0V° and A0V° would not be greatly 
affected.

(2) Errors in KA. The 25° values of KA for MgS04° ob­
tained by various workers30'37-41 are in reasonable agree­
ment (values range from K A = 159 to 229). The values for 
Ka at 0 and 50° used in this study could be in error.
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TABLE III: Partial Molai Volum e o f  the Magnesium Sulfate Ion Pair (7°) and the Volum e Change for 
Ion Pair Form ation (AF°) at Infinite Dilution

0° 25° 50°

Method'2 V° AV° V° AV° V° AV°

Debye-Huckel 
Additivity (Na+ salts) 
Additivity (K+ salts) 
Combined Na+ and K + salts

3.5 9.6 
3.1 10.0 
3.8 9.3

- 1 .4
-0.2 to -16  
- 1 .3  to -2 .5  

0.0 to 1.1

5.8 -2 .4  5.7
7.0 to 5.6 - 1 .0  to -2 .4  7 .1 to 5 .7
5.9 to 4.7 - 1 .8  to -3 .3  6.3 to 4.8
7.2 to 8.3

a Method used to estimate the 0v of the free ions.

Figure 8. Apparent molal volume change for the formation of 
MgS04° at 25° obtained by using the extended Debye-Huckel 
equation (solid curves) and the additivity of Na+ and K+ salts 
for the apparent molal volume of the free ions, Mg2+ +  S 042~.

with S042-
Na+ + S042" — ■ NaSOr (28)
K+ + S042-  — -  KSOr (29)

the additivity estimates for the 0v of the free ions Mg2f 
and SO42-  [using eq 14 and 21] may be in error. By exam­
ining the observed 0v’s of Na2S(>4 and K2S 0 4 solution in 
terms of ion pairing, we have, respectively
<MNa2S04) =  (/>v(2Na+, S042~) +

(1 — a,)A0 v(NaSO4~) (30) 
0v(K2SO.s) =  0 V(2K+, S042- )  +  (1 -  a 2)A0 v(KSO.f) (31)
where 07 and a2 are, respectively, the fraction of free 
SO42- ions in Na2SC>4 and K2S04 solutions. For Na2SC>4 
and K2S04 solutions the a ’s can be calculated from the 
association constant KA and activity coefficients by

4y±3( Na >S04 )mrK A
-  =  1 -  7 (Na)7(NaS0 4) (3£)

Values quoted for the enthalpy change, AHA, for the for­
mation of MgS04° at 25° vary from 0.51 to 5.7 kcal/ 
mol.26 42 The use of the smaller AHA value for calculating 
KA at temperatures other than 25° would yield larger 
values at 0° and smaller values at 50° than those used 
here. This would yield a smaller 0V at 0° and a larger 0V 
at 50° for M gS04° (the reverse would be true for the A0v 
values).

(3) Errors in y ± . The only important source of error in 
7 ± is in the value assigned to the standard value at 0.1 m 
and 0°; the uncertainty here is very small and would be 
nearly independent of concentration and temperature.

(4) Errors in 4>v Data. Since the errors in the observed 
0v data are within ± 0.1 cm3/mol, the major error here is 
in the estimation of the 0v for the free ions. If the extend­
ed Debye-Huckel equation is used, the infinite dilution 
0v° and A0v° for MgSC>4 do not appear to be greatly af­
fected by the choice of d. However, the concentration de­
pendence of <t>y and A0v vary considerably and there is no 
a priori method of selecting the “ best” ion size parameter. 
For this reason, we feel that the additivity method is a 
more reliable approach for calculating the concentration 
dependence of 0v(Mg2+, S 0 42 ). The additivity 0v’s cal­
culated for free ions do not appear to be greatly different 
for the Na+ and K + salts. A better value might possibly 
be obtained by using Li+ salts; however, at present no re­
liable 4>v data are available. The major source of error in 
the additivity method is in neglecting the effect of ion 
pairing of Na+ and salts with the S 0 42~ ion. Possible 
methods of correcting for this effect are discussed in the 
next section.

Corrections for Ion Pairing in Na2SC>4 and K2SC>4 
Solutions

Since the Na+ and K ions may also form ion pairs

where y^(Na2S04) is the mean stoichiometric activity 
coefficient of Na2SC>4 (or K2S04) solutions, y(Na) and 
7 (NaS0 4 ) are the activity efficients of the ions Na-  and 
NaSC>4_ . If one assumes y(NaS04~) ~  7 (C1_ ), one can re­
place 7 (Na+)7(NaS04~) with 7 _ 2(NaCl).

To correct the additivity estimate of 0v(Mg2 ',  SO42 ) 
for ion pairing in the Na2SC>4 and K2SC>4 systems, one 
must subtract (1 -  ai)A0v(NaSO4~) and (1 -
a2)A0v(KSO4-), respectivity, from eq 14 and 21. Com­
bining eq 14, 17, 21, 30, and 31, we obtain
0 v(obsd) — 0 v(MgCL) — 0 v(Na2SO4) +  20v(NaCl) =

(1 -  a )A 0 v(MgSO4°) -  (1 -  a,)A 0v(NaSO.r) (33) 
0v(obsd) — 0 v(MgCL) — 0 v(K,SO4) +  20V(KC1) =

(1 -  a)A0 v(MgSO4°) — (1 -  a 2)A0 v(KSO<r) (34)

The first terms on the right of eq 33 and 34 are equal :.o 
the values obtained for (1 -  a)A0v(MgSO4°) without cor­
recting for ion pairing in Na2S04 and K2S 0 4. To solve 
these equations one must make some assumptions, since 
we have two equations and three unknowns: 
A0v(MgSO4°), A0v(NaSC>4~), and A0v(KSO4~). The 
simplest assumption one could make is to take 
A0v(NaSC>4” ) = A0v(KSO4_ ). Using 7 -  data for
Na2S04, K2S04, NaCl, and KC1 solutions33 and K A = 
5 .029,30  an(j 7 0 7 . 0 , 2 8 , 2 9  respectively, for NaS0 4 ~ and 
KSC>4_ formation, we have calculated the a ’s for Na2S 0 4 
solutions at 25° from 0.1 to 1.0 ionic strength [from eq 32]. 
The results are given in Table IV. These a’s have been 
used to calculate 0v(MgSO4°) and A0v(MgSO4°) from eq 
33 and 34 assuming A0v(NaSO4~) = A0v(KSO4_ ). The 
A0\- and 4>\ calculated from eq 33 and 34 are given in 
Table IV. The infinite dilution A0v° = AV° and 0v° = V” 
for MgS04° are given in Table El. Similar calculations at 
0 and 50° are not possible at present due to lack of reli­
able K a s (or AHa’s) for the NaSCU^ and K S 04~ systems.
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TABLE IV: Calculation o f  A0v(MgSO(°) and 
0v(MgSOj°) by Correcting for Ion Pairing in 
NaoSCb and K 2SC)4 Solutions at 25°

Im  NaSC>4 KSO4 0 v (M g S O 4 ° )  Av<^>(M gS04°)

0 .1 0 .8 8 1 0 .8 3 7 3 .4 2 9 .5 9
0 .2 0 .8 2 0 0 ..7 5 5 4 6 2 10 .0 3
0 .3 0 .7 8 5 0 ..7 2 3 5 ,,8 3 10 .8 5
0 .4 0 .7 6 2 0 ..6 9 0 6 . 4 6 1 0 .8 5
0 5 0 . 7 4 7 0 6 7 0 7 . 0 8 10 .9 5
0 ..6 0 .7 3 8 0 .6 5 7 7 . 5 8 10 .9 6
0 . 7 0 .7 3 3 0 ..6 5 3 8 . 0 7 1 1 ..0 1
0 . 8 0 .7 3 1 0 .6 5 0 8 . 5 5 1 1 ..0 8
0 .9 0 .7 3 1 0 .6 5 0 9 . 0 1 11 .1 6
1 ..0 0 ..7 3 3 0 .6 5 1 9 ..2 7 1 0 ,.9 7

The A4>y° = 7.2 to 8.5 cm3/mol obtained by correcting for 
ion pairing in the Na2SC>4 and K2SO4 solutions are in ex­
cellent agreement with the value (7.3) obtained by Fish­
er.2

Discussion of Results
Besides the fact that reliable AV°’s can be estimated 

from density data for ion pair formation, three significant 
findings are indicated in our calculations: (1) both A0v 
and <t>\ for M gS04° appear to increase with increasing 
concentration or ionic strength; (2) the temperature be­
havior of the V° of MgS04° is similar to most electrolytes 
in that it appears to go through a maximum; (3) the AV° 
for the formation of MgS04° goes through a minimum 
when plotted vs. temperature similar to the behavior of 
acid and base ionization. These findings will be briefly 
discussed in the next section.

Although one can question the reliability of the concen­
tration dependence of $v(MgS04°) and A<K-(MgS04°) 
found in this study (due to the problems in estimating a 
reliable <t>\ for the free ions), all of our results indicate 
that both and A0v for M gS iV  increase with increas­
ing concentration or ionic strength. Since one cannot be 
certain that the extended Debye-Huckel equation correct­
ly represents the concentration dependence of <t>\ for free 
ions and what is the correct ion size parameter, we prefer 
the additivity estimates for the <t>\ of the free ions. Using 
these estimates, a change in Im of 1.0 changes <t>\ by 9-11 
cm3/mol between 0 and 50° (the larger changes being at 0 
and 50°). For a similar change in / m, the Arj>v changes by 
2 to 8 cm3/mol (the larger values being at 0°). This in­
crease in both <pv and A0V can be attributed to the loss of 
electrostricted water molecules by the ion pair at higher 
concentrations. At higher ionic strengths the A0V is larger 
because more innersphere or contact ion pairs are formed. 
These findings are in agreement with recent high-pressure 
Raman spectra measurements of Davis.42

It should be pointed out that the <f>\ (and A0V) of 
MgSC>4° determined in this study is the </>v (and A0V) of 
the total ion paired species (i.e., both inner- and outer- 
sphere types). Eigen and Tamm43 have proposed a four 
state (three step) model for the formation of MgSCU0. The 
model is given by
Mg-’-baq) + S042-(aq) ^  Mg2+(H20,)2S042- ^

m,

Mg2+(H20)S042- Mg2+S04-'~ (35)
m3 m,

The conventional association constant (KA) is given by

m, +  m . +  m,
K a =  m X f±Y = ■*" Kt (36)

where mi is the molality of the respective i states. The 
stepwise association constants (related to the rates of for­
mation of the two states, K ( = k12/k21; are given by K { = 
in2/mi2(f± ), Ku = m3/m2, and K m  = m4/m 3. Eigen and 
Tamm43 proposed two sets of values for the parameters 
needed to describe the four state model (K\ = 41.7, 25.0, 
Ku = 2.0, 1.0, and Km  = 0.13, 0.11, respectively, at 20°). 
Atkinson and Petrucci37 have determined more complete 
ultrasonic estimates for the stepwise K ’s that yield an 
overall KA [from eq 36] in excellent agreement with the 
conductance value. They obtained K 1 = 50, Ku  = 1.96, 
and K m  = 0.17 at 25° (compared to K 1 = 58.8, Ku  = 2.0, 
and if  hi = 0.13 obtained by Eigen and Tamm43).

Using this model, the total 0v(MgSO4°) is given by
<Av(MgS04°) = (m,/mp)<MMg2+(H20>2S042-] +  

(m3/m p)4>v[Mg2+(H20 )S0V ]  +
(m4/m p)'<MMg2+S04r ]  (’37)

where the total paired species m2 + m3 + = mp = (1
— a)mr . By differentiating eq 36 with respect to pressure, 
the total A VA° is given by
AUa° =  AV,° +  (m4/m p)[ AV ,„° +  AV„°_ +

A W /i f , , , ]  (38)
Using the Ku  and Km  constants obtained by Atkinson 
and Petrucci,37 we obtain m2/mp = 0.30, m3/mp = 0.60, 
and m /̂rrip = 0.10. Recently, Davis and Oliver44 have de­
termined from Raman spectroscopy that m^/nip = 0.10 to
0.13 from 0.1 to 2.5 m; which is in good agreement with 
the ultrasonic estimates. If one could make a reliable esti­
mate for the 0v of the contact ion pair Mg2+S042~ as a 
function of concentration, it would be possible to separate 
our total <p\ (MgSCL0) into inner- and outersphere types. 
Unfortunately, as will be discussed later, the contact ion 
pair Mg2+S 042'  is hydrated and one cannot make the 
simple assumption that its <p\- does net change with in­
creasing concentration. Since m4/m p and mp are constant 
over a wide concentration range (0.1 to 1.0 m),12’44 the in­
crease in 0v(MgSO4°) with increasing concentration could 
be attributed to changes in the relative amounts of 
Mg2+(H20 )2S 042- and Mg2+(H20 )S 0 42- (i.e., if
0v(Mg2+SO42~) is not a function of concentration).

Eigen and Tamm43 have estimated the volume changes 
(±20%) for the individual steps as being AV[° = 0, AVn° 
= 14 and 18, and AVm“ = 3 cm3/mol. Fisher45-46 has 
shown that these individual AV°’s yield a plot of RT log 
Ka [where K A is calculated from eq 36] that is in excellent 
agreement with the experimental value (the slope gives
7.7 cm3/mol). From eq 38, we obtain
A F a° = 0 +  0.052[3 +  14 to 18 +  (14 to 18)/0.11] =

6.5 to 8.3 cm3/m ol (39)

using i f  11 = 1.0 and Km  = 0.11. If the Ku  = 1.97 and 
/fin  = 0.17 of Atkinson and Petrucci37 are used, we ob­
tain AVV = 9.9 to 12.7 cm3/mol, which is 2.7 to 5.5 
cm3/mol larger than the experimental value. It, thus ap­
pears that if the stepwise i f ’s estimated by Atkinson and 
Petrucci37 are reliable the AVn° and AVm 0 estimated by 
Eigen and Tamm43 are in error. By adjusting AVn° to 10 
cm3/mol one obtains a value for AVa° (7.2) that is in ex­
cellent agreement with the directly determined value.

From these A V 's  we can estimate the V° values of the 
three paired species at infinite dilution. Using V° = -7 .2
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cm3/mol for the free ions, we obtain V°[Mg2+(H20)2- 
S042~] = -7 .2  cm3/mol, V°[Mg2+(H20 )S042- ]  = 2.8 
cm3/mol, and V°[Mg2+S042_] = 5.8 cm3/mol. From eq 
37 we obtain V^MgSCV) = (0.30)(—7.2) + (0.60)(2.8) + 
(0.10)(5.8) = 0.1 cm3/mol, which is also in excellent 
agreement with the measured value.

By comparing the V°’s for the various ion paired species 
with the V°(int) for the intrinsic partial molal volume of 
Mg2+ and SO42 - , we can obtain an understanding of the 
structure of the ion pairs. As discussed elsewhere,1’47 the 
V°(int) for an ion is made up of two components; the crys­
tal partial molal volume, V°(cryst) = 2.52r® (when r is in 
Â units), and the void space or disordered partial molal 
volume, V°(disord).

By using various semiempirical methods,47 V°(int) can 
be estimated to be 39.8 to 42.7 cm3/mol for Mg2+ + 
SO42-  (using r(Mg2+) = 0.65 and r(S042 -) = 2.05 À). 
These values of V°(int) can be compared to V°(cryst) =
22.4 cm3/mol, which would be the V°(int) if void space 
packing effects do not occur (which may be the case for a 
nonhydrated contact ion pair). Using Ü’(int) = 41.0 cm3/  
mol, we obtain V°(elect) = V°(ion pair) V°(int) = -48.2, 
-38.2, and -25.2 cm3/mol, respectively, for Mg2+(H20)2- 
S 042- ,  Mg2+(H20 )S 0 42- ,  and Mg2+S042- .  Even if 
V°(int) is assumed to be equal to V°(cryst), the électro­
striction of the contact ion pair Mg2 , SO42 is quite large in 
magnitude (-16.6 cm3/mol). By using a hydration 
model,1-48 the number of water molecules (n) associated 
with the various ion pairs can be estimated

n _  U°(ion pair) -  V°(int) _  U°(elect)
Av Av

where Av is the change in volume that occurs when a 
water molecule is taken from the bulk phase to the elec- 
trostricted region around the ion pair. This Au can be 
estimated from

At' =  UE -  UB (41)

where VE is the molar volume of water in the electrost- 
ricted region and Vb is the molar volume of water in the 
bulk (18.0). Padova48 has estimated that Av = —2.1 
cm3/mol; while the maximum estimate of —11.4 cm3/mol 
is obtained if we assume the VE = U°(cryst) for the water 
molecule (r = 1.38 A). Using Padova’s48 Au and the mini­
mum U°(elect) calculated for the contact ion pair, we ob­
tain n = 8 for the hydration number. Due to the difficul­
ties of estimating V°(int) for the ion pair, it is not possible 
at present to know how reliable this value may be.

Theoretically, the volume change for ion pair formation 
can be examined by using the electrostatic theory. 
Hemmes7 has recently reviewed the theory. He calculated 
the theoretical A Ua° by differentiating the association con­
stant by using the Bjerrum49 and Fuoss50 methods. For 
the Fuoss50 method, Hemmes7 found

AU,°
Z+Z_N e2/d In D\ 

aD \ dP ) T -  13 RT (42)

where Z, is the charge, D is the dielectric constant, 8 is 
the compressibility, and the other symbols have their nor­
mal meaning. The last term, f3RT = 1.1 cm3/mol at 25°, 
results from expressing KA in molar units. This equation 
can only be used for outersphere pairs. The ion size pa­
rameter (â) needed in the calculation can be determined 
from the Fuoss expression of K A by using the measured 
Ka. For MgSC>40, Hemmes7 obtained AŸ° = 7.42 cm3/  
mol, which is in excellent agreement with the earlier esti­

mates of Hamann, et al..51-52 and the experimental value. 
This agreement indicates that the “ sphere in continuum” 
or Born model gives a reasonable representation of the 
MgSC>40 ion pairing process. A similar calculation at 0 
and 50°, respectively, gives A V” = 6.13 and 8.92 cm3/mol.

The theoretical AU°’s increase in a linear manner with 
increasing temperature, while the experimental AV°’s ap­
pear to go through a minimum. This behavior is similar to 
that found for the dissociation of weak acids.53-54 It is in­
teresting to note that the correlation between the volume 
change, AV°, and compressibility change, AK°, that oc­
curs for the ionization of weak acids,55 also appears to 
hold for the formation of ion pairs.56 Since the AV° and 
V° do not have the same temperature dependence, this 
effect cannot be attributed entirely to the free ions (whose 
V°’s are known to go through a maximum when plotted 
us. temperature). The failure of the Bom model to predict 
the temperature behavior of the AV° and V° of ion pairs 
(as well as ions) has been discussed in detail else­
where.1-47 The similarity in the temperature behavior of 
the V° of MgS04° and free ions is not surprising since 
MgS04° (in all its forms) appears to be a highly hydrated 
species and most of the temperature dependence of ions 
appears to be related to U°(elect). It is interesting to note 
that the V°’s of highly hydrated nonelectrolytes such as 
B(OH)3 also appear to go through a maximum when plot­
ted vs. temperature.54 If UJ elect) is assumed1-57 to be 
proportional to the compressibility of the solvent (/3) in­
stead of 1 /D{3 In D/dP), the theoretical temperature vari­
ation of ions as well as other hydrated solutes like ion 
pairs will be similar to the experimental measurements. 
Marshall,58 for example, has shown that the volume 
change for ion pair formation is proportional to the com­
pressibility of the solvent. At present it is not possible to 
theoretically predict the temperature dependence of AV° 
for ion pair formation or acid and base dissociation. The 
truth is probably somewhere between the simple Born 
model and the ccmpressibility model for électrostriction. 
Temperature dependent, high-pressure conductance, or 
Raman work would be very helpful in determining if the 
density calculated temperature dependence is correct.

In summary, the apparent molal volume change for ion 
pair formation and the apparent molal volume of an ion 
pair can be calculated from volume and activity coeffi­
cient data provided a reliable association constant is 
available. This makes it possible to study the structure of 
ion pairs using volume data at 1 atm (i.e., without mak­
ing high-pressure measurements). We presently are 
studying the <t>v and A$v of other ion pairing systems by 
similar techniques and, hopefully, we can obtain new in­
formation concerning the structure of ion pairs in aqueous 
solutions.
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Electron Paramagnetic Resonance Identification of Molten Salt Produced Superoxide 
Ions

Pier Giorgio Zambonin

Instituto d i Chimica Analitica. Università degli Studi. Bari. Italy. 70126 {Received June 18. 1973; Revised Manuscript Received 
March 11, 1974)

Superoxide ions produced in molten alkali nitrates were detected by esr spectroscopy in the correspond­
ing quenched matrixes. Perfectly similar esr signals were recorded with solutions of superoxide prepared 
by chemical or electrochemical methods. This paper, while indicating a further analytical tool for fused 
salt studies, represents a confirmation of the molten salt “ superoxide model” previously suggested on the 
basis of electroanalytical information. In particular, the present results eliminate the doubt recently ex­
pressed by some authors that the model proposed for oxides reactions could be, in some way, influenced 
by “ interfacial artifacts” connected with the voltammetric detection of per superoxide ions in molten 
salts.

Introduction considered an oxide acceptor, while a base was an oxide
Three decades ago Lux and Flood proposed a general donor, so that a typical acid-base reaction could be ex­

acid-base model12 for molten electrolytes. An acid was pressed by the general scheme
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acid + O2! = base (1)

For many years this was the principle model invoked to 
interpret most molten salt chemical reactions, thus as­
suming that oxide was a particularly nonreactive species 
(for reviews see ref 3-6).

Similarly the basis of interpretation7-10 of the electro­
chemistry of oxides and oxygen was the model of an oxy­
gen electrode working reversibly according to the overall 
electrodic process

fik +  2e~  =  O2"  (2)

In effect this simple Lux-Flood (LF) formalism, which 
was quite successful in molten silicates and other nonoxi­
dizing high temperature solvents, proved insufficient to 
explain several phenomena observed in medium-tempera­
ture melts, particularly molten nitrates. Thus “ solvation 
effects” on oxide ions which result in the formation of 
orthonitrate11 or pyronitrate12 ions has been hypothesized 
to explain the experimental findings. However, even these 
schemes (substantially equivalent, indeed, to the LF for­
malism) proved insufficient. More sophisticated models 
were necessary to interpret the experimental data collect­
ed by various authors and often presented without satis­
factory explanations.

A reasonable solution of the problem transpired from 
recent systematic13 19 studies. Contrary to previous as­
sumptions, oxide (O2 -) was characterized as a very reac­
tive species usually capable of existence only at very low 
concentration levels. Consequently its oxidation products, 
superoxide (O2- ) and peroxide (0 22 ); emerged as stable 
and important entities. These conclusions from molten ni­
trates appeared to be indicative of the behavior of 
other16-19 fused systems.

While several authors have accepted the new point of 
view, others still consider the problem partially open (for 
recent reviews see ref 19-22). The main perplexity about 
the per-superoxide model concerns the fact that it was 
formulated on the basis of “ indirect evidence” derived 
from electrochemical data. The extreme hypothesis23 has 
been made that some of the electroanalytical findings 
supporting the existence of superoxide ions in melts could 
be due to interfacial phenomena not indicative of the ac­
tual situation in solution.

Only a specific “ bulk” analytical method could elimi­
nate residual doubts. Electron spin resonance (esr) spec­
troscopy is a specific analytical tool for chemical species 
having unpaired electrons, such as superoxide ions.

The most significant ways previously used to produced 
superoxide in molten alkali nitrates have been duplicated 
in the course of the present study. The esr technique in 
place of electroanalytical methods was used to detect the 
actual presence of 0 2~ ions.

Experimental Section
The solvent was an equimolar mixture of reagent-grade 

sodium and potassium nitrate (melting point ~500°K) 
maintained, in the course of the samples’ preparation, 
under inert gas atmosphere or vacuum at a temperature of 
about 510°K. The following methods, described in the lit­
erature, were used to produce molten salt solutions of su­
peroxide.

(a) Addition of Oxide (O2 -). According to our conclu­
sions,13 in the given nitrate melt equilibrated with an al­
kali metal oxide, for example, Na20 , a mixture of perox­
ide and superoxide can be obtained by the following reac­

tions
O2“ +  N03-  =  NOT +  0 ^  K 3 =* 3 (3)
022-  +  2N03“ = 2N0r +  2QT K< = 7 X 1CTU (4)

where the numerical (molal) values are relevant to a tem­
perature of 502°K. By passing dry oxygen at the pressure 
of 1 atm over this mixture, the conversion13’17 of any 
oxide to superoxide is practically complete

202- +  0 2 =  20/4“  K s =  1016 (5)
02 +  0 22-  = 20T K 6 = 2 X 106 (6)

Similar results can be obtained when oxide ions are added 
to the melt by controlled-potential cathodic electroly­
sis14,24 of the melt anions

NO3“ +  2 e~ =  NO,-  +  0 2“ (7)

(6) Addition of Peroxide (0 22 -). By equilibrating the 
melt with a compound such as Na20 2, electrochemical re­
sults, qualitatively similar to the addition of oxide, were 
obtained.13 This is due to reactions 4 and/or 6.

(c) Addition of Superoxide (0 2~). Compounds such as 
K 0 2 and N a02 rapidly dissolve15 (under gas stirring) in 
nitrate melts.

In general, to minimize oxides-silica interactions,19 the 
superoxide solutions were prepared, via the described 
methods, in cells lined with inert material (platinum or 
Teflon). They were then injected, via a thin Teflon pipe, 
into silica or Pyrex containers suitable for esr studies 
(tubing of internal diameter ~ 3  mm) and rapidly 
quenched. In every case these small containers were flame 
sealed immediately after the introduction of the samples.

The high dissolution rate of potassium or sodium sup­
eroxides also made the preparation of the samples directly 
possible in the testtubes without appreciable attack of the 
silica walls (operation time before quenching, 1-2 min). In 
contradistinction this procedure was not possible when 
methods a and b were employed since alkali oxides and 
peroxides are only slightly soluble and their dissolution 
(followed by reactions 3-6) is quite slow.

The samples were stored at room temperature and usu­
ally analyzed by esr spectroscopy within 1 week of their 
preparation. Specimens of the solutions, prepared as de­
scribed and diluted if necessary, were analyzed by the 
electroanalytical techniques (potentiometry and voltam­
metry) previously13’14,19 tested. The presence of moisture 
and other acidic impurities in the melt and in the working 
atmosphere proved, as expected,13-18 very critical.

The esr spectra were recorded by using Varian Model 
E-3 and E-9 spectrometers equipped with variable tem­
perature accessories.

Results and Discussion
Sodium peroxide prepared25 by action of molecular oxy­

gen on sodium metal (which contains esr-detectable26 
traces of the higher oxide N a02) was employed to test our 
apparatus with samples consisting of superoxide magnetic 
centers diluted in an ionic matrix. The relevant derivative 
esr spectra, recorded at various temperatures, are given in 
Figure 1. Their shape is characteristic of a doublet 
species, with an axial symmetric g  factor, contained in a 
powder.27 On increasing the temperature signals more and 
more like a single-line spectrum were recorded (see Figure 
1). At temperature values around 160°K the spectrum 
shows a marked shoulder at low fields which becomes a 
net peak as the temperature is decreased further. On the
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Figure 1. Temperature effect on first-derivative esr signals of 
superoxide contained in a matrix of Na2C>2: microwave frequen­
cy 9.148 GHz.

curve recorded at 90°K the following values of g  were cal­
cu lated :^  = 2.013 and g,, = 2.164.

Typical first-derivative esr spectra relevant to a 
quenched (Na,K)N03 melt containing 0.15 m KO2 are re­
ported in Figure 2. In this case, temperature had no sig­
nificant effect on the shape of the spectra; it had, how­
ever, a marked influence on the intensity of the signal 
which increased on cooling the system. This was probably 
because of a slight broadening in the spectra, occurring 
when the temperature rises. The influence of temperature 
on this kind of signal is well known. For all the superoxide 
systems described in the literature (vide infra) the best- 
defined esr spectra were obtained at low temperatures 
(below 90°K).

The spectra reported in Figure 2 present a marked 
asymmetry and no hyperfine structure. This is in agree­
ment with the actual presence of superoxide which is 
characterized by an axial symmetry while the nuclear spin 
for 160  is zero. At 90°K a value of g = 2.0068 was mea­
sured. This finding is in agreement with the require­
ment28 that diatomic radicals having three electrons in a 
ir level (such as 02") usually present a g  factor greater 
than the free-spin value 2.0023.

The different shape of the derivative esr profiles re­
ported in Figures 1 and 2 is merely attributed to a lower 
“ rigidity” of the nitrate solvent with respect to the perox­
ide matrix. A higher freedom of motion possible in ni­
trates can in fact lead to a partial averaging of the g  and 
g  factors. This hypothesis is in agreement with the 
marked temperature dependence (see Figure 1) of the 
shape of the superoxide spectra obtained in sodium perox­
ide; a signal close to a single-line curve was obtained in 
this last case only by increasing the temperature, viz., on 
increasing the freedom of motion of the superoxide ions.

As shown in Figure 3, similar spectra were obtained by 
using different methods of preparing the superoxide solu­
tion. In first approximation the intensity of the signal

Figure 2. Temperature effect on first-derivative esr signals of 
superoxide (2%) trapped in a matrix of (Na3.5,K0.5)NO3: micro- 
wave frequency 9.152 GHz.

Figure 3. Examples of first-derivative esr spectra recorded at 
the temperature of 90°K in the presence of variable concentra­
tions of 0 2~ In (Na,K)NC>3 eutectic. Superoxide was produced 
in the molten matrix according to the specified manner (see Ex­
perimental Section): microwave frequency 9.152 GHz: (curve 
A) 0 2_ =  4 X 10~2 m. solution prepared by direct introduction 
of solid K 02 in the melt under flux of nitroger; (curve B) 0 2~ = 
3 x  10~2 m. solution prepared by adding Na20 2 to the melt 
stirred with dry oxygen: (curve C) O2-  =  1 X 10~2 m. solution 
prepared by adding Na20  to the melt stirred with dry oxygen; 
(curve D) 0 2~ =  8 X 10-3 m. solution prepared by adding 
electrochemically produced oxide ions (eq 7) to the melt stirred 
with dry oxygen; (curve E) pure (Na.K) N 03 eutectic.

(i.e., the total peak height29 between the two halves of the 
derivative presentation) was proportional (at a given tem­
perature) to the concentration of superoxide.

When an esr spectrum could be obtained for a certain 
quenched sample, the electrochemical test for C>2~ in the 
corresponding molten solution was also positive, i.e., both
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oxidation and reduction voltammetric waves13 14 for sup­
eroxide

O2 = O2 + e- Em = -0.74 V us. Ag|Ag+ (0.07 m)
(8)

O2 + e = 022 Ex,2 = —1.28 V vs. Ag|Ag+ (0.07 m)
<9)

were present. The contrary was only not verified for con­
centrations close to the applicability limits of the voltam­
metric technique. Apparently, under the present experi­
mental conditions, the electroanalytical detection of sup­
eroxide in molten phase is a little more sensitive than the 
equivalent esr detection in the solid matrix.

Complete disappearance of the esr signal was noted 
after contamination of the samples with water or carbon 
dioxide. This is in agreement with the known18-25 “ de­
structive” reactions

202_ +  C02 = C032” + 1.50, (10)
2 0r + H20 = 20H“ + 1.50*! (11)

and it can be considered further proof for the actual pres­
ence of superoxide.

Spectra slightly different from those reported in Figures 
2 and 3 (appearance of a small peak at low field) have 
been obtained in some cases by analyzing samples of O2” 
in alkali nitrate matrixes several months after their prep­
aration and storage at room temperature. An example of 
such signals is reported in Figure 4 (curve a) where it is 
compared with the spectrum obtained on a freshly pre­
pared sample (curve b) and the one characteristic of sup­
eroxide in a peroxide matrix (curve c). In general, one-line 
spectra (such as curve b) could be reobtained after melt­
ing and rapidly quenching “ old” samples. This seems to 
indicate that the variation of the signal (from curve b to 
curve a) is to be ascribed to a very slow matrix modifica­
tion occurring in the quenched sample stored at room 
temperature rather than to the formation of new esr ac­
tive species. Curve a is reminescent of the shape of both 
curves b and c and the phenomena perhaps can be ex­
plained on the basis of progressive slow formation of crys­
talline, “ rigid” nuclei in the bulk of the original “ soft” 
matrix obtained by quenching the molten nitrate mixture. 
In conclusion all the spectra reported in Figure 4 can be 
assigned to superoxide, the differences likely being due to 
matrix effects.

Literature indicates that often the superoxide species 
dissolved in various solid matrixes or present on the sur­
face of solids give origin to esr signals presenting nonaxial 
tensors. This is certainly in disagreement with the geome­
try30 of the “ free” superoxide ions. By analyzing most re­
cent data, Symons drew the conclusion31 that, in general, 
the experimental findings better describe the existence of 
nonlinear entities such as X -0 0  rather than true superox­
ide ions. According to the author, the formation of nonlin­
ear species can be due to the presence of strong interac­
tion with the matrix: this is, for example, the case32-34 of 
the formation of HO2 molecules by proton extraction from 
solvents such as DMF, H2O2, etc. No valid indication for 
the formations of nonlinear species or for the existence of 
donor-acceptor phenomena in the present system can be 
derived from the results obtained in the course of this 
study. The mean value of g calculated on the basis of the 
relation

g  =  (2 g L +  £ „)/3
by using the values of g and g obtained from the curves

Figure 4. Comparison of esr signals for superoxide contained n 
various ionic matrixes: (a) quenched (Na,K )N 03 eutectic main­
tained for several months at room temperature under perfectly 
inert atmosphere; (b) quenched (Na,K)N03 freshly prepared: 
(c) sodium peroxide containing traces of N a03: microwave fre­
quency 9.152 (curve a and b) and 9.148 GHz (curve c).

reported in Figure 1 is equal to 2.063. It is quite different 
from the value calculated for the curves in Figure 2. This 
discrepancy, however, cannot question, per se, the conclu­
sions of the present study since the numerical value of g 
for superoxide trapped in solids can be largely dependent 
on the surrounding medium. A systematic investigation in 
the field of the ionic matrixes has been performed by Zel­
ler and Kanzig30 who have studied the esr behavior of su­
peroxide in various alkali metal halides. Wide variations 
of g have always been observed by substituting both cat­
ions (Na+, K+, Rb+) and anions (Cl- , Br- , I- ). So it is 
not surprising that different g tensors were obtained on 
substituting the matrix Na2C>2 with (Na,K)NC>3.
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A theory of Langmuir exactly predicts the rates of many vaporization reactions as functions of tempera­
ture. For these reactions his theory is shown to be superior to absolute reaction rate theory, which can be 
made to yield the same rate equation, in requiring fewer and more general hypotheses and in utilizing a 
kinetic factor that has been directly verified by experiment. Langmuir’s theory is extended to provide an 
exact description of the kinetics of some dissociative vaporization reactions. It is pointed out that Lang­
muir’s gas-like kinetic factor has been experimentally verified for the desorption step of two substances that 
undergo retarded vaporization. It is argued that the transition state particles for desorption are free gas 
molecules and for surface diffusion in the self-adsorption layer are particles with gas-like velocities parallel 
to the surface. Rate equations which utilize gas-translation kinetic factors are derived for substances that 
vaporized with nonequilibrium distributions of electronic states and for substances with vaporization rates 
limited by separation of self-adsorbed particles from catalytic surface sites or particles. The equations for 
dissociative vaporization reactions require that transition state particles consist sometimes of a coupled flux 
of particles of two or more different kinds.

Introduction
Vaporization reactions are exceptional among chemical 

processes in that they are characterized by maximum pos­
sible rates that can be precisely predicted for any sub­
stance from thermodynamic data and from the kinetic 
theory of gases.1-3 Furthermore, many substances have 
been found to vaporize into vacuum at their maximum 
possible rates, a result predicted by Langmuir1 by means 
of a theoretical analysis that included the first explicit 
formulation of what is now usually called the principle of 
microscopic reversibility.4 Vaporization at this maximum 
possible rate can be called unretarded vaporization, as 
distinct from retarded vaporization, a term which can be 
applied to describe vaporization at any lower rate.5

The rate of unretarded vaporization J in vacuo in moles 
per unit time per unit area is given for a substance which 
has only one major vapor species by the Hertz-Knudsen-

Langmuir (HKL) equation

■J =  (2irM RT)~U2P  (la)

where M  is the molecular weight of the vapor, R the gas 
constant, T the temperature, and P  is the equilibrium 
vapor pressure. Elimination of P  by means of the Claus- 
ius-Clapyron relation yields the HKL equation in terms of 
the standard pressure P° of the vapor, the standard en­
thalpy of vaporization, AHV°, and the standard entropy of 
vaporization, A °

■J =  (2ttM RT)~',2P° exp(Sv°/R) exp(-AHy°/ RT) (lb)

This equation is readily generalized for dissociative con­
gruent vaporization reactions (e.g., A™ Bn = mA(g) + 
rcB(g)) in which the individual vapor molecules do not 
have the same composition as the condensed phase. 3-6 

It has been claimed3 for substances that obey eq 1 that
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(a) the activated complex is identical with the vapor mol­
ecule produced in the reaction and that (b) the product of 
the frequency factor v and transmission coefficient k, as 
ordinarily defined in transition state theory,7-8 is identi­
fied with the numerical value of (XT/27rmg)1/2Qi where 
O' is the standard translational partition function of the 
vapor molecules. A substantiation of these claims is of 
considerable importance because in most types of chemi­
cal reactions the activated complex cannot be directly 
studied; its composition and properties must be inferred 
from the dependence of the reaction rate on system vari­
ables, and its inferred thermodynamic properties depend 
upon an estimated value of the frequency of decomposi­
tion of the presumed activated complex. In this paper the 
assumptions made by Langmuir in deducing eq la are 
compared to the assumptions that lead through the theory 
of absolute reaction rates9 to an equivalent relation, and 
it is then shown that experimental data for several sub­
stances that undergo unretarded vaporization confirm the 
kinetic factor and thermodynamic factor assumed by 
Langmuir rather than those of the absolute reaction rate 
theory.

The analysis of unretarded vaporization provides in­
sights into the nature of diffusion in the self-adsorbed 
layer. It will be argued that the product of the frequency 
factor and transmission coefficient for movement in the 
self-adsorption layer can be evaluated by means of the as­
sumption that the activated complex is a two-dimensional 
gas, whether the vaporization process is retarded or not. 
This conclusion is used in simplifying a rate equation 
which is derived for vaporization when the rate is retarded 
by the availability of catalytic reaction sites or of catalytic 
adsorbed particles.

The paper concludes with a discussion of experiments 
that might test whether the rate-limiting step in vaporiza­
tion reactions is the desorption of excited molecules, 
whether it is the catalyzed dissociation of molecules from 
active sites or particles, or whether it is some other sur­
face step of the vaporization process.

Unretarded Vaporization and Condensation without 
Dissociation

Langmuir’s prediction1 that vaporization rates would 
obey eq la was derived from three postulates. (1) Mole­
cules of the equilibrium vapor come to complete equilibri­
um with the condensed phase upon every collision. (2) 
Vaporization equilibrium is maintained by detailed bal­
ancing of independent fluxes of vaporizing and condensing 
molecules. (3) The flux of molecules that escape from the 
condensed phase to the vapor is unchanged during vapor­
ization into vacuum from its value under equilibrium con­
ditions. This kind of postulate is commonly made in tran­
sition state theory.8 Such postulates are expected some­
times to fail because any changes in the reaction environ­
ment can influence the reaction paths.10

The first of Langmuir’s postulates asserts that there is 
no thermodynamic barrier to condensation at equilibrium, 
so that the rate of condensation is a function of the equi­
librium properties of the vapor molecules and of their dy­
namics of movement under equilibrium conditions. The 
second and third postulates then lead to the prediction 
that vaporization in vacuo occurs by exactly the reverse of 
the path(s) defined for condensation under equilibrium 
conditions.

Langmuir’s theory, which he developed primarily to de­
scribe the vaporization of metals, predated transition

state theory. However, it can be viewed as equivalent tc 
the special case in transition state theory in which the ac­
tivated complex is identical with the reaction product.

For consideration of Langmuir’s theory as a form of 
transition state theory, it is convenient to substitute dif­
ferent thermodynamic variables into the temperature- 
dependent form of Langmuir’s rate equation. No new as­
sumptions or approximations are required for the substi­
tutions, which yield

= (  kT 7 — \27rm( exp(-A  E°/kT)
(2)

Here j  is the number of molecules that vaporize per unit 
area per second, mg is their mass, k is the Boltzmann 
constant, h is Planck’s constant, [Xg°] is the standard con­
centration of vapor, and AEo° is the energy difference per 
molecule at absolute zero between the vapor and the con­
densed phase. The term (kT/2nmg)1/2 is the velocity of a 
thermally equilibrated gas, while the quantity 
(2irmgkT)1/2lh '̂1 is the standard translational partition 
function of the vapor in dimension l normal to the surface. 
This quantity has been separated from the remainder of 
the total partition function of the vapor, which is symbol­
ized by itQg1, for subsequent comparison with the equa­
tion of absolute reaction rate theory. The quantity wQc is 
the total partition function of the condensed phase.

The general rate equation for vaporization in terms of 
absolute reaction rate theory is9

J K
ttQ* 
ttQc

exp{—A E */ kT ) (3a »

For comparison of eq 3A with the Langmuir equation (2), 
the term kT/h, which is viewed as a universal frequency 
term, can be interpreted as the product of the average ve­
locity of the activated complex particles moving in one 
direction over the potential energy barrier of length 5 
times the translational partition function corresponding to 
the motion of a particle of mass m* in one-dimensional 
box of length 5.9 When this procedure, which is equivalent 
to other derivations accepted for the general rate eq 3a,7 is 
followed eq 3a becomes

=  * (— )  K\2irm*J
kT Y '2l (2^m*kTY/2,r^ nlxQ* 

5 -------h--------5[Z ]¥QT
exp (-A E0*/kT) (3b)

The transmission coefficient, /c, is introduced in transition 
state theory to account for possible reflection of molecules 
that have crossed the potential energy barrier to reaction. 
The term t t Q *  is the partition function for the activated 
complex, as defined by Glasstone and coworkers;9 ttQc is 
the total partition function for the condensed phase and 
AEq* is the energy of formation of the activated complex 
from the condensed phase at absolute zero.

To derive the Langmuir eq 2 from the rate eq 3b1112 
requires some further assumptions beside the basic ones 
made in transition state theory. It is assumed that irQ* :s 
the same as the partition function for the gas, aside from 
the omitted translational motion away from surface.11 
The energy of activation AE0* is assumed to be identical 
with the energy of the equilibrium vaporization reaction, 
the transmission coefficient k  is assumed to have unit 
value, and the mass of the activated complex is assumed 
to be equal to the mass of the vapor molecules. Equation 
3b then becomes identical with eq 2, the Langmuir ra'e 
equation, because l = 1, and the quantity [Z*°] and [XK°],
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which are the standard concentrations of the assumed ac­
tivated complex and of the vapor molecules which im­
pinge on the surface, are chosen, as is usual, to be one 
particle per cm2 and per cm3, and therefore can be omit­
ted from both equations.

While the expression for the molecular flux thus derived 
from absolute reaction rate theory is identical with that in 
Langmuir’s theory, the identification of the activated 
complex in absolute reaction rate theory as a particle with 
the same partition function as the gas, aside from the 
omitted translational motion away from the surface,11 
might induce the mistaken impression that the activated 
complex is a kind of two-dimensional adsorbed gas. Since 
the next section of this paper deals with retarded conden­
sation and vaporization reactions for which the activated 
particles are assumed to be in a two-dimensional gas 
state, it is important to draw attention to the difference 
between the nature of the activated complexes described 
in that section of this paper and the nature of those that 
might be considered to be involved in unretarded vapor­
ization.

It is well established that molecules of an equilibrium 
vapor impinge on surfaces at the rate given by kinetic 
theory, which is the rate assumed by Langmuir in consid­
ering the condensation of vapors. Since by the definition 
of unretarded condensation, each collision of a vapor mol­
ecule with the surface must result in condensation, Lang­
muir’s postulated kinetic factor (kT/2wMg)1/2 is experi­
mentally confirmed for unretarded condensation. The fre­
quency factor kT/h, on the other hand, does not di­
rectly describe the physically measurable parameter.

Direct measurements by the torsion-Langmuir meth­
od13 of the forces produced in free surface vaporization 
confirm for several solids3 the Langmuir hypothesis that 
molecules which leave a surface in free surface vaporiza­
tion have a kinetic energy distribution identical with a 
flux of the equilibrium vapor. The Langmuir frequency 
factor (kT/2irMg)1/2 is, therefore, also experimentally 
confirmed for unretarded vaporization.

Unretarded Congruent Dissociative Vaporization and 
Condensation

Just as a maximum possible rate can be calculated for 
simple vaporization processes such as those of interest to 
Langmuir, a maximum possible rate can be calculated for 
vaporization of substances that undergo dissociative con­
gruent vaporization, that is, vaporization according to the 
general equation

AmB„(s) =  m A(g) +  7iB(g) (4)
where A or B may represent either atoms or molecules 
such as O2 or S2. The maximum possible rate for con­
gruent vaporization is given by3 '6

(J aW b)" =  ( 2 t r R T ) - ^ + ^ - 2 { M A ) - ^ ( M B) - " / K P ^ r  X
(PBy  exp(ASv°/R) exp (-A H °/RT) (5)

where JA and JB are the molar fluxes of the two vapor 
species, Ma and MB are their molecular weights, and 
AHv° and A¿v0 are the standard enthalpy and entropy of 
the equilibrium reaction 4.

Equation 5 can be readily transformed into a more con­
ventional rate equation which gives the flux of AmBn that 
vaporizes or condenses, but the form given in (5) has the 
advantage of emphasizing the essential connection be­
tween the rate equation for unretarded vaporization and 
the equation for flux through the orifice of an effusion cell

inside which the equilibrium pressures of the vapor 
species have been established. The kinetic expression that 
describes free surface vaporization for any particular va­
porization reaction and the expression for the rate of effu­
sion from a cell of the equilibrium vapors from that reac­
tion are identical functions of heat and entropy of the 
equilibrium reaction and of the kinetics of vapor move­
ment.

It is an important experimental fact that the rates of at 
least two substances that vaporize dissociatively, cadmi­
um telluride14 and cadmium selenide,15 have been dem­
onstrated to be unretarded or nearly unretarded (vapor­
ization coefficients 0.8 ±  0.2 and 0.7). Furthermore, since 
both demonstrations were made by means of the torsion- 
Langmuir method, they also showed that the vapor 
species leave the surface with a distribution of kinetic 
energies that must be close to Maxwellian normal to the 
surface.

To extend Langmuir’s theory to unretarded dissociative 
reactions, it is only necessary to generalize the first of 
Langmuir’s postulates while retaining the postulates of 
microscopic reversibility and independence of fluxes. We 
assume that molecules of A and B at equilibrium in the 
vapor of near stoichiometric composition always come to 
complete equilibrium with their solid upon striking the 
surface. Then by the postulates of microscopic reversibili­
ty and independence of fluxes, free surface vaporization in 
vacuo must yield a flux of molecules directed away from 
the surface which is indistinguishable in energy distribu­
tion and angular distribution from the flux of molecules 
that would pass through a plane in the equilibrium vapor.

To derive eq 5 from transition state theory and at the 
same time to predict correctly the experimentally ob­
served pressure exerted against the surface by the vaporiz­
ing molecules, the transition state particles must be as­
sumed to be identical in thermodynamic properties and in 
kinetic energy and energy distribution with the A and B 
molecules which pass through a plane in the equilibrium 
vapor. In such a transition state, the A and B molecules 
which together constitute the transition state particles are 
not even loosely bonded to each other because the highest 
potential energy along the reaction path in unretarded va­
porization or condensation is coincident with the potential 
energy of the separated gas molecules.

To summarize the conclusions that can be drawn from 
what we have discussed up to this point for unretarded 
vaporization processes, Langmuir’s theory has advantages 
over absolute reaction rate theory in that it requires fewer 
and more general postulates with no subsequent approxi­
mations. Dissociative unretarded vaporization can be un­
derstood by extending Langmuir’s original assumptions to 
both (or all) vapor species that leave the surface. Lang­
muir’s theory is inadequate to describe retarded vaporiza­
tion reactions, but, in the next section, modifications of 
transition state theory that adopt two of Langmuir’s three 
hypotheses are developed. The resultant equations should 
provide an improved basis for analyses for some retarded 
vaporization processes.

Transition States for Some Retarded Vaporization 
Processes

Several substances that undergo retarded vaporization 
have apparent enthalpies of activation which are greater 
than the enthalpy of the equilibrium reaction and appar­
ent entropies of activation, when Langmuir’s frequency 
factor is assumed, which are close to the entropy of the
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equilibrium reaction. It has been suggested that for such 
substances the rate-limiting vaporization process may 
probably be either (1) desorption of the reaction products 
in excited states or (2) desorption of equilibrium products 
to leave excited particles on the surface.3

The second of these suggested processes requires more 
detailed analysis because direct desorption of vapor mole­
cules, such as direct vaporization from ledge or kink sites, 
must be a higher energy and therefore probably a less im­
portant process than is dissociation of particles from cata­
lytic sites, which might, for example, be kinks in ledges, 
to noncatalytic adsorption sites of the surface, followed 
later by desorption.16-17 A model for vaporization by this 
more probable sequence of steps can be developed by con­
sidering first the condensation process.

It will be assumed that the vapor molecules can be 
brought to complete equilibrium with the bulk condensed 
phase only if (a) they encounter thermally activated sur­
face sites or molecules of the self-adsorbed layer whose 
equilibrium mole fraction of total surface sites ATS is given 
by X a = exp (-A GS*/RT), and (b) a fraction of the en­
counters of vapor molecules with these sites or molecules 
given by ex p (-A Ge*/RT) results in complete equilibra­
tion. If A Ge* is small relative to RT, exp(A Ge*/RT) s  1, 
and essentially all encounters with the catalyst sites or 
molecules will cause equilibration. However, in general, 
the fraction of the collisions of the vapor that result in im­
mediate equilibration is given by exp(AGe*/RT) exp- 
(-A G S*/RT) = exp (-A G r*/RT).

The equation for the net molar flux Jn of the vapor 
which not only strikes the surface, but comes to equilibri­
um with the bulk condensed phase at a catalytic site or 
molecule, can be written

J n (2irM RT)~i/2P exp (-A  G */RT) +

¡1 -  exp(—AGr* / RT)\ym exp(-AGm*/RT) X 
exp (-A G */ R T )

7m exp(—A Gm*/RT) e x p (-A G*/RT) + “  (6a)
7d exp(—A G d0/ RT)

The terms outside the bracket constitute the Langmuir 
expression for the total number of moles that strike the 
surface. The first term inside the bracket expresses the 
probability for direct reactive collisions of vapor molecules 
with the thermally activated catalytic sites. The quantity 
[1 -  e x p ( - A G r* / R T ) ]  expresses the probability that mol­
ecules of the vapor will make nonreactive collisions with 
the surface. These molecules that make nonreactive colli­
sions can be assumed, in agreement with Langmuir’s orig­
inal hypothesis, to come to equilibrium with the surface 
with respect to their kinetic energies, and rotational and 
vibrational states. But some process necessary for com­
plete equilibration such as a change in electronic state or 
bond breaking and molecular rearrangement is assumed 
not to be possible except at the catalytic sites.

The adsorbed vapor molecules will still come to com­
plete equilibrium if they make a reactive collision with an 
active site before desorbing. The remainder of the second 
term inside the brackets is an expression for the fraction 
of those molecules that initially adsorb without reaction,

but that, rather than desorbing, undergo reactive colli­
sions as a result of surface diffusion. The fraction is 
formed of a numerator that describes the frequency of re­
active collisions by molecules that were initially adsorbed 
without reaction and a denominator that consists of the 
sum of the frequencies with which molecules either desorb 
or react. Here AGd° is the standard molar free energy for 
desorption of self-adsorbed vapor molecules, AGm* is the 
standard molar free energy of activation for surface diffu­
sion, and the term ex p (-A Gr*/RT), as before, gives the 
probability that those molecules which move to a new sur­
face site will there undergo a reactive collision. The con­
stants 7a and 7m Eire the molar frequencies with which 
molecules pass through the transition states for desorption 
and surface diffusion.

de Boer has concluded that the frequency terms for sur­
face jumps and for desorption are of the same magni­
tude.18 There appears good reason for concluding they are 
often essentially equal. As noted above, the demonstration 
of unretarded vaporization by direct measurements of the 
force exerted by the vapor which leaves the surface proves 
a Maxwellian distribution of kinetic energies for molecules 
which acquire sufficient energy to escape. Furthermore, 
by comparing the mass flux and pressure for the vaporiza­
tion of gallium nitride by the reaction 2GaN(s) = 2Ga(g) 
+ N2, Mar and Searcy19 demonstrated the kinetic energy 
of the products of this retarded reaction to also be Max­
wellian, and Balooch, et al.,20 proved the kinetic energy 
and angular distribution of AS4 produced in retarded va­
porization of arsenic both to be Maxwellian.

Surface diffusion is often interpreted in terms of ran­
dom walk models for movement of vacancies in near-sur- 
face crystal layers and of atoms in the self-adsorption 
layer. Observations such as those which have just been 
mentioned suggest that both desorption and diffusion in 
the self-adsorption layer can be viewed as manifestations 
of what might be called a random rocket launch model for 
movement of molecules of the adsorbed layer.

If a large number of rockets were randomly loaded with 
a relatively small amount of fuel and randomly pointed 
for launching without any limit to the minimum amount 
of fuel assigned to any rocket, relatively few rockets would 
have sufficient energy to escape from a gravitational field. 
Many rockets would fall back to the surface at various 
distances from their launching sites. Still more of the 
rockets would have insufficient energy to lift clear of the 
launching sites at all and would fall back on those sites. If 
the launches were from a stationary source into a friction­
less atmosphere, components of movement parallel to the 
launching surface could be viewed as unrestrained trans­
lation, even though gravity acted on the rocket in a direc­
tion normal to the surface of the launching site.

Similarly, those molecules which vaporize are known to 
escape from the field of attraction of the condensed phase 
with kinetic energy distributions in all three coordinates 
that are random, that is, with equilibrium or near equilib­
rium kinetic energy distributions for free gas molecules. 
More molecules must leave adsorption sites with insuffi­
cient kinetic energy normal to the surface for escape, but 
with energies and directions which can carry them out of 
the potential energy well formed by the surface particles 
that lie immediately adjacent to their adsorption sites. 
Those molecules which have left their potential energy 
wells would experience negligible forces in the plane par­
allel to the surface, and could in that plane achieve essen­
tially gas-like velocity distributions. If motions in the two
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dimensions parallel to the surface are gas-like, the kinetic 
factor for surface diffusion in the self-adsorption layer 7m 
should approach that for desorption.

A quantitative evaluation of the contribution to surface 
diffusion of particles moving by the random rocket launch 
mechanism requires complex summations,21 which we 
hope to complete in our laboratory. Fortunately, the 
model for catalyzed vaporization does not require solution 
of this problem; the probability of a reactive collision by 
surface diffusion should depend mainly on the number of 
jumps before desorption and should be insensitive to the 
distance of movement in a single jump. This conclusion 
follows because molecules, viewed as projectiles launched 
from the surface, will encounter catalytic sites of the sur­
face layer only at their points of impact and will seldom 
encounter other adsorbed particles in midjump.

When we accept the argument that y a =  7m, use Lang­
muir’s conclusion that vaporization in vacuo will occur by 
just the reverse of the steps followed for condensation in 
the equilibrium vapor, and make the substitution Peq = 
P° exp(—A GV°/RTT) we obtain from eq 6a

P° exp(—AGV° /  RT) f
■J * — (27rMRT)m |^exp(— AG * / RT) +

Il -  exp(-AG*/RT)\  e x p R A G J  +  AG*)/RT\1 ,
------------------------------------------- :--------------------------------(6b)

expi- (AGm* +  AG*)/RT\ +  exp(-AG d7  RT) J

where A Gv ° is the standard free energy of vaporization.
If AGr* is small relative to RT or is small relative to 

AGd° — AGm*, the expression inside the square brackets 
of eq 6b reduces to unity, and eq lb, the temperature- 
dependent form of Langmuir’s equation for vaporization 
in vacuo, is recovered. This result is consistent with the 
arguments that led to eq 6b because at temperatures high 
enough so that A Gr* is small compared to RT, all surface 
sites should be active in causing complete equilibration of 
vapor particles.

If AGr* is greater than RT  so that 0 < exj>{-AGr*/RTr) 
<  1, eq 6b can be approximated

_ P °  exp (-A G ,.°/ R T )

J ~ ( 2 i r M R T ) m

r e x p R A G m* +  A G * ) / R T \  1

Lexp|—(A G m* +  A G * ) / R T \  +  ex p (-A G d°/R T )J  { l )

The physical meaning of this equation is that the vapor 
molecules commonly reach complete equilibrium with the 
condensed phase only after undergoing surface diffusion. 
For AGr* much greater than AGd° -  AGm*, the first 
term of the denominator inside the square brackets of eq 7 
is negligible in comparison to the second, and eq 7 be­
comes

P °  exp (—A G ° / R T ) i
-A — (2 i r M R T ) u 2 RxpC ( +  AGr —

AGa°)/RT]\ (8)
However (A Gv° — AGd° + AGm*) is the standard molar 
free-energy difference A Ga* between molecules in the two- 
dimensional gas transition state for surface diffusion and 
in the bulk condensed phase. Accordingly, eq 8 becomes

r P °  e x p R A G *  +  A G * ) / R T ) ]

(2ttM R T )u2 (9)
Equation 9 differs from the result for a model which as­
sumes that direct desorption occurs from active sites3 in

that eq 9 has AGa* where the direct desorption model 
would place A Gv°.

Equation 9 can be generalized to describe the steady- 
state coupled fluxes of molecules in catalyzed dissociative 
vaporization. As an example, suppose for reaction 4, 
Am Bn (s) = mA(g) + nB(g), vaporization of A atoms or 
molecules is unretarded, but B atoms or molecules vapor­
ize at a rate limited by their dissociation from thermally 
activated surface sites. Then

P A° exp(—AGa°/7?T) 
(2TrMAR T)m

(10)

and
=  P B° exp(—AGb* / RT)

J b (2irMBRT)m (11)
where A GA° is the partial molar standard free energy of 
vaporization of A in the equilibrium reaction and also the 
partial molar free energy of activation of A to the transi­
tion state for vaporization; AGB* is the partial molar free 
energy of activation for the retarded process that involves 
dissociation of B molecules from catalytic sites or parti­
cles. With the standard pressures chosen as 1 atm

J AV b ”  =  (2ttR T r m+n)/2( M X
ex p (-A G*/RT) (12)

where AG* = mAGA° + t iA G b * .  Note that eq 12 is identi­
cal with eq 5 which describes unretarded dissociative va­
porization except that A G* >AG V° = AHV° -  T A S /.

Discussion
As pointed out in earlier papers, plots of the logarithm 

of pressures in free surface vaporization against the recip­
rocal of the temperature provide useful tests of the nature 
of the probable rate-limiting step.3-6 Three of the conclu­
sions of the earlier papers are the following. (1) When the 
apparent enthalpy of activation for the reaction, which 
can be calculated from the slope of the plot, is smaller 
than the enthalpy of the equilibrium reaction, the rate- 
limiting step must be a surface step rather than desorp­
tion. (2) The apparent activation enthalpy should be the 
same to within expected experimental error as the enthal­
py of the equilibrium reaction, if the free angle ratio theo­
ry, which has been used to explain retarded vaporization 
for polar molecular substances,12’22 is applicable. ^ N o n ­
linearity in the plot is evidence that two successive steps 
of different activation enthalpies have comparable rates in 
the range of study.17

It was argued in previous papers that when the Lang­
muir equation or its generalization for dissociative vapor­
ization is used for a substance with retarded vaporization 
to calculate the apparent entropy of activation and that 
entropy is found to be nearly identical with the entropy of 
the corresponding equilibrium vaporization reaction, the 
near identity constitutes strong, but not conclusive, evi­
dence that the rate-limiting process is either desorption of 
vapor in excited states or desorption of vapor molecules in 
a process that leaves excited surface sites or surface parti­
cles behind.3 6 We wish to discuss here „n more detail and 
on the grounds of the analysis made in the previous sec­
tion, the vaporization of such substances.

We can conveniently discuss in terms of eq 9 the range 
of possible apparent enthalpies and entropies of activation 
for vaporization when its rate is limited by dissociation 
from catalytic sites or particles, since the generalization 
for congruent dissociative vaporization follows directly.
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The entropy contributions to AGa* + A Gr* of eq 5 or 9 
are A Sa*, the entropy of formation of a two dimensional 
gas transition state, ASs the entropy of formation of the 
activated site or surface particle, and A Se, which would 
represent an extra thermal entropy of excitation if not all 
collisions between the two dimensional gas molecules and 
catalytic sites or particles are reactive.

The entropy of formation of a two-dimensional gas from 
a bulk condensed phase should be less than for formation 
of the corresponding three-dimensional gas by the differ­
ence between the entropy contribution of one translation­
al degree of freedom and the low-frequency vibrational en­
tropy that acts on the two-dimensional gas normal to the 
surface. For a gas molecule of molecular weight 100 at 
1000°K, the difference between A Sd * and A Sv° the entro­
py of vaporization lies between -16  and 0 cal mol-1 
deg-1 . The molar entropy of formation of surfaces for 
metals can be calculated from the temperature depen­
dence of their surface tensions to range from 1 to 6 cal 
(mol of sin-face atoms)" 1 deg" 1 Entropies of formation of 
special surface sites such as kinks in ledges must be more 
positive than the average for surface formation, and the 
entropies associated with extrathermal excitations for re­
active collisions are also positive.

A range of apparent activation entropies from perhaps 
15 cal mol" 1 deg" 1 less than the entropy of the equilibri­
um reaction to perhaps 6 cal mol" 1 deg" 1 more could be 
consistent with a catalyzed vaporization process of the 
kind considered in this paper.

But the apparent activation free energy for any retarded 
process must exceed the standard free energy of the equi­
librium reaction. Consequently, when apparent activation 
entropies for vaporization are equal to or greater than the 
entropies of the equilibrium reaction, the apparent activa­
tion enthalpies for retarded vaporization must be greater 
than the enthalpies of the equilibrium reactions. This 
means that measurement of vaporization fluxes and of 
their temperature dependence do not yield sufficient evi­
dence to distinguish vaporization reaction which yield 
vapor species in activated states from reactions which are 
retarded by catalyzed reactions in the self-adsorption 
layer.

Fortunately, the properties of the vapor molecules that 
leave the surface can be studied to further delineate the 
probable rate-limiting step. The saddle point potential 
energy for the desorption step must coincide with the en­
ergy of the molecules that escape from the surface so that 
those molecules must be the transition state particles for 
the desorption step of the vaporization process whether or 
not the overall reaction rate is limited by desorption.

Unless high energy encounters with catalytic sites or 
particles is rate limiting for condensation, the assumed 
reversibility of paths makes it unlikely that molecules 
would vaporize with significant excess kinetic energy. 
Consequently, an experimental observation of excess ki­
netic energy or of a nonequilibrium angular distribution of 
spacial trajectories of molecules that leave the surface 
would constitute evidence for a catalyzed surface step.

However, the observation of an equilibrium distribution 
of energies does not prove that a catalyzed surface step 
can be ruled out as rate limiting. Excess kinetic energy 
may be lost to the surface after a molecule separates from 
a catalytic site. Brumbach and Rosenblatt23 have used a 
Lennard-Jones 9-3 potential to calculate for As4 the ex­
tent to which gaseous and evaporating molecules should 
equilibrate with the surface for various assumed potential

energy wells. Our eq 9, when only a fraction of gas mole­
cule encounters with catalytic sites given by exp(-AGe*/ 
RT) < 1 results in equilibration, corresponds with their 
assumed conditions. They conclude that some detectable 
fraction of evaporating As4 molecules may leave the sur­
face thermally excited, but that a significant fraction 
would attain equilibrium.

Some vaporization processes may be retarded because 
the formation of vapor molecules in their ground electron­
ic states from atoms adsorbed on the condensed phase 
surface requires forbidden spectroscopic transitions, such 
as many singlet to triplet transitions.24 The products o f 
free surface vaporization may then include a lower than 
equilibrium concentration of molecules in ground elec­
tronic states. Whether or not a nonequilibrium concentra­
tion of ground-state molecules is formed in free surface 
vaporization should be determinable by spectroscopic 
means.

Conclusions
It has been shown that the prediction of Langmuir that 

molecules should leave a surface in free surface vaporiza­
tion with an equilibrium distribution of kinetic and inter­
nal energy states has been confirmed experimentally for a 
number of substances, including two that undergo con­
gruent dissociative vaporization. To reconcile transition 
state theory to the experimental observations for these 
unretarded vaporization reactions requires that the kinet­
ic term of the rate expression be derived from the average 
velocity of the equilibrium gas molecule normal to the 
surface. And to predict rates of unretarded dissociative 
vaporization from transition state theory requires that the 
transition state particle be identified, not as clusters of a 
single kind of particle, but as the separated molecular 
products of the equilibrium vaporization reaction.

Those substances that experience a potential energy 
barrier to complete equilibration when their vapor mole­
cules strike their surfaces need not vaporize to molecules 
that are equilibrated with respect to translational and in­
ternal excitations. Experimental data for two such sub­
stances, however, show that their translational states are 
equilibrated.

These observations make it appear probable that parti­
cles of the self-adsorption layer of substances which un­
dergo retarded vaporization often almost fully equilibrate 
with respect to vibrational, rotational, and translational 
degrees of freedom, though they may not be at equilibri-' 
um with the bulk condensed phase with respect to forbid­
den electronic transitions or with respect to bond-breaking 
and rearrangement processes. An expression for catalyzed 
vaporization that assumes the rate of arrival at catalytic 
sites to depend upon gas-like translation in the self-ad­
sorption layer parallel to the surface was derived to accord 
with these inferences. The model is generally consistent 
with the extensive experimental observations and the the­
oretical conclusions formed by Rosenblatt and coworkers 
as to the critical rate of sites associated with ledges in ar­
senic vaporization.25 '26

It should be emphasized that we do not consider that 
the postulates that we have described need be appropriate 
to all retarded vaporization reactions. In particular, for 
vaporization that occurs with an activation energy mucn 
lower than the energy of the equilibrium reaction, such as 
ammonium chloride dissociative vaporization,27-29 rate 
equations that employ a frequency factor such as that 
used in absolute reaction rate theory may well be superi­
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or. But the kinetic factor for the desorption step, whether 
or not that step is maintained at equilibrium with the 
bulk condensed phase, is better derived from the average 
translational velocities of the equilibrium products of the 
desorption process. Fortunately, as pointed out above, this 
assumption is subject to direct experimental test.
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Raman Spectra and Structure of Water from —10 to 90°
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Raman spectra were obtained for liquid H2O and D2O from -10  to 90° and for HOD from 10 to 90°. 
Quantitative intensities were measured for H2O and D2O and the intensity sum rule is found to hold to 
within 10%. The difference between the depolarization ratios of the OH and OD stretches of HOD is ex­
plained on the basis of approximate normal coordinates and bond polarizability theory. The occurrence 
of apparent isosbestic points in observed Raman data that has not been decomposed into its isotropic 
and anisotropic parts is shown to be fortuitous. The isotropic and anisotropic spectra of the OH and OD 
stretching regions of H20  and D2O are interpreted in terms of four bands. These bands are attributed to 
the symmetric and antisymmetric OH and OD stretching vibrations of a symmetrically hydrogen-bonded 
complex and the stretching vibrations of an asymetrically hydrogen-bonded complex. Fermi resonance is 
shown to be responsible for the dip in the spectrum at the position of the first overtone of the HOH and 
DOD bending vibrations. The band-fitting procedure is constrained by assumptions involving half­
widths, band centers, and intensity arguments. The resulting analysis associates the intensity increase 
with decreasing temperature at 3430 cm" 1 * (2530 cm" 1 for D2O) in the anisotropic spectrum with the an­
tisymmetric OH stretching vibrations of the symmetric hydrogen-bonded complex.

I. Introduction
We may sort previous models for the structure of liquid

water12 into two categories: one invokes a mixture of dis-

crete species and the other a continuum of geometric (and 
energetic) states. In an extreme mixture model,3 water 
structures are assumed to have nine configurations that
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differ in the number and position of their hydrogen bonds. 
Previous workers have generally assumed that it is possi­
ble to distinguish whether a water molecule is or is not 
“ hydrogen bonded.’ ’ In fact, many authors4-5 have as­
signed to the equilibrium 0-H ---0  O-H + O an enthal­
py of about 3 kcal/mol. In a continuum model, we assume 
that all water molecules are hydrogen bonded, but 
strengths of the bonds vary greatly and depend on the de­
gree of distortion or bending of the 0 -H ---0  unit. In prin­
ciple, the mixture model is simpler. However, there is no 
convincing experimental evidence for a clear distinction 
between “ hydrogen bonded” and “ non-hydrogen-bonded” 
species. Falk and Ford6 call attention to this confusion in 
a table of “ per cent broken hydrogen bonds” in water, ac­
cording to various authors and methods of detection. The 
values in this table range from 0.1 to 71.5%. Clearly, the 
concept of a broken hydrogen bond in liquid water is easi­
er to postulate than evaluate.

In a previous paper,7 we developed a simple model that 
accounts for the OH stretching region of the Raman spec­
trum of water in dimethyl sulfoxide (DMSO) over a wide 
concentration range. We showed that the infrared band 
attributed to the antisymmetric OH stretching vibration 
of the 2DMS0:1H20  complex does not appear in the iso­
tropic Raman spectrum. Therefore, we concluded that the 
two hydrogen bonds in the 2:1 complex must be of equal 
or very nearly equal strength. Further, we attributed the 
presence of a weak broad band near 3650 cm~ 1 to a “ near­
ly free” OH stretching vibration of an asymmetrically hy­
drogen-bonded complex which closely resembles a 1:1 
complex. From these observations for the water-DMSO 
system we postulated the existence of two states for a 
water molecule in liquid H20 : one state involves two 
strong symmetric hydrogen bonds, and the other state one 
strong and one very weak hydrogen bond. We assumed 
that the strongly hydrogen bonded OH’s of both states 
have distributions of hydrogen-bond strengths arising 
principally from hydrogen-bond bending.

We also showed that Fermi resonance of the OH--- 
stretching fundamental of the asymmetric complex and 
the symmetric OH--- stretch of the symmetric complex 
with the first overtone of the bending vibration gives rise 
to a significant perturbation in the observed Raman spec­
trum. Also, gas-phase values of the resonance constant 
can quantitatively account for the observed band shapes 
of the water-DMSO spectra. In this paper, we wish to ex­
tend our model to account for variations of the observed 
intensities of the OH and OD stretching regions of pure 
H20, D20 , and HOD as a function of temperature. We 
will also discuss some of the physical implications of this 
model and call attention to limitations that prevent a 
more exact analysis.

II. Experimental Section
We prepared degassed water samples from triply dis­

tilled water and sealed them in Raman capillary cells8 of 
0.25-0.35-mm i.d. D20  (99.84%) was obtained from Bio 
Rad9 and used without further purification. The details of 
the spectrometer system, data acquisition system, and 
heater/cooler have been given previously.7 The spectral 
resolution used in this work was 5 cm~1 in the OH 
stretching region and 6 cm* 1 in the OD stretching region. 
The exciting wavelength was 4880 A.

We collected Raman scattering 90° (X) to the incident 
beam (polarized (Z)). The horizontal (Z) and vertical (Y) 
components were measured with a Polaroid analyzer. The

3900 3800 3700 3600 3500 3400 3300 3200 3100 3000 2900 2800 2700

F ig u re  1. /„ and lg spectra of H20  at —10, 10, 30, 50, 70, and 
90°. Intensities must be multiplied by 0.630 to be compared 
with the intensities of D20  in Figure 2.

F ig u re  2. 4  and lg spectra of D20 at -1 0 , 10. 30, 50 70, and 
90°.

spectra were intensity corrected10® and transformed into 
isotropic (4 ) and anisotropic (4 ) spectra.1®

4ihsd i.Y(ZZ)X) =  i a +  4,
I0bsd(Y(ZY)X) =  3 / /}/4

where Ia & 45a2x(r'). 4  a 4¡32k(v), and k{v) = (vj, -  v)4/v{\ 
— e~nv/kT). vL is the laser frequency, v is the vibrational 
frequency, and a and 0 are the mean polarizability deriv­
ative and mean anisotropy derivative, respectively. In Fig­
ures 1 and 2, we show /„  and Ig spectra of H20  and D20 
at —10, 10, 30, 50, 70, and 90°, and in Figures 3 and 4, 
similar data for HOD (5 mol % H20  in D20  and 5 mol % 
D20  in H20) at 10, 50, and 90°.

We removed H20  and D20  backgrounds in the observed 
HOD spectra by digital subtraction of 4  and 4  water 
spectra at corresponding temperatures. All baselines are 
zero with respect tc photomultiplier dark count. No arbi­
trary baselines have been drawn to make the intensity in 
the wings of the observed spectra go to zero. To facilitate 
use of this data, we have prepared digital listings of the 
intensities in supplementary Tables ST-1 through ST-36. 
These will appear immediately following this article in 
the microfilm edition of this volume of the Journal.11

In our first paper,7 we pointed out that in considering 
resonances between transitions within distributions of vi­
brational modes, we must use the terms 45a2 and 4d2. 
Since we consider .he breadth of the bands in the water 
spectrum to arise from different normal coordinate oscil­
lators, we transform the 4  and 4  spectra to a and /3 spec­
tra by multiplying by the factor vi{ 1 -  -  vt)4
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Figure 3. / „  and lg spectra of the OD stretching region of HOD 
at 10, 50. and 90°.

cm- '

Figure 4. Ia and Ig spectra of the OH stretching region of HOD 
at 10, 50. and 90°.

at each Vi of the spectrum. Note that the term vt in the 
numerator arises from the assumption of harmonic oscilla­
tor wave functions in evaluating the polarizability deriva­
tive expansion in normal coordinates to first order. Conse­
quently. the a and $ spectra are in a form suitable for 
subsequent first-order interpretation.

Isosbestic Points.12 Walrafen13 has interpreted the pres­
ence of isosbestic points in his observed mercury-excited 
Raman data as evidence for discrete molecular species in 
liquid water. Clearly, the isotropic and anisotropic spectra 
of H2O in Figure 1 and D2O in Figure 2 do not show isos­
bestic points. The HOD spectra in Figures 3 and 4 show 
an isosbestic region near 2565 (OD) and 3510 cm- 1 (OH) 
in the isotropic spectrum. But, the corresponding aniso­
tropic spectra show isosbestic regions about 10 cm~ 1 high­
er for both the OH and OD data. Walrafen’s14 “ quantita­
tive” mercury-excited HOD data, obtained over the tem­
perature range of 32 to 93°, shows an isosbestic point at 
2570 cm-1 . Lindner’s15 laser-Raman data, obtained over 
the range 20 to 400°, shows no isosbestic point. However, 
his OD spectra for 20 and 100° show an intersection near 
2560 cm-1 . Walrafen14 compared his data with Lindner’s 
and suggested that intensity errors in the laser-Raman 
data were responsible for the discrepancy. However, we 
feel that the differences between the two types of intensi­
ty measurement are responsible for the apparent discrep­
ancy. In the case of Walrafen’s unpolarized mercury-excit­
ed spectra, the intensity should be the same as the total 
scattered Raman intensity at 90° using unpolarized laser 
excitation, viz. 45d22 + 13d2. The intensity for analyzed 
90° Raman scattering from a polarized source (as defined

earlier) is 45a2 + 4*32. Since the anisotropic spectra have 
isosbestic regions that fall at slightly different positions 
than the isotropic spectra, we should not expect the mer­
cury-excited data to agree with the laser-excited data. In 
Figure SF-1 of the supplementary material we show that 
45a2 + 13d2 spectra of H20  synthesized from the data of 
Figure 1 (having no isosbestic points) are extremely close 
to Hg-excited data reported by Walrafen13 (showing an 
isosbestic point). In order to conclude the presence of 
species, both the I„ and Ig spectra should have exhibited 
isosbestic points (although not necessarily at the same 
point). We conclude that the presence of an isosbestic 
point in Walrafen’s H2O data is due to an unfortunate 
combination of accidental factors. We shall give an alter­
native explanation of the observed temperature depen­
dence of the HOD spectra in a later section.

III. The Two Species Model
In this model, we classify hydrogen-bonded water mole­

cules into two categories. We place all those molecules 
that have strong hydrogen bonding on both their hydro­
gens, ---HOH---, in one category. The two O-H bonds are 
assumed to have equal or very nearly equal strengths. In 
the second category we place all those molecules that have 
one strong hydrogen bond and one very weak hydrogen 
bond,1617 •••HOH..... . We call a molecule in the first cate­
gory a “ symmetric complex,” and, a molecule in the sec­
ond category an “ asymmetric complex.” We assume that 
there is a distribution of hydrogen-bond strengths for the 
strongly hydrogen-bonded OH--- groups of both the sym­
metric and asymmetric complex. A second narrower dis­
tribution is assumed for the very weak hydrogen-bonded 
OH..... of the asymmetric complex. We expect that bond­
ing of the lone pair electrons in H-O-H affects the 
strength of the O-H bond and that this contributes to the 
frequency shift and broadening of the associated OH 
stretching bands. However, we assume that hydrogen- 
bond bending,18 0 -H ---0  is primarily responsible for the 
breadth of the distribution of strong hydrogen bonds and 
their associated OH stretching bands.

The symmetric complex has two OH stretching bands. 
rds is a symmetric OH--- stretch which appears in both 
the isotropic and anisotropic spectrum. vga is an antisym­
metric OH--- stretch appearing only in the anisotropic 
spectrum. The asymmetric complex has a bonded OH---
stretch, i/b, and a weakly bonded OH..... stretch, vw. Both
vibrations appear in their isotropic and anisotropic spec­
tra.

As in our previous work,7 we assume that the spectral 
bands are symmetric and that they can be approximated 
with a four parameter product function. Our assumption 
of symmetrical band shapes is an approximation that seri­
ously undercuts arguments regarding tne physical signifi­
cance of weak bands. For this reason, we have abandoned 
our earlier position in which we suggested that the pres­
ence of a weak band in the high-frequency region might 
indicate a third type of hydrogen-bonded species. How­
ever, we do not rule out the presence of such a species in 
concentrated salt solutions. Possible band skewing mecha­
nisms will be discussed in the next section.

Fermi resonance between overtones of a distribution of 
HOH bending vibrations and the levels of a distribution of 
OH stretching vibrations was described previously.7 
Values of the Fermi resonance constant, W. of 36 cm~ 1 for 
H20  and 25 cm- 1 for D2O were calculated from the cubic 
force constant, k122, in normal coordinate space, deter-
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TABLE I: Approximate Normal Coordinates for Hydrogen Bonded Water"
M o le c u le L a b e l cu, cm-1 n r: ct

........HOD......... f,-(OH) 3845 1.0252 -0.0501 -0.0155

........HOD- MOH) 3845 1.0255 -0.0452 -0.0159

........HOD........ MOD) 2791 0.0464 0.7452 -0.0280
• • -HOD........ MOD) 2791 0.0583 0.7445 -0.0275
• • -HOD - ■ ■ vb(OH) 3654 1.0250 -0.0518 -0.0100
• • -HOD........ fb(OH) 3655 1.0245 -0.0589 -0.0095
• • -HOD - ■ ■ vh(OD) 2652 0.0484 0.7448 -0.0186
........HOD- v\. (OD) 2653 0.0395 0.7453 -0.0191

........HOH......... i>a(OH) 3897 0.7315 -0.7315

........HOH......... r(OH) 3787 0.7195 0.7195 0
• ■ -HOH- • w’ (OH) 3706 0.7315 -0.7315
• • -HOH - - ■ I'd3 (OH) 3597 0.7191 0.7191 0.0122
• • -HOH........ MOH) 3857 -0.2727 0.9935 -0.0019
• • -HOH........ ib ( O H ) 3637 0.9889 0.2561 0.0082

.......... D O D ................ »■ (O D ) 2855 0.5360 -0.5360

.......... D O D ................ »■(O D ) 2732 0.5206 0.5206 -0.0700
■ - D O D  - • • im“(OD) 2716 0.5360 -0.5360
• ■ - D O D  - ■ • Pd8(O D ) 2593 0.5204 0.5204 -0.0628
• ■ - D O D .............. M O D ) 2817 -0.2752 0.7024 -0.0303
• • - D O D .............. i 'b (O D ) 2631 0.6945 0.2548 -0.0592

Æ rfO H ...........) =  8 .2 6  m d y n / A ;  kT(O H -  ■ ■) =  7 .4 6  m d y n / A ;  kTa -■ 0 .2 2 1  m d y n / r a d ;  krr =  — 0.1  m d y n /Â ;  ka =  0 .6 9 5  m d y n  A ra d

mined by Smith and Overend.19 The normal coordinate 
for a symmetrically dibonded water molecule is not appre­
ciably different from unbonded (gaseous) water. However, 
asymmetric hydrogen bonding uncouples the OH oscilla­
tors and our previous assumption that the W  for this com­
plex should be the same as that for dibonded water is not 
entirely justified. Although the resonance constant for 
asymmetrically bonded water should be directly correlat­
ed with the degree of uncoupling, we have used a constant 
value of 25 and 18 cm- 1 for W  of asymmetric H2O and 
D2O in computing the interaction of with the levels of 
the rb distribution. These values were determined by cal­
culating20 the change in k122 of the Smith-Overend force 
field produced by a 12% decrease in the quadratic stretch­
ing constant of one OH bond of the H2O molecule.

In our attempt to unravel the water spectrum, we ran 
headlong into this question: how much unique informa­
tion can we obtain from band decompositions? The 
Raman spectrum of dilute water in DMSO7 exhibits three 
“ lumps” (one major and two minor). We were successful 
with an analysis assuming two bands (one for the weak 
high-frequency band) and one resonance perturbation. 
The resonance perturbation introduces two half-width pa­
rameters, one overtone distribution band center, and one 
resonance constant, W, and is similar in information con­
tent to the parameters of a band, viz. two half-width pa­
rameters, one band center, and one peak height. The per­
turbation parameters essentially determine the “ band 
shape” of the Evans hole.7 The pure water spectrum at 
low temperatures also has three “ lumps” (two major and 
one minor). However, it is impossible to achieve even a 
fair fit to the observed spectrum with two bands and one 
resonance. See Figure SF-2 of the supplementary materi­
al.

On the basis of our model, the weak band at 3650 crcr 1 
in the H20  spectrum should be associated with a stronger 
band, rb, somewhere near the bonded decoupled oscillator 
frequency. However, inclusion of this third band along 
with the resonance perturbation places us in the awkward 
position of trying to obtain band parameters for four 
bands (three bands plus one hole) from a spectrum with 
only three “ lumps." In this case the uniqueness of the re­

sults may be questioned. In order to alleviate this prob­
lem, we have resorted to constraining the fitting proce­
dure. These constraints will be discussed in the following 
sections.

IV. Application of Model to HOD
Species. According to the foregoing discussion, HOD 

should have three types of hydrogen bonded structures,
i.e., •••HOD-", -"HOD ......, and ...... HOD---. To gain some
insight about the coordinate coupling in these molecules, 
we obtained approximate normal coordinates using the 
harmonic force field of Nibler and Pimentel21 with modi­
fied OH stretching force constants to account for hydrogen 
bonding. We estimate the O-H stretching constants for 
OH.....  and OH -- to be 8.26 and 7.46 mdyn/A, respec­
tively. These estimates are in approximate agreement 
with more extensive calculations made by Burneau and 
Corset22 for the symmetric and asymmetric complexes. 
Table I shows the calculated (harmonic) frequencies for 
various configurations of hydrogen bonding and the 
changes in internal coordinates with respect to a unit 
change in normal coordinate. Note that the normal coor­
dinates and frequencies for i»b and vw for the OH oscillator 
are independent of the state of bonding of its adjacent OD 
bond. We conclude that the degree of decoupling pro­
duced by isotopic substitution overshadows the differences 
produced by hydrogen bonding. Therefore, the OH 
stretching region of the HOD spectrum should contain 
two bands, viz. rw(OH) from ..... HOD-- and a superposi­
tion of pb(OH) from "-HOD.....  and •••HOD--. A similar
argument holds for the OD stretching region. Figure 5 and 
6 show the results of interactively fitting23 two bands to 
the â and & spectra of liquid HOD in the OD and OH 
stretching regions. The band parameters are given in 
Table II. We first note that the band associated with ¡<b 
does not have a pure Gaussian shape as suggested by Wal- 
rafen.17 This difference is most likely derived from the 
different methods of background subtraction. Our as­
sumption that half-width parameters for corresponding 
bands in the à and /3 spectra are the same is fairly good. A 
major difference between these decompositions and Wal- 
rafen’s is that our i»b band does not markedly increase in
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TABLE II: Band Parameters for a and ft Spectra o f HOD at 10, 50, and 90°
S

T e m p ,  ° C V0 Jo L c A 1*1/2 A re a Jo A re a T o t a l  area

10 2520 999 220 260
OD Region 

161 18.09 210 3.80 21.89
2650 200 240 ICO 90 1.92 25 0.24 2.16

50 2549 880 240 260 168 16.58 180 3.39 19.97
2650 240 240 90 82 2.11 17 0.15 2.26

90 2568 790 240 260 168 14.89 152 2.86 17.75
2650 280 240 80 74 2.22 8 0.06 2.28

10 3435 999 440 316
OH Region 

246 26.76 360 9.64 36.4
3606 300 240 128 109 3.52 40 0.47 3 99

50 3466 880 440 316 246 23.57 299 8.00 31.57
3606 400 240 118 103 4.41 50 0.55 4.96

90 3489 820 440 316 246 21.96 270 7.23 29.19
3610 450 240 108 96 4.62 40 0.41 5.03

Figure 5. Two-band decompositions of the OD n  and ft spectra 
of HOD at 10, 50, and 90°.

Figure 6. Two-band decompositions of the OH «  and ft spectra 
of HOD at 10, 50, and 90°.

intensity with increasing temperature. Instead, the inten­
sity increase in this region results from a shift of the cb 
band to higher frequencies. The temperature dependence 
of the rb bands is shown in Figure SF-3.11

Band Shapes. Note in Figures 5 and 6 that the observed 
band shapes are not fit well with two symmetric bands. In 
general, we could improve our fitting by raising the inten­
sity below the band center and decreasing the intensity 
above the band center. Eisenberg and Kauzmann1 have 
reasoned that the distribution of hydrogen bond strengths 
cannot be symmetric because intermolecular repulsion 
would reduce the number of hydrogen bonded species at 
short O**• *0 distances. We expect the stretching frequen­
cies for OH bonds involved in weak hydrogen bonding to 
be crowded together in the high-frequency region with 
their values approaching gas-phase limits. The stretching 
frequencies for bonds involved in strong hydrogen bonding 
extend over wider frequency intervals at lower frequen­

cies. This effect can lead to a sharp band edge at the 
high-frequency limit.

Lindner15 has obtained Raman spectra of the OD 
stretch of HOD (10 mol % D2O in H2O) from 25 to 400° at 
constant density. His data show a threefold decrease in 
the overall intensity of the OD stretching band when the 
temperature is increased from 25 to 400°. The correspond­
ing shift in the band maximum is from 2520 to 2640 cm ' b 
Frank24 suggests that the high-frequency band increases 
its intensity in these spectra. However, as we have seen, it 
is possible to interpret the increasing intensity in terms of 
a shift of i>b to higher frequencies. We suggest that the
distinction between •■•HOD--- and •••HOD.....  at high
temperatures is meaningless because of the severe distor­
tion and weakening of hydrogen bonds. Consequently, the 
bands from and vb should merge. The sharpening of Kb 
and overall intensity reduction suggests that ha/dQ de­
creases with decreasing hydrogen bond strength.
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In Figure SF-4 of the supplementary material we show 
that the position of vrnax can be shifted to lower frequen­
cies by such a dependence of intensity with frequency 
(hydrogen bonding). Further, we show that skew band 
shapes are to be expected from this effect. We conclude 
that it is likely that the bands produced by a symmetric 
distribution of oscillators are slightly skewed because of a 
dependence of ba/bQ on hydrogen bond strength. How­
ever, the nature of this dependence has not yet been ex­
plored sufficiently to include a skewing parameter in our 
analysis. Further, the possibility that the original distri­
bution itself may not be symmetric is an additional un­
known factor that complicates any attempt of a quantita­
tive band decomposition analysis. For these reasons, we 
decided to carry out our analysis using symmetric band 
shapes, making allowance for the imperfect fits to the ob­
served data.

Depolarization Ratios. Weston25 has reported depolar­
ization ratios for the OD and OH stretching bands of 
HOD as being 0.13 and 0.20, respectively. Cunningham26 
has shown the variation of the depolarization ratio of the 
OD stretching band with frequency. Figure SF-511 shows 
depolarization ratios calculated from the data of Figures 3 
and 4. The curves for the OD stretch agree well with those 
obtained by Cunningham. The small variation of the de­
polarization ratio through the major portion of the OH 
and OD stretching bands agrees with the expectations of 
our model. The difference between the depolarization ra­
tios in the vb part of the spectrum is easily understood in 
terms of the zeroth order normal coordinates of Table I. vb 
for an OH oscillator appears to be more antisymmetric 
than for an OD oscillator, and the depolarization ratio is 
correspondingly higher. From simple bond polarizability 
theory,27 the depolarization ratio, pk, for the kth normal 
coordinate is

(3/4)[(l +  3 cos2 6) +  3Rk2 sin2 0]S 
Pk ~  45 +  [(1 +  3 cos20) +  2,Rk2 sin2 0]S 

Rk =  (Ip'k ~  L2k)/(Llk +  L2k)

s  = A nK '2
where 8 is the HOH angle, Rk is the ratio of the antisym­
metric to symmetric terms in the ftth eigenvector in sym­
metry coordinates, L,k is the variation of bond stretch i 
with a unit change in normal coordinate, Qk. f t /  and ab' 
are the anisotropy and mean polarizability derivatives for 
a single OH bond. In Figure 7, we show a plot of pk as a 
function of Rk2 with S = 3.17 (f]b'/db' = 1.78), and we see 
that the observed depolarization ratios are in fair agree­
ment with this simple theory. Further, the ratio of iib' /db' 
is of the correct general magnitude when compared with 
the same ratio for the CH bond (2.2) or the CC single 
bond (1.93) of ethane.28 The simple theory predicts a pk of 
0.06 for a symmetrical dibonded •••HOH"- molecule. 
However, our present results and those obtained previous­
ly7 indicate a lower value of 0.03 to 0.04. We may derive 
an expression for pk without recourse to bond polarizabili­
ties. Again consider a symmetrically dibonded molecule 
and let /5S' and of,' be the anisotropy and mean polarizabi­
lity of the symmetric stretch. Let /3a' be the anisotropy of 
the antisymmetric stretch (a i' = 0). It is easily derived 
that

3(A +  BRk2)
Pk =  45 +  4(A +  BRh2)

where A = f3s'2/as'2 and B = j3a'2/ds'2. We find A to be 0.55

Figure 7. Dependence of depolarization ratios of water on nor­
mal coordinate. Rk is defined in the text. Broken line represents 
one parameter bond polarizability model; solid line, two parame­
ter symmetry polarizability model.

when pk is estimated to be 0.035 (vds ). An average value 
for B of 2.615 was chosen to minimize the differences be­
tween observed and calculated pk for OH-- and OD--- vb 
stretching bands of HOD. The solid line in Figure 7 shows 
the dependence of pk on Rk for this two parameter model.

In the high-frequency region of the HOD spectrum, the 
depolarization ratio has been observed to dip lower27 than 
in the Vb region, viz. Figure SF-5.11 The zeroth order normal 
coordinates for vw lead us to predict that vw(OH) should 
have a depolarization ratio that is 0.003 lower than 
vb(OH). Similarly, p for vw(OD) is predicted to be 0.005 
lower than vb(OD). While these shifts are in the correct 
direction, the observed lowerings of 0.08 for OH and 0.C4 
for OD are too large to be explained by our approximate 
normal coordinates.

Intensities. Crawford29 has shown that the sum 
(vi)Ivi2 or 1Ia(vi. -  viYjvi is invariant on isotropic sub­
stitution. Since the intensities of the bands in Figures 1-4 
are relative within each figure, the ratios of the intensity 
sum invariants (ISI) between two isotopic species should 
be a constant factor at all temperatures. The bending 
mode, neglected in these sums, has negligible intensity. In 
Table ST-37,11 we list the ISI’s at various temperatures 
for H2O, D2O, and HOD. In Table ST-38, we list the ra­
tios of the invariants at the same temperatures. We find 
that the ratios involving d are constant at all tempera­
tures. The ratios involving /3 appear to be temperature de­
pendent. A test of the application of the intensity sum 
rule will be discussed in the next section.

V. Application of Model to H2O and D2O
Intensities. Weston25 reported that the intensity sum 

invariant (27i/v,) for D2O is 35% greater than for H2O. In 
order to check this result, we constructed a special capil­
lary cell that can be filled with different liquids while the 
cell is in position in the spectrometer. The details of this 
cell will be reported elsewhere. Figure 8 shows the isotrop­
ic and anisotropic spectra of H2O and D20  from 40 ro 
4000 cm* 1 obtained with this cell under the same condi­
tions of laser power (20 mW at 5682 À), spectral slit width 
(5-7 cm-1 ), and excitation geometry. In Table III. we list 
the ISI’s obtained from these spectra. Note that, contrary 
to Weston’s results, the ISI for H2O is 10% greater than 
the ISI for D2O. These results were found to be consistent 
to within 0.5% for two separate measurements involving 
resetting the cell geometry and refilling the cell. We re­
peated the experiment with 4880-À excitation and found 
agreement with the results in Table V to within 1%. We
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DjO

4000 3600 3200 2800 2400 2000 *1600 1200 800 400 0
(cm-')

F igure 8. Ia and Ifj (reversed) spectra of H20  and D20  at 23° 
under the same experimental conditions of excitation and light 
collection. The intensities are directly comparable.

TABLE III: Relative Intensity Sum Invariants for 
H20  and D.O (from Figure 8)

C o m p le t e
S tr e tc h in g B e n d in g sp e c tr u m

2600-4000 c m - 1 1500-1800 c m - 1 40-4000 c m -1
h 2o IS Ia 0.5086 0.0036 0.5374

ISlf, 0.1329 0.0050 1.247

2000-3300 c m - 1 1100-1400 c m - 1 40-4000 c m -1
d 2o IS Ia 0.4530 0.0058 0.4836

IS Ifi 0.1297 0.0046 1.146

conclude that the intensity sum rule is approximately 
obeyed by liquid water and that the observed 10% devia­
tion is not an experimental artifact. The ISI’s in Table III 
allow us to calculate the intensity scale factor between the 
spectra in Figures 1 and 2. We find that the H2O intensi­
ties in Figure 1 must be multiplied by 0.630 to be com­
pared with the D2O intensities in Figure 2. On the same 
intensity scale (Figure 8), we find that /„(F^O at 3240 
cm- x) = 0.710/„ (D20  at 2390 cm ' D at 23°.

Species. According to our model, liquid water should 
have two types of species: symmetrically hydrogen-bonded 
water and asymmetrically hydrogen-bonded water. In the 
spirit as previously done for HOD, approximate normal
coordinates for ..... HOH......, •••••DOD......, •••HOH......,
••■DOD..... , •■•HOH-", and "-DOD--- are given’ in
Table I. Note that the normal coordinates for •••HOH--- 
and •••DOD"- are nearly identical with those for 
..... HOH...... and ..... DOD....... We feel that this agree­
ment and our previous experience with water bound to 
DMSO justifies fixing the Fermi resonance constant for 
symmetrically hydrogen-bonded H2O and D20  at the 
Smith-Overend values of 36 and 25 cm- *, respectively.

The normal coordinate for vb of asymmetrically hydro- 
gen-bonded water depends on the degree of asymmetry. 
For the hypothetical case assumed in Table I, we see that 
the t>b normal coordinate is more symmetric than i/b of the 
symmetric or asymmetric hydrogen-bonded HOD mole­
cule. The frequency for irb of "-HOH.....  is corresponding­
ly lower than vb of HOD and ¡>w of "-HOH.....  is higher
than vy, of HOD. As the strength of hydrogen-bonding in­
creases (lower temperatures), we expect vb of •••HOH.....
to move closer to vb of HOD. Conversely, as the strength 
of hydrogen-bonding decreases (higher temperatures), we 
expect vb to move lower than of HOD and gradually ap­
proach vs of ..... HOH....... These arguments are nicely il­

lustrated in Figure 2 of ref 22. On the basis of these nor­
mal coordinates and the graph of depolarization ratio vs. 
Rk in Figure 7, we estimate the dp for vb of asymmetric 
•••HOH.....  and ---DOD..... to be 0.085 and 0.066, respec­
tively.

The Fermi resonance constant, W, for •••HOH.....
should increase to a limiting value of 36 cm- 1 for very 
high values of vb and decrease to 13 cm- 1 (HOD value) for 
very low values of vb. We feel that the correlation between 
hydrogen bonding and the value of W  is not well enough 
established to approximate the actual frequency depen­
dence. Accordingly, we have fixed the value of W at 25
cm-1  for •••HOH.....  and 18 cm-1 for •••DOD.....  on the
basis of Overend’s calculations.20

From the normal coordinates in Table I, we may easily 
calculate that the ratio of the isotropic intensity of i>w to
the isotropic intensity of rb for •••HOH.....  should be
about 1:3. One might argue that the band is too weak 
to be attributed to the asymmetric complex. However, in 
view of the possible dependence of intensity on hydrogen­
bonding discussed previously, the observed intensity ratio 
of 1:7.8 may be acceptable.

Constraints. In the following, we indicate the con­
straints used in fitting the a and /? spectra of H2O and 
D2O. As we previously mentioned, constraints are neces­
sary because of the ambiguity of fitting a spectrum (a) 
that has three “ lumps” with four bands (three fundamen­
tal distributions and one hole distribution) whose sym­
metrical shape is open to serious question. Four of the 
seven constraints are minor and are listed in the supple­
mentary material.

(1) We assume that the half-width parameters for the vb 
distribution of the asymmetric complex are the same as 
for those for vb of HOD. We allow the height of the ub 
band to vary freely but require that its position be lower 
or the same as the position of rb of HOD at corresponding 
temperatures.

(2) We assume that the depolarization ratio of the vb 
band is determined by the expected dependence on the 
normal coordinates shown in Figure 7. After adjusting the 
height of vb in the d spectrum, the intensity of vb in the /3 
spectrum is fixed at the value given by the calculated de­
polarization ratio.

(3) We assume that the species concentration in H2O 
are equivalent to those in D2O at equivalent tempera­
tures. From this we conclude that the ratios of ISI’s 
(ISInO'b) + ISInli'wlj/ISIni'd8 for H2O should be the same 
as those for D2O. Since our assumption of symmetrical 
band shapes seems to work better for the OD stretching 
region than for the OH region, we first fit the a spectra of 
D20 . We then use the above ratios to constrain the H2O 
fitting process..

These three conditions impose quite severe constraints 
in fitting the «  and d spectra of H2O and D2O.

Results and Discussion
Our band decompositions for the a and ¡3 spectra of 

D2O and H2O are presented in Figures 9 and 10. Graphs 
showing the dependence of the band centers, half-widths, 
and areas on temperature are shown in Figures SF-6 and 
SF-7.11 Band parameters are listed for the -10° spectra in 
Table IV. The intensities and areas for H2O in Figures 10 
and SF7 and Table IV must be multiplied by 0.91 to be 
compared with the corresponding data for D20.

Note that at high temperatures the fits to the a spectra 
of D2O and H2O are poorer than at low temperatures.
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Figure 9. Band decompositions of the « and ¡3 spectra of D20  at —10, 10, 30, 50. 70, and 9C°.
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Figure 10. Band decompositions of the « and 0 spectra of H20  at —10. 10. 30, 50, 70. and £0°.

However, the band profile at high temperatures is deter­
mined principally by the t/b band whose half-width pa­
rameters were transferred from the observed HOD spec­
tra. In view of this assumption, we consider the observed 
fits remarkably good.

We should like to point out an interesting feature about 
the dependence of the intensities of the /„ and Ig spectra 
on temperature. In Figures 1 and 2, we see that a decrease 
in the temperature produces an increase in intensity of I„ 
at 3200 cm- 1 (2350 cm~1 OD) and a corresponding in­
crease in the intensity of Ig at 3450 cm~ 1 (2530 cm ' 1 OD). 
Our model correlates these regions with the i'ds and i7da

distributions. We should find that the per cent change in 
the intensities of these distributions are the same. Indeed, 
we see in Figure SF-7 that the band areas for rds and rda 
are approximately halved over the temperature range of 
-10  to 90°. We consider this correlation a good test of our 
interpretation of these two distributions.

It is interesting to make a comparison of the spectra of 
water and ice at low temperatures. In Figure 11, we show 
Raman spectra of a single crystal of D2O ice at -4 °. The 
crystal was oriented with it’s c axis parallel to the electric 
vector of the incident beam. The (cc) and (ca') intensities 
were measured, a' refers to a direction perpendicular to c
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TABLE IV: Band Parameters for a and ¡3 Spectra o f D20  and H-O at —10°'
P

Band cm 1 7n L G A *1/2 Area ISIa /» Area ISIfl P
D-O 2 v , 2440 300 13C 116

Vh 2501 284 220 260 161 1.03 1.65 28 0.10 0.16 0.066
PdS 2373 777 175 195 124 2.17 3.86 22 0.06 0.11 0.020
V w 2668 56 160 220 124 0.16 0.22 31 0.09 0.12 0.27
r.1* 2539 235 260 167 210 0.78 1.22 0.750

H O 2 3340 600 170 161
Vh 3422 440 440 316 246 2.36 2.02 56 0.30 0.26 0.085
*MS 3225 896 400 340 247 4.88 4.71 46 0.25 0.24 0.036
P\v 3615 114 170 236 132 0.34 0.26 19 0.06 0.04 0.11
p<l;l 3440 420 350 257 300 1.69 1.43 0.75

n Intensities areas and ISPs for FbOmust he multiplied by 0.91 to he compared with D.'0.

member that our assumption of symmetric bands may 
lead to band centers which may be shifted from distribu­
tion centers. If we ignore the bands from the asymmetric 
hydrogen-bonded species, the similarity of water at —10° 
to ice at -4 °  is striking.

We feel the weakest point of our analysis is the assump­
tion of symmetrical bands. However, before we can legiti­
mately proceed with an analysis based on skew band 
shapes, it will be necessary to discover more about the de­
pendence of intensity on hydrogen bonding. In general, 
our analysis provides an explanation for the behavior of 
the Raman spectra of water with variations in tempera­
ture.cm-’

Figure 11. Intensity corrected Raman spectra of single crystal 
D20  Ice and HOD (5 mol % D20  in H20) ice at —4°. c refers to 
the c axis and a' refers to a direction perpendicular to c and in 
the a axis plane.

and in the a plane. We readily see that the positions of 
the I'd® and rds distributions of D2O at - 10° are near the 
“ antisymmetric stretching” and “ symmetric stretching” 
distributions of ice.

The depolarization ratios for i'ds in Table VI appear to 
be reasonable. Not much significance should be placed in 
the depolarization ratios of bands as weak asvw. However, 
it seems that the trend is for p of cw of D2O to be greater 
than p of vw of H20 . Again, the normal coordinates in 
Table I show that i>w for "-DOD..... has more antisymme­
tric character than of •••HOH..... . cw(OD) of D2O is
predicted to be 26 c u r 1 above i'w(OD) of HOD and 
i'w(OH) for H2O is predicted to be 12 cm- 1 above ¡<w(OH) 
of HOD. The band center for </w of D20  is 18 cm- 1 above 
i/w(OD) for HOD, whereas the band center of cw of H20  is 
only 9 cm^1 above the j'w(OH) of HOD. We feel that the 
results of our band decompositions qualitatively bear out 
our expectations based on simple normal coordinates.

The reader will have undoubtedly noticed that the fre­
quency for the OH stretch of HOD is not midway between 
the symmetric and vda distributions. In the gas phase, 
the OD stretch of HOD occurs at ~2719 cm- 1,30'31 
whereas the antisymmetric and symmetric stretches of 
D2O are at 2789 and 2661 cm- 1, respectively. It is inter­
esting to draw comparisons with the ice spectrum. Figure 
11 shows that the “ uncoupled oscillator OD stretch” of 
HOD ice at —4° is distinctly closer to the “ antisymmetric 
stretching” distribution of D20  ice than to the “ symmet­
ric stretching” distribution. Undoubtedly, intermolecular 
coupling plays some role in determining the positions of 
these distributions in ice. Similarly, intermolecular cou­
pling in the liquid state may contribute to moving ôh of 
HOD closer to the v̂ ® distribution. Also, one must re­

We also conclude that an appreciable number of mole­
cules of room temperature water (or water at —10°) have 
one hydrogen strongly bonded and the other comparative­
ly free. This conclusion is in agreement with a recently 
expressed view32 that a significant fraction of the OH 
functions in the liquid be unbonded. An estimate of this 
fraction is made in the supplementary material.
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We have measured the isotropic and anisotropic hyperfine splittings for di-ierf-butyl nitroxide 
(DTBN) and 2,2,6,6-tetramethylpiperidine TV-oxyl (TMPN) perturbed by molecular complex formaticn, 
by hydrogen bonding, and by solvent effects in aprotic solvents. We use these measurements to obtain 
the <r-7T interaction parameters for a Karplus-Fraenkel equation (a, =  Qu'Pi* +  Q j jV j 'O  which relates the 
14N and 170  isotropic hyperfine splittings to the spin density in the nitroxide N -0  rr-electron system; 
Qnnn = 23.9 ±  1.0 G, QooN = 3.6 ±  0.4 G, Q00° = 31.7 ±  0.7 G, and QNN° = 4.7 ±  0.5 G. In addition 
for protonated nitroxides Q0oN = 13.2 ±  0.3 G. The values of Q n n n  for TMPN and DTBN are identical 
and discussion of the angle dependence of the parameter suggests that the radicals in solution do not differ 
with respect to planarity at nitrogen.

Introduction
The stability of aliphatic nitroxides, the simplicity of 

their epr spectra, and, in particular, the sensitivity of 
their epr spectra to environmental perturbations have 
made them objects of considerable interest and wide ap­
plication.3 In this work we have measured the spin-Ham- 
iltonian parameters for di-terf-butyl nitroxide (DTBN) 
and 2,2,6,6-tetramethylpiperidine TV-oxyl (TMPN) per­
turbed by molecular complex formation, by hydrogen 
bonding, and by solvent effects in aprotic solvents. We use 
these measurements to obtain the a-ir interaction param­
eters which relate the 14N and 170  isotropic hyperfine 
splittings (hfs), aN and a0, to ir-electron spin densities, 
Pm1 and p0n. This approach is possible because linear rela­
tions between 14N and 170  hfs indicate that environmen­
tally induced changes in the epr spectra result from a re­
distribution of 7r-electron spin density within the N -0  
moiety without significant changes in structure4 and be­

cause the perturbations do not affect the cr-ir parameters 
themselves.

As has been previously discussed,5-7 the various pertur­
bations can be viewed as favoring resonance structure II 
over structure I

\ . .  . \ +  ~
— Q: — O:

I II
causing a shift cf charge density toward oxygen but of 
spin density toward nitrogen.

A similar result is obtained by consideration of a simple 
MO scheme in which the three electrons of the nitroxide 
bond are in orbitals derived from linear combinations of 
the nitrogen and oxygen 2p7r orbitals. Two of the electrons 
occupy the bonding 7r orbital and the unpaired electron is in 
the antibonding r* orbital. The effective electronegativity 
of oxygen is enhanced by a interaction8 with an electron- 
withdrawing agent, increasing the oxygen character of the it
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orbital. Consequently, the nitrogen character of the ir* orbi­
tal and thus pn "  is increased.

The redistribution of spin density within the N -0  tv 
system changes the nuclear hfs. We obtain a—tv interaction 
parameters for 14N and 170  from correlations between iso­
tropic hfs and the electron-nuclear dipolar splittings (Tt; 
i = 14N, 170 ) as determined from combined measure­
ments of isotropic and anisotropic hfs. This is equivalent 
to correlating isotropic hfs with 7r-electron spin densities, 
since

PiT =  T , / ( T , ) 0 (1)
where for a second row element, (Ti)0 is the electron-nu­
clear dipolar hfs constant for a single electron in a 2pir or­
bital on atom i.9 The availability of T N and T 0  for per­
turbed nitroxides further permits an experimental verifi­
cation of ab initio calculations of (T0)o and (TN)o-

For both 170  and 14N a Karplus-Fraenkel equation10 of 
the form

a, = Qii'pî  +  Qa'p* (2)
gives a satisfactory representation of the experimental 
data. Because results from the molecular complexes11 are 
included, this relationship covers a much wider range of 
splitting constants than is ordinarily accessible. However, 
as we discuss, this fit does not necessarily rule out a con­
tribution to cti proportional to the overlap spin density, 
A o n " '-

These empirical 170  and 14N o- tv polarization parame­
ters are compared to previously reported values, in partic­
ular, those recently calculated by Hayat and Silver12 for 
the C2NO nitroxyl fragment. The discussion of Q n n n  

leads to the suggestion that, in solution, DTBN and TMPN 
do not differ in their degree of nonplanarity at nitrogen. We 
also report the <j- tv parameter relating p0* to the isotropic 
hfs of a proton bonded to oxygen for a protonated nitroxide 
(R2NOH+).

Experimental Section
DTBN was synthesized by the method of Hoffmann13 or 

purchased from Eastman-Kodak Co. and purified by vac­
uum distillation. TMPN was synthesized by the method 
of Briere14 and purified by vacuum sublimation. TMPN 
enriched in 170  (TMPN (170)) was prepared by oxidation 
of the parent amine with gaseous oxygen of 11 atom % 170  
in the presence of a,a'-azobisisobutylnitrile. The resulting 
reaction mixture was ca. 5 X 10~3 M  in total TM PN(170  
—11%) and was used without purification. The procedure 
is similar to that used by Baird for synthesizing, di-sec- 
butyl nitroxide enriched in 170 .15

Samples were prepared in a preparative high vacuum 
system. In a typical two component sample containing ni­
troxide plus organic solvent, a measured volume of the ni­
troxide vapor, in equilibrium with condensed nitroxide at 
a known temperature, was transferred into a quartz epr 
sample tube and then the solvent was distilled in, under 
vacuum, to give a ca. 5 X 10- 4 M  solution. Preparation of 
the nitroxide Lewis acid molecular complexes and proto­
nated nitroxide is described elsewhere.611-16

Samples with TMPN enriched in 170  were prepared as

above, but with the TMPN(170) reaction mixture replac­
ing the pure TMPN. The two component samples of 
TMPN(170) contained 5% by volume of the reaction mix­
ture.

A gas-phase DTBN sample was prepared by filling an 
evacuated 11-mm quartz sample tube with DTBN vapor 
in equilibrium with the liquid at 14° (vapor pressure = 
0.17 mm17).

Epr spectra were recorded at X-band on a Varian Asso­
ciates Model E-4 spectrometer equipped with a Hewlett- 
Packard Model X532-B wave meter or a Model V-4502 
spectrometer equipped with the same wave meter and a 
V-4532 dual cavity. Magnetic field calibration employed 
an aqueous solution of peroxylamine disulfonate saturated 
with potassium carbonate (aN = 13.091 G).18 When hy- 
perfine splittings were obtained on the V-4502 spectrome­
ter, the incremental field control was used as described by 
Libertini and Griffith.19 These values were completely 
consistent with those measured on the E-4. Differential 
determination of g values on the V-4502 was accomplished 
using the incremental field control and peroxylamine di­
sulfonate as the reference (g = 2.00550).20 The mechanical 
wave meter is not sufficiently accurate to allow direct g 
value measurements on the E-4 spectrometer. It was nev­
ertheless possible to perform differential g value measure­
ments by overlapping spectra of sample and peroxylamine 
reference obtained at the same microwave frequency. This 
is accomplished by replacing the sample with the refer­
ence without changing the Klystron frequency, and retun­
ing the cavity to its original frequency (AFC error voltage 
= 0) by appropriate placement of the reference. The pro­
cedure is equivalent to using a tunable cavity and gives g 
values reproducible to ±0.00003.

All values reported are the average of two or more mea­
surements and are corrected for second-order effects. Un­
less explicitly indicated in the figures errors are ±0.04 G 
for the isotropic coupling constants, ±0.1 G for the aniso­
tropic coupling constants, and ±0.00003 for the g values.

Isotropic epr spectra were recorded at room temperature 
for the stable two component samples. Due to instability 
at room temperature the TMPN(170 ); SnCl4 and 
TMPN(170 )H + isotropic spectra were recorded at —20°. 
At higher temperatures these samples decomposed rapidly 
and at a much lower temperature the 170  lines were too 
broad to be measured. Spectra recorded at —20° used a 
conventional variable temperature apparatus employing 
cold nitrogen gas. Frozen solution spectra were taken with 
the sample immersed in liquid nitrogen.

Optical spectra were recorded on a Beckman Acta III 
spectrophotometer.

Results
Epr Spectra. The fluid solution epr spectra of both 

TMPN and DTBN consist of three main lines due to hfs 
from 14N. In addition, splitting can usually be observed 
from 13C, 15N, and, for DTBN under ideal conditions, 
from 170 ,21 all in natural abundance. 170  hfs are easily 
observed in solution spectra of TMPN(170 ), Figure 1. Free 
radical molecular complexes between nitroxides and Lewis 
acids (M Xn) may exhibit additional splitting from the 
metal (M) nucleus.6-11

In frozen nitroxide solutions the breadth of the epr 
spectrum is usually dominated by the anisotropic 14N hfs; 
however, coupling with M of M X„ and with 170  in 
TM PN (017) may be important (Figure 2A). To a good ap-
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-----2aN 2 An

a0--- - H
10 G

A
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Figure 1. Solution spectrum of TMPN(170) in 2,2,6,6-tetrameth- 
ylpiperidine. The signal amplitude of the low-field portion of the 
spectrum is 50 times that of the remainder.

proximation, nitroxides have axial hfs and the powder 
spectra can be interpreted on the basis of the spin Hamil­
tonian19

0C= /?S -g -H  +  Z [ A , S J iz +  +  Syl j v)] (3)

using appropriate spectral features and computer simula­
tions (Figure 2B). The A( for i = 14N, and 170  when ob­
served (Figure 2A), gives rise to well-resolved splittings 
and are obtained with good accuracy, but the splittings 
due to Bi are not resolved. For the molecular complexes 
where M = A1 or Sn, both Aj and B{ are observed.11'22 
For the weaker perturbing agents accidental degeneracy of 
the parallel anisotropic 170  lines give stronger signals 
than could be expected from the extent of labeling (Figure 
2A). Larger uncertainties in A0 for some of the more 
strongly perturbed nitroxides arise where there is no long­
er such degeneracy. Anisotropic 170  hfs could not be ob­
served for the SnCL complex because of the presence of 
the anisotropic 117_119Sn splittings in the region where the 
170  lines are expected to appear. The anisotropic 170  hfs 
for TMPN(170 )H + were unobservable in dilute frozen so­
lution, in part because the expected value of A0 gives no 
increased sensitivity from degenerate lines; increasing the 
concentration produces spin exchange and poor spectral 
resolution.

Signs of Isotropic Hfs. The signs of ctj can be obtained 
from combined measurements of at and A,. To an excel­
lent first approximation, nonlocal dipolar interactions can 
be neglected so that the anistropic hfs determined from 
powder spectra may be written23 (however see Appendix A) 

Aj =  aj +  T\ (4)
B, = a, -  772 (5)

Since, for both 170  and 14N, |A, | > |<2j|, (Figure 2), then 
Tj and a j are of the same sign. Since (Tj)o has the sign of 
7i, the gyromagnetic ratio for nucleus i,23 than a0 and aN 
have the signs of 70 and 7 N, respectively.

The sign of Oq as directly determined here for 
TMPN(170) is the same as that determined for ao in 
Fremy’s salt by an analysis of line width variations.24 In­
deed, although measurement of line width variations for 
the perturbed nitroxides is unfavorable because of line 
overlap, the observation that for the pair of lines with mN 
= 0, m0 = ±%  the low field line is narrower than that at 
high field can also be shown to require that a0 and 70 
have the same sign.

We have followed Broze and Luz25 and for convenience 
use 1701 in the definition of (77)0, thus changing the sign 
of T0, oq, and of the cr-ir interaction parameters reported.

2AN*5A0

B

Figure 2. (A) Powder spectrum of TMPN(170) in 2,2,6,6-tetra- 
methylpiperidine. The signal amplitude of the 170  parallel region 
is 1.6 X 102 times that of the central ,4N portion of the spec­
trum: T =  77°K. (B) Computer simulation, with A N = 34.45 G, 
SN =  6.26 G, A0 = 72.0 G, B0 =  7.2 G, g L ~ g = 0.0054 and 
line width = 10 G.

A line width analysis for R2NOH+ shows that, as ex­
pected, aH+ < 0.26

Empirical Correlations between Hfs. We wish to corre­
late experimental values of isotropic hfs constants, at, 
with experimentally determined electron-nuclear dipolar 
interaction parameters, Tu as well as to correlate the Tj 
among themselves. From eq 4 and 5, Tj can be calculated 
from the parameters (Aj, Bj) or from (a,, Aj). Since nei­
ther Bn nor B0 are resolved in frozen solution, the latter 
procedure was used and then verified by simulating the 
powder spectra using the measured values for A N and A0 
and the calculated values of Bn and B0 (Figure 2B). As 
described in Appendix A, minor corrections to Aj due to 
nonlocal dipolar interactions have been included in the 
calculations of 7V

Figures 3 and 4 are, respectively, plots of aN vs. TN and 
Oq  v s . 77 for DTBN and TMPN perturbed by a variety of 
interactions. Results for newly prepared free-radical mo­
lecular complexes are included (A-G ).6'11 Excluding the 
points for protonated nitroxides (H-J), the figures show 
that both do and aN are linearly related to 7’N. These lin­
ear variations include perturbation by the “ simple” sol­
vent effects of non-hydrogen-bonding solvents (points a-c, 
f), perturbation by hydrogen-bond formation (points 1-7), 
and also perturbation by actual molecular complex forma­
tion (points A-G). These results are similar to observa­
tions in which variations of isotropic hfs constants for dif­
ferent sites on a radical are linearly related when the spin 
density distribution is perturbed by intermolecular inter­
actions without structural changes in the radical or 
change in total spin density.4

The straight lines in Figures 3 and 4 are determined by 
the method of linear least squares with exclusion of
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F igu re  3. Plot of aN vs. TN for DTBN(#) and TMPN(O) in the 
aprotic solvents (a) n-hexane, (b) toluene, (c) 2,2,6,6-tetra- 
methylpiperldine, and (f) nltromethane; in the hydrogen bonding 
solvents (1) decyl alchohol, (2) methanol, (3) phenol, (4) 4-flu- 
orophenol, (5) 3-fluorophenol, (6) 1,1,1,3,3,3-hexafluoro-2-pro- 
panol (HFIP), and (7) pentafluorophenol; complexed with (A) 
TI(OPh)4, (B) GeGI4, (C) SiCI4, (D) pentacarbonylchromium di- 
ferf-butyl stannylene, (E) SnCI4, (F) TICI4, and (G) AICI3 (error 
In 7n is (±0 .7  G);22 protonated by (H) H20:TICI4, (I) H20 :f lB r4, 
and (J) H20:BF3.

F igure 4. Plot of a0 vs. f N for DTBN(O) and TMPN(170 )(O ) In 
the aprotic solvents (a) n-hexane, (b) toluene, (c) 2,2,6,6- 
tetramethylplperldine and (f) nitromethane; in the hydrogen 
bonding solvents (2) methanol, (5) 3-fluorophenol, and (6) 
HFIP; complexed with (E) SnCI4; protonated by (J) H20:B F3.

points H, I, and J and the errors given are the probable
aN-(G) =  (0.61 ±  0.02)TN +  (3.8 ±  0.4) G (6)

a0(G) =  (-0.81 ±  0.04)TN +  (34.5 =F 0.8) G (7)
errors in the slope and intercept.27 Because of the inclu­
sion of results from the molecular complexes, these rela­
tionships cover a much wider range of splitting constants 
than is ordinarily accessible. Results for a series of nitrox- 
ides oriented in host single crystals are in agreement with 
eq 6.28

Isotropic hfs can also be fit to a linear relationship with 
T0 (Figures 5 and 6) although the fewer available values 
for T0 have a substantially greater experimental error 
than for TN

ax =  (-0.26 ±  0.02)To +  (29.4 =F 1.2) G (8) 
a0 =  (0.30 ±  0.02)T0 +  (3.3 ±  1.2) G (9) 

The 14N hfs for DTBNH+ do not fit eq 6 (Figure 5), al­

F igure 5. Plot of aN vs. T0 for TMPN(170) in the aprotic sol­
vents (a) n-hexane, (c) 2,2,6,6-tetramethylpiperidine, and (f) 
nitromethane; in the hydrogen bonding solvents (2) methanol, 
(5) 3-fluorophenol, and (6) HFIP.

F igure 6. Plot of a0 vs. T0 for TMPN(170) in the aprotic solvents 
(a) n-hexane, (c) 2,2,6,6-tetramethylpiperlclne, and (f) nitro­
methane; In the hydrogen bonding solvents (2) methanol, (5) 
3-fluorophenol, and (6) HFIP.

though the 170  hfs of TMPN(170 )H + obey eq 7 reason­
ably well (Figure 4). A possible explanation for these ob­
servations is that for the protonated species, R2NOH+, 
there is in addition to a redistribution of charge and spin 
density, also a change in the geometry and, therefore, hy­
bridization of the nitrogen atom with only a minimal ef­
fect at oxygen. (See Discussion for the effect of hybridiza­
tion changes.)

Figure 7 plots T0 vs. TN. The result of a linear least- 
squares fit of the experimental data is

T0 =  (-3.07 ±  0.49)Tx +  (111.8 =F 9.8) G (10)
Dipolar Interaction Constants. The matrix elements of 

the spin density in the nitroxide N -0  7r-electron system 
may be calculated from measurements of 7) (eq 1). These 
matrix elements, p0T, JoN,r, and p0nG and thus the 7) are 
related through the normalization condition

Pnk +  Pow +  Pov;w — 1 -  t (11)
where pou* = -2 S (Po,rPN,r)1/2;29 S = (2p7rN|2P7rO> =* 
0.1530 for an N -0  bond distance of 1.29 A. A nonzero 
value of f would represent loss of spin density from the ni­
troxide N -0  7r system to the nitroxide alkyl groups or to 
the perturbing agent.
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TABLE I: Electron-Nuclear Dipolar Interaction Constants (G )a

(T o )o ,/ (T n ) o (To) o (Txh Ref
96.4 ±  8.56 29.6 ±  4 .7b

Experimental 3.07 ± 0 .4 9
102.2 ±  9 .0C 31.4 ±  3 .2C

This work

Theoretical
Hartree-Fock orbitals 3.05 102 33.5 31
Slater orbitals 2.87 80.5 28.0 d

a (T\)o = 4Ag(3^n3 n ( l A 3)ip i-23 ’’ U s in g  p o n 71" =  — 0 .1 6  a n d  a ssu m in g  r — 0 .0 . U s in g  p o x "  =  — 0 .1 6  a n d  a ssu m in g  e =  0 .0 7 . d C a lc u la te d  u s in g  e f fe c t iv e  n u -  
c le a r  ch a rg e s ; Z s  =  3 -90  a n d  Zq =  4 .5 5 . (S ee  F . L . P ila r , “ E le m e n t a r y  Q u a n tu m  C h e m is t r y ,”  M c G r a w -H ill ,  N e w  Y o r k ,  N .  Y . ,  196 8 , p  194 .)

Figure 7. Plot of Ta vs. T0 for T M P N f'O ) in the aprotic solvents 
(a) n-hexane, (c) 2,2,6,6-tetramethylpiperidine, and (f) nitro- 
methane; in the hydrogen bonding solvents (2) methanol, (5) 
3-flurophenol, and (6) HFIP.

Using the experimental range of 18.46 < TN < 26.56 G 
and (Tn)o 33.5 G31 (see below), eq 1 gives 0.55 < pN- < 
0.79. Then from the normalization equation and consid­
ering 0 < f < 0.1, pon”’ is found to be a constant (porU = 
-0.16 ±  0.01) for the entire range of spin densities, inde­
pendent of both r and of any reasonable choice of (TN)0. 
Thus, in this work the term p0n*' may be replaced every­
where by -0.16.

Equation 11 can be rewritten as a linear relationship 
between T0 and TN. The definition of spin densities in 
terms of dipolar hfs (eq 1) including the overlap term as a 
constant gives

To
'  (T0y
.  ( T n )» .

Tn +  (1.16 -  f)(T„)o (12)

Equating terms of eq 10 and 12 gives an experimental 
value for the ratio (T0)o/(TN)o without assumption about 
f. Table I shows that this ratio is in remarkably good 
agreement with that calculated using Hartree-Fock orbit­
als, with Slater orbitals giving a smaller value.

Given that the experimental and Hartree-Fock ratios 
are the same, then using Hartree-Fock values for the indi­
vidual (Tj)o,31 eq 10 and 12 give the quite reasonable 
value of t = 0.07 ±  0.01. On the other hand, taking e = 
0.0 eq 10 and 12 give values for (Tj)0 slightly smaller than 
the Hartree-Fock values. These results are consistent with 
the idea that we can treat a perturbed nitroxide as a two 
atom 7r-electron system with the sum of the spin density 
on the N -0  moiety, a constant.

a-w Interaction Parameters. As we have previously 
shown,5 the empirical linear relationships between isotro­
pic and anisotropic hfs can be used to evaluate the Kar- 
plus-Fraenkel a-ir interaction parameters, Q n n n  and

QooN, which relate, respectively, the nitroxide 14N isotro­
pic hfs to pN* and p0K

a n =  Q\\SPs" +  Qoo'po (13)
A similar equation can be written for isotropic 170  hfs, 
with N and 0  interchanged. Using the definition of spin 
densities in terms of the dipolar hfs, eq 1, and the spin 
density normalization, eq 11, eq 13 can be written as

Tn +  (1 -  e -  Posr)Q<*? (14)

for 14N and similarly for 170

T\ +  (1 — f — pox" )£?oo° (15)

Since the overlap spin density is effectively constant for 
the perturbed nitroxides and the <r-7r parameters are in­
variant to perturbation (see Discussion), these equations 
have the same form as eq 6 and 7. Equating terms in eq 6 
and 14 and in eq 7 and 15 with (TN)o = 33.5 G31 and then 
using [pon"' = -0.16; e = 0.07] or [< = pqn"" = 0.0], we ob­
tain the 14N and 170  Karplus-Fraenkel a-w interaction 
parameters listed in Table II.

It is equally possible to rewrite eq 13 and its 170  equiv­
alent in terms of T0 rather than TN. Comparing such 
equations with the empirical relationships, eq 8 and 9, 
using (T0)o = 10231 gives values for the 14N and 170  <r-x 
parameters (Table II) in good agreement with values ob­
tained using eq 14 and 15.

The polarization parameters for the proton bonded to 
oxygen in R2NOH+ and for the hydrogen bonding proton 
in R2NO-methanol can also be determined. The proton 
hfs of R2NOH+ is expected to obey a McConnell32 equa­
tion

=  QooHPoT (16)
For TMPNH+ and DTBNH+, aH+ = -3 .8  ±  0.1 and 

-4.1 ±  0.1 G, respectively. From the observed TN (Figure 
3) and eq 1 with (TN)0 = 33.5 G,31 choosing [pon1 = 
-0.16; f = 0.07], eq 11 gives p0* = 0.29 (TMPNH+), 0.31 
(DTBNH+), and r.hus QooH = -13.2 ±  0.3 G for these pro- 
tonated nitroxides.

From the nmr contact shift, aH+ for the hydroxyl proton 
of methanol hydrogen bonded to DTBN is —0.49 G.33 As­
suming that this coupling also obeys eq 16 and using p0T 
= 0.47 for DTBN-methanol, determined as above, the ef­
fective value of QooH is -1.06 G, more than a factor of 10 
smaller than for full proton transfer to oxygen and in 
order of magnitude agreement with a theoretically calcu­
lated value, Q0oH = -3.26 G.34

g Values. Figure 8 plots gis0 vs. aN for nitroxides per­
turbed by aprotic (points a-f) and protic (points 1-7) sol­
vents. All of the data in Figure 8 can be included in a sin­
gle least-squares relationship

V nn
(Tx>„

q/xN hro
( T v )n
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TABLE II: Nitroxide ct- t Interaction Parameters for Eq 2 (G)
S o u r c e  Qnnn Qoos Q oo° <?xx°

0 .1 6  
0 .1 6

0 .16

a C a lc u la te d ,  as d e s c r ib e d  in  t h e  t e x t ,  f r o m  p a r a m e t e r s 12 f o r  a  th re e  t e r m -e q u a t io n  (e q  1 9 ).

DTBN, TMPN Figures 3 and 4, (24.2 ±  1.0 3.8 ±  0.4 34.5 ± 0 .8 7.5 ± 0 .6 e = p on' = 0.0
eq 6 and 7 ]23.9 ±  1.0 3.6 ± 0 . 4 31.7 ±  0.7 4.7 ± 0 . 5 e = 0.07; POS~

Figures 5 and 6, 27.0 ±  1.0 0.3 ±  1.3 33.7 ± 3 . 0 3.0 ±  1.0 e = 0.07; \ =
eq 8 and 9

C?NO fragment a 41.2 - 4 . 8 45.0 -1 6 .5 e = 0.07; PON*' «=

gKO =  -(2.67 ±  0.16) X 10-4ax +  2.01014 ±  0.00026 (17)
A previous suggestion based on fewer data points, that 
different linear relationships are required for protic and 
aprotic solvents,35 appears to be unnecessary. The arrow 
in Figure 8 indicates giso for gaseous DTBN. Even at low 
pressure (0.71 mm) hfs were not revolved. From the mea­
sured gas-phase gls0, eq 17 predicts aN = 15.0 G and, 
using eq 6 and 1 with (T N)o = 33.5,31 gN,r = 0.57.

For nitroxide molecular complexes glso is greater than 
the value that would be calculated from aN and eq 17, and 
these results are not included in Figure 8. This positive 
deviation has been attributed to spin-orbit coupling with 
atoms of the Lewis acid and can be used to estimate spin 
densities on M X,,.6,11 The results for R2NOH+ are in rea­
sonable agreement with eq 17. However when DTBNH+ is 
prepared by protonation with H20:M Xn, aN = 21.7 ±  0.1 
G independent of MX„, but giso differs significantly ac­
cording to the identity of M X„ with TiBr4 having the 
largest value (2.00466) and SbCl5 the smallest (2.00405), 
and BF3 (2.00437) and TiCl4 (2.00422) intermediate. This 
influence of the protonating species suggests that the 
R2NOH+ in methylene chloride exists as a tight ion pair 
with a small but finite spin-orbit interaction with atoms 
of the counter ion. Small, partially resolved hfs, observed 
when TMPN is protonated by H20:A1C13, are also evi­
dence for ion pairing.26

Discussion
We have shown that for aliphatic nitroxides the depen­

dence of both 14N and 170  on x-electron spin densities 
can be successfully described by equations of the Karplus 
-Fraenkel type (eq 2). From the linear relations between 
a, and TN, eq 6 and 7, QooN and Q0o° are obtained with­
out assumption as to the magnitude of any <t- tv parameter 
and without using valence-theory calculations of ir-elec- 
tron wave functions; values of QNN° and Q n n n  obtained 
from these equations do depend on the value of (TN)o. 
The value of QooH for R2NOH+ is also dependent only on 
(7n)o-

The linear relationships between at and T0, eq 8 and 9, 
give values of QNN° and QNNN directly and values of 
QooN and Q0o° dependent only on (To)0. Although based 
on fewer and less accurate data, the agreement of these 
parameters with those derived from eq 6 and 7 is reasonable.

From Table II, QjjVQiG =  0.15 for both 14N and 140 . 
Since for the systems studied here, 0.55 < pN* < 0.79 and 
0.53 < p0 — 0.30, then a, for both nuclei depend primari­
ly, but not exclusively, on the local spin density. This re­
sult corrects earlier suggestions that aN for aliphatic ni­
troxides follows a simple McConnell relationship with 
Q n n n  “  18 G7’36, as well as earlier estimates of pNT.37 
Furthermore, theoretically calculated spin densities for 
DTBN should probably be compared with the estimated 
gas-phase value, pN* = 0.57.

Figure 8. Plot of g vs. aN for DTBN(#) and TMPN(O) in the 
aprotic solvents (a) n-hexane, (b) toluene, (d) dimethyl sulfox­
ide. (e) methylene chloride, and (f) nitromethane; in the hydro­
gen bonding solvents (1) decyl alcohol. (2) methanol. (3) phe­
nol, (4) 4-fluorophenol, (5) 3-fluorophenol, (6) HFIP, and (7) 
pentafluorophenol. The arrow indicates the g value of gas-phase 
DTBN.

In evaluating the nitroxide a-ir parameters we have as­
sumed they are not significantly altered by environmental 
perturbations, although these perturbations do cause a re­
distribution of the ^-electron spin density.38 To examine 
this assumption we consider the general equation for ele­
ments of the T-ir polarization matrix as given by Hen- 
ning39d

I 16 (ffj(Pz)i !eVhl2KPz)sO'p*)
<?,s‘ =  -g r  ttg , / i „  L  ,-----------0 j ( r i)<7p* (r i)A£(j p)

(18)
where g, is the nuclear g value for nucleus i, 0n the nucle­
ar Bohr magneton, aj and crp* occupied and unoccupied a 
MO’s, (7j(ri) is the value of the orbital o-j at nucleus i, 
(Pz)r(si is the 2p7r orbital on atom r(s), and A£(j -  p) is 
the singlet-triplet transition energy for an excitation 
from the ctj to the av* orbital (As seen below, qTS' and the 
Karplus-Fraenkel parameter, Qrs‘ , are not necessarily 
identical.)

An environmental effect on qrs‘ would come through 
changes in A£(j -  p). For a dialkyl nitroxide the excita­
tions which need to be considered are the 0(n)-NO(a*), 
CN((7)-CN(a*), CN((t)-NC((7*), CN(<r)-NO(a*), NC(a)- 
NC({t*). However, strong hydrogen bonding or molecular 
complexation primarily involves interaction with the n or­
bitals on oxygen.6-8 Therefore, it is expected that the O(n) 
-NO(<t*) excitation energy (Afsfn-a*)) will exhibit the 
largest change upon environmental perturbation, with 
other excitation energies exhibiting smaller changes.

A rough estimate of the variation in the a-ir parameters 
caused by changes in A£(n-a*) is available from consider­
ation of the optical spectrum of DTBN. The n -7r* transi­
tion40 shifts 2900 cm-1 going from n-hexane (Xmax 21,500 
cm - 1,41 aN = 15.20 G) to HFIP (Xmax 24.400, aN = 17.35
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G), while Hayat and Silver12 estimate &E(n-a*) ~ 1.15 
au (252,500 cm "1). If in first approximation all variation 
in the n-rr* and in the n-cr* transition is attributed to ef­
fects on the nonbonding orbital, then both transitions 
would undergo similar shifts in wavelength and AE(n-<r*) 
would thus change by only ~ 1%. Since the other excita­
tion energies were also estimated to be 1.15 au or greater12 
their variation would be even less. Thus, these order of 
magnitude estimates show that any variations in the a-ir 
parameters will be substantially smaller than the reported 
probable errors (Table II).

Comparison with Other Karplus-Fraenkel Parameters. 
Previous, mostly semiempirical, correlations of aN with 
ir-electron spin densities using an equation of the form of 
eq 2 have been made for 14N in N-heterocyclic ion radi­
cals. The reported values for QNNN (19-31 G)39 range 
around the present result for DTBN and TMPN while a 
semiempirical estimate of Q n n n  ~ 36 G for diphenyl ni- 
troxide42 is considerably larger than our result. Only one 
of these previous determinations of the Q n n n  was inde­
pendent of assumptions about a-w parameters, usually 
QCCH, or of semiempirical spin density calculations: QNNN 
= 27.3 G for heterocyclic radical anions.39

The value of QooN is small but it is positive outside of 
experimental error. This is contrary to simple consider­
ations of spin polarization which take into account only 
L-shell orbitals on N and 0 . Values of the comparable pa­
rameter for heterocyclic anions, QccN, have ranged from 
-4  to +9 G.39 Of these determinations, only three were 
independent of assumptions • about a-ir parameters or of 
semiempirical spin density calculations; QCCN = 2.6 G39 
for protonated diazines, —1.7 G for nitrogen heterocyclic 
anions,39 and —1.56 G for the pyrazine and 3,5-lutidine 
anions.39

Previous semiempirical determinations of 170  Karplus- 
Fraenkel parameters have been made for 170  enriched 
semiquinone and hydroquinone radicals and for nitroaro- 
matic anions. For the former Qoo° ~  40-45 G25,43 and for 
the latter Qoo° = 49.7 G44 have been reported, noticeably 
larger ( ~30%) than for R2NO (Table II).

The nitroxide QNN°  is positive (Table II), again con­
trary to simple considerations of spin polarization. In con­
trast Qnn°  = —2.92 G is reported for nitroaromatics. The 
comparable parameter in the quinone radicals is given the 
range Qcc° = 0-16.9 G,25,43 of the same sign as Q n n °  for 
nitroxides.

In general, when fitting hfs and spin density data to a 
Karplus-Fraenkel relationship, overlap terms in the spin 
density normalization (eq 11), proportional to overlap in­
tegrals, have been omitted, but as shown above, it is rela­
tively easy to include the overlap spin density as a con­
stant in the normalization equation. Values of a-ir param­
eters depend in a systematic way on the treatment of both 
overlap spin density and of c (eq 14 and 15). For example, 
Table II includes values of a-ir parameters calculated 
with pont = -0.16, f = 0.07, and also with pon* = e = 0.

Inclusion of q'cross. Examination of eq 18 shows that 
completeness would require an additional term in the air  
polarization equation, one directly involving the overlap 
spin density. The resulting three-term equation for nitrox­
ides can be written12 (i, j = 14N, 170)

a, =  q^P* +  qjjP* +  qfroJpo'PsO1'2 (19)

Although eq 2 gives a satisfactory description of the 14N 
and 170  isotropic hfs for DTBN and TMPN, the product,

14N and 170  Hyperfine Interactions in Perturbed N itroxides

(po’rPN’r)12 is essentially a constant over the range of 
our experiments. Under this condition at will still be lin­
early dependent on TN or T0 even if (/'cross +  0. This fact 
underlies previous observations25,45 that semiempirical 
correlations between hfs and spin density are often insuf­
ficiently accurate to determine the parameters in an 
equation of the form of eq 19.

It is possible to equate the empirical correlations be­
tween isotropic and anisotropic hfs (eq 6-9) to the com­
plete a—it polarization equation (eq 19) with a reinterpre­
tation of terms. (The intercept in eq 6, becomes [(1 + pon* 
-  f)?oo° + (po’ PnU1 2 <7Ncross] and the intercept of eq 
7 becomes [(1 + pon* ~ e)<?oo° + (po’rPNT):u'2<7N cross]* 
Thus, Qii1 and Q,,1 as determined here are directly com­
parable to |qa' + [(polrPN,r)1/2|7icross/(l + p0NT -  Oil and 
i<7j.i1 + [(po’7>N,r)1/2<?-croSS/ ( l  -  Pon* -  ir)]l, respectively.)

Recently Hayat and Silver12 have calculated the a-w 
polarization parameters of eq 19 for the nitroxide C2NO 
fragment using a theoretical treatment due to Melchoir46 
which employs localized a bonds. Their results, recalcu­
lated as indicated above for comparison purposes, are 
summarized in Table II. The calculated value of Qoo° is 
of the same sign, but larger (~30%) than our directly de­
termined value. However, the theoretically calculated 
Qjj's for both 14N and 170  are opposite in sign to our ex­
perimental values.

Direct comparison between an emiprical Qnnn and a 
theoretical qNNN from eq 18 is not possible because of the 
consequences of the possibility of nonplanarity at nitro­
gen. However, Hayat and Silver12 arrive at (but do not 
explicitly write) a semiempirical value (/nnn = 40.5 G by 
combining calculated </ooN, <7oo°> and <7nn°  with observed 
aN, Oq for 2,2,6,6-tetramethyl-4-piperidone N-oxyl. The 
value for QNNN calculated from their result (Table II) dif­
fers considerably from that reported here.

Geometry at Nitrogen. Consideration of Qnnn can also 
give information about the degree of nonplanarity for a ni­
troxide. Theoretical expressions based on eq 18 assume 
C2NO to be planar, but the elements of the polarization 
matrix will not be significantly affected by bending.12 
Bending does introduce an additional contribution to aN 
by introducing some s character in the nitrogen orbital 
containing the odd electron. An empirically measured 
Qnnn or Qnnn is then the sum of two terms: QNNN = 
Qnnn (0 = 0) + f(0 ), where 0 is the angle between the 
N -0  bond and the (C-N-C) plane. Hayat and Silver write 
f(0) as the product of the hfs for one electron in a 14N 2s 
orbital and the fraction of s character of the orbital con­
taining the odd electron.47

f(0) =  550(2 tan2 [0( </>)]) (20)

Symmetry about nitrogen is approximated to be C3ly, 8 is 
the angle between the N -0  bond and the plane defined by 
oxygen and the two carbons bonded to nitrogen, and 8 and 
<t> are related by the identity48

<0 =  0 +  sin"'[2 sin 0/(3 sin2 0 +  1)1/2] (21)

For six-membered ring nitroxides X-ray structure deter­
minations show <p ~  16-21°,49 which gives f(0 ) = 10.1-
16.7 G. However, DTBN was considered to be planar in 
an electron diffrac:ion study.50 Thus 0 = 0 = 0, and f(0) = 
0.

If the hfs data for TMPN and DTBN are separately fit 
to linear relationships of the form of eq 6, the derived
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QnnN are essentially identical: Qnnn(TMPN) = 23.8 ±
1.6 G and Qnnn(DTBN) = 24.1 ±  1.2 G. This result 
suggests that the out of plane angle, <f>. is similar for the two 
radicals in solution.

Conclusion
Through the measurement of isotropic and anisotropic 

hfs we have directly determined the 14N and 170  a-ir polari­
zation parameters for DTBN and TMPN as well as Qoo11 
for protonated nitroxide. The 14N and 170  neighboring 
atom <t—7r parameter are positive, contrary to simple con­
siderations. We have also shown that at least in solution 
DTBN and TMPN do not differ in their degree of non­
planarity.

Melchior’s theory for elements of the <s-tr polarization 
matrix predicts that Qu* elements should be relatively in­
sensitive to the a bonding at i whereas Qjj1 elements 
should be much more dependent on bonding at i.46>51 
Thus our Qoo0 and possibly Qnnn should be transferable 
to aromatic nitroxides and possibly other N or O ir system 
such as N hetercyclics, semiquinones, the C-CHNH2 ir 
fragment, and nitroaromatic ions.

Appendix
A complete description of the magnetic dipolar interac­

tion in the nitroxide rr-electron system must include dipo­
lar interactions between nucleus i and spin density on its 
neighbor j, Tjj*, and with the overlap spin density, T^1, 
giving for 14N

A n =  aN +  7\- +  To,,'' +  Ta\N 
and a similar equation for 170  with the N and the O in­
terchanged. The last two terms are opposite in sign and, 
because of the r 3 dependence of the dipolar interaction, 
are small, but for completeness have been included. These 
terms are obtained using T^1 = (Tjj'Jo pq with the (Tjj'lo 
and (Tjj'lo referring to the appropriate dipolar hfs due to 
one electron.

The calculation of (3 V )0 is straightforward, using the 
equations of McConnell and Strathdee52 as modified by 
Barfield.53 To calculate (Ti/lo, we assumed that the over­
lap spin density could be represented as a p orbital locat­
ed midway between N and O and experiencing a nuclear 
forcefield with Slater Z, the average of Z N and Z0 (arith­
metic and geometric means give indistinguishable re­
sults); these calculations gave (T 0oN)o = —0.66 G, 
( T o n n ) o = —1.30 G, ( T n n ° ) o = + 1.12 G, and ( T N q 0 ) 0 =  

+2.47 G. Because the nonlocal terms are small the spin 
densities can be iteratively calculated by neglecting non­
local contributions, in the initial value for Tt, and then 
adjusting T, by reintroducing these terms. These minor 
corrections to Tf are insensitive to the choice of (Tt)o from 
among reported values as well as to the (Tjj)o. Thus the 
Tn may still be considered experimental quantities, de­
rived from (Oj, Aj), and effectively independent of any 
theoretically calculated (Tj)o.
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Estimating Microsecond Rotational Correlation Times from Lifetime Broadening of 
Nitroxide Electron Spin Resonance Spectra Near the Rigid Limit1a

Ronald Paul Mason1b and Jack H. Freed*

Department of Chemistry, Cornell University. Ithaca. New York 14850 (Received October 3. 1974)

A simple method of estimating rotational correlation times (rK) of the order of microseconds using the 
widths of the outer esr hyperfine extrema is discussed. An earlier method allowed determination of - R 
from the ratio of the outer hyperfine extrema separation at a given rK to the rigid limit separation. The 
present method, however, permits the determination of rR even when the separation of the outer hyper­
fine extrema is experimentally indistinguishable from the rigid limit value. It should be useful for many 
macromolecules with a rigidly bound nitroxide spin label, since they typically exhibit values of rR on the 
order of microseconds in solution.

There have been recent efforts in developing simplified 
methods for estimating rotational correlation times from 
the slow-motional esr spectra of nitroxide free radicals.2 
They are based on measuring the shifts, arising from the 
motion of the hyperfine extrema from their rigid limit 
values. In particular one need only measure S =  A z'/Az 
where A?' is one-half the separation of the outer hyperfine 
extrema and A z is the rigid limit value for the same quan­
tity.2 Such methods become very insensitive for motions 
with rotational correlation times rR > 1 X  10~7 sec where 
(1 -  S) < 3% and, furthermore, in the region rR > 10-8 
sec the predicted results are very sensitive to a choice of 
residual width 5.2a There has also been interest in extend­
ing the range in which rR can be measured to longer times 
by means of more sophisticated techniques such as satu­
ration studies3 and modulation-frequency-dependent adia­
batic-rapid-passage methods.4

We have been able to develop a simple technique, based 
on measuring the line width variations of the outer extre­
ma of the spectra,5 that may, in many cases, be useful in 
extending the range of measurable rR’s to r R <  5 X  10-6 
sec. The basic idea is a very simple one. The residual mo­
tional broadening in the near rigid limit may simply be re­
garded as arising from “ uncertainty-in-lifetime broadening” 
due to the rotational motion carrying the nitroxide radical 
between different orientations corresponding to substan­
tially different esr frequencies (some corrections must, of 
course, also be made for broadening due to nuclear spin 
flips). Then one would expect this width contribution to 
be given, to a rough approximation, by rR-1, the reorien- 
tational rate. This is indeed found to be the case, to with­
in a factor of 2 (or %), over most of the range of interest! 
Furthermore, the greater sensitivity of the widths (us. the 
shifts in position) of the extrema is analogous to the well-

known case of exchange in magnetic resonance where lines 
first broaden before they shift.6 We develop a more accu­
rate method and analysis below.

In the rigid limit the outer hyperfine extrema (for an 
isotropic distribution of nitroxide spin labels) arise from 
those nitroxide radicals for which the 2p 7r orbital of the 
nitrogen atom is nearly parallel to the applied field direc­
tion. One may use standard methods to compute such 
spectra,7 but we note from a simple analysis of McCon­
nell, et al.,8-9 that the derivative patterns of the outer hy­
perfine extrema are reasonably approximated as absorp­
tion curves with a shape function characteristic of the in­
homogeneous broadening. Experimentally, one finds that 
the outer hyperfine extrema have line shapes ranging from 
almost perfect Lorentzian to intermediate between Lo- 
rentzian and Gaussian.7'9 (The low-field side of the high- 
field line and the high-field side of the low-field line are 
somewhat distorted by overlap with the central region of 
the spectrum.) We have found that the average of the 
half-widths at half-heights (A) for the two outer extrema 
of a rigid limit spectrum is, to a very good approximation, 
equal to ( v 3/2)6, where 5 is the peak-to-peak derivative Lo­
rentzian line width used in our simulations of computed 
rigid limit spectra.7 (The heights of the hyperfine extrema 
are measured from the true base line (c/. Figure 1).) More 
precisely we have found that

2A,r = 1.59 Ô (la)

2Ahr = LSI <5 (lb)

(where subscripts 1 and h refer to the low- and high-field 
lines, respectively, and the superscript r refers to the rigid 
limit value). This result is found to be independent of <5
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Figure 1. Superposition of computed rigid limit nitroxide spec­
trum with a computed slow-tumbling spectrum at r R =  5.0 X 
10 8 sec demonstrating the measurements required for the pa­
rameters S =  A z '/Az, Wi =  Az/Azr, and Wh =  Ah/Ahr. In an 
actual experiment it is often necessary to estimate the Ajer in 
place of the Ajr as described in the text. The magnetic parame­
ters utilized for this figure are 5 =  3.0 G, gx = Pv =  2.0075, gz 
= 2.0027, Ax = Ay  = 6.0 G, Az = 32.0 G, B0 = 3300 G.

over the range 1.0 < 5 < 4.0 G and virtually independent 
of Az over the range 27 < A z < 40 G. It is, of course, es­
sentially independent of variations in the other nitroxide 
rigid limit parameters. It is a result obtained for the as­
sumption of Lorentzian inhomogeneous broadening.

In the slow-motional region, near the rigid limit, the 
line width A, for Lorentzian line shapes, can be decom­
posed into two contributions.10 (1) the Lorentzian inhom­
ogeneous component given by eq la and lb and (2) the ex­
cess motional width (of order of magnitude rR J). (It is 
convenient to think in terms of this decomposition even 
though it is not necessary for the method below.) A useful 
dimensionless parameter for describing these spectra is 
then

W, =  AJAf (2)
or

W  -  1 = (A, -  A jr)/Air
where i = 1, h. We have found that, in general (W  — 1) is 
about an order of magnitude larger than (1 — S) for a par­
ticular value of tr (cf. Figure 2), and furthermore it could 
be measured to at least comparable accuracy ( ~ 1% cf. 
Figure 1), but note that the (W  — 1) parameter would be 
quite sensitive to distortion of the true line width by over 
modulation and/or power saturation. Our results in Figure 
2 have been calculated from the rigorous theory of Freed, 
Bruno, and Polnaszek, as was done in I. We have studied 
how Wj is affected by changes in (1) the spin parameters. 
(2) line width, and (3) rotational diffusion model. We 
have found that W¡, like S, is insensitive to deviations 
from axial A and g tensors used in I, as well as to varia­
tions in A± , g ,, and g ± . typical of a nitroxide. However, 
in contrast to S, which is dependent on the product of 
trA z, is virtually independent of A z over the range 27 
> A 7 > 40 G (we have used A z = 32 G in obtaining the 
results in Figure 2). However, Wt -  1 is found to depend 
upon (5. Generally, a smaller b implies a larger (A, -  Ajr) 
for a given rR. In particular, a 5 = 1 G yields values of (Aj 
-  A /)  ranging from 1.3-2.5 times greater than those for b 
= 3 G. A qualitative explanation of this observation is as 
follows. The rigid limit extrema of finite width A / arise 
from those nitroxide radicals whose 2p jt, N atom orbitals 
lie within a cone of angle 9. about the applied field direc­
tion, and the size of the cone increases rapidly with an in-

Figure 2. Graph of (W -  1): curves A -H ; and (1 -  S): curves 
a -d  vs r R for nitroxide isotropic rotational reorientation from  
computer simulations of Brownian diffusion a rd  approxim ate free 
diffusion. Curves a and b are for approximate free diffusion and 
derivative widths o =  3.0 and 1.0 G, respectively, and curves c 
and d are for Brownian diffusion where 6 =  3.0 and 1.0, respec­
tively. Curves a through d may be approximated by r R =  a(1 -
S )6 to a high degree of accuracy with (b) a =  5.90 X  10“ ,0 
sec, b =  -1 .2 4 ; (d) a =  2.95 X  1 0 - 1 °, b =  -1 .6 8 . The equa­
tions for a and c are given in I. Curves A and B are for approxi­
mate free diffusion, b =  3.0 G, and the low- and high-fie ld extre­
ma, respectively, and curves C and D are the same as A and B, 
respectively, except b equals 1.0 G. Curves E and F are for 
Brownian diffusion, b =  3.0 G, and the low- and high-fie ld extre­
ma, respectively, and curves G and H are the same as E and F, 
respectively, except b =  1.0 G. See also Table I .

TABLE I: Parameters for Relating r„ to (W — 1)“
a  X 1 0 ', M a x  d e v ia t io n ,

C u r v e  sec  b % n

A 1.31 1.033 3
B 1.94 1.062 6
C 5.16 1.076 18
D 8.33 1.125 18
E 1.16 0.943 5
F 2.07 0.778 18
G 5.28 0.999 30
H 1 0 .1 1 1.014 55

a T a b le  is  b a se d  o n  a p p r o x im a te  fit  o f  F ig u r e  2 d a ta  to  e q  3 fo r  (W  — 1) >  
0 .0 1 . b B a se d  o n  c o m p a r in g  v a lu e s  in  F ig u r e  2 w ith  e q  3 .

crease in the rigid limit b.s If we roughly identify the ex­
cess width (A, — A,r) with the rate that radicals reorient 
out of the cone, then extrema from the larger cones 
(which result from greater values of b) will be less broad­
ened, since it takes longer for the radicals to leave the 
cone.11 Another observation, viz. (Ah — Ahr) is always sig­
nificantly larger than (A; -  A;r), at a given rR is ex­
plained in a similar manner. It is known that the high- 
field resonance for a single-crystal spectrum changes with 
angle more rapidly than the low-field resonance; thus the 
range of 9 contained in the observed cone (from a poly- 
crystalline sample) must be smaller for the high-field 
line.8 Reorientations out of the high-field cone thus occur 
at a more rapid rate, and, in general, VFh is a more sensi­
tive function of rK than Wi as may be seen from Figure 2.
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The choice of a proper 8 must now be considered. Near 
the rigid limit the appropriate range of 5 for these calcula­
tions and those of I can be deduced from the Ajr. The nar­
rowest rigid limit 8 found in our laboratory is 1.5 G which 
corresponds to 2 A(r = 2.4 G. Hubbell and McConnell9 re­
port values of 4.6 and 5.5 G for 2A(r for pseudoaxial “ rigid 
limit” spectra, corresponding to 8 of 2.9 and 3.5 G, fespec- 
tively. The rigid limit spectrum of the ,'V-oxyl-4',4'-di- 
methyloxazolidine derivative of 5o-androstan-3-one ap­
pears to have a low-field full-width at a half-height of 
about 5.0 G, which corresponds to a 8 of 3.1 G.x (Note that 
the motional broadening can easily double the widths of 
the outer extrema when the separation of the hyperfine 
extrema is essentially unchanged from the rigid limit 
value (i.e., S > 0.95).)

Thus we observe that very near the rigid limit, where 8 
may be determined from the rigid limit extrema widths, 
two independent determinations of rR can be made from 
Figure 2.

The major contributions to the Ajr are electron nuclear 
hyperfine interaction between the electron and the pro­
tons of the spin label and host. Heterogeneity of the envi­
ronment also contributes to the rigid limit line width, be­
cause the nitroxide magnetic parameters depend on the 
details of the environment.12 Unfortunately, these inter­
actions will be quickly averaged with the onset of molecu­
lar motion, resulting in a decrease in the appropriate 8. 
When this is the case, it becomes necessary to estimate a 
8, such that the rotational correlation times obtained from 
the plots of Wi vs. tr for both the low- and high-field ex­
trema are equal within experimental error. For this pro­
cess we may define effective inhomogeneous widths Ajer 
which obey eq 1 and which generally obey Ajer < Ajr. 
Then we may rewrite eq 2 as

Wi =  Ai/Aier (20
This method then permits an accurate determination of 
both rR and 8.

As we have noted, the uncertainty in 8 can result in se­
rious errors when rR's > 3 X 10~8 sec are determined 
from S. Once 8 has been determined from the Wu another 
estimate of rR may (when feasible) be obtained from S 
using either the analytical formulas of this paper and of I, 
or by linear interpolation of the graphs. This serves as a 
check on the results from the Wt. In other words rR and 8 
may often be obtained as a function of three experimental 
parameters, S, and the Wj.

The model-dependent studies shown in Figure 2 were 
performed for (1) Brownian diffusion where tr = (6R)~1 
with R the rotational diffusion coefficient and (2) approxi­
mate free diffusion, in which rR = (6B2#)-1 with B2_1 = 
\ 7 yielding results equivalent to a moderate jump model 
with |<e2>av|1/2 ~ 50°.7 These definitions are chosen so they 
yield model-independent results in the motional narrow­
ing region for equal values of rR.7 The free diffusion 
model results in more nearly linear dependence (in a log- 
log plot) of W -  1 vs. tr in Figure 2 than the Brownian 
motion model. We have fit the plots in Figure 2 to the

form
rR = a ( w  -  1 r b a :

for the region (W — 1) > 0.01 and the coefficients are 
given in Table I. We also give the maximum variation be­
tween the curves ar.d the results predicted from eq 3. It is 
clear that the use of eq 3 is a less accurate means of esti­
mating rR than the curves. However, the fact that b st 1 
(except for the anomalous curve F, which is presumably 
affected by overlap) is consistent with our interpretation 
of (Aj — Ar‘ ) as a lifetime broadening. The curves in Fig­
ure 2 which differ only in the model of rotational diffusion 
are nearly identical for the region (W  — 1) > 0.03. The 
more linear behavior for the free diffusion model proba­
bly reflects the fact that the picture of lifetime broaden­
ing by jumps out cf the cone is a more accurate descrip­
tion when the root mean square jump angle |(e2>av|1 2 is 
greater than the cone angle. The Brownian motion 
model yields curves, which, at longer rR's approach the 
rigid limit (W -  1) values more rapidly than rR_1, imply­
ing a breakdown of the simple picture.

An experimental check of this proposed method and its 
limitations is planned.
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Comments on the Interpretation of Electron Spin Resonance Spectra of Spin Labels 
Undergoing Very Anisotropic Rotational Reorientation1a
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An analysis is given for motional effects on esr spectra of spin labels undergoing very anisotropic rota­
tional relaxation in isotropic liquids. This analysis examines the spectral consequences for cases when 
the nitroxide is undergoing rapid rotation about a single bond, while the macromolecule to which it is 
attached is reorienting slowly. A simplified effective diffusion tensor R is employed sucri that R refers to 
the bond motion and R ± to the effects of overall rotation. This approach is seen to be a useful approxima­
tion to developing the motional corrections to the effective time-independent S parameter approach of 
McConnell, et al. Our analysis including motional effects is found to be in good agreement with recent 
experiments of Wee and Miller on spin-labeled polymers. We show how motional effects may account for 
certain inconsistencies of results on polymer and membrane studies originally interpreted in terms of the 
effective time-independent approach, and how motional effects can influence the interpretation of the S 
parameter.

Wee and Miller2 (WM) have recently studied esr spec­
tra of solutions of spin-labeled polybenzylglutamate 
(PBLG) polymer in dimethylformamide (DMF). This sys­
tem was found to have many of the spectral characteris­
tics of spin label studies in membrane models and mem­
branes.3' 6 We have found their results both intriguing in 
their similarities to the other work as well as in the re­
duced ambiguities of the physical-chemical nature of 
their systems.

WM analyze their spectra in the manner of Hubbell, 
McFarland, and McConnell,3' 6 who have utilized an ef­
fective time-independent spin Hamiltonian to account for 
rapid anisotropic motion. That is, the spin Hamiltonian 
for a nitroxide radical, whose motion is so slow as to yield 
rigid-limit spectra, is

fix =  |/?e!S -g -B0 +  /tS -A -1  -  g N/?NI-B 0 (1)

where Bo is the applied dc field, g and A are the g and 
hyperfine tensors. However, a nitroxide spin label under­
going a complicated but very anisotropic motion is ap­
proximated by considering the motion about some molec­
ular axis v as being very fast while the motion perpendicu­
lar to that axis is very slow. This leads to an effective 
time-independent rigid-limit Hamiltonian

fix. =  |i8«|S-g, -B 0 +  hS-A'-1  — g N./?NI-B 0 (2)

where the effective g' and A ' tensors are axially symmet­
ric about v, so one need only specify g ', g± ', A. ', and A± ' 
in the usual notation. The use of such an effective Hamil­
tonian is based on the assumptions that (1) the motion 
about v, which may be described by an effective rotational 
diffusion tensor component7 R , is so fast that residual 
time-dependent effects of the averaging process, which 
could lead to line broadening, etc. are negligible and (2) 
the motion perpendicular to v, described by an effective 
R±, is so slow, its effects on the spectrum are negligible.

Thus the effective Hamiltonian of eq 2 corresponds to 
the limiting case in which f?n[TR|l = (6/?« )_1] and R ± [rRX 
= (67? x  ) ~1 ] are respectively too fast and too slow to appreci­
ably affect the spectrum. The rotational correlation time, 
Tp = (67?)^1 where R = (R ± R i)1/2 is undefined. It is an ob­
jective of this work to show that the results of WM as well as

much of the spin-labeled membrane work show unmistak­
able motional effects, contrary to their original interpreta­
tion in terms of eq 2.

One may relate the A' of eq 2 and A of eq 1 in terms of 
the direction cosines «/, i = x, y, or z of v in the molecular 
principal axis system. One takes the principal axes of A 
(and of g) such that the z axis is along the 2p-ir orbital of 
nitrogen. The x axis is along the N -0  bond, with the y 
axis perpendicular to the other two. Then one has

Ah' = Z  « M , (3)
i=x.y.z

A A = Z2 Z  (1 — o?)A . (4)

where the superbars imply time averages. Similar equa­
tions hold for the elements of g and g'. In many nitroxides 
A.x ~ Ay, so eq 3 and 4 become

A,,' = A„ +  2/3( A, -  A,)S (5)

A i  =  !A(3A0 — A,,') (6 )

where A0 is the isotropic hyperfine term

A0 =  l/3Tr (A) =  1/3’Tr (A') = A '  (7)

and S (by analogy with liquid crystalline spectra) is 
known as the order parameter and is given by

S = ‘A3^A -  1) =  (A,,' -  A± ' ) / ( A ,  -  A ,) (8)
Thus S is a measure of the mean rotational amplitude 
leading to 3C', such that when S = 1, eq 2 becomes identi­
cal with eq 1 corresponding to the nitroxide exhibiting no 
motional averaging; while when S = 0, A, ' = A x ' = A0 
corresponding to isotropic rotational motion with a corre­
lation time less than about 1 nsec.6 Hubbell, et al.,3-6 
have emphasized that for this interpretation in terms of 
the “ pseudoaxial” rigid limit of eq 2 to be valid, one must 
have Tr A = Tr A' according to eq 7, which follows di­
rectly from the rotational invariance of the trace of a ten­
sor. We wish, in this work, however, to show that, while 
this condition is a necessary one, it is not, in general, suf­
ficient as a result of motional effects. Before we consider 
our analysis in terms of motional effects we wish to review
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some of the relevant experimental results and their origi­
nal analysis.

Generally, A o' as determined from spectra based upon 
the effective spin Hamiltonian of eq 2 have been found to 
fulfill the criterion of eq 7. However, Ao for nitroxide radi­
cals is weakly dependent upon solvent polarity, and this 
has sometimes resulted in uncertainty as to whether the 
criterion of eq 7 is fulfilled especially if the environment 
of the spin label is not known. Thus, in the work of Hub- 
bell, et al., variations in A0' have been interpreted as 
changes in the polarity of the local environment of the ni­
troxide group, and a correction has been used to adjust 
the measured S for the polar-hydrophobic effect.5 Spectra 
of the dimethyl-N-oxyloxazolidine (DOXYL) long-chained 
spin labels in phospholipids and membranes are satisfac­
torily simulated with an effective 3C' of eq 2 with one ex­
ception (c/. Figures 2-4 of ref 5). In this case, those com­
puted spectra, which gave the best overall agreement with 
the observed spectra, still had outer hyperfine extrema 
that were narrower and of greater amplitude regardless of 
the line shape assumed. Although the principle source of 
this discrepancy may well be due to line broadening from 
heterogeneity of the fatty acid chains of the lecithin host, as 
suggested by Hubbell and McConnell,5 we note that the 
widths of outer hyperfine extrema can be markedly broad­
ened by a rotational uncertainty-in-lifetime effect which 
can broaden these outer hyperfine extrema without signif­
icantly shifting their positions.8 So it is possible that a re­
sidual motion transverse to the symmetry axis v is respon­
sible for this discrepancy, although an orientation-depen­
dent line width could also adequately account for this dis­
crepancy. The fact that R± may be fast enough that it af­
fects the spectrum has been generally recognized. The rig­
orous theory of Freed, Bruno, and Polnaszek (FBP)9 has 
already been used to simulate spectra where the motion is 
anisotropic but the motional effects from both R and R x 
have direct observable effects on the spectrum.10

We give in Tables I-III some of the published experi­
mental data for anisotropically immobilized spin labels. 
They include the results of ref 5 (Table I), ref 12 (Table 
II), and WM (Table III). These data have several trends 
in common. Hubbell, et al., have noted that as A ' ap­
proaches Az, S approaches unity and the symmetry axis of 
3C' must approach the molecular z axis. Cos" 1 (az2)1'2 is 
referred to as the mean angular deviation between u and 
z. In Tables I-III, an increase in A,'/ and the resulting in­
crease in S is accompanied by an increase in A0'. Most, 
but not all, of the published data exhibit this phenome­
non of an increase in A0' with an increase in S.2 5’11'12 In 
the case of the DOXYL spin labels in aqueous dispersions 
of natural phospholipids this trend in A0' is as noted ex­
plained as an increase in the polarity of the environment 
of the nitroxide as it is attached closer to the polar head 
group. The value of A0' becomes as great as 15.2 G, which 
is the value of the isotropic hyperfine splitting of the radi­
cal in pure distilled water. Seelig, Limacher, and Bader 
have attributed this variation in terms of electrostatic in­
teractions between the nitroxide dipole and the dipolar re­
gions of the bilayer.13 The increase in S and its interpre­
tation as a restriction in the motional amplitude of the 
DOXYL ring concomitant with an increase in the polarity 
of the environment as the DOXYL spin label is attached 
progressively closer to the polar head group is brought 
into question by our analysis below.

As already noted, the results of WM have characteris­
tics similar to that of the DOXYL spin labels in membrane

TABLE I»

S p in  la b e l A|| ', G A ± ’ , G A o ',  G *11' -  * l ' s

IV (10,3) 27.8 9.0 15.2 -0.0036 0.695
IV (7,6) 26.0 9.5 15.0 -0.0033 0.62
IV (5,10) 21.8 10.3 14.1 -0.0026 0.46

a T a b le  I e n t it le d  “ R e s o n a n c e  D a t a  f o r  P h o s p h o lip id  S p in  L a b e ls  I V (m ,n
in  E g g  L e c ith in --C h o le s te ro l  ( 2 :1  M o le  R a t io )  ”  o f  r e f  5 .

TABLE II«
P r o b e T ,  ° C A|| ', G A j_ ',  G A o ',  G s

4 NS 22 26.6 9.3 15.1 0.65
4 NS 5 29.1 8.0 15.1 0.72
9 NS 5 25.0 9.7 14.8 0.58

12 NS 5 23.3 10.1 14.5 0.52
a T a b le  3  e n t it le d  “ B e h a v io r  o f  S p in -P r o b e s  I n c o r p o r a t e d  in to  A q u e o u s  

D is p e r s io n s  o f  L ip id s  E x tr a c t e d  fr o m  M ic r o s o m a l  P r e p a ra t io n s ”  o f  r e f  12.

models and membranes in that an increase in A,/ results 
in an increase in S, which is concomitant with an increase 
in Ao'. However, in this case, the increase in A0' is clearly 
not primarily due to solvent effects, because the PBLG 
polymer has a chemical composition similar to that of the 
DMF solvent. When we note that A0 is found to be essen­
tially independent of temperature for similar nitrox- 
ides,10-14 then the changes in the apparent A 0' with tem­
perature in the results of WM appear to be definitely 
anomalous.

It is this anomaly, most unequivocal in the results o: 
WM, which first prompted us to consider the possibilities 
that motional effects in these spectra are leading to inac­
curacies, if not a break down, in their interpretation in 
terms of eq 2. That is, what happens when (1) R is slow 
enough and/or (2) R ± is fast enough to lead to motional 
effects? It is already known, in the simpler case of isotrop­
ic rotation, that an increase in A ’ may be interpreted in 
terms of a slowing of the motion of the spin label.15 Thus, 
perhaps, in the case of “ anisotropically immobilized” spec­
tra, an increase in A ,/ may be due to a decrease in R .16

We have developed, for problems of this sort, a slow 
motional computer program17 based on the rigorous theo­
ry of FBP.9 It allows the principal axes of R (i.e., x', y', 
and z') to be tilted relative to the principal axes of the 
magnetic tensors. The irreducible tensor components of A 
and g are then expressed in the x', y ', z' coordinate sys­
tem. We take 6 to be the angle between z' and z. (Note that 
v corresponds to z '.) In our analysis of the results of WM 
we tilted z' toward x (i.e., the symmetry axis of R lies in a 
plane formed by the 2p-ir orbital and the N -0  bond).18 
Thus 6 is the same as cos" 1 (a22)1/2 of Hubbell, et al., while 
cos" 1 (ax2)1'2 is (tt/ 2) — d and cos" 1 (av2)1/2 is tt/ 2.

We show in Figure 1 a set of simulated spectra designed 
for comparison with the results of WM, some of which are 
shown in Figure 2 with an illustration of their spin label 
in Figure 3. The series of spectra shown in Figure 1 (la­
beled A-I) were computed with a constant value of R± -  
3.33 x 106 sec" 1 or t s i  = (61? ± ) _1 = 5 x 10“ 8 sec but with 
tr|| ranging from 6 x 10" 11 sec through 5 X 10" 8 sec. Fur­
ther, we have used a value of 8 = 41.7° corresponding to an S 
= 0.336, and this value of S remains unchanged for all the 
simulations. The spectra were calculated for spatially iso­
tropic distribution of spin labels, i.e., there is no true or­
dering. We have also prepared a table (cf. Table IV) in 
the manner of Tables I-III, in which the simulations have 
been analyzed as if they were from anisotropically immo-
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TABLE III"
Spectrum

index T, °C A  ||', G Aj_', G AA ' ,  G A o' s
cos-1 (az 2)1/2, 

deg

F 0.42 R tf 22.5 11.2 11.3 15.0 0.452 37.2
0.30 Rt 21.3 11.2 10.1 14.6 0.404 39.1

E 0.20 Rt 21.2 12.0 9.2 15.1 0.368 40.5
4 22.8 11.6 11.2 15.3 0.448 37.3

-4 3 25.8 10.8 15.0 15.8 0.600 31.1
0.187 Rt 21.1 11.9 9.2 15.0 0.368 40.5

D 0.148 Rt 21.2 11.9 9.3 15.0 0.272 40.3
-4 3 26.4 10.8 15.6 16.0 0.624 30.1

C 0.128 Rt 20.6 11.6 9.0 14.6 0.360 40.8
B 0.092 Rt 20.2 11.5 8.7 14.4 0.348 41.2
A 0.008 Rt 19.8 11.7 8.1 14.4 0.324 42.2

-4 3 25.8 10.9 14.9 15.9 0.596 31.2

" Data from Table I of Wee and Miller (ref 1)..b The polymer concentration (volume fraction) in DMF. c Rt denotes room temperature.

TABLE IV
cos 1 cos-1

Spectrum «¡1 X 10’, TR||* (a,*)1'2.
index sec 1 nsec Am',G Aj_', G AA', G An,f deg6 f i l l '  -  f i i ' S ‘  f i l l ' fi«'°

A" 27.8 0.06 18.9' 11.5 7.4 14.0 43.2 -0 .0 0 0 8 0.296 2.0051 2.0059 2.0056 55“
B" 16.7 0.10 18.9 11.3 7.6 13.8 42.9 -0 .0 0 0 8 0.304 2.0051 2.0059 2.0056 55
C" 8.33 0.20 19.2 11.1 8.1 13.8 42.2 - 0  0010 0.324 2.0050 2.0060 2.0057 57
D" 4.17 0.40 20.2 10.7 9.5 13.9 40.0 -0 .0014 0.380 2.0047 2.0061 2.0056 60
E" 2.50 0.67 22.6 10.35 12.25 14.4 35.7 -0 .0025 0.490 2.0037 2.0062 2.0054 80
F" 1.67 1.00 24.1 10.9 13.2 15.3 34.1 -0 .0 0 1 7 0.528 2.0033 2.0058 2.0050 47
G" 0.278 6.00 27.3 c 2.0030 c
H'1 0.167 10.0 27.7 c 2.0028 c
T 0.033 .50.0 29.75 c 2.0025 c
J'- O'1 CO d 30.8 c 2.0021 c

" A i>eak-to-peak residual derivative width of l .0 G was used. h A peak-to-peak residual derivative width of 3.0 G was used.c The inner hyperfine extrema are 
not resolved. ‘ R and R . are 0. e S and az are defined here by eq 8. J A o' is defined by eq 7. 0 g .' is defined as 1 gz' fi- g y ’ — g -';.  ̂From construction cos '' 

2 = -  2. ‘ If = 0.336 is used cos _I tax2)1; 2 equals 50°, see text. ; If (30.8 G — 29.To G) is added to A then .S' = 0.338.

bilized spin labels, and we note it exhibits the typical 
aforementioned trends of the actual experimental results.

Our choice for rfi± is somewhat arbitrary, but we note 
that Tft values of about 1.5 x 10 5 and 7.5 x 10 8 sec 
were estimated by WM for relaxation of and about the 
helix axis, respectively, of their helical polypeptide (with 
a weight average molecular weight of 122,000 consisting of 
an average of 560 monomeric units) from standard equa­
tions given by Perrin.2-7 19 Note, however that even an 
isotropic th of 7.5 X 10“ 8 sec will not significantly de­
crease the separation of the outer hyperfine extrema below 
that of the rigid limit (i.e., Az > A ' > 0.96A2).15 Thus a 
comparison of spectra I and J in Figure 1 for an isotropic 
th = 5 X 10“ 8 sec and the rigid limit, respectively, shows 
that the spectra are not substantially different except for a 
somewhat broader appearance for spectrum I. The simula­
tion Figure II is in good agreement with spectrum Figure 2G 
of WM, which is for the solid end-labeled polymer near the 
rigid limit.

We note that the spectrum Figure 2B of WM closely re­
sembles the computed spectra A and B of Figure 1. Ap­
parently the rotational motion about the symmetry axis is 
very rapid and very unlikely attributable to the much 
slower motions of the polymer itself where t r  >  10“ 7 sec. 
The rotational rate R is typical of that for motion about 
single covalent bonds (see below). WM have argued that 
the nitroxide spin label of this end-labeled polymer is only 
free to rotate about the single covalent bond joining the 
piperdine ring to the terminal peptide nitrogen (NH-CH 
bond), and these simulations support their arguments, 
because it is reasonable that R be taken as the rotational 
rate about this single bond ( e . g . ,  Brevard, e t  al. ,  deter­
mined a correlation time of 1.1 x 10 10 sec for rotation

about a sterically hindered single bond20). Although the 
internal motion of the nitroxide radical relative to the 
polymer was considered by WM. they cid not appreciate 
that the changes in the progression of their spectra in Fig­
ure 2 were likely due to the slowing of the internal motion 
of the spin label.

The outer and inner pairs of extrema in Figures 1 and 2 
are clearly not spaced about the same field position. This 
noticeable g factor asymmetry is consistent with a tilt 
toward the x  axis; a corresponding tilt Toward the y axis 
would result in noticeably less g  factor asymmetry. The 
assignment of R to motion about the ccvalent bond link­
ing the polymer to the piperidine ring is consistent with 
the rotational symmetry axis being in the x z  plane ( i . e . ,  in 
the plane formed by the N -0  bond and the 2p -7r orbital of 
the nitrogen in Figure 3).

As motion about the symmetry axis slows (i.e., R de­
creases). an increase in the apparent ordering parameter S 
is seen in the data of Table IV. The increase in S results 
from an increase in A ', which is eventually not compen­
sated for by a corresponding decrease in A± ' required by 
the rotational invariance of Aq'. An increase in the appar­
ent A0' parallels an increase in apparent S much as in the 
case of the investigations of membranes and membrane 
models with the DOXYL radicals (c f . Tables I and II), 
However, for the data of WM I cf . Table III), the increase 
in A0' which accompanies the increase in S as the temper­
ature is lowered can be taken as a clear indication that 
the limiting case of a fast tr is no longer applicable.

Hubbell. e t  al.. have implied that the first observable 
effect of incomplete averaging by motion about the sym­
metry axis is an overall broadening of the spectrum, and 
the interpretation in terms of OC' of eq 2 and the ordering
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Figure 1. These simulations were computed with the m agnetic 
parameters of the DOXYL spin label where Az =  30.8 G, Ax = 
Ay =  5.8 G, gx =  2.0089, gy  =  2.0058, and g z =  2 .0021.5 The 
symmetry axis of the ro ta tiona l-d iffus ion tensor is defined in the 
m olecular axis system by the angles cos -1 (ax2) 1/2 =  48.3°, 
c o s ~ 1 ( a y 2 ) 1/2 =  90.0°, and co s -1 («¿2) 1/2 =  41.7°. t r l  Is 5.0 
X 10~® sec and only t r  was varied in this series of sim ula­
tions. In these spectra the resonant magnetic field for g = 
2.0056 occurs at 3235 G. See Table IV for values of t r  and re­
sidual derivative width used in the simulations.

parameter remains unchanged.311 It is clear from our series 
of stimulations, that, if t r  is slow enough to broaden the 
spectrum, a change in the apparent S will also result. 
Note that given our analysis, the internal motion of the 
piperidine ring is only slightly dependent on the bulk vis­
cosity ri (or alternatively on polymer concentration). In 
the series of room temperature spectra Figure 2A through 
2F of WM, ri has increased considerably more than the 
order of magnitude that R has decreased, while the spec­
tra at -43° are all quite similar.2 The rotational rate R , 
if identified with the motion of the piperidine ring about 
the NH-CH bond, implies that 8 be identified as the 
angle between the 2p -7r orbital of nitrogen (molecular z 
axis) and the linking covalent bond. It appears that this

1327

F igu re  2. Esr spectra of polybenzylglutamate labeled with 
2,2,6,6-tetram ethyl-4-am inopiperid ine 1-oxyl in d im ethylform am - 
ide solutions of varying concentrations at room temperature. 
The polymer concentration (volume fraction) was (A) 0.008, (B) 
0.0917, (C) 0.128, (D) 0.148, (E) 0.200, (F) 0.42 (0.5 weight 
fraction), and (G) 1.C (solid polymer). (From-ref 1, with perm is­
sion).

tilt angle remains essentially unchanged, through the se­
ries of experiments of WM (as assumed in the simula­
tions), which is expected if the tilt angle depends only on 
the geometry of the piperidine ring. This is supported by 
the absence of significant changes in the observed spectra 
due to phase transitions (¿.e., transitions between isotrop­
ic, biphasic, or liquid crystal phases), plus the fact that 
the overall motion of the polymer is slow enough so as not 
to affect the spectrum.

Spectra A and B of Figure 1 are representative of the 
case where R is large enough to completely average the 
“ time-dependent’' part of the Hamiltonian (i.e.. TO — 3C’ ) 
and R±' is too small to significantly shift the positions of 
the outer hyperfine extrema. Thus they effectively repre­
sent the limiting case of Hubbell, et al. One may confirm 
this by determining the pseudo-axial A ’ from the comput­
er simulations of Figure 1A and IB. One then obtains (in 
the manner of Seelig21) an order parameter in good agree­
ment with the value of 6 used in the simulations. The dis­
crepancy of 1.5° between 8 and the one obtained from S of 
our simulations probably results from our assumptions of 
motion due to R j_ ,22
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Figure 3. End-labeled polybenzylglutamate, right-handed or-helix. 
(From ref 1, with perm ission).

When R is no longer fast enough to average out the 
“ time-dependent” part of 3C, then an increase in the ap­
parent S results, as well as eventually an increase in the 
apparent A0'. This is clearly seen in Figure 1 and Table
IV. This increase in the apparent A0' is clearly observed 
in the work of WM. We again emphasize that 6, hence the 
true S, is unchanged in our simulations.

If R is the rotational rate of the piperidine ring about 
the covalent bond attaching the spin label to the polymer, 
an Arrhenius-type dependence of R is expected.23'24 The 
similarities between the spectrum of Figure 2B of WM 
and Figure IB imply a R for the piperidine ring of about
1.67 x 109 sec-1 at room temperature and a volume frac­
tion of 0.0917. Likewise, the similarities between Figure 
2F of WM and Figure IF imply a R of about 1.67 x 108 
sec-1 . Note that Figure 2F of WM resembles all their 
spectra at —43°.2 Thus one may use the same value of R 
for —43°. One then estimates an activation energy of 1.9 
kcal/mol from these results, which is a reasonable value 
for the rotational barrier about a single bond.20 WM do 
not provide enough temperature-dependent data to other­
wise confirm an Arrhenius-type behavior.

There is one aspect of our computer simulations which 
differs somewhat from the experimental spectra of WM. 
That is, our simulations show somewhat excessive width 
and related reduced amplitude of the outer hvperfine ex­
trema. This clearly indicates that a t r x of 5.0 X 10-8 sec 
is too short; a longer value of tr would narrow these ex­

trema and improve agreement with observed amplitudes. 
Also, as already noted, the positions of the hvperfine ex­
trema would not be significantly shifted. We have already 
called attention to the opposite discrepancy in comparison 
with results of Hubbell and McConnell, and this could 
m eanarju on the order of 5.0 X 10" 8 sec in their systems.

We wish to emphasize that from our above analysis, 
even if eq 7 is fulfilled, our simulations Figure 1A-E and 
Table IV show that substantial changes in apparent S can 
occur without a real change in ft as a result of a slowing of 
R . It is clear, then, that changes in apparent S can result 
from a slowing of the motion about v as well as a change 
in cos-1 («z2)1 2 (i.e., the mean angular deviation be­
tween v and z). Therefore the invariance of Tr A is a nec­
essary, but not sufficient, condition that motion about v 
be sufficiently rapid to permit the spectrum to be ana­
lyzed in terms of the effective static Hamiltonian of eq 2. 
It would appear that the rotational rates expected for co­
valent single bonds at room temperature are not, in gener­
al, fast enough to fulfill this condition.

Even in DOXYL spin label membrane systems where 
A0' is independent of S13 and/or temperature,12 the quan­
titative interpretation of the variations in S based upon eq
2-8 is uncertain, because the condition that trace (A) be 
invariant is a necessary, but not sufficient, condition. In 
any case, a change in S can arise from a real change in the 
angle between v and z or a change in the rotational rate 
about e as is the predominant phenomenon in the remain­
ing spectra of WM. In general, these two phenomena can­
not be distinguished unless the rotational rate about v 
slows to where A o' is clearly anomalous, and/or the 
slowed motion manifests itself in the other spectral char­
acteristics illustrated in Figure 1. Note the difference in 
the spectra A and B of Figure 2 has been shown by com­
putations to arise from a shorter tr± of about 3.0 x 10~8 
sec for spectrum A. Apparently at infinite dilution the 
motion of the polymer is significant. Calculations of a sta­
tistical mechanical variety of S itself are not always fully 
justified, since, in general, it cannot be proved that 
changes in S did not arise from a change in the rotational 
rate about v.25 However, the alternative of careful analysis 
of the complete spectrum holds open rhe possibilities of 
obtaining considerable information of interest.

At this point it should be emphasized that the widely 
used interpretation of S as a qualitative indication of the 
viscosity or the “ fluidity” of the environment of the spin 
label is not changed.

One should, of course, recognize that our above analysis 
in terms of a single R and R ± represents a considerable 
simplification of the complex dynamics of polymer motion 
as well as localized bond motions, including internal rota­
tions. A somewhat more complete analysis would, for ex­
ample, include the coupling of the internal rotation of the 
piperidine C-N bond to the overall anisotropic rotation of 
the helical polymer requiring the specification of R for the 
polymer, a t r  for the bond rotation as well as the tilt 
angle ft.26-21 However, as long as the internal rotation is 
much faster than the overall motion, it can be treated as 
uncoupled from the latter. Also, to the extent that the 
overall motion is only showing marginal spectral effects, it 
would be difficult to obtain anything more precise than an 
effective R± . as we have done above, as opposed to an ac­
tual R tensor. Of course, in principle, there are the helical 
flexing modes of motion, which are also slow, and which 
would be contributing to that quantity we refer to as an 
effective RX- Finally, in this regard, we note the impor­
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tance of localized cooperative modes of relaxation for the 
polymer motions even in isotropic polymer solutions of 
moderate concentration, and it becomes even more impor­
tant in liquid-crystalline phases (cf. ref 17, 24, and 28). 
We also note that our analysis implies the internal rota­
tion is Brownian, while a more complete analysis would 
include potential barriers and the possibilities of reorien­
tation by jumps of substantial angle. Thus our analysis 
given above may be regarded as the first approximation to 
the motional corrections to the effective time-independent 
approach of Hubbell, et al.

In conclusion, we call attention to the fact that spectra 
of the “ anisotropically immobilized” type do exhibit in­
teresting dependencies on the molecular dynamics of the 
spin label, and phenomena related to motion about the 
symmetry axis of the rotational-diffusion tensor and even 
transverse to the symmetry axis have been observed ex­
perimentally but not generally recognized as such.
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The occurrence of solute-solute anc solvent-solute interactions in solutions of fluoranthene (I) in carbon 
tetrachloride and cyclohexane has been investigated with the aid of 60- and 100-MHz high-resolution 
pmr and ultraviolet spectra. Pmr dilution shifts for the protons of I are large and closely similar for CCU 
and cyclohexane solutions; plots of shift against concentration can be explained by self-association of I 
only if a large dimerization shift is assumed. Intermolecular 7r-electron “ ring-current” shielding calcula­
tions for simple “ staggered” and “ eclipsed” parallel-orientation models for I molecules in CC14 and cy­
clohexane solutions favor eclipsed (or head-to-head) solute stacking. The postulation of this loose but 
specific time-averaged interaction correctly leads to the prediction that H-l has the largest and H-8 the 
smallest pmr dilution shift. While the ultraviolet spectra of I and CC14 in cyclohexane are consistent 
with formation of a contact charge-transfer complex, a Scatchard plot of A0bsd (the pmr chemical shift in 
CCU-cyclohexane mixtures minus the shift in pure cyclohexane) leads to an equilibrium constant, K', for 
“ sociation” over and above this random interaction effect, close to zero.

Introduction
Differential proton magnetic resonance (pmr) cilution 

chemical shifts1-6 in polynuclear aromatic hydrocarbons 
and heterocycles are well known and have been explained 
qualitatively, and in the case of benz[a]pyrene4 semiquan- 
titatively,5 by partial alignment of neighboring solute 
molecules in solution. Such loose associations have re­
ceived little study in terms of more specific molecular in­
teractions, and we now attempt to account in this way for 
the marked and different dilution shifts3 exhibited by the 
five proton types of fluoranthene (I), with its rather high 
solubility in some organic solvents. I

8 9

4 3
I

Charge-transfer species have been reported in solutions 
of aromatic hydrocarbon electron donors in halogeno- 
methanes;7'8 an investigation8 of complexes between poly­
nuclear aromatic hydrocarbons and carbon tetrachloride 
did not include I. The spectroscopic measurements of I in 
solution reported here represent a contribution toward re­
solving the intriguing problems of weak interactions of 
planar molecules.

Experimental Section
Fluoranthene (Koch-Light Puriss grade) was recrystal­

lized to constant melting point (382.5-383.2 K; lit.9
382.5-383.5 K). Solutions were made up in spectroscopic-

grade carbon tetrachloride, cyclohexane, and n-hexane by 
weight/volume so that concentrations could be expressed 
in either mole fraction or molar. The composition of sol­
vent mixtures after spectroscopy was checked by gas chro­
matography on a 1 m X 5 mm column packed with 15% 
diisodecylphthalate on 60-80 mesh Chromosorb P. Solu­
tions of acenaphthylene (II) and acenaphthene (III) (as in 
ref 10) were made up by weight in carbon tetrachloride.

Pmr spectra were recorded on Varian A-60 and HA-100 
spectrometers; solutions contained 1% tetramethylsilane 
(TMS). A-60 spectra were calibrated against the separa­
tion between the resonances of a solution of 2% benzene- 
2% TMS in carbon tetrachloride checked against an Ad­
vance TC2 timer/counter. HA-100 spectra were calibrated 
by TMS sidebands, which also provided the lock signal; 
probe temperatures were measured from the separation 
between the resonances of methanol.11 Intermolecular 
“ ring-current” shieldings were calculated, with the pro­
gram NPRC,5-12 on the Oxford University KDF 9 comput­
er.

Ultraviolet (uv) spectra were recorded on Unicam SP 
800 and Beckman DB recording spectrophotometers for 
1-cm matched silica cells at room temperature. For refer­
ence, n-hexane or cyclohexane was generally used or, in 
some cases, a solution of carbon tetrachloride at the same 
concentration as that in the sample cell.

Results and Discussion
Solute-Solute Interaction. Chemical shifts3-13 in the 

pmr spectra of I were plotted against concentration (per 
cent w/w) in carbon tetrachloride. The dilution shifts 
(Table I) were confirmed by plotting peak positions from 
100-MHz spectra (taken at 304 K) against the molarity of 
four solutions of I in carbon tetrachloride (Figure 1), a
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Figure 1. Graphs of positions (in Hz downfield from TMS) of 
100-MHz H-1, H-2, H-3, H-7, and H-8 peaks of fluoranthene (I) 
vs. molarity in carbon tetrachloride solution at 304 K.

TABLE I: Dilution Shifts“ for the Protons 
of Fluoranthene

Carbon tetrachloride solution
Ratio0
(from Cyclohexane solution 

This work data in (this work)
(Figure 1), ref 3 -----------------------
Hz M-'b Ratio and 13) Hz Ratio

H-1 24.7 1.71 1.90 30.„ 2 . 0
H-2 2 2 .8 1.58 1.63 25.0 1 .6
H-3 2 0 .0 1.39 1.49 23.0 1.5
H-7 19.9 1.38 1.46 23.0 1.5
H-8 14.4 1 1 15., 1

° Positive sign denotes increased shielding with increasing concentration. 
b Based on peak positions. Least squares; correlation coefficient 0.999 in all 
cases. c Based on concentrations in per cent w/w; see text.

procedure which can give similar results when shifts de­
duced from complete, second-order spectral analyses are 
used; Table I includes the gradients of these apparently 
linear graphs. With cyclohexane as the solvent, poor solu­
bility of I limited measurements to three concentrations 
up to 0.145 M  (gradients are also given in Table I). In ear­
lier work, assignment of chemical shifts in I was based3 in 
part on the assumption of there being a similar “ ring cur­
rent” in the five-membered ring to that of benzene. The 
very approximate nature14 of this assumption does not, 
however, appear to invalidate the original assignments; 
since the calculated Coulson bond order of C(2)-C(3) is 
larger than that for C(l)-C(2), it follows15’16 that J23 > 
J12, so that, from the spectral analysis, 81 > 63; this as­
signment is supported by the spectra of 1- and 3-methyl- 
fluoranthenes (IV and V) in carbon disulfide solution. 
First-order analysis by Clar, et ai. from double-resonance 
experiments gives17 62 = 7.18, 83 = 7.51 ppm for IV and ¿i 
= 7.60, 82 = 7.23 ppm for V; if it is assumed that the m- 
methvl shielding is the same in both IV and V, these com­
parisons suggest that H-1 is at lower field in the “ parent” 
hydrocarbon.

The influence of temperature (273-323 K) on peak posi­
tions of I (0.2 M) in carbon tetrachloride was also investi­
gated. Small linear high-field shifts, only partly explica­
ble188 in terms of the change in volume of the solution, 
are observed for the protons in I, with decreasing temper­
ature, as follows (shifts in Hz K -1 , at 100 MHz; least- 
squares correlation coefficients are in parentheses): H-1, 
0.024 (0.987); H-2, 0.028 (0.998); H-3, 0.031 (0.997); H-7, 
0.010 (0.974); and H-8, 0.026 (0.995).

F igure 2. Comparisor of experimental H-1 shifts (in Hz) at a se­
ries of concentrations (molar) of I in carbon tetrachloride, witn 
dilution curves calculated for several pairs of values of equilibr - 
um constant, K, and dimer shift, MU­
TABLE II: Maximum Values of Apparent 
Equilibrium Constants, K ,  for Dimerization of 
Fluoranthene in Carbon Tetrachloride Solution 
with the Range of Associated Values of Shift 
Difference, (¡<m — i d ) ,  between Monomer and Dimer

Proton K ,  M - i ( vm vd), ppm
H-1 0.03 ± 0.01“ 3.3 -  6.4“
H-2 0 .0 2  ±  0.01 3.7 -  10.9
H-3 0 .0 2  ±  0.01 3.4 -1 0 .1
H-7 0.03 ±  0.01 2.7 -  5.3
H-8 0.04 ±  0.01 1.5 -  2.5

0 Errors based on precision of ±0.3 Hz in peak position measurements in 
spectra.

The pmr dilution shifts could be a consequence of asso­
ciation between fluoranthene molecules in solution. Of 
several methods available for determining association con­
stants for monomer/dimer equilibria from pmr measure­
ments, an approach analogous to that of Purcell, et a/.,19 
involves determination of the association constant, K. via 
eq 1; this is easily derived with the only (but necessary! 
assumption that the dilution shift is due exclusively, to 
dimerization and that pQbsd is a weighted average of the 
shifts at infinite dilution of monomer (i>m) and dimer (pdi 
(which are constant throughout the concentration range)

f'obsd = (vm + 2vAK cm){\ + 2 K cm)~' (1)
where c and cm are overall and monomer concentrations of 
I, respectively.

Equation 1 was used to generate pairs of values of K 
and Vd from the mid-range value of c for CCU solutions of 
I (0.3 M) and vm. Comparison of the full calculated dilu­
tion curve with experiment (e.g., Figure 2) was then pos­
sible. Least-squares methods19-21 are unnecessary since 
the linear nature of our plot makes comparison of the full 
calculated dilution curve with experiment straightfor­
ward. While a number of combinations of K  and fitted 
the observed curve, an upper limit of 0.03 ±  0.01 M  1 
could be fixed on K. Larger values of K  gave substantially 
curved plots, outside the limits of experimental error.

While consistent, small (but finite) values of an associa­
tion constant can thus be determined for both CCI4 and 
cyclohexane solutions commensurate with the small influ­
ence of temperature, considerable doubt is thrown on 
their significance by, the values of required in this 
model (Table II). Molecular-orbital calculations (vide 
infra) suggest tha: maximum intermolecular shielding 
values for the protons of dimers of I are smaller by at least 
an order of magnitude. Moreover, the fundamental as­
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sumption in determining K  by the pmr method that pm 
and rd are both independent of c may be in serious error 
for solutions of I, in which medium effects may intrude.22 
Randomly distributed, but still strongly anisotropic, so­
lute molecules are likely to shield the protons of both I 
monomer and dimer more strongly than those of the refer­
ence.

It was concluded, therefore, that the apparently linear 
dilution curves for I can be explained by a formal associa­
tion model only if much too large an association shift is 
assumed, and if medium effects are taken into account. 
Accordingly, we sought an explanation based on a more 
loose structuring of solut ions of I.

Molecular-Orbital Calculations of Intermolecular 
“ Ring-Current” Effects. Intermolecular proton chemical 
shifts in I are likely to be dominated by effects arising 
from the simple (but essentially classical) concept of 7r- 
electron “ ring currents, ” 23_25a postulated to be induced in 
conjugated molecules in the presence of an external mag­
netic field which has a component perpendicular to the 
molecular planes. We attempt here to rationalize the 
rather striking pattern of observed3 dilution shifts in I so­
lutions by means of a “ ring-current” model in which, over 
a time average, solute-solute interactions are nonrandom, 
but fall short of actual complexing, so that association 
constants are not derived. Dilution shifts in azulene,1 
phenanthrene,2 benz[a]pyrene,4-5 and dibenzothiophen6 
have been accounted for by such a model, in which pairs 
of neighboring solute molecules are “ stacked” symmetri­
cally with their planes roughly parallel, an orientation 
which represents the cumulative effect of many encoun­
ters. There is some formal analogy with the interpretation 
of the aromatic-solvent-induced shift (ASIS) for protons of 
a polar solute in terms of a time-averaged cluster25b of 
solvent molecules: in our case, increased concentration of 
the nonpolar solute I replaces addition of aromatic sol­
vent. In neither case are specific complexes postulated.

Accordingly, in performing these calculations, we take 
the following crude model4'5 for the relative orientation of 
I solute molecules in CC14 and cyclohexane: we consider 
the instant when two neighboring molecules approach 
with their planes parallel; for simplicity, it is further as­
sumed that the two molecules are orientated so that they 
are exactly superposed, when viewed along the normal to 
their molecular planes (“ head-to-head” or “ eclipsed” ori­
entation). Then, with the molecules in this position, the 
shielding at each proton in one molecule by the ring-cur­
rent anisotropy of the other molecule was calculated. The 
effects of previously calculated14 ring-current intensities 
for the various rings in one molecule of I on the proton 
chemical shifts of a neighboring I molecule were estimated 
by a procedure described elsewhere.12'26

It is assumed5 that the process of dilution can be repre­
sented as an increase in the average separation, I. between 
the parallel molecular planes of neighboring solute mole­
cules, and the above calculation was repeated for a differ­
ent intermolecular separation; the process was continued 
for l = 2.5-8.0 C-C bond lengths. The calculated 
shieldings (expressed, as is conventional,5-12'25a relative to 
the intramolecular ring-current shielding calculated to be 
experienced by a standard benzene proton) were then 
plotted against (_1 for each of the five chemically non­
equivalent protons in the molecule. This procedure was 
repeated but with one of the molecules in the “ dimer” 
pair rotated 180° before the “ separating” process was 
begun (head-to-tail or staggered orientation).
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Figure 3. Graph of intermolecular shielding (in a ratio units33) 
for I (in eclipsed orientation) vs. reciprocal of intermolecular 
separation (/, C-C bond length units) for (i) H-1 ( +  ), the pro­
ton most susceptible to dilution effects, and (ii) H-8 (O ), the 
proton least susceptible.

TABLE III: Ratios of Gradients of Plots of 
Calculated Intermolecular Ring-Current Shielding
against Reciprocal of Intermolecular Separation 
for Fluoranthene

Proton
Eclipsed orientation

(i)
Staggered orientation

(ii)

H-1 1.7 0 . 8
H-2 1.4 0.5
H-3 1.7 0.5
H-7 1 . 5 1 . 2
H-8 1 1

In confining attention to the increase in the average 
separation between the parallel molecular planes of the 
neighboring solute molecules,5 we are considering an / _1 
dependence; dilution, of course, varies according to l~3. In 
any case, even in the most concentrated I solution used in 
this work, the average intermolecular separation (22 C-C 
bond lengths) is much greater than that for which inter­
molecular ring-current shielding is significant (ca. 8 C-C 
bond lengths). Only a small proportion of (closer) inter­
molecular contacts would thus appear to influence 
shielding and, since the dependence of this fraction on the 
mean separation is unknown, no accurate representation 
seems possible of the relation between l and concentra­
tion. Thus we attempt to predict only the relative pattern 
of dilution shifts between the individual protons of this 
one particular molecule.

Figure 3 shows plots of calculated intermolecular 
shielding (eclipsed orientation) for the protons most (H-1) 
and least (H-8) susceptible to dilution effects (Table I). 
These graphs were very nearly straight lines; for the pur­
pose of this calculation, their gradients (from correlation 
coefficients of >0.998) were taken to be some semi- 
quantitative measure of how the intermolecular ring-cur- 
rent effect on each proton might vary with dilution.5

In view of the very complex process of dilution and so­
lute-solute interaction, our only extenuation for adopting 
this procedure is its convenience in providing at least a 
crude model for rationalizing quantitatively how the de­
pendence of intermolecular shielding might vary from one 
proton to another within this one molecule. For the model 
with the molecules in both the eclipsed and staggered ori­
entations, Table III lists these shielding ratios relative to 
such a “ calculated dilution shift” for H-8. Comparison 
with Table I shows that, on the eclipsed model, H-1 is 
correctly predicted to have the largest and H-8 the small­
est dilution shift, though Table III wrongly predicts that 
H-3 should be shifted as much as H-1. In view of the

The Journal of Physical Chemistry, Vol. 78. No. 13. 1974



M olecular Interactions in F luoranthene Solutions 1333

marked influence which relative orientation has on the 
calculated intermolecular shieldings (columns i and ii of 
Table III), it is possible that a very small perturbation 
from the perfectly eclipsed i orientation may be enough to 
account for the H-l/H -3 discrepancy.

Qualitative support for model i for fluoranthene (I) is 
provided by dilution data for the similarly shaped II and 
III in carbon tetrachloride.10 In II, aromatic proton peaks

II III
for H-2 to H-4 have dilution shifts between 0.46 and 0.57 
Hz (per cent w/w) -1 at 60 MHz, but for the olefinic H-l, 
more remote from the shielding influences of the aromatic 
rings in an eclipsed stacking arrangement, the shift is 
about half this, 0.24 Hz (per cent w /w )-1 . In III solutions, 
projections of an sp3 bonded H-l below the ring plane ex­
pose it more to the “ shielding cone” 26 of the aromatic 
rings of proximate stacked molecules than H-l of II. Dilu­
tion shifts for III at 60 MHz are peaks H-2, H-3, H-4, 
0.40-0.62 Hz (per cent w /w )-1 ; H-l, 0.56 Hz (per cent 
w /w )-1 .

Solute-Solvent Interactions. Pmr and Uv Spectroscopy. 
Davis and Farmer8 interpreted uv spectral changes in al­
ternant polynuclear hydrocarbons as evidence of specific 
interactions which have intrinsic interest. They found 
that, in high CCU concentrations, the peak intensity of 
the strong polycyclic hydrocarbon band, designated fl by 
Clar,27 was reduced.

For a 3.2 X 10- 5 M  solution of I in n-hexane, addition 
of from 3.2 X 10-5 to 3.2 x 10-3 M  carbon tetrachloride 
left the uv spectrum unchanged (except, of course, for the 
strong carbon tetrachloride absorption). In later experi­
ments with a 2.4 x 10“ 5 M  solution of I in cyclohexane 
and much higher (1.00-4.15 M) carbon tetrachloride con­
centration the p band (358 nm) was unchanged in posi­
tion, intensity, and breadth. However, the /3 band (287.5 
nm) and its neighbors were progressively broadened 
toward shorter wavelengths, as was observed for the ft 
band in anthracene and other polynuclear hydrocarbons.8 
Since the long-wavelength tail of the carbon tetrachloride 
absorption would mask any reduction in peak intensity, 
an equilibrium constant for association could not be de­
rived. The absence in all solutions of any new charge- 
transfer band apparently rules out any true complex. The 
effects observed in the uv spectrum of I in the presence of 
carbon tetrachloride can be explained by encounter be­
tween free hydrocarbon and solvent molecules without 
specific interaction.28

Pmr measurements can reveal the degree of “ socia- 
tion” 29 of donor and acceptor: the excess association (with 
equilibrium constant K') over that obtaining in a random 
mixture. Peak positions were therefore measured for six 
0.145 M solutions of I in cyclohexane, containing different 
concentrations of carbon tetrachloride up to 100%, Then, 
if the mole fraction of carbon tetrachloride, x(CCl4) »  
x(fluoranthene), and if Aobsd is the chemical shift in 
CCQ-cyclohexane mixture minus the shift in cyclohexane 
alone, then

A„h„rf/.v(CCl,) =  - K ' ( Aohsd -  A, ) (2)

where Ac is the shift of pure complex relative to the unas­
sociated state.

F igure 4. Scatchard graph A obsd/x(CCI4) vs. A obsd for addition 
of carbon tetrachloride to 0.145 M I In cyclohexane. A 0bsd is 
the chemical shift (In Hz) of H-1 (O), H-3( +  ), and H-8(D) of I 
In carbon tetrachloride-cyclohexane mixture, minus the corre­
sponding shift of cyclohexane; x(CCI4) Is the mole fraction of 
carbon tetrachloride.

TABLE IV: Apparent Equilibrium Constants, K ' ,  
for Complex Formation between 0.145 M  
Fluoranthene and Carbon Tetrachloride in 
Cyclohexane Solution, Derived from Plots of AobSd
(Mole Fraction of CC14) 1 against Shift, Aobsd

Proton K ' , mole fraction-1
H-l 0.02 (±0.13)“
H-2 -0.09 (±0.06)
H-3 -0.09 (±0.05)
H-7 0.06 (±0.16)
H-8 -0.08 (±0.09)

a Standard errors in parentheses.

A Scatchard30 plot (Figure 4) of Aobs<j/x(CCl4) against 
Aobsd yields —K' as the slope.31’32 If the point corre­
sponding to lowest x(CCl4) is excluded, since the condi­
tion that x(CCl4) x(fluoranthene) no longer holds, un­
weighted regression leads to effectively zero values of K' 
(Table IV). Thus pmr suggests no greater degree of associ­
ation between CC14 and fluoranthene than the random in­
teraction which gives rise to the effects observed in the uv 
spectrum.

Conclusions
Similarity of dilution shifts in the pmr spectra of I in 

carbon tetrachloride and cyclohexane solutions, as well as 
the actual pattern of differential solute dilution shifts 
among the various protons of I observed in each solvent, 
can be rationalized in terms of head-to-head (eclipsed) so­
lute stacking during close intermolecular contact. Relative 
dilution shifts calculated, on the basis of such a model, as 
being due to tniermolecular ring-current shieldings, are in 
fair agreement with experiment. However, reproducing 
the absolute values of such experimental shieldings via 
the present model is feasible only if it is assumed that 
very large shieldings are sensed during brief molecular en­
counters in which neighboring solute molecules are in 
much closer proximity than their time-averaged separa­
tion.

Interpretation of our experimental observations in terms 
of such partial alignment of neighboring solute molecules 
of I in carbon tetrachloride or cyclohexane solution thus
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reinforces suggestions that some polynuclear hydrocar­
bons1-5 and their heterocyclic analogs6 tend to orientate in 
solution with long axes parallel; this is somewhat analo­
gous to explanations256 of the ASIS in terms of a solvation 
model.

Although uv suggests a weak interaction, pmr affords no 
evidence of formal association of I with CCU.
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COMMUNICATIONS TO THE EDITOR

Singlet-Triplet Separation in Helium
Publication costs assisted by Brigham Young University
Sir: Recently several authors have discussed the energy 
separation between singlet and triplet excited states of the 
helium atom.1 They show that the usual interpretation2 is 
incorrect, since for accurate wave functions the average 
electronic repulsion is greater in the triplet states than in 
the corresponding singlet states. Messmer and Birss16 give 
results for wave functions of the form

*  =  [ 0 1s(1 )0 2p(2) ± 0 2p(l)0>ls(2)]S4 (1)

where the S _ spin function gives the 24P state and the S+ 
spin functions give the 23P state. They compare two sim­
ple functions of type 1 with the accurate calculations of 
Pekeris.3 Their first pair of functions (T i, in which <j>ls and 
<t>2p are Slater-type orbitals) give total energies which are 
very poor, and the repulsive energy of the triplet is less 
than that of the singlet. Their second pair of functions 
('kii) give results that agree with the accurate values given 
by Pekeris.3

The results for J '; given by Messmer and Birss are in­
correct. Since Slater-type Is and 2p orbitals are identical 
with the corresponding hydrogenic orbitals, 'Fi is the same 
pair of functions which Eckart4 used in his study of the

excited states of helium. When Eckart’s functions are 
used correctly, they give the results shown in Table I. For 
comparison, we also give accurate results for 2'P and 23P 
from Pekeris.3 It is evident that the two-parameter Eckart 
functions give values for (l/r12) that agree well with the 
accurate values.

The remarkable accuracy of these simple functions for 
the 2JP and 23P states encouraged us to make similar cal­
culations for the 2JS and 23S states. We used a 23S func­
tion of the Eckart form

* (2 3S) =  [ 0 Is(1 )0 2s(2) -  0 2S(1 )0 1S(2)]S+
where

<t>*s =  N 2ae - r h A ~ t ' r )

0 is =
and A is chosen to orthogonalize 0ia and 02s.

Using the Hylleraas-Undheim theorem,5 we wrote the 
21S function in the form

* ( 2 1S) =  [C 10 ls( l ) 0 ls(2) + C 2( 0 ls( 1 )0 2s(2) +
0 2 s ( D 0 i s ( 2 ) ) ] S -

where the approximate energy of the 2LS state is found by 
solving the second-order secular equation, the higher root
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TABLE I :  Orbital Exponents in This W ork and
Expectation Values Compared to Accurate Values in 
Atomic Units (1 au = 27.21 eV)

State
¡•(Is)
¡•(21)'1

Expectation
value This work

Accurate
value

2>P 2.003 ( H) -2 .1 2 2 -2 .1 2 4
0.482 <1/Us) 0.243 0.245

23P 1.991 ( H) -2 .1 3 1 -2 .1 3 3
0.545 <1 /rn) 0.266 0.267

2 'S'1 1.990 ( H) -2 .1 4 3 -2 .1 4 6
0.529 U /rn) 0.249 0.250

23S 2.009 ( H) -2 .1 7 2 -2 .1 7 5
0.694 <1//I2> 0.272 0.268

a f(2l) means f(2p) for P states and f(2s) for S states. 6 In i/-(21S), Ci = 
0.1207 and Ci =  0.7071.

being an upper bound for the 24S energy. The orbital ex­
ponent in 0is was fixed at 1.6875® and the exponents in 0 is 
and 02s were varied to minimize the 21S energy. The re­
sults, given in Table I, are in excellent agreement with 
accurate values given by Kohl.ld
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Low-Temperature Studies of Photolyses of 
Transition-Metal Complexes. The Ferricyanide Ion

Publication costs assisted by Central Michigan University
Sir: At least three major modes of reaction of photoexcit- 
ed transition-metal complexes can be distinguished: (i) 
electron ejection arising generally from irradiation within 
a CTTS absorption band; (ii) electron gain from solvent, 
arising after a charge-transfer process involving electron 
movement from the ligand to the metal (CTFL); and (iii) 
ligand loss, displacement, or rearrangement, arising fre­
quently from d-d excitations, and depending upon differ­
ing ligand labilities in the ground and excited states. (In 
addition, localized absorption by ligands may be impor­
tant but we are not concerned here with such processes.)

Process i has been studied by pulse photolysis methods 
for the liquid phase, which reveal the presence of “ solvat­
ed” electrons and in the solid state, which gives trapped 
electrons. While ferrocyanide ions (Fe(CN)64_) readily 
lose electrons when exposed to light in the 200-250-nm 
range,1 Fe(CN)63~ ions are not photoionized in this spec­
tral region.

3250G

Figure 1. First derivative esr spectra for uv photolyzed 
Fe(CN)63_ in aqueous methanol at 77 K directly after photolysis 
showing features assigned to H2COH (a) and HCO (b) radicals.

Figure 2. First derivative esr spectra for uv photolyzed 
Fe(CN)63- in aqueous methanol at 77 K, after slight annealing 
above this temperature to remove signals from H2COH and 
•HCO radicals, revealing features assigned to 
Fe(CN)5MeOH2~.

However, processes ii and iii have only been studied ex­
tensively in fluid solution, under which conditions the 
technique of esr spectroscopy is generally of little use. The 
great advantage of solid-state photolyses is that primary 
or secondary products are often detected, and subsequent 
complex processes are prevented.2

In the present work, ferricyanide ions in various sol­
vents and a range of concentrations have been exposed to 
light from a high-pressure mercury arc (313 and 365 nm) 
at 77 K, and the products studied by esr spectroscopy. 
Under these conditions, both d-d and CTFL excitations 
occur,3 and products may be formed by either or both ex­
citations. For methanolic and aqueous methanolic glasses, 
the esr spectra contain features that are unambiguously 
assignable to H2COH (D2COD) radicals4 and HCÔ 
(DCO)5 formed from the solvent, and also broad features 
for a nonaxial Fe111 complex in the spin-paired (d5) con­
figuration (Figures 1 and 2). In the absence of ferricya­
nide, no signals were detected. Also solutions of ferrocyan- 
ides treated similarly gave no solvent radicals.®

We suggest that the GH2OH radicals stem from a CTFL 
process, the electron-deficient ligand extracting an elec­
tron (or possibly a hydrogen atom) from an adjacent sol­
vent molecule during the lifetime of the excited state
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Fe(CN)63 + hv —*•
O  3 4— +

[(CN)5FeCN— HOMe] — ► Fe(CN)6 + MeOH
o r

— *• (CN)3FeCNH3_ + MeO 

MeO + MeOH — ► MeOH +  H-COH7

The HCO radicals, whose relative yield increases with 
time, are known5 to be formed by incidental photolysis of 
the resulting H2COH radicals

H2COH — ► HCO + H2

though in this case they could also be formed from 
Fe(CN)5MeOH2- .

The Fe111 species must be formed from the symmetrical 
parent Fe(CN)63“ ion by some sort of ligand modification. 
(The parent ions display no detectable resonance at 77 K 
because of their high symmetry and efficient spin relaxa­
tion.) Possible candidates are Fe(CN)53~, R- 
NCFe(CN)52_ (where R = H or solvent radical), and 
Fe(CN)sMeOH2_. Clearly, departure from axial symme­
try (gi = 2.354, g2 = 2.170, g3 = 1.928) rules out 
Fe(CN)53_, which has probably been detected in 7 -irra­
diated alkali halide lattices containing the Fe(CN)64_ 
ion.8 This species was clearly axial, with g ± 2.13 and gn
2.000. It is difficult to see why a species of the type R- 
NCFe(CN),52' should form on photoexcitation, and we are 
drawn to the conclusion that the nonaxial species is 
Fe(CN)sMeOH2_. Since we were not able to detect 
Fe(CN)53- radicals, it seems that, if the process is SnI in 
type

(Fe(CN)63’ )* Fe(CN)52- + CN'

FefCN)/“ +  MeOH — ► Fe(CN)5MeOH2" 
then the second step must be extremely efficient even at 
77 K.

These studies, which are clearly of significance to the 
study of reaction mechanisms, are being extended to other 
complexes.
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Electron Spin Polarization Effects in a Study of 
Transient Hydrogen Atoms in Acidic Ices under 
Electron Irradiation
Publication costs assisted by the Faculty of Engineering,
University of Tokyo
Sir: The phenomenon of the chemically induced dynamic 
electron polarization (CIDEP) has recently attracted 
much attention,1 since it presumably comes from some 
elementary process of the radical reaction. Its mechanism, 
however, is still far from complete understanding because 
of the scarcity of the experimental results. The phenome­
non of CIDEP on hydrogen atoms (H atoms) in acidic 
aqueous solution was investigated by Fessenden, et al.,2 
and by Smaller, et al.3 As the phenomenon is considered 
to be sensitive to variation of the time scale of the events, 
measuring in different phases and at various temperatures 
seems helpful for its elucidation. It is known that H atoms 
are stably trapped at -196° in 7 -irradiated acidic ices, 
and that they disappear rapidly above -165°.4 We have 
measured esr spectra of H atoms formed in acidic ices in 
the temperature range from -160 to —50°, and have ob­
served the CIDEP phenomenon of H atoms in the higher 
temperature region (see below) together with the motional 
narrowing of their line width. The measurements were 
carried out during continuous electron irradiation from an 
accelerator.5 Here a preliminary account of the experi­
mental results is given, which revealed rather different 
aspects of the CIDEP phenomenon of H atoms.

Solutions of sulfuric acid and hydrochloric acid were 
used. Since this seems to be the first observation of nar­
rowing of H atom signals, the change of spectra with tem­
perature is first described, taking 0.5 M  sulfuric acid solu­
tion as an example. At —160°, the spectrum of transient H 
atoms was observed. It had the same characteristics as the 
so-called trapped H atoms at -196°.4 On elevating the 
temperature, the signals become less intense due to the 
increase in the detrapping rate. The narrowing of the line 
width begins at about -130°, where the signal intensities 
are extremely low. Above —110°, there appears an anoma­
ly which is characteristic of the CIDEP phenomenon; the 
low-field line (LF line) is now in emission and the high- 
field line (HF line) in absorption. The apparent signal in­
tensities in the derivative representation increase toward 
higher temperatures, with the line width showing further 
narrowing. With constant dose rate the HF line shows a 
minimum around -130°, while the LF line disappears 
around —130° and at higher temperature reappears as the 
emission line. Approximate line width at maximum slope 
is 3.8 G at -155°, 3.3 G at -139°, 1.6 G at -121°, 0.5 G at 
-96°, and 0.4 G at —74°. There is no phase transition in a 
usual hexagonal ice. Since the narrowing of the proton 
nmr line width begins above -60°,6 the narrowing of the 
esr line width observed here should be ascribed not to the 
tumbling motion of the water molecules surrounding the 
trapped H atoms, but to the translational diffusion of H 
atoms. This almost free diffusion of H atoms is considered 
to be a necessary condition for the observation of the 
CIDEP phenomenon.

It must be mentioned here that in the higher tempera­
ture region, namely, above -130°, the system may well be 
regarded to be in the steady state, since the accumulation 
of other radicals is very small.7 One important difference 
from CIDEP in the liquid phase was found in the dose 
rate dependence of the signal intensity in the higher tem-

The Journal of Physical Chemistry. Vol. 78. No. 13. 1974



Com munications to the Editor 1337

Figure 1. Dose rate dependence of H atom signals in (a) 0.5 M 
H2SO4 solution at —11°, (b) 1 M HCI solution at -1 8 ° : •  high- 
field line; O, low-field line.

perature region (Figure 1). Neither the HF line, nor the 
LF line is proportional to the dose rate in contrast to the 
observation by Fessenden, et al.2 Still more important is 
the difference in dependence of the LF and HF line inten­
sity upon the change of dose rate. In liquid-phase experi­
ments, both lines are reported always to appear in about 
the same intensity.2-3 Increasing the dose rate results in a 
decrease of the life time of H atoms due to the increase of 
their concentration. Thus, the weakness of the LF line rel­
ative to the HF line at low dose rates is attributable to 
the relaxation process that effects significantly when the 
life time is long. On the other hand, the difference at the 
higher dose rate, or, more explicitly, the fact that the LF 
line far exceeds the HF line in the case of 1 M  hydrochlo­
ric acid solution at high dose rates (Figure lb) has an im­
portant implication to the theory of the phenomenon. 
This cannot be ascribed to a difference between the reac­
tion schemes in the solid and liquid state, and must be 
due to the polarization process itself. Interpreted from the 
standpoint of the radical pair theory,1 this phenomenon 
cannot be explained only by the mixing of singlet S and 
triplet To, since it predicts equal polarization for both 
lines. As was proposed by Atkins, et al.,8 in the quite dif­
ferent case with radicals that have excited triplet precur­
sors, the mechanism of mixing of triplet T - i  with S must 
be contributing at least to a comparable order, though it 
is difficult to explain at the present stage why the latter 
mechanism should be emphasized in the present experi­
ment.

Further experiments and analysis are necessary to clari­
fy the polarization mechanism, and we think this system 
is a good example for such study.
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Reaction of the Nitrate Radical with Acetaldehyde 
and Propylene

Publication costs assisteo by the Ford Motor Company
Sir: Acetaldehyde is known to react rapidly1 with a mix­
ture of O3 and NO2 but rather slowly2 with O3 or NO2 
alone. N2O5 and NO3 are produced in the O3-NO2 system 
by the reactions3 -4 
0 3 + N02 —*- N03 + 02

=  4.4 x 1CT17 cm1 molecule-1 sec 1 (1)

NO3 + N02 N205
K  = -  0.80 x 10U molecule/cm3 (2)

It has also been reported5 that a mixture of N2O5 and 
CH3CHO gives a high yield of peroxyacetylnitrate (PAN). 
Thus either N2O5 or NO3 is reacting with acetaldehyde. 
Stephens1 has observed that the PAN yield in the O3 + 
NO2 + CH3CHO system falls off sharply when [N02]/[C>3] 
> 2. Since reactions 1 and 2 require a stoichiometry of 
two molecules NCVper molecule of O3, excess NO2 reduc­
es the NO3 concentration by shifting reaction 2 toward 
N2O5. Hanst6 has analyzed these data and calculated the 
NO3 concentration using reactions 1 and 2. From the lin­
ear relation between PAN yields and NO3 concentrations, 
he concludes NO3 is involved in PAN formation. As sug­
gested by various authors,7 a plausible mechanism for 
PAN formation is given by

N03 + CH3CHO —-  HNOj + CH3CO- (3)

CH,CO + 0 2 —* CH3COOO (4)

CH3COOO + N02 —  PAN (5)
In view of the potential role of these reactions in photo­

chemical smog formation, the kinetics and mechanism of 
the N2O5 + CH3CHO system have been studied in some 
detail. Since the reaction of propylene with NO2-O3 
mixtures also yields PAN as a product, the N2O5-C 3H6 
system has also been investigated.

The concentrations of reactants and products were de­
termined using a 40-m path length infrared cell. A de-
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TIME [MINUTES]

Figure 1. Time/concentration plot of N2O5 as a function of 
C H 3C H O  and N O 2. Solid lines are calculated, points are experi­
mental data [N205 ]o = 3.1 mTorr: curve A, N20 5 alone; curve 
B, [C H 3C H O ]0 =  28 mTorr, [NO2]0 =  4.6 mTorr; curve C, 
[CH3CHO]o = 28 mTorr, [N 02]o = 2.3 mTorr; curve D, 
[CH3CHO]o = 14 mTorr, [NO2]0 = 0.57 mTorr (calculated, see 
text).

tailed description of this apparatus has been given pre­
viously.8 PAN was analyzed both by infrared absorption 
and by electron capture gas chromatography. Most experi­
ments were carried out using 400 Torr of O2 and 350 Torr 
of argon as diluent , at 300°K.

Kinetic data were obtained by measuring the rate of 
N2O5 decay in the presence of various concentrations of 
CH3CHO and NO2. The results are shown in Figure 1. 
The points are experimental data, while the lines are cal­
culated based on reactions 2-6 as explained later. Curve D 
in this figure shows that the decay of N2O5 increases sig­
nificantly over the background rate (curve A) when acet­
aldehyde is added. The first-order decay of N2O5 was 
found to be proportional to CH3CHO concentration. The 
addition of NO2 reduces the rate of reaction as shown by 
curves B and C. The addition of ozone (not shown) in­
creases the decay rate of N2O5. This is consistent with the 
occurrence of reaction 3 since the addition of 0 3 increases 
the NO3 concentration. Several experiments carried out at 
a low partial pressure of oxygen (<1 Torr) resulted in 
non-first-order decay of N2O5. A change in mechanism is 
expected under these conditions since the other reactions 
can compete with reaction 4.

During the course of the reaction, infrared absorptions 
due to PAN and H N 03 were observed. Using the pub­
lished9 extinction coefficient for PAN at 1160 c m '1, the 
yield of PAN per N 2 O 5  consumed was found to be greater 
than 0.8. The H N 03 yield was difficult to measure accu­
rately because of rapid absorption on vessel walls. How­
ever. its yield was at least 50% of the amount of N2O5 
reacted. Formation of some NO2 was observed. For exam­
ple, the data in curve D showed 0.5 ±  0.15 mTorr of NO2 
at the end of the run. A part of this NO2 was impurity 
present in the N20 5 sample.

The experimental data described above can be used to 
derive a rate constant for reaction 3 by a numerical inte­
gration of reactions 2-6

N20 5 + wall — *- products (6)

where k6 is the heterogeneous N2O5 background decay 
and was typically 5 x 10' 4 s e c '1. The rate of k3 used in

this calculation was adjusted until the calculated N2O5 
decay matched that observed experimentally. The exact 
values used for k 4 and k5 do not affect the calculated 
N2O5 decay since no competing paths are allowed for 
reactions 4 and 5. Since there was some net formation of 
N 02, not all of the CH3CO- reacts with N 0 2 to form 
PAN. As mentioned earlier, small concentrations of NO2 
present as an impurity in N2O5 samples and also as a 
product have a pronounced effect on the reaction rate be­
cause of a shift in the NO3-N 2O5 equilibrium. To obtain 
more reliable data, most experiments were run by adding 
sufficiently high concentrations of NO2 to the reaction 
system to shift this equilibrium to a less sensitive region. 
As shown in Figure 1, all of the data with added NO2 can 
be fitted by the calculated curves. The experimental data 
together with this mechanism lead tc k3 = 1.2 X 10' 15 
cm3 m olecu le1 s e c '1. The estimated uncertainty in the 
experimentally determined values of d In [N2Os]/dt is 
±25%. The accuracy of the rate constant k3 is also linear­
ly dependent on the value of k -  2/^2- 

In the N2O5-C 3H6 system, the decay of N2O5 was simi­
larly monitored as a function of C3H6 and N 0 2 concentra­
tion. In this system, NO2 was a major product. Another 
product was observed in the region of 1670 cm ' 1 which 
was tentatively identified as a nitrite. PAN was not ob­
served when N2O5 was used as a source of N 0 3. Thus the 
PAN observed in the reaction of C3H6 with N 0 2- 0 3 
mixtures probably results from the ozonolysis of propylene 
which produces acetaldehyde. The acetaldehyde thus 
formed can undergo subsequent reaction with N 0 3 to 
form PAN. The kinetic behavior of N2O5 in propylene was 
determined at several initial NO2 concentrations ranging 
from 0.5 to 10 mTorr. The effect of the added NO2 on the 
N2O5 decay rates was consistent with the mechanism 2, 6, 
and 7

NOj + CjHj — ► product (7)

The calculated N20 5 decays gave the best fit to the data 
when a value of 3 x 10' 15 cm3 m olecu le1 sec' 1 was used 
for k7. The uncertainty in k7 is similar to that discussed 
forfe3.

In summary, N 0 3 has been shown to undergo reaction 
with CH3CHO and C3H6 at a rate much faster than the 
corresponding ozonolysis reactions (3.4 X 1 0 '2° and 1.2 X 
1 0 '17, respectively).2'10 Further work to determine the 
kinetics and mechanism of the reactions of N 0 3 with 
other organic compounds and the implication to photo­
chemical smog are underway.
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