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Chain destruction of O3 by HOx radicals has been studied in the range 0-69° by the technique of steady- 
state photolysis of O2-H 2O and O2-H 2O-CO mixtures at 1849 A. The chain propagation and termination 
reactions are OH -  0 3 — H 02 + 0 2 (1), H 02 + 0 3 — OH + 202 (2), OH + H 0 2 — H20  + 0 2 (8), H 02 
+ HO2 —*• H2O2 + O2 (9). The results yield the rate constant ratios i*?2/ A91 2 = 1.1 x 10-7 exp( — 3100 ± 
500/RD  cm3 2 sec-1 2 and kgkg/kgki = 12 exp(-1600 ±  nOOjRT). Hence. £ 2(kcal mol-1 ) = 3.1 ±  0.5 + 
VzEg and Ei (kcal mol-1) = 1.5 ±  0.7 + Eg — ^Eg. Based on the result of Paukert and Johnston that kg 
= 3.6 X 10-12 cm; sec-1, and assuming Eg ~  0. then kg = 2 X 10- 13 exp[-(-3100 ±  500)/f?r] cm3 sec- A 
with an (estimated) uncertainty of a factor of 2 in the .4 factor. If it is further assumed that Eg = 0, then 
Ei = 1.5 ±  0.7 kcal mol-1, which is in good agreement with Anderson and Kaufman who found E\ = 1.9 
kcal mol-1 . Our results give Ij8(298°K) = 1.6 X 10-10 cm3 sec-1, based on literature values of k\ and the 
above quoted kg. This result for kg is believed to be accurate to within a factor of 3. As a test of mecha­
nism, the 0 3 steady states were found to obey the predicted inverse square root dependence on water 
pressure over a wide range.

Introduction
The effect of water on ozone photolysis has been of in­

terest to photochemists for many years, and has received 
increased attention recently in connection with possible 
effects of exhaust from high-flying aircraft on stratospher­
ic ozone.2 Much of the literature on the effect of water on 
ozone photolysis stems from the early work of Heidt and 
Forbes3 and Norrish and coworkers.4 Catalytic destruction 
of ozone was discussed in 1935 by Weiss5 in studies of the 
decomposition of ozone in aqueous solution, the cycle 
being as follows

OH -  0 3 — *- HO, -  O, (1)
HO, -  0 3 —  OH - 20 , (2)

Complete elucidation of the mechanism of wet ozone pho­
tolysis has been difficult, however, due in part to the 
complexity of pure ozone photolysis.

Recent steady-state experiments involving photolysis of 
O2-H 2O mixtures at 1849 A6 have provided direct evi­
dence for the catalytic cycle represented by reactions 1 
and 2, and rate constants for these reactions were mea­
sured at room temperature. In the present report we have 
extended the measurements to the temperature range 
0-69° in order to measure temperature dependences of

reactions 1 and 2. Additional experimental results con­
firming the reaction mechanism are also reported.

Experimental Section
Apparatus. Figure 1 shows a schematic diagram of the 

cell and associated equipment. The light source was a spi­
ral low-pressure mercury lamp. An 02- 0 3 filter, described 
previously,6 was incorporated to remove the 2537-À radia­
tion which would otherwise have been absorbed strongly 
by 0 3 in the cell proper. Ozone concentrations were moni­
tored photometrically using a separate, relatively weak 
source of 2537-A light which could be diverted either 
through or around the cell by means of appropriate mir­
rors and shutters.

The temperature of the cell was controlled by circula­
tion of water from a constant temperature bath through a 
jacket surrounding the cell. Temperature inside the cell 
was monitored by means of a thermocouple probe which 
could be positioned at different points parallel to the cell 
axis to test for temperature gradients. Temperature varia­
tions were less than 1° except near the windows where dif­
ferences up to 2° were noted.

Pressure measurements were made with a quartz spiral 
manometer (Texas Instruments Co.) and a calibrated
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1448 W. B. DeMore and E. Tschuikow-Roux

Figure 1. Schematic diagram of apparatus. The cell diameter 
(not including water jacket) is 15 cm and the length is 92 cm.

Wallace and Tiernan gauge. Water vapor measurements 
were made with the former instrument, and as a test 
these readings were compared with the known vapor pres­
sure of water at 0°. The results indicated that accurate 
water pressure measurements could be obtained provided 
that sufficient time (about 10 min) was allowed for equi­
librium. Tests also showed that the water pressure re­
mained constant in the cell after equilibrium.

The experimental procedure for mixture preparation 
was to first equilibrate the water vapor pressure in the 
evacuated cell. Oxygen was then added, followed by nitro­
gen to bring the total pressure to 700 Torr.

Chemicals. The O2 was Matheson “ ultra-high purity” 
grade, containing less than 2 ppm of H2O. The nitrogen 
was Air Products “ extra-high purity" grade containing 
less than 10 ppm of H20. Carbon monoxide (Matheson 
Research Grade) was purified immediately before use by 
passage through a packed U-tube at -196°, and then com- 
pressively injected into the cell by means of a plunger.

Mechanism
Photolysis of 0 2-H 20  mixtures at 1849 A produces both 

ozone and HO* radicals as follows

0 , - 1849 A —  O + O (3)

0  + O, -  M —-  O - M (4)
/ h2°

H,0 + 1849 A — * H +■ OH (5)
H - 0 , + M — » HO, ! M (6)

The O3 concentration rises until a steady state is reached, 
at which point the rate of O3 destruction by the chain 
reactions 1 and 2 exactly balances the rate of O3 produc­
tion by O2 photolysis according to reactions 3 and 4. The 
occurrence of chain decomposition is proven by the fact 
that O3 steady states are reached despite the fact that 
/a° 2 > 7aH2°; that is, each HOx radical must account for 
the destruction of more than one 0 3. An important fea­
ture of this method is that photolysis of O3 does not occur 
to an appreciable extent because the 2537-A line, which 
would be strongly absorbed by O3, is filtered out (see Ap­
paratus section). Attack on O3 by H atoms

H + 0 3 — ► OH + O, (7)
is suppressed to a negligible extent by reaction 6, which is 
much more rapid than reaction 7 at the high 0 2/ 0 3 ratios 
which are characteristic of this experiment.

The radical termination steps are
OH - HO, —  H,0 - 0 2 (8)

HO, - HO, — ► H,0, ‘ O, (9)

The reaction OH + OH —* H20  + O. which has a rate

constant about one-half that of reaction 9,7 does not con­
tribute appreciably to the radical termination rate be­
cause, as shown later, the ratio O H /H 02 is small. Reac­
tion 9, which produces H20 2, is always followed by

OH + H20 , — ► H20  + H02 (10)
The net reaction, adding (9) and (10), is therefore equiva­
lent to reaction 8, with the exception that the rate-deter­
mining factor is kg. The fact that OH and HO2 always 
disappear in pairs, combined with their production in' 
pairs by the H20  photolysis, requires that the chain reac­
tions 1 and 2 obey the relation

frJOH] =  A’2[H 0 2] ( I D
Equation 11, which can be verified oy a steady-state 
treatment of the mechanism, shows that the ratio of radi­
cal concentrations [OH]/[H02] is determined by the rates 
of the chain steps and is equal to ki/k-y.

Addition of CO to the mixture has the effect of convert­
ing OH to H 02, by the following reaction sequence

OH + CO — ► H + 0O2 (12)

H i O, + M — * HO, + M (6)
Small concentrations of CO, of the order of 5 Torr, are 
sufficient to scavenge all OH and thereby suppress reac­
tion 1.

The O3 steady states are given by the following expres­
sions, where [03]ss°  refers to the O3 steady-state concen­
tration in the absence of CO, and [O3]ssco is the O3 steady 
state in the presence of sufficient CO so that A,i2[CO] »  
*i[OH].

[0 3L °  =
.  Oo _ O 9 0 9

* ifO H ]„°  + A’2|H 021ss° ¿i[OHlss° A’2|H 021ss°

(13)

IO:!lssco = 2/a° 2/A’2[ HO, ]ssco (14)

Expressions for the H02 steady-state concentrations can 
be derived as follows

l " 2° = k 8f OH |ss° (H02 1ss° + A’9([H02]ss° )2 (15)
Making use of the relation &i [OH]s9° = /e2[H02]sa0, we 
have

When CO is present in excess, the only termination step 
of importance is reaction 9. Thus

/ aH2° = M [H 0 2]sscc)2 (17)

[H 02]ssco = ( I ^ ° ) U2/kgU2 (18)
Substitution of these expressions for the H 02 concentra­
tions in ( 13) and ( 14) gives

o; Cï L - iT  '•TT,tf\ïTtr
(19)

17a - )

[O-l co =

Taking the ratio of eq 19 and 20 gives

(20)
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Reactions of OH and H02 with 0 3 1449

=  4 ([0 3]ss° / [ 0 3]ssc o )2 -  1 =  4a 2 -  1
(21)

where a = [0 3]ss0/ [ 0 3]ssco.
Equation 21 thus provides a simple relationship be­

tween the experimentally determ.ned quantity a and the 
rate constants for chain propagation and termination.

The ratio kg ¡kg1'2 can be obtained from eq 20. To make 
this calculation, it is necessary to express the ratio /a02/
(/aH20)l/2 in terms of the'total light absorbed by the mix­
ture, /aT. Defining the quantities fo2 and / h2o as the re­
spective fractions of 1849-A light absorbed by 0 2 and H20 
in a given mixture, we have

/ ° 24

( 4 H2° ) 1/2 ( / h2o 4 T)T\l/2

/ o 2( 4 t )1/2

( / h,o)1/2
(22)

A lso

/ o 2 - kx°2P °2
o o

2}p 2
H0O H0O

+ h  2 b 2
(23)

The quantity k\°2 is the 0 2 extinction coefficient at 
1849 A, and p° 2 is the 0 2 partial pressure. A similar ex­
pression holds for / h2o. The values used in this work are 
k\02 = 0.29 cm -1 (atm STP) -1 and k\H2°  = 2.1 cm -1 
(atm STP)-1 . Actinometric measurements of IaT were 
based on rates of O3 production in the photolysis of pure 
0 2 at absorbances closely matching those of the 0 2-H 20  
mixtures.

The final result for fc2/&91/2 is

h  _
k 9U2

2 ______________k ° 2p ° 2_______________ ( 4 t ) 1/2

l° 3lssC° O ^ V V 2/ 2 + k * 2° p K2° ) 1/2 ( p H2° ) 1/2
(24)

Useful tests of the mechanism can be made by examin­
ing the dependences of the O3 steady states on light in­
tensity and partial pressure of water. From eq 24, it can 
be seen that [O3]ssco should be proportional to the square 
root of light intensity and inversely proportional to the 
square root of pH2°. The same dependences hold for 
[03]ss°, as can be seen by comparison of eq 19 and 20. In 
the previous report6 it was shown that [03]ss°  shows the 
predicted dependence on light intensity when the latter 
was varied by a factor of 2. Larger variations in light in­
tensity are not practical because of constraints arising 
from the amount of light available and the fact that ex­
cessively long times are required zo reach steady state at 
very low light intensities. For these reasons emphasis was 
placed on varying the partial pressure of water rather than 
the light intensity.

Results and Discussion

At all temperatures in the range 0-69° the ozone con­
centration vs. time behavior was qualitatively similar to 
that observed at room temperature. A steady state was 
reached in approximately 8-10 hr which then remained 
constant. For convenience, most o: the steady-state deter­
minations were made by allowing the irradiation to pro­
ceed overnight, first with no added CO, and then with ex­
cess CO. The excess CO was added either to the same 
mixture or to a fresh mixture. No difference in final

Figure 2. Arrhenius plot of k g /k g '12. Points represent average 
values of data for each temperature In Table I. Only those ex­
periments in which the 0 2 pressure was 200 Torr were used in 
computing the averages.

steady states was noted in the latter types of CO addi­
tions. With the lamp turned off no appreciable 0 3 decay 
occurred even at the higher temperatures.

Table I shows the ozone steady states obtained in the 
presence and absence of excess CO. With allowance for 
effects of light intensity, a definite negative temperature 
dependence of the 0 3 steady states is observed. Also, the 
quantity a shows a small but definite increase with tem­
perature.

The Rate Constant kg. Table I includes the values of 
kg/kg112 calculated for each experiment from eq 24. These 
data are plotted in Arrhenius form in Figure 2. This gives

k2/ k j n  =  1.1 X
10' 7 e x p (-  3100 ± 500/RT) cm 3/2 s e c “1/2 (25)

If we use the Paukert and Johnston8 result that kg = 3.6 
X 10-12 cm3 sec-1 , and assume zero temperature depen­
dence for kg, then the resulting Arrhenius expression for 
k2 is

k2 =  2 x  10“ 13 e x p (-  3100 ± 500/RT) (26)

The uncertainty of 0.5 kcal mol-1 in E2 is based on ex­
perimental scatter, and does not include any uncertainty 
in the temperature dependence of kg. If kg has a nonzero 
activation energy, then
E 2(corrected ) =  3.1 = 0.5 + V2E 2 kcal m o l“ 1

(27)
The principal uncertainty in the absolute values of k2 is 
associated with the calculation of H 02 concentrations. 
These errors arise from uncertainty in kg and also from 
effects of nonuniform light absorption. As shown in the 
previous work, and as can be seen in Table I, there is an 
increase in the calculatec kg at lower 0 2 pressures (which 
gives more uniform light absorption). The error from this 
source is not greater than a factor of 1.5. Combined with 
an uncertainty of a factor of 2 in kg (which enters as the 
square root in the kg determination) the overall uncertain­
ty in k2 at a given temperature is about a factor of 2.

It should be pointed out that the value kg = 1.2 X 10-5 
cm3 sec-1 is lower than 'he previously reported6 value kg 
(25°) = 3 X 10-15 cm3 sec-1 , primarily because a higher 
value of kg was used in the previous work (kg = 9.5 x
10-12 cm3 sec-1),9 and partly because of the above-men­
tioned dependence of kg on 0 2 pressure.

The Journal of Physical Chemistry. Vol. 78. No. 15. 1974



1450 W. B. DeMore and E. Tschuikow-Roux

TABLE I: Summary of Experimental Data
M ix tu re  /»101, (Po3)ss0, ( /J03) s / ;0 , X  10»,

T ,  "C  1 1 / ) -0 —N j, T o rr  m Torr/sec m T orr m T o rr kskz/kaki cm 3/” sec 1/2

0 2-200-500 2 .33 81 .1  127 0.631 0 .35
0 3-200-500 9 .10 114
0 2-200-500 7.55 136

10 2-200-500 4.44 75
10 2-100-600 3 .66 42
10 2-200-500 7 .10 105
10 3-200-500 8 .78 93
25 3-200-500 9 .10 73
50 2-200-500 6 .34 58
50 2-200-500 5.22 51
50 1-200-500 6.67 87
50 3-200-500 6.00 46
50 1-200-500 6.39 88
69 3 -3 0 0 ^ 0 0 4.44 44
69 2-200-500 5.23 38
69 1-100-600 3.66 30

Figure 3. Arrhenius plot of data according to eq 21.

Figure 2 also includes for comparison the results of Si- 
monaitis and Heicklen,10 who measured the ratio kg/kg12 
by a method involving photolysis of O3-O 2-H 2 mixtures at 
2537 A. The agreement is very good, although their Ar­
rhenius expression k2/kg1/2 = 1.9 x 10“ 8 exp(-2000/f?T') 
is slightly different from ours.

Activation Energy for ki. Figure 3 is a plot based on eq 
21, taking average values of a at each temperature. The 
Arrhenius expression is

-  12 exp (-1600  ± 500/.RT) (28)
Thus

( £ 2 -  £ t) + (£ g -  £ 9) =  1.6 ± 0 .5  kcal m o l"1 (29)
Substitution of eq 27 in 29 then leads to

E j =  1.5 ± 0.7 + E s — V2£ 9 kcal m o l"1 (30)
If, for the purpose of this discussion the radical-radical 
reactions 8 and 9 are assumed to have zero activation 
energies, then

£1 =  1.5 ± 0.7 kcal m o l"1 (31)
This result is in good agreement with the Anderson and 
Kaufman11 value E\ = 1.9 kcal mol-1 , suggesting that the 
quantity Es -  %£g is in fact small. Reaction 8 is very 
rapid (see next section) and probably has a near-zero £ a.

180 0 .604 0 .3 8
216 0 .586 0 .36

7 121 0 .566 0 .50
3 64 .4  0 .726 0 .58

162 0 .680 0 .47
140 0.765 0 .48

.7 109 0.829 0 .64

.3 81 .4  1.05 0 .90

.0 73 .5  0.926 0 .9 0

.1 129 0 .824  0 .83

.3 65 .0  1 .03 0 .87

.2 125 0.991 0 .83

.9 60 .3  1.22 1 .00

.9 54 .9  1.01 1.20

.2 41 .6  1.11 1.32

1 (PH2°,1-2 2

Figure 4. Dependence o f O 3 steady states on partial pressure o f 
water.

The foregoing results therefore suggest that reaction 9 also 
has a low or zero £ a.

The Rate Constant ks■ The data of Table I could be 
used, to derive the complete Arrhenius expression for ki, if 
both kg and kg were known precisely In the preceding 
discussion, we employed the assumption that Es = 0 to 
derive £ 1, but we did not use any absolute value of kg. 
Since there are now four measurements of fei,6,11-13 all of 
which fall in the limits fci(298°K) = 6 ±  2 X 10“ 14 cm3 
sec-1 , but only one measurement of ks,9 we have chosen 
to take &i(298°K) as a known and to use our data to cal­
culate ks at 298°K.

The experimental results are in the form

k2/k3i/2 =  f ( T )  (25 ')

k sk2/kgki =  f ( T )  (28 ')
Solving for kg, we have

h  = H f )kik^ /2 (32)
If we take &i(298°K) = 6 x 10-14 cm3 sec-1 and 
&9(298°K) = 3.6 x 10“ 12 cm3 sec“ 1,8 then

fe„(298°K) =  1.6 x 10" 10 cm 3 s e c "1 (33)
This value of kg, which is believed to be accurate to with­
in a factor of 3, supports the finding of ref 9 that reaction 
8 is very fast. Further confirmation of this important rate 
constant is needed.

Tests of Mechanism. The reliability of the foregoing re­
sults depends on the accuracy and completeness of the 
proposed mechanism. This mechanism has the advantage
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of being very simple and apparently free of complicating 
side reactions, with the result that the O3 steady states 
depend only on the rates of the chain-propagation and ter­
mination reactions, which are the quantities to be mea­
sured. One method which we have used to test for the 
presence of unknown mechanistic complications has been 
to examine the dependence of the O3 steady states on 
pressure of water vapor over a wide range. Figure 4 shows 
a plot of [03]S9°  and [03]Ssco vs. the inverse square root of 
water pressure (cf. eq 22). To simplify the plot, the fol­
lowing normalization procedure was followed in order to 
account for the effect of added water in decreasing the 
fraction of light absorbed by O2

1 -1  c o r r

r 1 i r (kxp  2) i
L(/>H2° ) 1/2J r, °2^°2 - h2°. H,0 1/2l ( k x 2p  2 + tfx 2 p 2 ) J

The results show that the O3 steady states adhere closely 
to the predicted dependence on pH2° over a wide range of 
water vapor pressures (in the [ 0 3 ] s s °  plot, p H2° was varied 
from 1.5 to 12.64 Torr, and in the [03]ssco plot, pH2°  was 
varied from 1 to 3 Torr). This supports the proposed 
mechanism involving second-order termination reactions, 
and also demonstrates that both water pressures and O3 
steady states can be reproducibly and accurately mea­

sured. In addition, the results show that there is no indi­
cation of any dependence on the equilibrium O3 concen­
trations, as might be expected to arise if there were any 
contribution to O3 destruction due to reactions not ac­
counted for.
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Chemical Lasers Produced from 0 ( 3P) Atom Reactions. IV. CO Laser Emission from 
the 0  +  CN Reaction
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CO infrared stimulated emission has been observed from flash-initiated SO2 + XCN (X = Br, Cl. and 
CN) mixtures. About 36 P(J) lines of vibrational-rotational transitions are present between Ar (13-12) 
and Ar (5-4). Dilution in SF6 greatly enhances the laser emission, whereas only slight enhancement is 
obtained from such diluents as Ar and He. Mass spectrometric analysis shows that about 20% conversion 
of XCN occurs per five flashes at 2.1 k-J and that CO. NO. C 02. and probably some X 2 are produced. 
The reaction, 0 (3P) + CN(X2A) * CO* + NOS). AHi° = -74  kcal/mol. was confirmed to be the major 
pumping reaction of this system, and OOP) + CN * N(2D) + COt. 1H2° = —19 kcal/mol. seemed to 
be unimportant on the basis of our laser emission measurements.

Introduction
In the recently studied chemical laser producing reac­

tion.23 0 (1D) + CN --*■ CO + N, it was shown on the basis 
of laser emission measurements, that the N atom was 
formed in its (2D) state only, due probably to the spin 
conservation principle forbidding NOS) production. How­
ever, in the corresponding reaction nvolving 0 (3P). produc­
tion of both N(4S) and N(2D) are allowed processes

O (P ) c n (x 2a ) —  N(4S) -  
a  H y

CO*
= -  73.8 kcal mol (1)

o ( :ip) CN(X2C) — ► N(2D) + 
A H O

c o t
= - 18.8 kcal mol (2)

This system has recently been included in the preliminary 
investigation of several chemical laser-producing reac­
tions. involving the OOP atomic species generated by the
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vacuum ultraviolet (,\ >165 nm) flash photolysis of S02.2b 
The present work is a more detailed study of this reaction 
which included a complete frequency analysis of the many 
vibrational-rotational lines comprising the observed stim­
ulated emission, a study of the pressure as well as flash 
energy dependence of the laser emission intensity, and a 
mass spectrometric product analysis, in order to elucidate 
the reaction mechanism especially as regards the principal 
laser pumping reactions.

Experimental Section
The flash-initiated laser apparatus has been previously 

described.2b Briefly, a Suprasil laser tube (1-m long, 2.2- 
cm i.d.), fitted with replaceable high-transmission ir win­
dows at the Brewster angle, was positioned in an optical 
cavity formed by gold-coated mirrors at a separation of 
about 1.2 m. One of the mirrors has a 1-mm coupling hole 
at its center. Two 40-cm long quartz flash lamps were 
concentrically sealed, at about 2 cm apart, to the laser 
tube. The laser tube was directly connected, via the space 
between the two flash lamps to the all-glass, greaseless 
vacuum system. Frequency analysis was accomplished by 
passing the coupled laser output through a half-meter 
Minuteman Model 305M13 monochromator fitted with a 
kinematically mounted 150-line/mm grating blazed at 6 
Mm, and the lines were observed with a gold-doped germa­
nium detector maintained at 77°K, in conjunction with a 
Tektronix 545A oscilloscope.

The BrCN used in this study was obtained from Al­
drich, the C2N2 from Baker, and the C1CN from Ameri­
can Cyanimid Co., while the remainder of the gases used 
in this study were from the Matheson Gas Products Co. 
The noncondensable gases were delivered under high pres­
sure after repeated purging and were used without further 
purification. The condensables were always degassed at 
77°K prior to use and the S 02 was further purified by 
trap-to-trap distillation using various slush baths. All ex­
periments were conducted at room temperature 22 ±  2°.

Results and Discussion

(I) Pressure Dependence. Figure 1 shows the total stim­
ulated emission pulses observed from 20 Torr of a 3:1:20 
BrCN:S02:SF6 mixture, that from 14 Torr of a 3:1:20 
C2N2:S 02:SF6 mixture, and that from 10 Torr of a 3:1:20 
C1CN:S02:SF6 mixture, all flashed at 2.06 kJ of energy. 
The flash pulse has about a 15-psec rise time and a 45- 
/usec half-width. The emission begins at ~7-8  psec and 
continues until ~45 psec in the BrCN case and ~62 psec 
in the C2N2 case, although it is much less intense during 
the t > 20 psec period. Hence these systems seem to be 
intermediate between the 0 (1D) + CN and 0 (1D) + C3O2 
systems.2b-3 The emission from the C1CN system is much 
weaker due to its lower absorption coefficient; and like 
the 0 (1D) + CN case,2b extends only from ~ 8  to 20 psec.

It should also be noted here, that laser emission on 
three previously observed lines of CN4 was observed in the 
present system. When S 02 was absent, weak to moderate 
emission was observed from 10 Torr of a 1:10 C2N2:SF6 
mixture on the CN (X22), Ai>(4-3). P(9), P(10). and P (ll) 
lines. In the presence of S 0 2, rather weak emission was 
observed from 10 Torr of a 3:1:20 C2N2:S 02:SF6 mixture 
on the P(9) line only.

Figure 2 shows the dependence of peak laser pulse 
power with total pressure for 1:1:20 and 1:2:20 mixtures of 
BrCN:S02:SF6 flashed at 1.60 k-J. For both mixtures, the 
maximum occurs at a total pressure of ~ 60 Torr.

i i ______ ■
0 20 40 60 80

1 (/isec)
Figure 1. Total CO laser emission traces as a function of time: 
(a) from 20 Torr of a 3:1:20 BrCN:S02:SF6 mixture; (b) from 14 
Torr of a 3:1:20 C2N2:S02:SF6 mixture; (c) from 10 Torr of a 
3:1:20 CICN:S02:SF6 mixture; in all cases "lash energy =  2.06 
kJ.

Figure 2. Relative laser peak pulse power as a function of total 
pressure at a flash energy of 1.6 kJ: (O) 1:1:20 S02:BrCN:SF6 
mixture used; (A ) 2:1:20 S 02:BrCN:SF6 mixture used.

Similarly, Figure 3 shows the dependence of the peak 
laser pulse power upon the BrCN /S02 ratio. Varying 
pressures of BrCN were added to 20 Torr of a 1:20 
S 02:SF6 mixture. It can be seen that BrCN /S02 ratios of 
3 or greater produce significantly higher laser output than 
those in which the ratio is lower.

(II) Flash Energy Dependence. Figure 4 illustrates the 
dependence of the peak laser pulse intensity upon the 
square of the flash energy employed. The observed linear 
fit is consistent with the earlier proposed mechanism,2b in 
which both the reactant species which produce CO+ are 
generated flash photolyticallv. The reaction mechanism of 
this system will be discussed in section VI.

(III) Effect and Role of Added Gas Dduents. SF6 was by 
far the most efficient diluent in enhancing the laser out­
put intensity in the BrCN-S02 system. However, 
mixtures containing only S 02 + BrCN were observed to 
lase weakly. Furthermore, He and Ar diluents were also 
found to enhance the laser output, though much less effi­
ciently than SF6. This enhancement is due to the lowering
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[BrCN]/[S02]
Figure 3. Relative laser peak pulse power as a function of the 
B rC N /S 0 2 ratio. Varying BrCN pressures added to 20 Torr of a 
1:20 S 0 2:SF6 mixture. Flash energy was 1.6 k j.

Figure 4. Relative laser peak pulse power as a function of flash 
energy for 30 Torr of a 1:1:20 S 02:BrCN:SF6 mixture.

of the rotational temperature, and has been observed pre­
viously in such systems as 0 (3P) + CH,5 0 (3P) + CH2,6 
and COS + hv,7

Conversely, addition of even small amounts of 0 2 effi­
ciently quenched the CO laser emission, presumably due 
to the chemical scavenging reaction, CN + 0 2 >• OCN + 
0 , which is known to be as efficient as reaction l .8'9

The results of all of these pressure studies are summa­
rized in Figures 5 and 6. From Figure 5, it is noted that 
addition of 20 Torr of SF6 diluent to 4 Torr of a 3:1 
BrCN:S02 mixture yielded the maximum laser pulse in­
tensity. Addition of SF6 in excess of this optimum pres­
sure resulted in a gradual decrease in laser intensity due 
probably to the occurrence of V-V relaxation.10

(IV) Identification of Transitions. Having thus deter­
mined the optimum 3:1:20 BrCN:S02:SF6 lasing mixture, 
the individual rotational-vibrational transitions were 
identified employing the 0.5-m monochromator. A similar 
study was conducted for a 3:1:20 C2N2:S 02:SF6 mixture. 
The individual transitions observed with both mixtures 
are listed in Table I. In addition, there appeared to be a 
trace emission signal having its origin in the Ac (14-13) 
band, but it was too weak to reso.ve into specific P(-J) as­
signments.

The absent and unexpectedly weak lines in Table I may 
be the result of absorption of these particular frequencies

P(Torr)
Figure 5. Relative laser peak pulse intensity as a function of the 
pressure of various inert gas diluents added to 20 Torr of a 1:1 
BrC N :S02 mixture: (O ) SF6; (A )  Ar; ( O) Fie. Flash energy was 
1.6 k j.

Figure 6. Relative laser peak pulse power as a function of the 
pressure of 0 2. 0 2 was added to 30 Torr of a 1:1 S 0 2:BrCN 
m ixture; flash energy was 1.6 k j.

by BrCN and C2N2 both of which have infrared absorp­
tion bands in the 2150-cm^1 region. This effect was also 
noted in the analogous 0 (1D) study.23 However, while 60 
transitions were identified in that study, only 36 were 
found in this work.

(P) Mass Spectrometric Analysis. Gas mixtures were 
analyzed using a CEC-620 mass spectrometer. Both un­
flashed mixtures of 3:20:40 Ar:S02:BrCN and mixtures 
that had each been subjected to five consecutive flashes in 
the laser tube at a given flash energy ranging from 1.40 to
2.06 kJ were analyzed in this manner.

Five Cashes at 1.40 k-J decreased the BrCN concentra­
tion by only —10%, whereas about 20% depletion was ob-
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TABLE I: Observed V ibra tion -R ota tion  T ransitions
from  B oth  the C.N» and BrCN System s

CO tra n s itio n C-.'Nj/SOs® B rC N  SO)'

Ac (13-12) P(13) w t
P(12) w

(12-11) P(13) w
P(-2) t
PC-0) t
P(14) s

(11-10) P ( 13) m
P CD w m

(10-9) P(14) t
PC-3) m w
PC-2) s m

(9-8) P(14) t
P(13) s m
P(12) t
PC-1) m w

(8-7) P(15) t
P(14) m m
P(13) s w
PC2) vs m
PC-1) t w
P(10) m
P(9) w
P(8) t

f7-6) P(14) m
P(13) s m
PC-2) s m
PC-1) m w
P(10) m w
P(9) w

(6-5) P(16) w
P(15) w
PC4) t m
PC-3) m t
P(12) m m
PC-1) m w

(5-4) PC5) t t
PC-3) w
P(12) m

" 1 :3 :20  S 0 3:C ;N ; :S F ô. to ta l pressure 20 T o rr. b 1 :3 :20 SO?: B rC N  :SF6,
to ta l pressure 10 T o rr. 2.06-kJ flash energy in  both cases. N o en try
indicates th a t a tra n s itio n  is absent, vs =  very strong, s =  strong, m  =
medium , w  =  weak, and t  =  trace o r very weak.

served from five flashes at 2.06 k-J. This is less than the 
observed 20% depletion for only one flash in the 
()3:BrCN:SF6 system, in which conversion was primarily 
due to the 0 ( 1D) + BrCN reaction.2“ The analogous reac­
tion with the 0 (3P) atom does not occur as readily.

Product peaks were identified at m/e 28, 30, 42 (trace 
yields only), and 44, and were attributed chiefly to CO+, 
NO+, probably traces of OCN + , and C 0 2 + , although N2+ 
formation may have contributed somewhat to the m/e 28 
peak. These relative product yields, using the m/e 40 
peak of Ar as the internal standard, are plotted against 
energy in Figure 7 and are observed to vary linearly, un­
like the laser emission intensity which varied with the 
square of the flash energy. These apparently contradicting 
observations, as will be shown later, are likely due to the 
occurrence of various side reactions which take place at 
the later stage of a flash. Possible reactions responsible for 
the occurrence of these side products will be discussed in 
the next section.

( VI) Reaction Mechanism. As alluded to earlier, the ob­
served dependence of the overall laser emission intensity 
upon the square of the flash energy is consistent with the 
following reactions occurring in the flash
XCN -  h v  — *- CN(X2X) + X X = Br, Cl, or CN (A)

T1
—>-

<TJ'Scx.

'A
(30/4C)x5

1 28/40) 

o

"o _ p „ --
.2 - O, . . - - O " ' '  (44/40)xl0

-O "  '

1.4
_l_____ 1_____ 1_
1.8 4-0 2.2

Ex (kj)

Figure 7. Results of the product analysis. Net relative product 
yields as a function of flash energy for 20 Torr of a 3:20:40 Ar- 
:S02:BrCN mixture. Each sample was subjected to a series of 
five consecutive flashes at a given flash energy and subsequent­
ly analyzed with a CEC-620 mass spectrometer. The smooth 
dotted lines represent the corresponding theoretical yields at t 
= 1 msec (see text).

S 02 + h v  — -  SO(3X ') + Ot3P) (B)

followed by the laser pumping reactions possible for this 
system

0 ( 3P) + CN(X2X) — ► c o t  -  N(4S)
A Hi = -72 .8  k ca lm ol (1)

0 (3P) + CN(X2X) —  COT -  N(2D)
AH2z = -18 .8  kcaPmol (2)

Both N(2D) and N(4S) production are permitted in terms 
of both spin and orbital angular momentum correlation 
rules,11 whereas only N(2D) production was allowed in the 
Of-D) + CN reaction.2“

The exothermicitv of reaction 2 is sufficient to populate 
CO up to the v = 3 level. On the other hand, production 
of CO as high as u = 13 is energetically feasible for reac­
tion 1. From Table I, we observe individual transitions 
between Ad (5-4) and Ad (13-12). In addition, very weak 
emission around 5.69 (ira was detected with the entrance 
and exit slits of the monochromator wide open. While the 
exact P(J) assignment could not be made with such low 
resolution, it is probable that this emission has its origin 
in the Ad (14-13) band. These observations indicate that 
reaction 1 is the primary laser pumping process in this 
system.

However, it is not possible to conclusively rule out 
N(2D) production as a minor step in light of the following 
arguments. First, laser transitions from these lower vibra­
tional levels obviously require at least a partial population 
inversion, and it is conceivable that the v = 4 through v = 
1 CO bands are produced with a population distribution 
such that this inversion condition is not satisfied either 
originally or as the CO molecules subsequently undergo 
vibrational relaxation processes. Second, the originally 
produced CN(X2A) radicals may themselves be vibration- 
ally or electronically excited in the flash as suggested pre­
viously,2“ and this excitation may be carried over into the 
CO product at much higher v levels. The electronic exci­
tation of the CN radical produced in tne vacuum uv flash 
photolysis of C2N2 has recently been observed by West 
and Berry.12 Furthermore, our observation of the laser
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TABLE II; Rate Constants Used in 
for the Flash-Initiated BrCN-SO, 
Chemical Laser System

the Calculations

Reaction Rate constant*1 R ef

A a t e tir See text
B ß  t e ~ tir See text
1 + 2 5.3 X 1 0 i3 e -2 .4 /; ir b
3 1 . 0 X l 013e-7.6 WT c
4 2 . 8 X 1013e  -O.bir.T b
5 5.5 X 1 0 12 c
6 2 . 2 X 1 0 12 b
7 1 0 13 Assumed
8 1 0 13 Assumed
9 1 0 12 Assumed

10 3.2 X 1 0 17 6
11 5.9 X 1 0 15e ~ i-linT d
12 9.1 X 1 0 15 b

° Rate constants are in  u n its  o f  cc, m ol, and sec, and ac tiva tio n  energies* 
in kca l/m o l. b D a ta  taken from  the  com pilation  o f V . N . K ondra tiev , “ Rate 
Constants o f Gas Phase Reactions,”  transla ted  b y  L . J. H oltsch lag and 
E d ited  by  R. M . F ris tro m , U . S. D ep a rtm e n t o f  Commerce, 1972. r Rate 
constants fo r N  SO and C N  +  SO are assumed to  be the  same as those 
fo r N  +  O 2  and C N  +  O 2  respectively. The values fo r the  O 2  reactions are 
obtained from  re f b. ^ R . S im ona itis and J. I-Ieicklen, J .  C h em . P h y s . ,  56, 
2004 (1972).

emission from the (X2Z), An (4-3), P(9) transition of CN 
shows the existence of vibrationallv hot CN in the present 
system, which should lead to the production of corre­
spondingly more highly vibrationally excited C 0 .2a The 
appearance of the weak 14 —* 13 transition may be due to 
this reactant excitation effect. It should be mentioned 
that the reaction of vibrationally excited CN(X2A + , v < 
7) with 0 (3P) and O2 has recently been studied by Wol- 
frum and coworkers.13

In order to account for the apparently contradicting ob­
servations in the dependence of CO laser intensity and 
CO(+N2) production on flash energy shown in Figures 4 
and 7, respectively, we introduce the following additional 
reactions into our reaction scheme.

N + SO — ►NO + S (a)
N + NO - N5 + o (4)

CN + SO — OCN -t- S (5)
CN + NO - N2 + CO (6)

O 4 OCN — CO + NO (7)
N -l OCN — CO + N2 (8)

OCN + OCN —-► N2 + 2CO (9)

O + SO + M — <-S02 + M (10)

O -v CO + M — ►CO, + M (11)

O v s o 2 + M— ►SO, + M (12)

In this scheme, other reactions involving BrCN and SO2 
with atoms or free radicals are not included; they are 
probably slow and unimportant.

The concentration profiles of all species involved in the 
above reaction scheme were calculated on the basis of the 
rate constants given in Table II. Unfortunately, the rate 
constants for most of these reactions are not known. In 
those cases, we assign what we believe “ reasonable 
values,” in accordance with the available rates for analo­
gous reactions as explained in the footnotes of the Table.

The rate constants for both flash-initiation reactions A 
and B were evaluated according to the measured conver­
sions of both reactants, using the following expression;7

<— Lasing Period->

oo

°  1 0 -
<:
cch-z:
uj o _o  0 z:

[OCNlxIĈ

IN Ix lO 10
J_________

0 20 40 60 80 100 120
1" (Msec)

Figure 8. A plot of calculated concentration vs. time for several 
reactive species produced in a flash. 20 Torr of a 2:1 BrCN:S02 
mixture was flashed at 2.1 k . .

taking BrCN, for example

kA =  afe~ tlr (I)
where a = In ([BrCN]t»„/[BrCN]? = o )/r2 and t = the time 
at which flash intensity reaches its maximum value; it is
1.5 X HU5 sec for the present case.

The concentration of each species as a function of time. 
t. was calculated by numerically integrating the coupled 
differential rate equations using a fourth-order Runge- 
Kutta method modified by Treanor.14 A typical concen­
tration vs. time plot for a 20 Torr 2:1 BrCN:S02 mixture, 
flashed with 2.1 kJ energy, at an earlier stage of reaction 
is shown in Figure 8. These results show that the concen­
trations of most reactive species such as O, N, and SO de­
crease significantly within 120 n s e c  after flash initiation. 
CO is the only major final product formed during the las­
ing period, ~  10-50 Msec after the flash. The CO2 yield is 
106 times less than that of CO at t = 120 Msec; it plays no 
role at all in the chemistry of laser action because of its 
slow third-order formation rate.

The calculations were extended up to 1 msec after flash 
initiation. The concentrations of reactive species (O. N. 
CN, SO, and OCN) at t = 1 msec are too low to be im­
portant. Figure 9 present-; the calculated concentrations of 
CO and CO + N2 (ie., the total m/e 28 yield) at 10 ^sec 
and 1 msec (f = °°), respectively, as functions of flash en­
ergy. The results show that at t = 10 Msec, the approxi­
mate time at which the total laser output peaks, the con­
centration of CO increases linearly with the second power 
of flash energy, whereas the total yields of CO and N2 at 
the end of a flash (t = “ ) vary linearly with the first 
power of flash energy. These results are in agreement with 
the experimental data given in Figures 4 and 7. According 
to these calculations, the final N2 yield constitutes only 
~28% of mass 28 in the whole range of flash energy stud­
ied.

In order to account for the observed gas analysis results
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E* (KJ)
1.4 1.6 I.8 2.0 22

Ej (KJ)2

Figure 9. The theoretically calculated concentration of [CO] +  
[N2] at t =  10 jusec and t = 1 msec as a function of flash ener­
gy-
shown in Figure 7. computations were made for five con­
secutive flashes. For each flash the calculation was ex­
tended up to 1 msec after flash initiation. The theoretical 
yields of m/e 28. 30 (NO), and 44 (CO2) as functions of 
flash energy are compared with experimental results in 
Figure 7. The calculated yields given by dotted lines were 
normalized to the smoothed experimental values at 1.6 k-J 
because these values were measured only on a relative 
basis. The agreement is satisfactory considering the 
uncertainties involved in the assumed rates. It should be 
noted that the temperature of the system was assumed 
constant at 300°K for all calculations. This is probably 
not a problem in view of the small conversions of BrCN 
(~4% ) and SO2 ( — 3.5%) generated by a single flash at
2.1 k-J, the highest flash energy employed in these experi­

ments. Because of the low conversions, the calculated rel­
ative yields of the three products (m/e 28, 30, and 44) 
from a single flash differ only slightly from those given in 
Figure 7 for five flashes.

The trace yield at m/e 42. presumably due to OCN + , 
may result from the cracking peak of the products of com­
bination reactions such as Br + OCN, NO + OCN, or SO 
+ OCN.

Conclusion
The results of the present study of the 0 (3P) + CN 

reaction tend to confirm that the production of CO + 
N(4S) via reaction 1 is the principal laser pumping reac­
tion of the system and that the corresponding reaction 2 
producing the N(2D) atom is not an important process in 
this system. Detailed calculations have been made to ac­
count for the observed /  E\2 and yield a- E\ relation­
ships. We plan to study this system further using a laser­
probing technique to obtain the complete vibrational pop­
ulation distribution of the CO molecule in order to more 
conclusively answer the question regarding the involve­
ment of reaction 2.
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Rate constants relative to that of neopentane have been measured for the reactions of 0 ( 1D2) atoms with 
C2H6, C3H8, rc-C4H10, n-C5Hi2, 2,2,4-trimethylpentane. c-C3H6, c-C4Hg. C-C5H10, and c-C6Hi2. The rel­
ative rate constant for CH4, determined in the same manner earlier in this laboratory, is combined with 
the literature value of the absolute rate constant to convert the relative rate constants for the alkanes 
studied to absolute values. The rate constants were found to be proportional to the number of CH bonds 
but independent of their type or strength for alkanes with up to 12 CH bonds. For larger alkanes the av­
erage reactivity per CH bond appears to decrease.

Introduction

The reactions of the electronically excited singlet oxy­
gen atoms 0 (1D2) with paraffins in the gas phase have 
been studied extensively in recent years.2 The main fea­
tures of the reactions are now well established although 
there are some minor details which are not as yet clear. 
The mechanism consists mainly of two reaction paths: (a) 
insertion of 0 (1D) atoms into the CH bonds to form vibra- 
tionally excited alcohols, which decompose if not stabi­
lized by collisions, and (b) hydrogen abstraction from the 
paraffin to form OH and alkyl radicals. A third reaction 
path, molecular elimination of H2, occurs to a much 
smaller extent. The reaction occurs without discrimina­
tion between the various CH bonds giving the statistical 
ratio of products.2ab

A competitive technique has been developed in this lab­
oratory to measure relative rates of reactions of 0 (1D) 
atoms.3 This technique is based on the measurement of 
the decrease in the yield of neopentanol, the main product 
of the reaction of 0 (1D) with neopentane,2c when another 
gas competes with neopentane for the OOD) atoms. The 
technique has been used successfully to measure relative 
rates for a number of 0 (1D) reactions.3-4 In the present 
work we have extended these measurements to include 
relative rate constants of 0 (1D) reactions with a number 
of paraffins and cycloparaffins. The relative values so ob­
tained were combined with the absolute rate constant of 
the reaction 0 (1D) + CH4 to calculate absolute rate con­
stants of the reactions studied.

Method
Excited oxygen atoms. 0 ( 1D2), were generated by pho­

tolysis of N20  at 2139 A. At this wavelength the decompo­
sition of N20  to N2 + 0 (aD) is the only important pri­
mary photolytic step in the photolysis of N20 .5 In addi­
tion, there is enough energy to generate 0 ( 1D) but not the 
more highly excited OHS) atoms.2a-6 The relevant reac­
tions are

N20  + hv — » N2 ^ 0 ( ‘D) (1)
OHD) + neopentane —*- a(ROH) + (1 -  ff)(R + OH)

(2)
O('D) -  reactant — >- products (3)

where ROH is neopentanol. It is convenient to express the

neopentanol yield relative to N2, which is generated si­
multaneously with 0 (1D'i in reaction 1 and serves as an 
internal actinometer when the ratio neopentane/N20  or 
(neopentane + reactant )/N 20  is sufficiently large so that 
virtually no 0 (1D) reacts with N20. The vibrationallv ex­
cited neopentanol formed in reaction 2 is completely sta­
bilized and its yield becomes constant at a pressure of 
about 150 Torr.2c Under the above conditions the decrease 
in neopentanol yield, in experiments in which another gas 
has been added to compete with neopentane for 0 ( 1D). 
gives a measure of the reactivity toward OUD) of the 
added gas relative to that of neopentane.

Experimental Section
The 2139-A light was provided by two Philips 93106 E 

zinc lamps and was focussed by two Ultrasil lenses. The 
cylindrical photolysis cell had a volume of 195.6 ml and 
Suprasil quartz windows 5 cm in diameter. The mercury 
free and mercury containing vacuum systems used and 
the experimental and analytical techniques have been de­
scribed before.2b In the present experiments a solid nitro­
gen trap ( - 220°), capable of trapping ethylene, was added 
before the Toepler pump.

The N2 formed in the photolysis of N20  (reaction 1) 
was measured in all experiments by gas-solid chromatog­
raphy on an 18 ft, 13X molecular sieve column. Neopenta­
nol was separated from the excess reactants and measured 
on a 300 ft long, 0.015 in. i.d. stainless steel capillary col­
umn coated with /T/T-thiodipropionitrile and equipped 
with a flame ionization detector.

The materials used were Phillips 66 research grade neo­
pentane (99.97%), ethane (99.93%), propane (99.95%). n- 
butane (99.90%). and 2.2,5-trimethylpentane (99.98%); 
Matheson nitrous oxide (98.8%), cyclopropane (98.0%). 
and sulfur hexafluoride (98.0%); American Petroleum In­
stitute cyclopentane (99.997%) and cyclohexane 
(99.995%); Matheson Coleman and Bell spectroquality n- 
pentane (99.0%); and Merck Sharp and Dohme cyclobu­
tane. The reagents which are gases at standard tempera­
ture ana pressure were subjected to three bulb-to-bulb 
distillations in vacuo, tne last from a Dry Ice-acetone 
bath, and those which are liquids at standard temperature 
and pressure were degassed at —196°. All the reagents 
were further degassed at -196° before each experiment. 
Cyclobutane was passed through concentrated H2S 0 4 and
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R eac tan t/
N 2O, T o r r  R eactant, T o r r  Neopentane, T o rr  Pressure, T o rr  neopentane N 2 , /¿mol N eo p e n tan o l/N 2  R a/R

TABLE I: Pressures o f  R eactants and Y ields o f  N, and N eopentanol in  the E xperim ents Used fo r  the

Data for neopentane alone (average of 12 experiments)
■50,0 -2 0 0 —250 2 .0 -9 .0 0.620

Reactant = Ethane
49.7 103 152 305 0.68 2.46 0.451 1.38
36.7 186 112 335 1.66 9.47 0.341 1.82
29.8 292 125 447 2.34 2.73 0.286 2.17
37.0 287 71.4 395 4.02 9.82 0.209 2.97
37.0 316 57.7 411 5.48 9.22 0.164 3.78
36.7 200 28.7 265 6.99 9.89 0.135 4.59
53.0 218 29.7 301 7.35 3.14 0.131 4.77
36.8 358 42.8 438 8.36 9.24 0.118 5.25

^CïHs/ n̂eop ~= 0.512 ±  0.005, Intercept = 0.982 ±  0.028
Reactant = Propane

37.0 201 127 365 1.58 2.88 0.300 2.07
36.5 261 100 397 2.61 8.15 0.230 2.69
36.3 328 80.6 445 4.07 9.27 0.170 3.65
36.0 330 57.5 423 5.74 10.3 0.131 4.73
36.7 385 58.5 480 6.58 11.1 0.111 5.59
37.0 390 46.7 474 8.35 7.84 0.098 6.33

^CiHs/ n̂eop '= 0.652 ±  0. 027, Intercept = 1.03 ±  0.147
Reactant = n-Butane

36.5 122 79.6 238 1.53 11.2 0.269 2.30
37.9 165 54.6 257 3.02 20.9 0.159 3.90
36.6 179 45.2 261 3.96 11.2 0.140 4.43
37.5 200 40.3 278 4.96 9.85 0.120 5.17
36.8 202 33.4 272 6.05 10.8 0.096 6.46
36.5 252 39.1 328 6.44 18.5 0 .0954 6.50
36.8 210 27.9 275 7.53 7.13 0.081« 7.60

kn- CUtlo/̂ neop = 0.863 ±  0 .033, Intercept = 1.06 ± 0 .1 6 8
Reactant = «-Pentane

36.9 107 115 259 0.93 4.57 0.295 2.10
37.6 160 55.3 253 2.89 5.22 0.162 3.83
37.2 188 40.8 266 4.61 7.69 0.111 5.59
36.5 221 37.3 295 5.92 8.14 0.091 6.81
37.1 235 35.2 307 6.68 6.54 0.079 7.85

¿̂n-CsHü/̂ ncop = 0.988 ±  0 .032, Intercept = 1.08 ±  0.150
Reactant = 2,2,4-Trimethylpentane

28.9 41.9 53.5 347“ 0.78 2.87 0.319 1.94
18.1 43.4 23.1 317“ 1.88 2.40 0.178 3.48
20.9 41.2 16.3 346“ 2.53 2.32 0.154 4.03
14.5 41.9 10.9 332“ 3.84 2.04 0.109 5.69
9.06 39.9 7.93 259“ 5.03 5.63 0.084 7.38

ki-Cslip/ îieop = 1.257 ±  0. 041, Intercept = 0.969 ± 0 .1 3 0
Reactant = Cyclopropane

23.8 53.1 53.5 331“ 0.99 3.52 0.431 1.44
61.4 262 128 451 2.05 5.01 0.280 2.21
60.7 253 86.7 400 2.92 1.96 0.248 2.49
61.4 238 73.0 422 3.94 3.41 0.198 3.13
57.8 376 74.4 508 5.05 2.80 0.169 3.67

7’,-.r, f[., k noop = 0.538 ±  0. 030, Intercept = 0.978 ±  0.099
Reactant = Cyclobutane

54.9 109 205 369 0.53 3.74 0.440 1.41
54.9 125 107 287 1.17 3.13 0.332 1.87
56.4 212 110 378 1.93 3.65 0.264 2.35
58.5 216 84.5 359 2.56 3.56 0.214 2.90
57.8 213 72.3 343 2.95 3.84 0.194 3.20
58.5 337 88.9 484 3.79 3.48 0.159 3.90

7f-Ci Hr/ k  no op = 0.762 ±  0. 020, Intercept = 0.963 ±  0.049

Reactant = Cyclopentane
62.1 60.7 205 328 0.30 4.31 0.484 1.28
50.6 121 204 376 0.59 5.51 0.395 1.57
53.5 182 207 442 0.88 3.18 0.340 1.82
48.4 227 202 477 1.12 5.15 0.291 2.13
51.3 258 206 515 1.25 3.87 0.284 2.18
52.0 247 152 451 1.63 3.95 0.247 2.51
54.3 250 119 423 2.10 4.15 0.211 2.94

kr- CslIlo/̂ nr■ op = 0.918 ±  0.024, Intercept = 1.03 ±  0.030
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Determination of Relative Rate Constants
R eactan t/

N 2O, T o rr Reactant, T o rr Neo pen tane, T o rr Pressure, T o rr neo pentane M 2 , /im° l N eo p en tano l/N 2 Ro/R

50.6 50.6 206
Reactant = 

307
Cyclohexane

0.24 2.70 0.488 1.27
52.0 89.6 181 439" 0.50 2.80 0.407 1.52
43.3 86.7 88.1 321" 0.98 2.89 0.307 2.01
31.8 87.4 58.5 354" 1.49 3.89 0.241 2.57
18.1 83.1 42.6 308“ 1.95 2.57 0.200 3.10

^e-Ceïïiî/^neop — 1.07 ±  0.019, Intercept = 0.989 ±  0.023

a T o ta l pressure made up  by  add ition  o f S_76.

KOH pellets to remove traces of reactive impurities pres­
ent, followed by preparative gas chromatographic separa­
tion.

Results

Experiments were made at 300 ±  2°K. The pressures of 
N2O, neopentane, and reactants are given in Table I. The 
total pressure was 240 to 500 Torr, i.e., well above the 
pressure at which the neopentanol is completely stabil­
ized.20 In cases of reactants with low vapor pressure 
(2,2,5-trimethylpentane and cyclohexane) the total pres­
sure was made up with SF6, which does not interact with 
OHD) in any way.3-6 At the ratios of (neopentane + reac- 
tant)/N20 used virtually all the 0 ( 1D) reacted with neo­
pentane and the reactant; under such conditions N2 pro­
vides a quantitative measure of 0 (JD) produced.20-3'40 
The amount of N2 formed and the relative yields of neo­
pentanol (expressed as neopentanol/N2, he., the yield per 
0 (1D) atom) are also given in Table I. The average yield 
of neopentanol in experiments without added reactant is 
given as the first entry in Table I: it agrees with previous 
determinations20-3'40 and represents the reaction of neo­
pentane alone. When another reactant is added, the neo­
pentanol yield decreases as a result of competition of the 
other reactant for 0 (1D). For reactions 1-3, with the usual 
steady-state approximation, the following expression is 
obtained

R^ _  £3 [reactantl
R  k2 [neopentane]

where f?0 is the rate of production of neopentanol in the 
absence of reactant, i.e., when neopentane alone reacts 
with 0 (1D ); R is the rate of production of neopentanol 
when a reactant is added. The ratio Ro/R is the ratio of 
the relative yields of neopentanol given in the last column 
of Table I. A plot of Ro/R against [reactant]/[neopentane] 
should give a straight line with a slope of k3/k2 and an in­
tercept of one. Such plots are shown in Figures 1 and 2 for 
paraffins and cycloparaffins, respectively. The least- 
squares values of k3/k2 and intercepts are given in Table 
I. The errors quoted are standard deviations. A possible 
nonrandom error in these measurements may be caused 
by interference of small peaks of products that were not 
separated well from the peaks of neopentanol or the inter­
nal standard in the gas chromatographic analysis. Al­
though care was taken to avoid such interference by oper­
ating the column at 0° or by using different internal stan­
dards when necessary, an overall uncertainty of about
5- 10% is perhaps more realistic tnan the very small stan­
dard deviations of measurements snown in Table I.

Attempts to determine relative rates for n-hexane and 
isobutane resulted in large errors due to the gas chromato­
graphic interferences mentioned above; the value for the

c ' sc «c sc 6.e 7.: e.c ac
P A R A F F I N / N E O P E N T A N E

Figure 1. Plot of Ro/R vs. the paraffin /neopentane ratio.

Figure 2. Plot of Ro/R vs. the cyc loparaffin /neopentane ratio.

latter paraffin was estimated to be ~0.83 ±  10% from 
data in ref 2b and 3.

Discussion
Where comparison is possible, i.e.. for the present data 

for C2H6 and C3H8 and our earlier data for H2 and CH4,3 
agreement with existing data in the literature is very 
good. The latter include the relative rates (relative to the 
rate of 0 (JD) reaction with ozone) of DeMore7 for the 
reactions of H2, CH4, C2H6, and CsHg with 0 (4D) formed 
by photolysis of ozone :n liquid argon and the absolute 
rates of Heidner and Husain8 for the reactions of H2 and 
CH4 with OHD) formed by flash photolysis of ozone and 
monitored by atomic absorption spectroscopy in the vacu­
um ultraviolet. The comparison is shown in Table II, 
where all the rates are expressed relative to that of H2
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TABLE II: Comparison of Relative Rates from 
Different Sources"

Reactant
Th is  w ork
<300“ K )

Ref
|S7; K )

R e f  8r
(300°K>

Ho 1 . 0 0 1 . 0 0 1 . 0 0

c h 4 1 . 2 4 1 . 1 5 1 . 1 5

C2H6 2 . 0 2 1 . 9 2

C3H8 2 . 5 7 2 . 4 6

" A ll rate constants expressed re la tive  to  th a t o f 11 taken as u n ity . h O l :D) 
generated by photolysis o f ozone in l iq u id  argon. r 0 ( l D ) generated b y  flash 
photolysis' o f ozone.

TABLE III: Relative and Absolute Rate Constants 
for the Reactions of Oi’D) with Paraffins and 
Cycloparaffins at 300 ±  2°K

Z\  n X 
10_14,a

kr X 10 cm 3
cm 3 m o l-1 m o l-1

Reactant (r) ^r/^ncop sec _l sec-1

Hydrogen 0.254'1 1.63" 2.82
Methane O.Slô'1 1.87" 1.79
Ethane 0.512 ±  0.005 3.03 1.87
Propane 0.652 ±  0.027 3.86 2.10
n-Butane 0.863 ±  0.033 5 .1 1 2 .11
Isobutane ~ 0 . 8 3 d 4.91 2.07
«-Pentane 0.988 ±  0.032 5.85 2.36
Neopentane
2,2,4-Trimethyl-

1.00 5.91 2.22

pentane 1.26 ±  0.041 7.46 3.24
Cyclopropane 0.538 ±  0.030 3.19 1.97
Cyclobutane 0.762 ±  0.020 4.51
Cyclopentane 0.918 ±  0.024 5.44
Cyclohexane 1.07 ±  0.019 6.34 2.28

n M o lecu lar collis ion diameters, taken from  re f 9, as discussed in  the text. 
 ̂R e la tive  rates from  re f 3, obtained by  the  same technique as the  present 

values. c Absolute values o f H eidner and Husain (re f 8). d Approxim ate  
value calculated from  the data o f re f 2b and 3.

taken as the common basis. The data for these com­
pounds and for other compounds studied are summarized 
in Table III. Using the value of Heidner and Husain8 for 
the absolute rate of the reaction of 0 (1D) with methane, 
absolute rates for the reactions of 0 ( 1D) with the other 
paraffins were calculated and are also listed in Table III, 
together with estimates for most of the reactants of the 
corresponding hard-sphere collision frequencies. The mo­
lecular collision diameters used in these estimates were 
taken from the work of Rabinovitch and coworkers,9 
which appears to provide a self-consistent set. The colli­
sion diameter for 0 (1D), a = 2.7 A, was taken to be be­
tween that of He and Ne; for 2,2,4-trimethylpentane it 
was taken to be equal to that of n-octane. The estimates 
of the absolute values of collision frequency are only ap­
proximate but they do indicate that all the paraffins react 
with OUD) very fast. This, combined with the evidence 
that these reactions occur to an appreciable extent at liq­
uid argon temperature,7 suggests that they should have 
negligible or very small activation energies.

With regard to the factors which determine the reactivi­
ties of the paraffins toward ODD), expressed either as rel­
ative or absolute rate constants, the following observations 
may be made: (a) the reactivity is independent of the 
type or strength of CH bonds, in agreement with con­
clusions from earlier studies with propane23'7 and isobu- 
tane2b'7 in which the isomeric alcohols were formed in their 
statistical ratios by indiscriminate insertion of 0 (1D) into 
the different CH bonds; (b) the reactivity increases with 
the size of the alkane and should depend therefore on a

P. Michaud, G. Paraskevopoulos, and R. J. Cvetanovió

Figure 3. Plot of the relative and absolute values of the rate 
constants vs. the number of CH bonds.

parameter related to the size of the alkane molecule. De- 
More7 has determined the relative rates of the reactions of 
CH4, C2H6, C3H8, C2F4, and C2H4 in liquid argon. He 
found that the reactivities of these compounds could be 
represented adequately as sums of the average reactivities 
per CH and C =C  bonds. Thus, for example, the relative 
reactivity of C2H4 could be represented as the sum of the 
reactivities of four CH bonds and one C =C  double bond. 
A question that arises in this connection is whether this 
relationship is valid in the gas phase and whether it re­
mains valid for increasingly large paraffins. A plot of the 
relative and absolute rates us. the numoer of CH bonds is 
shown in Figure 3. A straight line may be drawn through 
the points up to the pentanes and cyclohexane. The reac­
tivities of cycloalkanes appear to be slightly higher than 
those of the corresponding open chain alkanes with the 
same number of CH bonds but the differences border on 
the likely experimental errors. On the other hand, the 
value for 2,2,4-trimethylpentane lies well below the value 
expected from the additivity of the specific rate constants 
per bond. If we neglect the value for 2.2.4-trimethylpen- 
tane, a linear least-squares fit of the data for the other al­
kanes and cycloalkanes gives the relative reactivity per 
CH of 0.086 ±  0.0013 and the absolute reactivity per CH 
bond of 5.10 ±  0.08 X  1013 cm3 m o b 1 sec^1, where the 
quoted errors are the standard deviations.

The value of the rate constant obtained for 2,2,4-tri­
methylpentane appears to indicate that although the mo­
lecular reactivity of the alkanes increases with the num­
ber of CH bonds, i.e., with the size of the molecule, there 
is a molecular size beyond which further increase in the 
chain length of the alkane does not result in a correspond­
ing increase in reactivity, i.e.. the average reactivity per 
CH bond begins to decrease. This indicates that with 
larger alkanes steric considerations may become impor­
tant. It appears reasonable that larger alkane molecules 
may assume configurations in which some CH bonds are 
no longer readily accessible to 0 ( 1D) atoms. It would be 
desirable to verify this effect with still larger alkanes but 
experiments with such compounds become difficult and 
unreliable under conditions used in the present study be­
cause of interferences in the gas chromatographic analysis, 
mentioned earlier in the text, and because they do not 
have sufficient vapor pressures.
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The ultraviolet and vacuum-ultraviolet photolyses of cyclobutanone (C-C3H6CO) in argon, carbon mon­
oxide, and nitrogen matrices have been performed between 8 and 10 K. The results of these experiments 
suggest that the photodecomposition mechanism of cyclobutanone is a function of photon energy. The 
major products of photolysis observed are CO, c-C3H6. CH2CO, C2H4, and C3H6. These products result 
from at least two and possibly three primary photolysis processes: C-C3H6CO + hv -* C2H4 + CH2CO 
(1); c-C3H6CO + hi1 —*■ c-C3H6 + CO (2), and possibly c-C3H6CO + hv -*• C3H6 + CO (3). In process 2, 
propylene may also result from the isomerization of vibrationally excited cyclopropane, c-C3H6* -*• C3H6 
(2c), if it is not first quenched by the matrix, c-C3H6* + M -*• c-C3H6 + M (2b); where M is the matrix. 
No infrared detectable products were observed as a result of photolysis with a medium-pressure Hg lamp 
from exciting wavelengths above ~3100 A. Photolysis into the predissociative region of the n * ir* 
(3350-2632 A) band with the 3022-A Hg line produced CO and c-C3H6 only, while exposure to the full Hg 
arc with major lines at 3022, 2967, 2894, and 2804 A resulted in infrared detectable products of CO. c- 
C3H6, CH2CO, and C3Hg. Processes 1. 2, and possibly 3 are also the major reactions resulting from pho­
tolysis at 1745, 1634. 1580. and 1495 A with various vacuum-ultraviolet resonance lamps, while no net 
photodecomposition or photoionization resulted at 1215 A with a hydrogen resonance lamp. Based on rel­
ative intensities, the combination of processes 2 and 3 > 1 at all wavelengths employed in this study and (2c) 
and (3) are indistinguishable sources of C3H6. Although we obtained no direct evidence for the occur­
rence of (3) in this study nor have we been able to find any, we include its consideration because it is en- 
ergically possible. Additional products obtained, due to secondary vacuum-ultraviolet photolysis below 
1500 A are methane, methylacetylene, allene, and C20 . The results from experiments using the CO ma­
trix as a triplet quencher suggest that (2) may also proceed through ISC from the XB2 state as observed 
for the first excited singlet, aA2. A discussion of the photophysical and photochemical processes occur­
ring as a function of specific electronic absorptions is presented. Some tentative vibrational assignments 
for the infrared frequencies of matrix-isolated cyclobutanone have also been made.

I. Introduction (2c). The thermal decomposition from the vibrationally
The photochemistry of cyclobutanone (c-C3H6CO) in 

the gas phase has been studied by many workers and its 
photodecomposition has been interpreted in terms of two 
primary processes
CH,CH,CH,C=0 + In' CH, =CH, + CH2C = 0  (1)

CH,CH,CHoC=0 + hv — *- A* + CO (2a)
■ - 1

where A* which symbolizes excited cyclopropane is either 
collisionally stabilized (2 b) or isomerizes to propylene

A *  +  M  — -  A -t- M (2 b )

A* — -  C II (2c)

excited ground electronic state of c-C3H6CO HAi*) leads 
almost exclusively to the formation of ethylene and ketene 
(99.5%), while only 0.5% is converted according to process 
2.2a-b On the other hand, photodecomposition of c- 
C3H6CO from its first excited triplet state (3A2*) leads 
solely to the formation of CO and excited cyclopropane 
(2a),2c which subsequently isomerizes to propylene (2c) 
or is vibrationally relaxed (2b). depending on the extent of
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collisional stabilization.3 Photodecomposition from the vi- 
brationally excited first electronic singlet (1A2*) leads to 
the occurrence of both processes 1 and 2. The product 
ratio, (c-C3H6 + C3H6)/(CH 2= C H 2), varied from 0.4 to 
0.8, when exciting wavelengths in the range of 3130 to 
2654 A were used,3 indicating that process 1 > 2, and that 
the C3/C 2 ratio increased as the photolyzing wavelength 
decreased. Fluorescence was also observed from the first 
excited singlet state of cyclobutanone in the gas phase 
with exciting wavelengths between 3050 and 3350 A. The 
fluorescence emission quantum yield was ~ 0.002 at A 
>3190 A but decreased sharply below this wavelength due 
to the onset of molecular predissociation. Although there 
is still some question concerning the possible mechanism, 
the predissociation supposedly leads to the formation of 
C2 products (1) favored relative to the C3 products (2).4 In 
the “ nonpredissociative” region of Aex 5:3194 A, the C3/C2 
ratio has been interpreted as the ratio of fe is c /fe ic . These 
results were based upon studies of the benzene photo­
sensitization of cyclobutanone revealing that process 1 oc­
curred via a singlet mechanism and process 2 via a triplet 
mechanism.20 With excitation wavelengths between 3130 
and 3263 A, the ratios of C3/C 2 varied from 0.4 to 1.2,4-5 
suggesting that C3 products were favored at long wave­
lengths (process 2 > 1).

The photodecomposition of cyclobutanone from the first 
excited singlet (1A2*) leading to C3 products was recently 
suggested to occur by the combination of three possible 
mechanisms: (1) aA2* —*■ 3A2 —*■ C3; (2) 4A2* —*• C3; (3) 
1A2* —* 4Ai* —1- C3.4 Since the total C3 yield was approxi­
mately constant at two significantly different total pres­
sures (~ 2  and 1200 Torr), the individual contributions 
were assumed to be varied. In this case, the constancy of 
the total C3 yield as a function of pressure was apparently 
due to the fortuitous canceling of the three pressure-de­
pendent contributions.4 These results suggest that colli­
sion-induced energy transfer plays an important role in 
the photodissociative processes involving cyclobutanone in 
the gas phase. This effect has been recently shown to be a 
significant one, even down to a few torr total pressure by 
the laser-induced photochemical dissociation of formalde­
hyde bv Yeung and Moore.6

As a result, it appeared to us that the matrix photolysis 
technique might provide an excellent means of practically 
eliminating intermolecular energy transfer processes and 
minimizing those with a rare gas matrix. This technique 
offers the advantage of surrounding the active molecule 
with an inert environment, thereby essentially preventing 
electronic state coupling due to an intermolecular effect. 
To the extent that these assumptions are accomplished, 
we are provided in essence the opportunity to study in­
trinsic photophysica: and photochemical properties of a 
molecule. An additional advantage of the matrix photoly­
sis technique lies in its natural ability to prevent photo­
chemical fragmented diffusion of all but relatively light 
atoms. However, its most significant shortcoming involves 
the secondary photolysis of primary dissociation products. 
This problem can be minimized by using monochromatic 
or band pass filtered sources. In this particular study, the 
primary photodecomposition products, ketene, cyclopro­
pane, and CO, are all stable molecular products and were 
easily identified from their known infrared spectra. Based 
on the infrared spectrum of matrix isolated propylene re­
corded in this laboratory, propylene was also identified as 
a primary and/or secondary product of photolysis along 
with other minor secondary products. The infrared spectra

of these species provided a direct means, based on ratios 
of optical densities, to compare the relative importance of 
processes 1 and 2 as a function of exciting energy. A com­
parison of the ratios of optical densities of propylene and 
cyclopropane also provided a direct means to establish the 
relative importance of vibrational relaxation of hot cyclo­
propane vs. chemical and/or photochemical processes 
leading to propylene as a function of photon energy.

In addition to these photolysis experiments, tentative 
vibrational assignments for some of the infrared frequen­
cies observed in this study for cyclobutanone in argon and 
nitrogen matrices are made. These assignments are based 
on comparisons with prior vibrational assignments of cy­
clobutane along with a previous normal coordinate calcu­
lation for cyclobutanone.

II. Experimental Section
The cyclobutanone (c-C3H6CO) was obtained from the 

Aldrich Chemical Co. In order to remove traces of C 02 
impurities the gaseous cyclobutanone was passed through 
ascarite. The propylene used in this study was obtained 
from Air Products and Chemicals Inc. and used without 
further purification.

The matrix gases argon, carbon monoxide, and nitrogen 
(99.99% purity) were used without further purification. 
The ratios of the matrix to active materials (M:A) were 
either 400:1 or 800:1. Sample mixtures were prepared in a 
2-1. bulb and delivered through a Granville-Phillips leak 
valve, generally at a rate of 1 mm/min or less. These 
mixtures were condensed on a cold Csl window, below 10
K. The cryogenic instrument used was an Air Products 
closed-cycle helium Displex refrigerator.

The photolysis of the matrix isolated species was ac­
complished by subjecting the samples on the cold Csl 
window to direct radiation through CaF2, LiF, or Suprasil 
II vacuum-ultraviolet windows. A medium-pressure Hg 
lamp (Hanovia No. 30620) and microwave powered hydro­
gen, bromine, and nitrogen flow discharge lamps were 
used as photolysis sources.7 The spectral characteristics 
of the Hg lamp and the hydrogen, bromine, and nitrogen 
discharge lamps have been discussed in previous publica­
tions.8-10 The vacuum uv lamps have intensities of the 
order of 1015 quanta for the resonance line(s), while the 
Hg lamp is a multiline 150-W medium-pressure arc. The 
emission spectrum of each of the diatomic discharge 
lamps are observed to have a strong broad band which es­
sentially spans the visible region. The nitrogen discharge 
lamp was used in conjunction with the Suprasil II window 
in order to isolate the nitrogen doublet (1743 and 1745 A). 
The various wavelength regions of the Hg lamp were iso­
lated by attaching calibrated glass filters (Esco Products) 
directly to the LiF window. The wavelength regions trans­
mitted by these filters were the following: A >3000, 3100- 
4500, and 3100-4000 A.8

The identification of the photochemically produced 
species was obtained from the infrared spectra after pho­
tolysis. A Perkin-Elmer 621 spectrophotometer was used 
for this purpose.

III. Results

The infrared spectrum of a film of Ar:c-C3HeCO = 
800:1 before photolysis is shown in the solid trace of Fig­
ure 1 and summarized in the first column of Table I. The 
spectrum of the unphotolyzed sample agrees well with the 
gas-phase spectrum reported by Sadtler Research Labora­
tories, Inc.,11 with consideration given for the usual slight
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TABLE I: Summary of Absorptions (cm ') in the c-C3H 6CO in Argon Experiments

A fte r photolysis'1

Before photolysis V ib ra tio n a l0 assignment 1 2 M olecu la r assignment

3524 vw
3105 w i 
3090 w j 
3073 vw 
3059 m

3090 w

c-CjHeCO

c-C3H6
1

CH;COf 3059 w
3010 m CH; stretch c-C3HsCO
2980 m CH2 stretch c-C.iH6CO
2933 m CH; stretch c-C3H6CO

2138 vs 2138 vs 
2123 m I CO

2083 m 2083 vw CH.CO
1975 w 1975 vw C.O '

1953 vw c 3h 4
1804 vs Ì 
1799 vs 
1795 vs 
1778 s j

| CO stretch c-C3H r,CO

1751 m
1647 w

c-C3H cCO
C3Hf,

1452 m CH2 seis 1452 w 1452 m e-C3Hr,CO, C3H„
1439 m 1439 m c-C3H c,C3H6

1395 s Ì 
1389 w j> CH2 seis c-CsHoCO

1376 m 1376 w CH.CO
1332 m

1302 vw
c-C3H6CO
CH,

1240 m c-CjHsCO
1206 s 
1161 m 
1157 m Ì c-C3H6CO

c-C3H 6CO
1123 m

1117 vw
c-C3H6CO
CH.CO

1084 w Ring vibration c-C3H 6CO
1069 vs 
1066 vs J[ Ring vibration c-C3H6CO
1042 w Ring vibration 1042 w 1042 w c-C3H sCO, c 3h 6

1024 ms 1024 m c-C3H6
998 vw 998 w c 3h 5
988 vw 988 w c 3h 6

958 w ' 
954 msj

972 vw 972 vw CH.CO

 ̂ Ring vibration
940 vw | 936 vw

c-C3H 6CO

936 w ,
*?

909 m 909 ms c 3h 6

866 m 871 w 1 
i 866 m !I C-C;,Hc

863 msj 863 m j
853 w 853 w c-C 3H6

837 w c 3h ,
823 m Ring vibration c-CsHcCO
737 m CH. rock c-C3H6CO
726 m CH. rock c-C 3H6CO
665 m 
662 m .j> CH; rock

627 m
c-C,,H6CO
C.H,

593 w 593 w CH.CO
577 w C3Hf,

523 m 523 w CH.CO
455 m <CCO def c-C3H6CO

in plane

° Designates unce rta in ty  in  the  v ib ra tio n a l assignment. >J A fte r  photolysis w ith  (1) a medium-pressure Hg lam p o f an Aric-CsHeCO — 400:1 film  and (2) 
a n itrogen discharge lam p th rough  (L iF ) o f an A r:c -C uHeCO =  800:1 film .

matrix shifts. Weak absorptions in some of these experi­
ments due to slight H20  impurity introduced during de­
position of the sample onto the cold window or previously 
present in the argon matrix gas have been omitted in 
Table I and Figure 1. The splittings observed in some of 
the features are probably due to multiple trapping sites in

the matrix. Some new tentative vibrational assignments 
for the infrared absorption frequencies of cyclobutanone 
isolated in argon are shewn in the second column of Table 
I. These assignments are based on comparisons with pre­
vious vibrational assignments for infrared frequencies oi 
cyclobutane12 and a normal coordinate analysis13 which
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Figure 1. Infrared spectra of Ar:c-C3H6CO = 800:1: (------ )
deposition at 8 K, 1 m m/m in for 72 min from a 2.5-I. volume;
(------------) simultaneous deposition and photolysis for 5 hr with a
nitrogen discharge lamp (LiF): (1) 1400-400 cm “ 1: (2) 3600- 
3500. 3100-2900, 2200-1400 cm “ 1.

assumes from microwave measurements that cyclobuta- 
none has a planar ring skeleton and transforms according 
to symmetry group C2[ ■ It is assumed that the presence of 
the C O group in cyclobutanone produces a small per­
turbation in its CH2 and ring vibrational frequencies rela­
tive to those observed in cyclobutane. Therefore, the in­
frared features observed at 3010, 2980, and 2933 c m 1 in 
cyclobutanone appear to be due to the CH2 stretching vi­
brations; based on comparisons with these stretching vi­
brations of cyclobutane in the range of 2987-2878 cm“ 1. 
The normal coordinate analysis predicts a value of 1816 
cm 1 for the CO stretch for cyclobutanone and this result 
suggests that the features observed in this study between 
1804 and 1778 cm “ 1 are due to this vibration. These cal­
culations also predict five planar ring vibrations, mixed 
CC stretching and CCC bending, between 1100 and 650 
cm “1. Based on these calculations, the infrared features 
between 1084 and 823 cm “ 1 have been assigned to planar 
ring vibrations. However no attempt is made here to dis­
tinguish between a CC stretch and a CCC angle deforma­
tion (in plane), since both types of vibrations are of the 
order of 1000 cm “ 1 in cyclobutane and a large amount of 
mixing is expected. The assignment of the infrared fea­
tures at 1452, 1395. and 1389 cm “ 1 and 737, 726, 665. and 
662 cm 1 to the CH2 bending vibrations are based on the 
observed infrared frequencies of cyclobutane at 1447 cm“ 1 
due to its CH2 scissors and at 749 and 627 cm 1 due to its 
CH2 rocking vibrations. A calculated value for the planar 
CCO angle deformation of 450 cm“ 1 appears to agree with 
the infrared feature observed to occur in this study at 455 
cm “ A

When an Ar:c-C3H6CO = 400:1 film was subjected to

radiation from an unfiltered medium-pressure Hg lamp, 
new absorptions appeared at 2138 cm “ 1, due to CO,14 and 
3105, 3090, 1439. 1024, 866, 863, and 853 cm “ 1, due to cy­
clopropane (c-C3H6). The assignment of the cyclopropane 
absorption frequencies agrees with the gas-phase work re­
ported by previous workers.15 taking into account the 
usual frequency shifts in going from the gas to the con­
densed phase. In addition to these absorptions, new fea­
tures were observed at 1452, 998, 988, and 909 cm “ 1, due 
to propylene (C3H6). The propylene absorption frequen­
cies resulting from the Hg lamp photolysis agree well with 
the infrared spectrum (1648. 1452, 997, 987. and 909 
cm“ 1) of an Ar:C3H6 = 400:1 film recorded in this labora­
tory.16 The complete infrared spectrum and photolysis of 
propylene in the condensed phase will be the subject of a 
future publication. Additional new features observed at 
3073, 3059, 2083, 1376, 972, 593, and 523 cm “ 1 are due to 
ketene (CH2CO).17 Although we have been unable to as­
sign a new weak split feature at 940-936 cm “ 1, the weak 
absorption observed at 1975 cm“ 1 is possibly due to the 
free radical C20 .18 These results are summarized in Table 
I, column 1. Although the dashed trace of Figure 1 repre­
sents the results of 5 hr of simultaneous deposition and 
photolysis of an Ar:c-C3HeCO = 800:1 film with a nitro­
gen discharge lamp, the results with the Hg lamp are sim­
ilar except for the absence of some features due to secon­
dary photolysis. In order to estimate where the onset of 
photodissociation occurred with our particular multiline 
source, the photolysis of a film of Ar:c-C3H6CO = 800:1 
was performed by passing the Hg radiation through a se­
ries of ultraviolet filters. The transmission characteristics 
of each of the filters were matched to excite specific por­
tions of the n -  7r* transition (3350-2632 A), both in the 
bound and predissociative regions.19 The n' * n* band 
(2060-1820 A) corresponding to excitation of one of the 
second lone-pair electrons about oxygen is probably not 
excited to any significant extent because of relatively low- 
intensity in this region. The results of simultaneous depo­
sition and photolysis with the filtered Hg lamp (Table II, 
column 2), transmitting A >3000 A, indicated new fea­
tures at 2138, 1439, 1024, 866, and 863 cm 1; the first due 
to CO and the others due to cyclopropane. When this film 
was subjected to radiation from filtered Hg lamps, trans­
mitting between 3100-4500 and 3100-4090 A, respectively, 
no new features were observed. These results suggest that 
major lines less than 3100 A were primarily responsible for 
photodecomposition and the particular line at 3022 A ap­
peared to exclusively produce process 2. In Table II, the 
optical densities of several absorptions of the major prod­
ucts are shown, normalized relative to the 1069-cm 1 par­
ent absorption. Columns 1 and 2 summarize the results of 
the filtered and unfiltered Hg lamp experiments.

The next lowest electronic absorption of cyclobutanone 
is the continuous n -*• oy,>* 1802-1681-A band.19 For this 
system, photolysis was performed with the 1743-, 1745-, 
and 1495-A resonance lines of a microwave powered nitro­
gen resonance lamp through the LiF transmitting window. 
In Figure 1 the results of the nitrogen discharge lamp pho­
tolysis of the Ar:c-C3H6CO = 800:1 film are presented 
(dashed trace) along with the absorptions of the unphoto- 
lyzed sample (solid trace). The new features resulting in 
these experiments (Table I, column 2 and Table II. col­
umn 3) were similar to those obtained with a Hg lamp 
with the exception of additional features due to secondary 
photolysis. These additional features were observed to 
occur at 1953, 837, 627, 1647, 577. and 1302 cm “ 1; the first
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TABLE II: Optical Densities of Product Absorptions Normalized to the Parent 1069-cm 1 Absorption"

Photolysis p roduct
Absorptions,

R atios o f optica l densities^ 0

H g  (unfiltered) (1) X 3000 (2) N -j(L iF ) (3) N 2(S II)  (4) Br> (5)

CO 2138 0.65 0.16 0.91 0.76 1 . 2
c- C 3H 6 863 0.32 0.070 0.26 0.16 0.23
c- C . ,H 6 1024 0.18 0.049 0.18 0 . 1 2 0.13
c- C 3H 6 1439 0.083 0.0055 0.16 0.074 0.13
CH.CO 523 0.057 0.067 0.036 0.047
CH.CO 593 0.038 0.040 0.018 0.029
CH.CO 1376 0.050 0.071 0.041 0.073
c 3h 6 577 0.077 0.048 0.049
c 3h 6 909 0.042 0.46 0.098 0.30
c 3h 6 998 0.0066 0.071 0.017 0.051

° Photolysis p roduct a t x  cm 1/p a re n t a t 1069 cm *. b Com puted from  optica l densities o f products result ng from  photolysis w th  the  fo llow ing  lamps: (1)
a medium-pressure Hg lamp; (2) a filtered medium-pressure H g lam p (X >3000 A ); (3) a n itrogen discharge lan p (L iF ) ; (4) a n itrogen discharge lam p  (Suprasil
I I ) ;  (5) a brom ine discharge lam p (L iF ). c Designates the  absence o f an in frared  absorption fo r the photolysis product a t x  c m -1.

two duo to aliene (0 3 1 1 4 ) the next due to methylacetylene 1 1 1 1 | T 1 1 1 1 T t  -t -  r  ' , : - p

(C3H4), the next two due to propylene (C3H6). and the 
last possibly due to methane (CH4). These tentative as­
signments are based on preliminary work in progress in 
this laboratory involving the infrared spectrum and the 
vacuum-ultraviolet photolysis of matrix isolated propyl­
ene, where methylacetylene, methane, and allene are 
products of secondary photolysis. This study will be the 
subject of a separate publication.16 Another new weak 
feature at 1117 cm -1 due to ketene (CH2CO) was also ob­
served upon photolysis of cyclobutanone.17 In order to ex­
clusively excite into the 1802-1681-A system, the nitrogen 
discharge lamp was used in conjunction with a Suprasil II 
window (cutoff at ~1650 A); isolating the 1743-, 1745-A 
nitrogen doublet and removing the 1495-A line. The re­
sults of these filtered experiments (Table II, column 4) 
were similar to those of the unfiltered nitrogen discharge 
lamp except for the absence of features occurring at 1953. 
1302, 1117, 837, and 627 cm -1, corresponding to CH4. al­
lene, methylacetylene, and ketene.

Excitation into the broad banded region of the tt - it* 
(1601-1480 A) electronic absorption band19 and the super­
imposed ns Rydberg series19 (1668-1367 A) were also per­
formed with radiation from a bromine discharge lamp 
(1634 and 1580 A). After 5 hr of simultaneous deposition 
and photolysis of this sample (Table II, column 5) new 
absorptions similar to those obtained with the unfiltered 
nitrogen discharge lamp were observed with the exception 
of a small production of C2O via (10'.

The hydrogen discharge lamp was also used to excite c- 
C,3H6CO into the ionization continuum beyond its onset 
at approximately 9.35 eV.19 After 5 hr of deposition and 
photolysis of an Anc-CsHeCO = 400:1 film with the 
1215-A line, no new features attributable to it were ob­
served. In order to effectively produce ionic species in 
these condensed phase situations, it is presumably as im­
portant to efficiently photoionize the species under study 
as it is to have an efficient electron acceptor.

The ultraviolet and vacuum-ultraviolet photolysis ex­
periments of cyclobutanone isolated in argon matrices in 
several cases produced new absorptions which were super­
imposed on absorptions of the parent. Two examples are 
shown in Table I; the 1452- and 1042-cm-1 features each 
due to a superposition of cyclobutanone and propylene ab­
sorptions,16 while the 1439-cm'1 feature may be a super­
position of two features due to cyclopropane15 and propyl­
ene.16

The infrared spectrum of cyclobutanone isolated in nitro­
gen before photolysis is shown in the solid trace of Figure 2
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Figure 2. Infrared spectra of N2:c-C3H6CO = 800:1: (------ ) de­
position at 8 K, 1 imm/min for 63 min from a 2.5-I. volume; ( - -  
------ ) simultaneous deposition and photolysis for 5 hr with a ni­
trogen discharge lamp (CaF2): (1) 1400-400 cm H ; (2) 3600- 
3500. 3100-2900, 2200-1400 c m - 1.

and the first column of Table III along with the vibrational 
assignments which are shown in the second column. These 
assignments are based cn comparisons with vibrational 
assignments for cyclobutane12 and the previously men­
tioned normal coordinate analysis13 for cyclobutanone. 
Weak absorptions at 3725. 3689, and 1597 cm -1 due to H20 
impurity in the nitrogen matrix gas have been omitted in 
Table III and Figure 2.

After 5 hr of simultaneous deposition and photolysis of 
cyclobutanone in nitrogen with the nitrogen discharge 
lamp, the following new features were observed: 2139 
cm 1 due to CO:14 3101. 1438. 1029, 1026. and 867 cm - 1 
due to cyclopropane;15 1041, 993. and 911 cm - 1 due to 
propylene;16 3062. 586, and 522 cm 1 due to ketene;17 
2096 cm 1 due to diazomethane (CH2N2).20 establishing
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TABLE III: Summary of Absorptions (cm l) in the N2:c-C 3H 6CO = 800:1 Experiments

Before photolysis V ib ra tiona l assignment* A fte r  photolysis^ M olecular assignment

3519 m
3101 w

c-C3H 6CO
c-C3H 6

3062 w c h 2c o
3022 m 11 CH> stretch c-C3H 6CO
3008 m J
2990 m 1 
2980 m j1 CH2 stretch c-C3H 6CO

2939 m CH; stretch
2139 vs

c-C3H 6CO
CO

2096 w CH.No
1803 vs 1
1798 vs ) CO stretch c-C3H 6CO
1782 s j 
1755 m c-C3H 6CO
1734 w

1438 m
c-C3H 6CO
c-C3H 6

1397 s Ì 
1391 m J1 CH2 seis c-C3H 6CO

1350 m c-C3H 6CO
1248 w ' 
1243 w J

c-C3H 6CO

1211 s c-C3H sCO
1167 m c-C3H 6CO
1133 m c-C3H 6CO
1095 m Ring vibration c-C3H 6CO
1082 vs Ring vibration c-C3H 5CO
1041 vw Ring vibration 1041 vw 

1029 m 1 
1026 m !

c-C3H 6CO

c-C3H 6

960 m 
946 w

993 vw c 3h 6

1 Ring vibration c-C3H 6CO
911 w c 3h 6
867 m c-C3H s

729 m CH- rock c-C3H 6CO
669 w CH. rock

586 w
c-C3H 6CO
CHoCO

522 m CH,CO
462 m <CCO def c-C3H 6CO

in plane
404 vw CO out of c-C3H 6CO

plane def

Designates unce rta in ty  in  the  v ib ra tiona l assignment. b A fte r  photolysis w ith  a nitrogen discharge lam p (CaF_).

the presence of a small amount of methylene (CH2). 
These results are presented in the last two columns of 
Table III.

In order to further clarify the photophysical processes 
leading to dissociation, the 1745-, 1743-A nitrogen line was 
used to photolyze a CO:c-C3H6CO = 400:1 film. After 5 hr 
of deposition and photolysis, the resulting spectrum re­
vealed new features due only to CH2CO and C2H4 and 
none due to either CO, A, or C3H6. These results are par­
ticularly significant since the latter products are the most 
intensely absorbing species obtained in N2 and Ar matri­
ces under all conditions.

IV. Discussion

The sources used here to photolyze matrix isolated cy- 
clobutanone were a medium-pressure Hg lamp (5788 A,
2.1-eV air cutoff), a nitrogen discharge lamp (1743 and 
1495 A, 7.1 and 8.3 eV), a bromine discharge lamp (1634 
A, 7.6 eV), and a hydrogen discharge lamp (1215 A, 10.2 
eV). Since the ionization potential of cyclobutanone is es­
timated to be 9.35 eV,19 it is safe to assume that ion pro­
duction is unimportant in these systems except in the 
case of the hydrogen discharge lamp, which will be dis­
cussed in detail later. From gas-phase work, cyclobuta­
none has been shown to thermally decompose (£ act ~  52

kcal/mol, 2.3 eV) from its vibrationally excited ground 
electronic state to yield primarily ethylene and ketene 
(99.5%) and to a minor extent cyclopropane and CO 
(0.5%), as in (1) and (2).2a’b However, decomposition from 
the first excited triplet state has been shown to proceed 
almost exclusively via (2a).2c If the vibrationally excited 
cyclopropane is not collisionally stabilized, it can isomer- 
ize to propylene, as in (2c). However, in a matrix environ­
ment, vibrational relaxation is assumed to be very rapid21 
and will be competitive with the isomerization process. 
Although the critical energy for isomerization (2c) has 
been estimated to be ~63 kcal/mol (2.7 eV), the heat of 
reaction for cyclobutanone going to cyclopropane and CO. 
as in (2a) and (2b), is only ~6.7 kcal/mol (0.7 eV).22 If it 
is assumed that all initial excitation energy, except that 
lost as the energy of reaction, is available for vibrational 
excitation, then process 2c can occur with all the light 
sources used in this study. From gas-phase work, the pres­
sure and wavelength dependence of the total C3 yield (c- 
C3H6 + C3H6) was presented as evidence that propylene 
was the result of a secondary (isomerization of hot cyclo­
propane) process rather than a primary photolysis process, 
as in (3).22 Since the thermodynamic conversion of (3) is

CH;CH2CH,CO + l iv  — ► A + CO (3)
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endothermic by only 14-20 kcal, this direct formation of 
propylene is also possible with all the exciting sources 
used in this study.

The results of photolysis with the full intensity of a me­
dium-pressure Hg lamp of cyclobutanone isolated in argon 
showed new features in the infrared due to carbon monox- 
ice (CO), cyclopropane (c-C3H6), propylene (C3H6), and 
ketene (CH2CO); as shown in Table I, column 1. Perform­
ing the same experiment with nitrogen, bromine, and hy­
drogen discharge lamps yielded the same new features as 
obtained with the Hg lamp with the addition of some new 
features probably due to allene (C3H4), methane (CH4), 
rr.ethvlacetylene (C3H4), and the free radical C20 . Thus 
the secondary reactions which could be important in this 
system and serve as a basis of discussion, in addition to
processes 1-3 are the following

A + hv — >- CH3C H =C H 2 (4)

A + hv — » CH2 + CH2= C H 2 (5)

A  +  hi/ — >- H2 + CH2= C = C H 2 (6)

A +  hv — -  H, + HC=CCH3 (7)

C H ,= C O  + hv — *■ CH, -  CO (8)

CH2 + CO — * C H ,= C O  (9)

CH2= C O  • hv — >- H2 + CoO (10)

CH2= C H 2 + hv —  H, + HC=CH (11)

CH3C H =C H 2 + h v ---- ► CH4 -  HC=CH (12)

CH3C H =C H , + h v — » H2 + CH2= C = C H 2 (13) 

CH;,CH=CH2 + hv — ► H2 + HC=CCH3 (14)
From prior work in this laboratory, the only observable 

infrared absorption frequencies of a film of Ar:C2H4 = 
800:1 were at 946 and 1439 c m '1; the first of very strong 
intensity and the other of medium intensity.23 Based on 
previous gas-phase photolyses of cyclobutanone, we as­
sume that ethylene is a primary product of photolysis (1) 
in this study and that the 946-cm _1 feature is apparently 
masked by the strong 954-cm' 1 feature of the parent, cy- 
c.obutanone, in N2 and Ar matrices. Since the 946-cm '1 
feature of ethylene was not observed after photolysis in 
these matrices, we assumed from relative intensity con­
siderations that the 1439-cm'1 feature of ethylene is suffi­
ciently weak to be masked by new features due to cyclo­
propane (Table I, Figure 1) at the same frequency. Al­
though no infrared features due to ethylene were observed 
in N2 and Ar matrices, new features due to ketene and 
C2H4 (1) were observed in the CO matrix experiments, 
where the perturbation caused by the CO matrix was pre­
sumably sufficient to separate the C2H4 and c-C3HeCO 
features.

The Hg photolysis experiments using the various ultra­
violet filters indicated observable photodecomposition 
below 3100 A. These results were obtained by exciting into 
the 3350-2632-A band of cyclobutanone having an oscilla­
tor strength of ~5  X  10"4. This band is a superposition of 
about 75 individual peaks on a continuum which has sev­
eral broad maxima. From gas-phase work, excitation into 
the first excited singlet state of cyclobutanone with excit­
ing wavelengths in the range 3050-3350 A resulted in fluo­
rescence emission. However, this fluorescence emission 
disappeared below the exciting wavelength of 3100 A due 
to the onset of molecular predisscciation.4-5 which has its 
onset at approximately 3190 A. As in the previous con­

densed phase study of formaldehyde, no infrared detecta­
ble decomposition of c-C3H6CO occurs above the thresh­
old predissociative wavelength. Filtered Hg lamp photoly­
sis experiments with the major line at 3022 A between 
3000 and 3100 A resulted in new absorptions due to CO 
and cyclopropane only, as in processes 2a and 2b. These 
observations are consistent with a recent study in F1PA 
glass at 77 K with exciting wavelengths at ~3000 A,24 
where the time-dependent emission spectrum indicated 
possible photodissociation

In addition to the 3022-A line, exposure of matrix-iso­
lated c-C3HeC0 to the unfiltered Hg arc with major lines 
at 3022, 2967. 2894. and 2804 A, resulted in products in­
dicative of processes 1, 2. and possibly 3. Although there 
is gas-phase evidence for the formation of propylene prin­
cipally via (2c),4 both (2c) and (3) are indistinguishable 
sources in these experiments. In addition, gas-phase en­
ergy-transfer studies involving exclusive excitation into 
the vibrationally excited ground state PAi*) and the first 
triplet (3A2) have been identified with the photophysical 
conversions leading to (1) and (2) (and possibly (3)), res­
pectively.20 Although, we were not able to test this mech­
anism in the exciting region under study here, results 
from the n —► <tco* band do agree with this mechanism in 
that case. As the exciting wavelength decreases the rela­
tive propylene yield increases gradually. Although our ex­
periments cannot distinguish between (2c) and (3), this 
behavior would appear to suggest isomerization as the 
more probable source of propylene.

In addition to the major products of photodissociation, 
a weak feature observed at 1975 cm 1 tentatively assigned 
to C20  is probably a product of secondary photolysis. Of 
the primary products formed, only ketene has electronic 
absorptions25 that could be excited by the Hg arc. One oc­
curring at 3850-2600 A which dissociates via (8) and re­
combines in the matrix cage according to (9) with no net 
reaction; the other occurs at 2130-1930 A and is probably 
the source of C20  via (10).

Upon photolysis of matrix-isolated c-C3HsCO with the 
various vacuum-ultravio.et sources (1743, 1745, 1634, 
1580, 1495, and 1215 A), new absorptions are observed in 
the infrared due to CO, cyclopropane, ketene, propylene, 
and possibly allene. methane, C20 . and methylacetylene. 
These photodecomposition products are the result of exci­
tation into the continuous n —► tr(:o* 1802-1681-A band 
with /  ~  7 X  10“ 3 and into the tt -*  tt* 1670-1480-A band 
with f  ~  2 x 10" 1.19 The 7r —*• 7r* band has a maximum of 
intensity at 1587 A and extends to 1480 A, whereupon dif­
fuseness sets in accompanied by considerable underlying 
continuous absorption.

The photolysis of c-C3H6CO with the unfiltered N2 dis­
charge resulted in the generation of all the primary and 
secondary products cited above (Table I, column 2). Per­
forming the same experiment through a Suprasil II win­
dow and isolating on the 1743-. 1745-A doublet resulted in 
the elimination of all the products of secondary photolysis 
with the exception of a small production of C20  via (10). 
These observations would tend to confirm the major pro­
cesses 1. 2, and possibly 3. Upon comparing the relative 
ratios of the normalized optical densities of the various 
products at a given wavelength with those at another, we 
are provided a semiquamitative measure of a reaction as a 
function of exciting frequency. In going from the unfil­
tered Hg arc to the 1743-, 1745-doublet, the ratios CO/ 
ketene and c-C3H6/C 3H6 increase and decreases, respec­
tively; indicating the increased efficiency of (2) and possi­
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bly (3) vs. (1). The latter ratio denotes more efficient pro­
pylene formation relative to C-C3H6 from (2c) and/or (3). 
Conversion via (4) does not occur at these wavelengths 
since C-C3H6 absorbs below 1600 A.26 As mentioned 
above, no secondary photolysis of CsH6 occurs in this 
case. The 1495-A line is apparently effective in producing 
all of the secondary products, and upon examination of 
the electronic absorption spectra of the various products, 
A, CH2CO, and C3H6. this is indeed found to be the 
case.25-26 The secondary photolysis of ketene via (8) was 
confirmed using a nitrogen matrix experiment. The re­
sults of an unfiltered nitrogen discharge lamp photolysis 
(CaF2 window, ~1250-A cutoff) of c-CsHgCO in a nitro­
gen matrix (Figure 2 and Table III) verified the presence 
of a trace of methylene with the appearance of a new 
weak feature at 2096 c m '1, due to diazomethane 
(CH2N2).20

Excitation into the broad banded region of the tt -* w* 
transition (1670-1480 A) and the Rydberg series (1668— 
1367 A) with the bromine resonance doublet at 1634 and 
1580 A results in the same product absorptions as the un­
filtered nitrogen lamp (Table I, column 2), with the ex­
ception of C20 . In addition to the major processes 1, 2, 
and possibly 3, secondary photolysis of the major products 
gives rise to the other observed species. It should however 
be emphasized that these secondary products are ex­
tremely weakly absorbing, indicating that their produc­
tion and presence plays a minimal role in the interpreta­
tion of the photop'nysical and photochemical processes. 
Using the data of Table II, the CO CH2CO ratio of col­
umn 1 increases significantly in column 5, indicating that 
the combination of (2) and (3) are greater than (1) at the 
bromine wavelengths by roughly a factor of 2. In addition, 
the C-C3H6/C 3H6 ratios indicate more efficient propylene 
production relative to cyclopropane. If indeed (3) is a neg­
ligible propylene contributor, then the increased energy 
sources simply provide a greater amount of vibrational en­
ergy for the cyclopropane fragment, leading to more effi­
cient ring opening.

V. Photophysical Processes
In a previous study in this laboratory10 involving the 

photochemistry of the difluoroethylenes, we were rather 
surprised to observe that the CO matrix was not only use­
ful as an atom quencher but also as a triplet quencher. If 
a photodissociative process were to proceed via a triplet 
state which happens to be in near resonance with a CO 
triplet, then quenching the triplet prior to dissociation in 
essence quenches the reaction. This technique can thus be 
used as means of identifying photodissociative processes 
proceeding via a triplet state. Carbon monoxide is partic­
ularly useful in this respect, since it has three triplet 
states which exist below the onset of its first excited single 
state 1II, at 1546 A. Assuming the triplet state corre­
sponding to an observed singlet is in the near proximity 
below it. then the probability of quenching will depend on 
the near resonance of one of the CO triplets. In order to 
ensure that CO does not play an energy transfer role 
through its allowed singlet-singlet transition, the excita­
tion source should be monochromatic and \ >1546 A. In 
this study, we note that the n — <1, ,,* transition (1802— 
1681 A) is in near resonance with the 32i CO band at ap­
proximately 1800 A. The results of this experiment led to 
the complete quenching of (2) and possibly (3). but indi­
cated the normal yield of (1). We conclude then that the 
former photodecompositions probably proceed through

ISC and the latter through IC as observed from the n — 
ir* transition.

If we might be allowed to speculate concerning the 
mode of decomposition via the triplet, it would be that 
ISC occurs into a bound state, rather than directly into 
the triplet continuum; since a vibrational period would be 
insufficient time to quench the triplet. Thus, in the ab­
sence of CO, the triplet would be rapidly quenched to the 
ground vibrational state and phosphoresce. However, we 
noted earlier that all of these resonance sources have a 
broad emission which spans the visible and is greater by a 
factor of 10 than the resonance line. This source could 
produce a triplet-triplet transition from the v = 0 triplet 
lower state where there is a steady-state buildup as a re­
sult of the long triplet lifetime. In summary, process 2 and 
3 might be proceeding via a biphotonic mechanism. A re­
cent study involving the biphotonic chemistry of durene 
has recently been reported by Schwarz and Albrecht.27

VI. Conclusions
The photodecomposition mechanism of matrix-isolated 

cvclobutanone has been shown to be a function of exciting 
energy. Exciting into the continuum of the n -*• 7r* 
(3350-2632-A) band below the onset of the predissociating 
wavelength, appears to indicate a predominance of pro­
cess 2 and possibly 3 vs. 1. Exciting between 3000-3100 A 
with the 3022-A line appears to result in the exclusive 
production of (2).

Excitation into the diffuse or continuous electronic ab­
sorption bands corresponding to the n — aro* (1802-1680 
A) and the 7r —1- 7r* (1670-1480 A) with N2 and Br2 reso­
nance lamps resulted in the same majcr primary photode­
composition modes 1, 2. and possibly 3. in addition to 
weak absorptions due to secondary photolysis.

The n > tt* conversions appear to be the same as the 
gas-phase observations where (1) and (2)—(3) proceed 
through 7Ai* and 3A2, respectively. Experiments per­
formed in this study using CO triplet state quenching of 
the n —*• ayo* 3B2 state indicate the possibility of a bipho­
tonic mechanism giving rise to (2) and possibly (3).

In addition to the photochemical results, some tentative 
vibrational assignments for the vibrational frequencies of 
matrix-isolated cyclobutanone have been made. These as­
signments are based on a prior normal coordinate calcula­
tion,13 which assumed a planar ring skeleton structure 
with C2v symmetry from microwave measurements, and 
comparisons with previous vibrational assignments for cy­
clobutane.12
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Single pulse shock tube relative rate measurements are reported for cis-trans isomerization of 2-butene, 
difluoroethylene, fluorodichloroethylene, fluorochloroethylene, and 2,3-dichlorohexafluoro-2-butene. The 
isomerizations all appear to be homogeneous and unimolecular, and the experiments were performed 
above the unimolecular falloff region. For the butenes, log A* = 14.4 ±  0.2, while for the ethylenes, log 
A°° = 13.3 ±  0.1. Tine activation energy for 2-butene was Ea = 66.2 kcal/mol (277 k.J/mol), while all the 
halogenated olefins had ER = 58.5 ±  2.5 kcal/mol (245 ±  10.5kJ/mol).

Previous parts of this series1-2 presented kinetic param­
eters for the thermal cis-trans isomerization of 2-butene, 
perfluoro-2-butene, 1,2-difluoroethylene, and 1,2-dichlo- 
roethylene. All of the reaction rates were determined 
using a single pulse shock tube relative rate technique. 
The starting point for these studies was the measurement 
of 2-butene isomerization us. terf-butyl alcohol dehydra­
tion, with the other isomerization rates found relative to 
2-butene. But, Lewis3 has recently reevaluated the dehy­
dration of tert-butyl alcohol and found substantially dif­
ferent Arrhenius parameters than the ones reported by 
Tsang4 which were used as a basis for the values we re­
ported for the isomerization.

The present paper contains the results of new relative 
rate measurements on cis-2-butene vs. cyclohexene de­
composition, done to substantiate Lewis’s findings, new 
data on cis-l,2-difluoroethylene vs. eis-2-butene, reports of 
ci's-CFCl =  CHCl. eis-C H C l=CH F, and cis-
CF3CC1= C C 1CF3 isomerization which have not previous­
ly been studied, and revised parameters for the dichlo- 
roethylene and perfluoro-2-butene isomerizations in view 
of the revised eis-2-butene rate constant.

Experimental Section
The shock tube and general procedures have been de­

scribed.1-2 Shocked gas samples (0.5-2 cc at 200-350 Torr) 
were transferred from the shock tube to the gas chromato­
graph with a Precision Sampling Co. syringe.

Materials. The cis-2-butene was Phillips research grade

and contained 0.05% of the trans isomer. Baker, “ Baker 
Grade,” cvclohexene was used as supplied, after thorough 
degassing. The halogenated ethylenes and butene were 
obtained from Peninsular Chem Research. Separation 
of liquid 1,2-dichloro-l-fluoroethylene on a 3 m X  12.7 
mm 20% AgNC>3 saturated diethylene glycol on Chromo- 
sorb P column at 25° gave trans-CClF=CClH with 3.5% 
cis impurity. Gas samples (25 cc at 1 atm) of l-chloro-2- 
fluoroethylene were resolved with the same AgNC>3 prep 
scale column, yielding cis-CHCl=CHF with 0.25% trans 
impurity. Liquid 2,3-dichlorohexafluoro-2-butene sepa­
rated well on a 2 m x 19 mm 20% UCW-98 prep column 
at 23° with the cis product containing 0.2% trans. Dichlo- 
roethvlene was also purified with the UCW-98 column to 
give cis-CHCl=CHCl witn 0.15% trans. The very small 
sample of cis-l,2-difluoroethylene available was used as 
supplied and contained 7.1% trans impurity.

Analysis. A Hewlett-Packard Model 5750 chromato­
graph with flame detector was used. All components of 
the various shocked samples could be resolved using a
1.83 m X  6 mm 10% AgNOs-DEG column alone or with
1.83 m X  3 mm or 3.66 m X  3 mm 10% UCW-98 columns 
in series, all at room temperature. Peak areas were mea­
sured by triangulation. With one set of runs, areas were 
also found by Xeroxing the chromatograms, then cutting 
and weighing the peaks. Values for the rate constants de­
rived from these two sets of areas were nearly identical 
with no systematic differences. Equal sensitivities were 
observed for cis and trans isomers. Calibration samples
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containing C2H4, 1,3-butadiene, and cis-2-butene were 
used to find relative sensitivities for these species. The cy­
clohexene peaks were not quantitatively measured.

Shock Experiments. Mixtures of the reactants, dilute in 
argon, were prepared in 5-1. Pyrex bulbs. A cathetometer 
was used for the cyclohexene-cis-2-butene mixture to as­
sure accurate knowledge of the initial composition, since 
the cyclohexene peak was not analyzed in the shocked 
samples. Details of the various mixtures are in Table I. 
The residence times (flat portion of the pressure trace) 
ranged from 150-220 psec. The Mylar diaphragms burst at 
6-7 atm.

Calculations. The cyclohexene rate constant was calcu- 
lattted using the integrated form of a nonreversible first- 
order rate law. Use of the peaks representing either ethyl­
ene or butadiene products formed in the decomposition 
gave identical results, where both peaks could be easily 
measured. The ethylene peak was usually easier to deter­
mine quantitatively. The cis-trans rate constants were 
evaluated using the integrated form of a reversible first- 
order rate law, with k(cis —' trans) found regardless of the 
starting isomer.

Results
Relative rate plots for the various experiments are given 

in Figures 1-3, with numerical results deduced from the 
graphs included in Table I. The slope of a relative rate 
plot gives the ratio of activation energies for the two sys­
tems, while the intercept can be related to the preexpo­
nential factors. One standard deviation in the slope and 
intercept imply deviations of about ±1.3 kcal in activa­
tion energy and ±0.3 in log A*. However, to these must 
be added the uncertainties in the “ standard” reaction, 
which for cyclohexene are estimated5 at ±0.3 kcal/mol 
and ± 0.2 in log A“ .

Tsang’s5 rate constant for cyclohexene decomposition is 
k°° = 1015-30 exp(-66,900/RT) sec-1, and thus Figure 1 
implies that for 2-butene k ' (cis ~ trans) = 1014-62 exp- 
(—66,200/RT) sec-1 . This value was used in the other rela­
tive rate studies to find the Arrhenius parameters listed in 
Table I. Table II contains the Arrhenius parameters found 
during this work along with revised values for dichloroeth- 
ylene and perfluoro-2-butene, based on the previous rela­
tive rate results2 and the new ci.s-2-butene rate constant.

Note that Table I indicates that 2,3-dichlorohexafluoro- 
2-butene isomerization was measured relative to both 2- 
butene and 1,2-dichloroethylene. In the former experi­
ments. the halogenated 2-butene isomerization nearly 
reached equilibrium before the hydrocarbon 2-butene 
reaction proceeded to measurable extents. Use of dichlo- 
roethylene as the standard gave much more reasonable 
data, and represents the first time in this series of studies 
that 2-butene was found to be an unacceptable reference 
standard. Figure 3 shows the results with cis-l,2-dichlo- 
roethylene as reference for c/s-2,3-dichlorohexafluoro-2- 
butene.

Discussion

For the systems reported in parts I1 and II,2 the reac­
tions were measured starting with both the cis and trans 
isomer. Results in each case were consistent with the rela­
tion fei/fe-i = Keq, but kinetics studies are obviously not 
the best way of finding equilibrium constants, so that the 
reactions studied in the present work were followed in 
only one direction. None of these systems has an equilibri­
um constant drastically different from 1.0 (±0.4) over the

Figure 1. Relative rate graph of log k* (c/s-2-butene —1- trans- 
2-butene) vs. log k ”  (cyclohexene —*• ethylene +  1,3-butadi- 
ene). Concentrations, slope, and intercept are listed in Table I. 
The filled circles represent the more dilute mixture.

I.O 1.4 1.8 2.2 2.6 3.0 3.4
lo g  k (c is  - 2 -  bu tene  )

Figure 2. Relative rate graph of log k* (cis-halogenated ethyl­
ene —* trans isomer) vs. log k ”  (c/s-2-butene —*• trans-2-bu- 
tene). Concentrations, slopes, and intercepts are listed in Table 
I. Filled symbols represent the more dilute mixture: triangles,
1.2- difluoroethylene; circles, 1-chloro-2-fluoroethylene: squares.
1.2- dichloro-1-fluoroethylene.

temperature range 1000-1300°K, and the calculation of 
the rate constants does not depend sensitively on Keq 
since the extents of conversion were small, generally less 
than 10%, and never approached equilibrium levels.

Nearly all reviews of cis-trans isomerization6-9 are pre­
faced by remarks indicating the experimental difficulties 
caused by the sensitivity of the isomerization process to 
both free radical and heterogeneous catalysis. The latter 
problem is completely avoided with shock tube techniques 
since the heating is gas dynamic and the walls remain at 
room temperature. However, the problem of free radical 
catalysis deserves some attention. Small amounts of side 
products were observed during cycle propane structural 
isomerization with either cts-2-butene or ferf-butyl alco­
hol as reference standard,10 and comments in that paper 
are relevant to this work as well. Essentially, although 
reference standards, concentrations, pressures, and resi­
dence times were varied over unusually wide ranges, no
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Figure 3. Relative rate graph of log k ”  (c/s-2,3-dichlorohexaflu- 
oro-2-butene —* trans) vs. log k”  (c/s-1,2-dichloroethylene * 
trans). Concentrations, slope, and Intercept are listed in Table I.

TABLE II:

System Log A ”

E a

Log k m 
(CIS —►
trans) 

a t 1100 
°K

k c a l/
mol k j /m o l

cis-CH3CH =CHCH3 14.62 6 6 .2 275 1.49
cìs-CF3CF=CFCF3 14.30 58.8 246 2.63
cìs-CF3CC1=CC1CF3 14.17 56.3 236 2.98
cis-CHF=CHF 13.42 60.7 254 1.36
cis-CHCl=CHF 13.24 58.3 244 1.67
cis-CHCl=CHCl 13.39 56.9 238 2.09
cis-CHCl=CFCl 13.21 55.5 232 2 .2 0

serious or systematic divergence of any of the results was 
observed. The implication is that the level of free radicals 
present during the experiments at these temperatures are 
ineffective as catalysts of the main reactions.

Recently concluded experiments on 2-butene pyrolysis 
in shock waves11 provides even more direct evidence that 
the isomerization process is not free radical catalyzed 
under shock conditions. Quantitative calculations were 
made assuming equilibrium for the step CiHg J  -CH3 + 
•C3 H5 , and assuming a second-order isomerization rate 
constant at least as large as those reported for I atom12 or 
NO213 catalyzed 2-butene isomerization. The radical cata­
lyzed reactions were studied at much lower temperatures, 
but Arrhenius parameters were reported. The assumption 
of equilibrium radical concentrations is probably a gross 
exaggeration, since even the main reaction of isomeriza­
tion does not approach equilibrium during the residence 
times available. Still, the calculated catalyzed isomeriza­
tion rate is smaller than the observed rate by a factor of 
50 to 200. These considerations indicate that the shock 
tube relative rate technique does supply valid data on the 
homogeneous, unimolecular isomerization process.

The seven entries in Table II can be examined for 
trends in the Arrhenius parameters and dependence of 
these trends on structure. In addition, a related study14 of 
2-butene, 2-hexene, and 2-heptene isomerization gave 
identical rate parameters for the three olefins, so the bu­
tene entry really represents three different systems. The 
obvious correlation is between size and A'  . The C4 -C 7  

systems all have log A" = 14.4 ±  0.2, while the ethy- 
lenes have log A“ = 13.3 ±  0.1. The main factor ef­
fecting activation energy appears to be halogenation. All 
the halogenated species have Ea = 58.5 ±  2.2 kcal, while
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2 -butene, 2 -hexene, and 2 -heptene are higher by nearly 8  

kcal/mol. With the variations in both log A 'and  E a, the 
value of log k“  (cis trans) (1100°K) appears rather ran­
domly related to structural details, and no trends are ap­
parent.

An earlier version of Table II provided the strongest 
suggestion that new measurements of 1 ,2 -difluoroethylene 
isomerization might be worthwhile. Combining the rela­
tive rate data from part I with the new 2 -butene parame­
ters gave log k  (cis-C 2 H 2 F2) = 14.38 -  67,500/4.58T, 
which puts difluoroethylene way out of line with any 
trends. Figure 2 shows that the present data on C 2 H 2 F2  

has good precision and little scatter, but Figures 2 and 3 
of part I also show high precision and in fact, cover a 
longer range. (The present study was limited in range by 
the 7.1% trans impurity in the sample. The cis-C 2 H 2 F2  

used in part I was 99.6% pure.) We have not yet discov­
ered any reason for the difference between part I and this 
set of experiments, but we do plan to persue the matter. 
Meanwhile, our feeling is that the new results are more 
reliable. They certainly fit more neatly into Table II.

The preexponential factors of Table II are noticably 
larger than those previously reported by other investiga­
tors for the same or similar reactions (see tables in the re­
views by Lin and Laidler , 7  Robinson and Holbrook , 8  or 
Benson15), with the exception of an “ early”  absolute 
shock tube study of cis-2-butene . 1 6  This observation 
suggests careful scrutiny of the rate constant accepted for 
2 -butene, since it is really the quantity which scales all 
the other relative rate isomerization results. In defense of 
the 2 -butene rate constant used here we cite a number of 
successfully completed “ loops”  of reactions studied by the 
relative rate shock tube technique, and the high degree of 
consistency within these loops. Specifically, the cyclohex­
ene - ferf-butyl alcohol -*  cis-2 -butene * - cyclohexene 
sequence (this study, part I, and ref 3) gave precisely the 
same value for 2 -butene starting from either end, which 
means there was absolute internal consistency of the three 
separate studies involved. Another series includes cvclo- 
hexene cyclopropane 2 -butene — cyclohexene (this 
study, ref 9 and 17) and ties the thoroughly investigated 
cyclopropane system directly in to the 2 -butene isomeriza­
tion. again with excellent internal correlation. Finally, the 
2 -chloropropane cyclohexene -*  2 -butene fert-butyl 
alcohol *— cyclohexene ethylcyclobutane series (this 
work, part I, ref 3, 5, and 18) relates the isomerizations to 
the well studied alkyl halides and to the very clean de­
composition reactions of the alkyl cyclobutanes, with ex­
cellent internal agreement. Thus, there appears to be 
strong experimental evidence supporting a value of log 
k “  (ci.s-2-butene) = 14.62 -  66,200/4.58T.

Theoretical treatments of cis-trans isomerization have 
been given by Benson and coworkers in several 
forms9 ’ 1 2 . 1 5  and in less quantitatively developed form by 
Lin and Laidler . 7  Agreement between theoretical predic­
tions and the values reported in Table II are mixed. The 
dichloroethylene A“ factor and activation energy agree 
almost exactly with estimates, but boch the a s - 2 -butene 
and perfluoro-2-butene A*" factors are nearly a factor of 
10 larger than Benson’s estimates. The previous paragraph 
lends experimental support to the apparently high A" 
value for 2 -butene, and there is also seme theoretical evi­
dence available; Lin and Laidler1 9  found much better 
agreement of RRKM calculations with experimental fall- 
off data with log A**. = 14.55 (from ref 16) than when
lower values for A" were used. Robinson and Holbrook8  

have clearly pointed out that RRKM calculations are 
rather insensitive to details of the transition state model, 
but do show a strong dependence on the values selected 
for A“ a n d £ ".

In view of the trends which appear to be developing, ad­
ditional cis-trans isomerization measurements on other 
partially halogenated C 4  and some C 3  olefins should be 
useful. The conjugation effects in molecules such as croto- 
nonitrile and 1,3-pentadiene should also be checked, and 
work in these areas is planned.

A c k n o w le d g m e n ts . The author thanks the State Univer­
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Using a pulse radiolysis technique the absorption spectra of anions of acetophenone, benzophenone, and 
their derivatives have been observed in ethanol at 100°K. The spectra obtained immediately after the 
0.5-Msec pulse shift toward shorter wavelengths within about 200 Msec. The subsequent spectra are in 
good accord with those observed for the anions produced by steady y  radiolysis at 77°K. These results in­
dicate that reorientation of solvent molecules around the anion is responsible for the spectral shift in 
protic solvents. The spectra observed immediately after the pulse are due to the presolvated anions, and 
the subsequent spectra to the solvated ones. The temperature dependence of the decay of the presolvated 
benzophenone anior. was also studied.

Introduction
The solvent effect on the optical absorption spectrum is 

generally regarded as being due to the dielectric reorienta­
tion of solvent molecules around a solute molecule. Since 
the relaxation time of the dielectric reorientation is large­
ly dependent on the solvent rigidity, one can expect to ob­
serve time-resolved emission or absorption spectra at low 
temperatures. Ware, e t  a l . , 1  observed that the emission 
spectra of aminophthalimides in 1 -propanol shift toward 
longer wavelengths with time at 203 and 173°K. This re­
sult suggests that the dielectric relaxation time is compa­
rable with the fluorescence lifetime at the temperatures 
examined. For electrons produced in alcohols by pulse ra­
diolysis at 77°K, Richards and Thomas2  and Kevan 3  

found time-resolved absorption spectra. Their results indi­
cate that the electrons shallow trapped in alcohols become 
gradually deep trapped as the solvation proceeds. A simi­
lar observation for electrons in viscous liquid alcohols at 
low temperatures was reported by Baxendale and Ward- 
man4  and Gilles, e t  a l .s These investigations provide valu­
able information on the nature and processes of solvation.

The present pulse radiolysis study at low temperatures 
was undertaken with the object of elucidating the solva­
tion processes of anions of aromatic ketones. Transient 
absorption spectra obtained with ethanol solutions, in 
which solute anions are formed preferentially, were found 
to be time dependent. Comparing these spectra with those 
obtained by y  radiolysis with different solvents at 77°K, 
we have concluded that the spectra observed immediately 
after pulses are ascribed to presolvated anions. This paper 
reports the first observation on the time-resolved spectra 
of anions of benzophenone, acetophenone, fluorenone, and 
their derivatives. The decay behavior of the presolvated 
anion at various temperatures was discussed in terms of 
the solvent reorientation.

Experimental Section
Reagent grade ethanol supplied from Wako Pure Chem­

ical Industries was used without further purification. 2 - 
Methyltetrahydrofuran (MTHF, Wako Pure Chemical In­
dustries) was stored on a sodium-potassium alloy after 
distillation on metallic sodium and transferred into a

reaction cell before use. Benzophenone, fluorenone, and 
2,2'-dihydroxybenzophenone of reagent grade from Al­
drich Chemical Co. were used without further purifica­
tion. Acetophenone, 4-hydroxybenzophenone, and 2-hv- 
droxyacetophenone were obtained from Wako Pure Chem­
ical Industries. 4-Hydroxvbenzophenone was purified by 
recrystallization from an aqueous ethanol solution and the 
others were used without further purification. 4-Methyl- 
benzophenone prepared by the Friedel-Crafts reaction of 
benzoyl chloride with tcluene was recrystallized twice 
from an ethanol solution.

Pulsed electron beams of 2.7 and 2.8 MeV were generat­
ed from a Mitsubishi Van de Graaff accelerator. The pulse 
width of 0.5 or 1.0 Msec was used. The experimental proce­
dures and apparatus were the same as described in a pre­
vious paper of this series . 3  Most of the experiments were 
done at a temperature of 100 ±  2°K. For the experiments 
on temperature dependence, optical measurements were 
carried out at several temperatures while decreasing the 
temperature of the sample placed on the cooled block. 
Temperatures were recorded by using a thermocouple in­
serted into solutions when the sample was pulsed.

Results
B e n z o p h e n o n e . The transient absorption spectra of the 

benzophenone anion formed by pulse radiolysis at 100°K 
are shown in Figure 1. The spectrum observed immediate­
ly after the pulse has a peak at 780 nm, but after 170 Msec 
the peak shifts to 650 nm; no absorption remains at 780 nm 
after completion of the spectral shift (a few msec). As will 
be discussed later, this spectral shift has a close correla­
tion with the solvent shift of the benzophenone anion ob­
served in the steady y  radiclysis at 77°K.

Characteristic features which accompany the spectral 
shift are ( 1 ) the optical absorption increases at short wave­
lengths (600-660 nm), while decreases at longer wave­
lengths (600-900 nm); (2 ) the peak absorbance observed 
immediately after the pulse is larger than that observed 
after 170 Msec; (3) there is an isosbestic point at 660 nm, 
where the absorbance is invariant during several seconds 
after the pulse; and (4) the relatively weak absorption 
band due to ketyl radical is observed at 550 nm.
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Figure 1. A b s o rp tio n  s p e c tr a  o f th e  b e n z o p h e n o n e  a n io n  in e th ­
a n o l a t 1 0 0 ° K  ( 0 .1 6  M  b e n z o p h e n o n e ) :  O ,  im m e d ia te ly  a f te r  th e  
p u ls e ; • ,  a t  1 7 0  n s e c  a f te r  th e  p u ls e .

Figure 2. O s c illo s c o p e  t r a c e s  fo r  th e  d e c a y  o f th e  b e n z o p h e ­
n o n e  a n io n : A , a t  7 6 0  n m  in e th a n o l;  B , a t  6 2 0  n m  in e th a n o l;  C , 
a t  7 6 0  n m  in a q u e o u s  m e th a n o l ( M e O b t H j O  =  9 :1  in v o lu m e );  
D . a t 7 6 0  n m  in 2 -p ro p a n o l.

Figure 3 . A b s o rp tio n  s p e c tr a  o f th e  4 -m e th y lb e n z o p h e n o n e  
a n io n  in e th a n o l a t 1 0 0 ° K  ( 0 .1 5  M  4 -m e th y lb e n z o p h e n o n e ) :  O ,  
im m e d ia te ly  a f te r  th e  p u ls e ; • ,  a t  8  m s e c  a f te r  th e  p u ls e .

Figure 2  displays oscilloscope traces recorded at 760 and 
620 nm at 100°K. The decay at 760 nm does not fit a first- 
order rate law. The initial decay is faster than the later. 
The results obtained for the methanol and 2-propanol so­
lutions are essentially the same as those for the ethanol 
solution, although the decay rates are considerably differ­
ent as shown in Figure 2.

Similar results were obtained for ethanolic solution of 
the 4-methylbenzophenone anion. The peak at 760 nm of 
the initial spectrum shifts to 620 nm at 8  msec after the 
pulse as shown in Figure 3.

A c e to p h e n o n e .  The absorption spectra of the acetophe­
none anion in ethanol solution are shown in Figure 4. The 
initial spectrum has an absorption peak at 480 nm and 
two shoulders on both sides. The peak wavelength changes

M. Hoshino, S. Arai, and M. Imamura

Figure 4. A b s o rp tio n  s p e c tr a  o f th e  a c e to p h e n o n e  a n io n  in  e t h a ­
no l a t  1 0 0 ° K  ( 0 .2  M  a c e to p h e n o n e ) :  O ,  m m e d ia te ly  a f te r  th e  
p u ls e ; • ,  a t  1 7 0  s e c  a f te r  th e  p u ls e .

Figure 5. A b s o rp t io n  s p e c tr a  o f th e  f lu o r e n o n e  a n io n  in e th a n o l  
a t  1 0 0 ° K  ( 0 .1 6  M  f lu o r e n o n e ) :  O .  im m e d ia te ly  a f te r  th e  p u ls e ;  
•  , a t  1 7 0  n s e c  a f te r  th e  p u ls e .

to 460 nm after 170 n s e c . The decay of the anion is as 
complex as that of the benzophenone anion.

The absorption spectrum of the acetophenone anion 
produced by 7  radiolysis in organic solvents at 77°K is 
known to differ depending on the nature of the solvent. 
For example, the absorption peak locates at 440 nm in 
ethanol whereas at 475 nm in M TH F . 7

F lu o r e n o n e . The initial absorption spectrum of the fluo­
renone anion in the ethanol solution at 100°K (Figure 5) 
has two peaks at 560 and 520 nm. The absorbance de­
creased with time over the entire wavelength region exam­
ined and the spectrum does not change appreciably in 
shape. This spectrum was identical with that obtained by 
7  radiolysis of an MTHF solution at 77°K. Hayon, e t  a l , , 8  

obtained the absorption spectrum with a peak at 450 nm 
by pulse radiolysis of alkaline aqueous ethanol solution of 
fluorenone at room temperature. This spectrum, however, 
is different from ours. We also obtained the absorption 
spectrum of the fluorenone anion by the pulse radiolysis of 
dimethylformamide solution at room temperature, which 
has an absorption peak at 550 nm as shown in Figure 6 , in 
agreement with the result of the ethanol solution at 
100°K.

O H -S u b s t i tu t e d  B e n z o p h e n o n e s  a n d  A c e t o p h e n o n e .  
Figure 7 shows the absorption spectra of the 4-hydroxy- 
benzophenone anion produced in ethanol solution by pulse 
radiolysis at 100°K. The initial peak of 710 nm shifts to 
680 nm after 170 Msec. Included in Figure 7 for comparison 
is the absorption spectrum of this ion produced by 7  radi­
olysis of an MTHF solution at 77°K.

It is known that 4-hydroxybenzopher.one forms an inter- 
molecular hydrogen bond with ether ( 1 : 1  complex) and al-
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Figure 6. A b s o rp tio n  s p e c tru m  o f th e  f lu o r e n o n e  a n io n  in d i-  
m e th y lfo r m a m id e  o b ta in e d  by p u ls e  ra d io ly s is  a t  ro o m  t e m p e r a ­
tu re  (3 .1  X  1 0 _ 1 M  f lu o r e n o n e ) .

HOC <60 50n
W A V E L E N G T H « )

Figure 9. A b s o rp tio n  s p e c tr a  o f th e  2 -h y d r o x y a c e to p h e n o n e  
a n io n  in e th a n o l a t  1 0 0 ° K  ( 0 .1 8  M  2 -h y d r o x y a c e to p h e n o n e ) :  O ,  
im m e d ia te ly  a f te r  th e  p u ls e ; • ,  a t  1 7 0  /¿ sec  a f te r  th e  p u ls e .

Figure 7. A b s o rp tio n  s p e c tr a  o f th e  4 -h y d r o x y b e n z o p h e n o n e
a n io n  o b ta in e d  by s te a d y  7  ra d io ly s is  i r  M T H F  a t 7 7 ° K  ( ------------ )
a n d  p u ls e  ra d io ly s is  in e th a n o l a t  1 0 0 ° K  ( 0 .2  M  4 -h y d r o x y b e n z o -  
p h e n o n e ):  O ,  im m e d ia te ly  a f te r  th e  p u ls e ; • ,  a t  1 7 0  n s e c  a f te r  
th e  p u ls e .

Figure 8. A b s o rp t io n  s p e c tr a  o f 2 ,2 '-d ih y d r o x y b e n z o p h e n o n e  
a n io n  in e th a n o l a t  1 0 0 ° K  (0 .1  M  2 ,2 '-c ih y d r o x y b e n z o p h e n o n e ) :  
O ,  im m e d ia te ly  a f te r  th e  p u ls e ; • ,  a t  17C  ^ s e c  a f te r  th e  p u ls e .

cohol (l:n  complex ) , 9  but the spectral features of the 
anion are essentially the same as those of benzophenone 
anion.

Quite similar time-dependent spectra were observed for 
the 2 ,2 '-dihydroxybenzophenone anion at 100°K as shown 
in Figure 8 . In consequence o f the faster decays at longer 
wavelengths, the absorption peak located initially at 720 
nm shifts to shorter wavelengths as time proceeds.

The absorption spectra of the 2 -hydroxyacetophenone 
anion in the ethanol solution are shown in Figure 9. The 
absorption peak at 480 nm of the initial spectrum shifts to 
460 nm after 170 Msec. The shape and the shift with time 
are similar to those of the nonsubstituted acetophenone 
anion.

T e m p e r a tu r e  D e p e n d e n c e  o f  th e  D e c a y  o f  th e  B e n z o ­
p h e n o n e  A n io n . Decay rates of benzophenone anions were 
determined at 760 nm as a function of temperature be-

T IM E C U S E C )

Figure 10. K in e t ic  p lo ts  fo r  th e  d e c a y  o f th e  b e n z o p h e n o n e  
a n io n . O p t ic a l d e n s it ie s  (D )  d e te rm in e d  a t  7 6 0  n m  a n d  a t t e m ­
p e r a tu re s  o f 1 1 8  ( O ) ,  1 2 0  f ÿ ,  a n d  1 2 2 ° K  ( • ) .

tween 105 and 123°K. Figure 10 shows the plots of In D  us. 
t at 118, 120, and 122°K, where D  and t represent the op­
tical density and time, respectively. We tentatively ana­
lyzed the decay curves as overlapping of the fast and slow 
components, as shown in Figure 10; both of them obey a 
first-order rate law. The rates of the slow decay were found 
from the original plots in Figure 10 and those of the fast 
decays, from the plots of In (D -  D-D us. t in Figure 11, 
where D i  is the optical density of the slow decay at time t. 
Figure 12 shows the Arrhenius plots for the two decays, 
from which the activation energies and entropies of activa­
tion were estimated to be 2.5 kcal mol 1  and -10 .6  cal 
deg - 1  m oD 1  for the fast decay and 5.4 kcal m ol - 1  and 
+ 1 0 . 6  cal deg ^ 1  m ol - 1  for the slow decay.

Discussion

S o lv e n t  R e o r ie n ta t io n  a s  a C a u se  o f  th e  B lu e  S h ift. A  
general scheme for the formation of the solute anion in 
ether or alcohol is described as

S — S' + em (mobile) (1)

em — *- e, (trapped) (2 )

em + M — ►  M" (3)

where S and M represent a solvent and solute molecule, 
respectively. Reaction 2 is likely to be excluded in the 
presence of solute molecules in a concentration as high as 
in this study; in fact, the absorption spectrum of et was
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TABLE I: Peak Wavelengths o f Absorption of Benzophenone Anion in Various Solvents

Solvent Water
Aqueous

methanol“ Ethanol DMSO6 DMF6 Acetone MTHF

Dielectric
constant 78 36 .8 C 24.3 48.9 36.7 2 0 .n 4.6

Presolvated 
anion, nm 7 3 0 d 7 8 0 d 7 8 0 d

Solvated 
anion, nm 615c 6 3 0 d 6 4 0 J 720/ '° 720/ 720/ 780/.6

» Methanol: water = 9 : 1  in volume. 6 DMSO = dimethyl sulfoxide; DMF = dimethylformamide. c Reference 14. d Results obtained in the present study by 
pulse radiolysis at 100° K. e Reference 8 . /  Results obtained in the present study by pulse radiolysis at room temperature. 0 Trie thy la mine of 0.1 M  was added
as a cation scavenger. h Reference 11.

T IM E (L S E C )

F igu re  11. K in e t ic  p lo ts  fo r  th e  e a r l ie r  d e c a y  o f th e  b e n z o ­
p h e n o n e  a n io n . A D  =  0  — 0 ; ,  w h e re  D ; is  th e  o p t ic a l d e n s ity  o f 
th e  la te r  d e c a y  a t t i n e  f. O p t ic a l d e n s it ie s  d e te rm in e d  a t 760 
n m  a n d  a t te m p e ra tu re s  o f 118 ( O ) , 120 ( © ) ,  a n d  1 2 2 °K  ( • ) .

not observed even immediately after the pulse for all the 
solutions investigated.

Transient absorption spectrum of the benzophenone 
anion produced by flash photolysis or pulse radiolysis is 
known to show a large solvent shift; the absorption peak is 
located at 630 nm in aqueous 2-propanol1 0  and at 780 nm 
in tetrahydrofuran (THF) solution . 1 1  The absorption spec­
tra obtained with organic glasses by y  radiolysis at 77°K 
are similar to those mentioned above. Shida and Hamill , 7  

who observed absorption spectra of aromatic and aliphatic 
ketones at 77°K. reported the absorption peak of the ben­
zophenone anion to be at 630 nm in an ethanol matrix and 
at 800 nm in a MTHF matrix.

The time-depencent spectral change of the anions ob­
served in the present study may be interpreted by the 
gradual lowering of the ground-state energy caused by re­
orientation of the solvent molecules around the anion. 
Table I lists the peak wavelengths of the benzophenone 
anion in several solvents. The solvent shift of the absorp­
tion band does not appear to depend on the dielectric con­
stant of solvent, but is particularly significant in hydroxy- 
lic solvents, suggesting that reorientation of the OH group 
may be essentially responsible for the shift. A similar 
argument was given by Schmidt and Allen 1 2  for the for­
mation of the potential well of electrons in hydroxylic sol­
vents. For the benzophenone anion it is suggested that the 
canonical structure described must be favored relative to 
the others on the basis of the valence bond framework . 1 3  

It is probable, therefore, that the solvent reorientation 
takes place around the CO group, and OH groups occupy

8.0 8.5 9 0
1 /  T X 10 3

F igu re  12. A rrh e n iu s  p lo ts  fo r  th e  e a r l ie r  d e c a y  ( O )  a n d  la te r  
d e c a y  ( • )  o f  th e  b e n z o p h e n o n e  a n io n .

the position closer to the CO-  group c f the benzophenone 
anion than do other solvent molecules.

o -
It has been suggested by Shida and Hamill7  that the 

blue shift of the absorption band in alcohols is due to hy­
drogen bonding between the anion and alcohol molecules. 
However, this explanation is not appropriate for the fol­
lowing reasons. ( 1 ) Since benzophenone is known to form 
hydrogen bond with alcohol molecules , 1 5  the benzophe­
none anion produced initially must be hydrogen bonded. 
However, the spectrum is rather similar to that in MTHF 
which is not capable of forming hydrogen bonds. ( 2 ) The 
decay rate of the presolvated anion in alcohols observed at 
the longer wavelength decreases in the order of methanol, 
ethanol, and 2 -propanol in the same way as observed for 
electrons . 3 ' 4  These facts suggest that the time-dependent 
spectral change is due to the reorientation of alcohol mol­
ecules around the anion.

The initial spectra in ethanol solutions at 100°K are 
similar to those obtained in MTHF glasses at 77°K by y  
radiolysis and the subsequent spectra are in good accor­
dance with those obtained in ethanol glasses at 77°K by y  
radiolysis. These results lead us to a conclusion that the 
initial absorption spectrum is due to a presolvated anion 
which relaxes to a solvated anion within about 2 0 0  n s e c  at 
100°K.

Recently, Shida, e t  a l . , 1 6  determined the extinction 
coefficient of the benzophenone anion to be 1.08 X 104  

cm ' 1  M _ 1  at 800 nm in MTHF and 6.7 x  103  cm - 1  

M ' 1  at 630 nm in ethanol, the ratio being 1.62. The
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ratio of the maximum optical density of the presolvated 
benzophenone anion to that o f the solvated one is 1 .5 , 
which is close to the above value of 1.62. This fact lends 
further support that the electronic structure of the presol­
vated anion resemble that of the anion in MTHF.

The acetophenone anion behaves quite similarly to the 
benzophenone anion. The presolvated anion is formed im­
mediately after the pulse and reorientation of solvent mol­
ecules occurs within about 200 Msec at 100°K.

The absorption spectrum of the fluorenone anion ob­
served after the pulse in the ethanol solution at 100°K 
does not change its shape with time. However, the initial 
spectrum is expected to be due to the presolvated anion 
and the spectrum observed after 170 Msec, to the solvated 
one, since the time of solvent reorientation is about 2 0 0  

Msec as demonstrated in the experiments of benzophenone 
and acetophenone. It is probable that the energy of stabi­
lization due to the solvent reorientation are not different 
between the ground and excited states of the fluorenone 
anion. This will result in no spectral shift of the absorp­
tion band with time.

The spectral behavior o f anions of OH-substituted ben- 
zophenones and acetophenone are similar to those of the 
nonsubstituted ones. These facts indicate that, although 
the OH group forms hydrogen bonds with alcohol, the ef­
fect of the hydrogen bond is not so serious as to result in a 
large shift of the absorption band or a change of a relaxa­
tion time of a presolvated anion at the temperature exam­
ined. It is concluded that the anions of aromatic ketones 
exist as presolvated ones immediately after the pulse, and 
subsequently change into the solvated ones within the 
similar relaxation time.

T e m p e r a tu r e  D e p e n d e n c e  o f  th e  D e c a y  R a te  o f  th e  P r e ­
s o lv a te d  B e n z o p h e n o n e  A n io n . The decays observed at 
low temperatures represent the solvation process of the 
presolvated anions. As shown in Figure 2, the decay of the 
presolvated benzophenone anion in the initial stage is 
faster than that in the later stage. This phenomenon may 
be interpreted on the assumption that solvent reorienta­
tion becomes quite slow as solvation proceeds. In other 
words, the solvent sphere formed rapidly in the initial 
stage around an anion would shielc the coulombic field to 
reduce the rate of the reorientation in the outer shell.

There seems to be an alternative interpretation in 
which a rigid solution of ethanol is assumed to consist of 
regions of different viscosities. The solvent reorientation 
may take place easily around an anion in the “ soft”  re­
gion, giving rise to the fast decay c f the presolvated anion 
in the initial stage. In the later stage, the reorientation of 
solvent molecules occurs more slcwly in the “ hard”  re­

gion, resulting in the slow decay. The environmental het- 
erogenity of rigid solutions has also been proposed for the 
interpretation of a nonexponential decay of emission . 1 7 1 8

A possible explanation for these two regions is as fol­
lows. One is a low viscosity region in which ethanol mole­
cules orient randomly, anc the other is a high viscosity re­
gion in which ethanol molecules are bound tightly by hy­
drogen bonding. In the former region, therefore, it is ex­
pected that the solvent reorientation occurs more easily 
and the activation energy is smaller than that in the latter 
region as determined experimentally. The significant dif­
ference in the entropy of activation between the fast and 
slow processes may also be interpreted on the same basis: 
the negative entropy of activation is realized in the former 
region where the randomly oriented ethanol molecules 
should be reoriented around anions and the positive one, 
in the latter region where the break down of hydrogen 
bonds occurs on solvation. It is noteworthy that the kinet­
ic parameters of the electrons in 1 -propanol obtained by 
Baxendale and Wardman 4  are 5.9 kcal m ol " 1  and + 1 2  cal 
deg " 1  m o l"1, which are close to the present values for the 
slow decay in spite of the different solvent and solute.
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The enthalpies of mixing of the liquid mixtures of CaF 2  with LiF, NaF, and KF have been determined 
calorimetrically by solid-liquid mixing experiments at 1081°. The results cover concentrations up to 
about 50 mol % CaF 2  and indicate that for these three systems the interaction parameters, AM = AH ™ /  
X iA '2 , vary little with composition. Consistent with the conformal solution theories of Davis, AM changes 
linearly with the size parameter 5i 2  = (di — d 2 ) /d id 2. The partial enthalpies of the alkali fluorides, de­
rived from the new integral enthalpy data, are very comparable to the corresponding excess Gibbs ener­
gies derived from the phase diagrams.

Introduction

Systematic investigations of the solution properties of 
simple charge-unsymmetrical fused salt mixtures of the 
type A X 2-B X  have been underway in this laboratory for a 
number of years. This work has emphasized measure­
ments of the enthalpies of mixing in relatively low melting 
systems, such as, e .g ., the alkaline earth nitrate-alkali ni­
trates , 1  the lead chloride-alkali chlorides , 2  the alkaline 
earth chlorides and bromides with the alkali salts , 3 ’ 4  as 
well as transition metal chloride-alkali chloride sys­
tems . 5 - 7  There has been only one study of the correspond­
ing fluorides, that by Holm and Kleppa of the BeF2-AlkF 
mixtures . 8  The present communication reports the first 
extension of this work to the higher melting alkaline earth 
fluoride-alkali fluoride systems. Other investigations are 
in progress and will be reported in future work.

Apart from BeF2, which melts at 555°, the alkaline 
earth fluorides have quite high melting points: MgF2, 
1290°; CaF2, 1418°; SrF2, 1477°; BaF2, 1368°. At or above 
these temperatures the vapor pressures of the alkali fluo­
rides are too high tc allow precise heat of mixing calorim­
etry. For this reason the present work is based on solid- 
liquid measurements. At 1081°, the temperature adopted 
in the present investigation, we were able to study solu­
tions which contain up to about 50 mol % calcium fluo­
ride.

Experimental Section

A p p a r a tu s . All calorimetric experiments were per­
formed in a new twin microcalorimeter designed for oper­
ation at temperatures up to 1400-1500°. This apparatus will 
be described elsewhere. 9  The calorimeter is largely con­
structed from sintered alumina components and is main­
tained in a cylindrical furnace heated by three Pt 40 Rh 
heating elements.

The apparatus has two essentially identical 25-mm di­
ameter Calvet-tvpe calorimeters, each with a 64 couple 
Pt-Pt 13 Rh thermopile constructed from 0.6-mm wire. 
The two thermopiles are connected in series, bucked 
against each other.

The output from the thermopile system is amplified by 
a Leeds and Northrup d.c. amplifier (9835-B) and dis­

played on a Leeds and Northrup Type H-Azar recorder. 
The emf vs. time curves are integrated by means of an 
Ott precision planimeter.

All experiments were carried out in platinum or graph­
ite containers under an atmosphere of dry, purified argon. 
Two different experimental arrangements were adopted. 
These are shown schematically in Figure 1.

Inside the platinum protection tube of the calorimeter 
proper there is a fused silica “ liner” which provides a 
complete envelope for the contents of tine calorimeter. The 
liner is, in turn, protected against the aggressive fluoride 
vapors by means of a thin-walled ( ~ 0 . 2  mm) nickel “ cru­
cible,”  about 20 mm in diameter x  155 mm long. In spite 
of this precaution, the attack on the fused silica liner was 
considerable, and the lower part of the liner usually had 
to be rebuilt after three to five experiments.

The nickel crucible contains either the main graphite 
crucible (used for work involving LiF and NaF) or a plati­
num crucible (used for KF experiments). In order to pre­
vent alloying between nickel and platinum they are sepa­
rated by a thin-walled fused silica tube.

The graphite and platinum crucibles serve as containers 
for one of the two fluoride salts to be mixed. The other 
salt is kept either in a smaller platinum cup or in a two- 
shell graphite assembly, as indicated in the figure. These 
are in turn attached to 7 mm o.d. ceramic tubes which 
can be manipulated from outside the furnace insulation.

C h em ica ls . The chemicals used were (i) lithium fluo­
ride, Fisher Certified Reagent; (ii) sodium fluoride. Baker 
Analyzed Reagent; (iii) potassium fluoride, Baker and 
Adamson (min 99.0% KF) Anhydrous, Granular Reagent;
(iv) calcium fluoride, Mallinckrodt Chemical Works, Ana­
lytical Reagent. Before their use in the calorimeter, the 
alkali fluorides were mixed with ammonium fluoride 
(Fisher Certified Reagent) and melted in a graphite (LiF. 
NaF) or platinum (KF) crucible in an argon atmosphere. 
After solidification of the melt, clear crystals were select­
ed from the sample. Before use, calcium fluoride was 
heated with ammonium fluoride at about 600° in an argon 
atmosphere.

The purity of the salts was checked by an ion-exchange 
method. LiF. NaF. and CaF2  w7ere of 99.8 to 99.9% purity, 
while KF was confirmed to be better than 99.0% KF.
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P r o c e d u r e s . All the experiments reported in the present 
work were carried out at 1081 ±  1 °, which is well below 
the melting temperature of calcium fluoride, Hence, all 
measurements were of the solid-liquid type. If the empiri­
cal equations of Pugh and Barrow 1 0  apply, the vapor pres­
sures of LiF and NaF at this temperature are about 10~ 3  

atm, that of KF about 10~ 2  atm.
Immediately before insertion into the calorimeter, the 

fused silica liner with its contents was preheated for a pe­
riod of about 15 min to a temperature about 50° above the 
operating temperature of the calorimeter. In typical runs 
the total time elapsed prior to mix.ng was 45 to 60 min. 
Under these conditions the weight loss  of the most volatile 
salt, KF, as determined in a blank experiment, was about 
0.5%; the simultaneous weight g a in  of the calcium fluo­
ride sample, presumably due to reaction with the KF 
vapor, was 0.02%. These errors are very small and have 
been neglected. Note that a major part of the experimen­
tal uncertainty in our determinations of the liquid-liquid 
enthalpies of mixing arises from the corresponding uncer­
tainty in the enthalpy of fusion of calcium fluoride (see 
below).

Calibration of the calorimeter was by the platinum drop 
method, based on the heat content equation for pure plat­
inum as given by Kelley . 1 1  Pieces of platinum wire of 2 
mm diameter and weighing about 1  g were dropped from 
room temperature into the calorimeter. The calorimeter 
temperature was measured by means of a P t-P t— 13Rh 
thermocouple which was checked against a Pt-P t— lORh 
couple which had been calibrated by the National Bureau 
of Standards. A correction of 5% was applied for the heat 
pickup of the platinum wire during its drop into the calo­
rimeter.

Results

In order to avoid incomplete sc lid-liquid mixing, all 
measurements were carried out on compositions leading to 
the formation of liquid mixtures with less than about 50 
mol % calcium fluoride. Some of the data in the KF-CaF 2  

systems (at X raK2  > 0 .2 ) were obtained through experi­
ments in which solid CaF2  was added to a melt of lower 
calcium fluoride concentrations. These measurements are 
identified as such in Table I and Figure 2.

The results of the solid-liquid heat of mixing measure­
ments, A H .si,M, are given in Table I. The enthalpies of liq­
uid-liquid mixing, A H ™ , and the corresponding enthalpy 
interaction parameters, XM = A I P '  / X 1 X 2. are related to 
A //Si,M by the relation

A / / M = A H s l v  -  X  AH,(t) (1)

A / / M 

XM = XJC
1 / A H S1 M \

=  x \  x .2' " (2)

In these expressions X 2  is the mcle fraction of calcium 
fluoride while AHf(t) is the heat of fusion of calcium fluo­
ride at the temperature of the measurements (1081°). In 
the limiting case for X 2  = 1 , the enthalpy of mixing, 
A/7M, is zero. Therefore, we have

A H f( t )  =  lim A H ^ / X . ,  (3)

In Figure 2 we have plotted the experimental quantities 
A /is iM/X 2  against X 2  for the three calcium fluoride-alka­
li fluoride systems. The figure also shows A /ir(1081) =
9.84 kcal/mol at X 2  = 1.00. This value has been calculat­
ed from the reported enthalpy of fusion of CaF 2  (7.1 ±  0 . 1

uOm

i

F igu re  1. S c h e m a tic  d ia g ra m  o f e x p e r im e n ta l a r ra n g e m e n ts  
u s e d  fo r  c a lo r im e t r ic  m e a s u re m e n ts .

2

F igu re  2. P lo ts  o f A H s i.M /X c a F 2 vs. X CaK2- E n th a lp y  o f fu s io n  o f 
C a F 2 a t 1 0 8 1 ° (9 .8 4  k c a l /m o l ) ,  c a lc u la te d  fro m  d a ta  g iv e n  by 
J A N A F . '2 D a ta  Tor C a F 2- K F  in d ic a te d  b y  s o lid  s y m b o ls  ba sed  
o n  m u lt ip le  a d d it io n s  o f s o lid  C a F 2 to  K F.

kcal/mol at 1418°)12 plus the enthalpy change associated 
with the phase transformation in CaF2  at 1151° (1.14 ±  
0 . 1  kcal/m ol ) 1 2  while at the same time correcting for the 
heat capacity difference between liquid, undercooled 
CaF2, and the solid salt, integrated over the temperature 
range 1081-1418° ( —1.6 kcal/m ol). Note that our own 
data for A //Si m/X 2, if extrapolated linearly to X 2  = 1, are 
in excellent agreement with this value, which is believed 
to be correct to ±0.3 kcal/mol or better.

Adopting 9.84 kcal/mol for the enthalpy of fusion of 
calcium fluoride, we have calculated the (liquid-liquid) 
enthalpies of mixing and the interaction parameters. XM,
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TABLE I: M olar Enthalpies o f Mixing o f Solid Calcium  TABLE II: Sum m ary o f Enthalpy o f M ixing Data for
Fluoride with Liquid Alkali Fluorides at 1081°“ Calcium  Fluoride-Alkali Fluoride M ixtures at 1081°“

ahslm/sr.,
System X i Total moles kcal/mol

CaF2-L iF  0.0759
0.1295 
0.2005 
0 . 2 0 2 1  

0.2035 
0.2504 
0.2959 
0.3999

CaF2-N aF 0.0500
0.0690 
0 . 1 0 0 0  

0.1629 
0.2369 
0.3392 
0.4600 
0.5000

CaF2-K F  0.0546
0.0617 
0.0846 
0.1017 
0.1069 
0.1396 
0.1491 
0.1771 
0.2391 
0.2421 
0.2514 
0.2873 
0.3148 
0.3742 
0.4313 
0.4809

0.1088 8.67
0.1167 8.73
0.0799 8.74
0.0758 8 . 8 8

0.1044 8.70
0.0570 8.73
0.1069 8.97
0.1234 8.72
0.1199 5.43
0.1193 5.61
0.0678 5.62
0.0328 5.92
0.0392 6.40
0.0493 6.76
0.0656 7.24
0.0658 7.29
0.1208 2.16
0.1216 2.40
0.1046 2.4.9
0.0888 2.73
0.0884 2.83
0.0634 2.72
0.0675 2.94
0.0970 3.21
0.0755 3 .77b
0.0759 3 .856
0.0767 3.811-
0.0806 4 .296
0.0839 4 .39fc
0.0919 4 .876
0 . 1 0 1 1 5 .346

0.1108 5.73 4

a X? = mole fraction cf calcium fluoride. b Experiments based on multi­
ple (two-four) additions of solid calcium fluoride.

X 2 ( Ca X 2 )

Figure 3. P lo ts  o f A M =  A H m / X , X 2 vs. X 2 fo r  C a X 2-A lk X  
m ix tu re s . D a ta  fo r  c h lo r id e  a n d  b ro m id e  s y s te m s  fo r  O e s tv o ld .4

for the three calcium fluoride-alkali fluoride systems. The 
interaction parameters are plotted against X 2  in Figure 3, 
along with published data for the corresponding chloride 
and bromide mixtures.

If we assume that XM depends linearly on X 2, i.e .

AM =  a +  b X ,  (4)

we obtain the values of a  and b listed in Table II. A l­
though our treatment of the data is very sensitive to un­
certainty in the adopted value of the enthalpy of fusion of 
CaF2 , it is apparent that the asymmetry parameters are 
quite small. Thus, :o a first approximation the three cal­
cium fluoride-alkali fluoride systems may be described as

System a ¿ 4At/o.6M
LiF-CaFo -1 .2 6  -0 .0 9  -1 .3 0
N aF-CaF 2 -4 .6 4  -0 .0 9  -4 .6 8
K F-CaF, -8 .0 9  0.43 -7 .8 8

“ 4Hm — XiXi(a bXi). X : = mole fraction of calcium fluoride; data
in kcal/mol.
energetically symmetrical, i .e . , to have interaction param­
eters which are independent of composition.

Discussion
A more detailed discussion of the thermodynamic prop­

erties of the alkaline earth fluoride-alkali fluoride liquid 
mixtures will not be attempted until reliable calorimetric 
information is available for a wider range of binary fluo­
ride systems. Even so, it is of considerable interest to 
present a brief comparison of our new data with the re­
cent work of Oestvold on other alkaline earth halide-alka­
li halide systems . 4

On the whole Oestvold’s study supports the view that 
the main contributions to the enthalpies of mixing in 
these systems are (a) the reduction in Coulomb repulsion 
between second nearest neighbor cations, and (b) cation- 
anion polarization, principally due tc the polarization of 
the common anion by its neighboring cations. However, 
since most of Oestvold’s work dealt with the binary chlo­
rides and bromides, and since he had no information on 
the corresponding fluorides, he was unable to draw firm 
conclusions regarding the relative importance of Coulomb 
and polarization terms.

( 1 ) Oestvold found that, for a given alkaline earth ha­
lide, the enthalpy interaction parameter varies in an es­
sentially linear manner with the parameter &i2  =  (c?i -
d.2 )/ d id 2. In this expression di and d 2  are the characteris­
tic cation-anion distances in the two salts; these are ob­
tained from the sums of the ionic radii di =  r + +  r_ ; d 2  

=  r  + f. +  r - .  Similar behavior is observed for many other 
charge-unsymmetrical systems. Although such a linear 
dependence is predicted by the conformal solution 
theories of Davis , 1 3 1 4  it offers by itself no basis for assess­
ing the relative significance of Coulomb and polarization 
forces.

For the calcium fluoride-alkali fluorides we plot AM 
against b \ 2  in Figure 4; this figure also gives an equivalent 
plot for the corresponding calcium chloride and bromide 
mixtures. Note that in the calcium chloride family the 
CaCb-LiCl system shows a pronounced deviation from 
the straight line defined by the larger alkali cations; this 
deviation is not found for CaF2 -LiF. Actually similar de­
viations for the lithium containing systems are observed 
in all previously investigated charge-unsymmetrical chlo­
ride, bromide, and iodide families. It is possible that these 
deviations may be attributed to the radius ratio effect, 
i .e ., to the fact that in liquid lithium chloride, bromide, 
and iodide the core repulsion between the anions increases 
the effective cation-anion distance, so that this is no long­
er well approximated by the sum of the cation and anion 
radii. In lithium fluoride, with a radius ratio r+/r_  = 
0.425, one would not expect that this effect should be sig­
nificant; our new data for the calcium fluoride mixtures 
are consistent with this view.

(2 ) Oestvold found that while there is very little differ­
ence between the enthalpies of mixing in the calcium 
chloride and calcium bromide mixtures, there is a system-
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Figure 4. P lo ts  o f  X0 .5 M vs. 51 2  fo r  C a F 2- A lk F  a n d  C a C I2-A ik C I  
m ix tu re s .

atic decrease in the enthalpy of mixing in the sequence 
SrCl2 -AlkCl > SrBr2 -AlkBr > Srl2 -A lkl. The more nega­
tive values found in the salts with the larger common 
anion were attributed to increasing importance of cation- 
anion polarization. If cation-anion polarization is signifi­
cant also in the considered calcium halide systems, one 
would expect the fluorides to be less exothermic than the 
corresponding chloride and bromide mixtures. Actually, 
we find that CaF2-LiF and CaF 2 -N aF are m o r e  exother­
mic than the corresponding chlorides, while CaF2-K F  is 
slightly le ss  exothermic.

(3) Oestvold noted that many of the alkaline earth ha­
lide-alkali halide mixtures show very pronounced energet­
ic asymmetries, i .e ., a strong dependence of the interac­
tion parameter on composition. In 28 of the 32 systems 
studied by him, he found that the interaction parameter 
in the pure alkaline earth halide is more positive than in 
the pure alkali halide. He suggested that the observed 
asymmetries might possibly be related to his choice of the 
“ ionic fraction”  rather than the “ equivalent fraction”  as 
his concentration variable. Actually, as noted by Oest­
vold, the theoretical justification for the use of equivalent 
fractions in binary, charge-unsymmetrical fused salt sys­
tems is less than convincing. In view of the very low ener­
getic asymmetries found in the calcium fluoride mixtures, 
our new data provide no support for this practice.

(4) Oestvold found that for alkaline earth halide-alkali 
halide mixtures in which there is no “ complex”  formation, 
the entropies of mixing are well approximated by the 
Temkin model , 1 5  i .e ., on the basis of an assumed random 
mixing of the singly charged and doubly charged cat­
ions . 1 6

For the calcium fluoride systems considered in the pres­
ent work the equilibrium phase diagrams are available. In 
the calculations below we used the data of Deadmore and 
Machin 1 7  (LiF-CaFa) and of Cantor1 8  (NaF-CaF2). For 
KF-CaF 2  we took the diagram from the compilation of 
Robertson . 1 9  If we are justified in assuming that solid sol­
ubility of CaF2  in the alkali fluorides is negligible, the 
phase diagrams allow easy calculation of the partial excess 
Gibbs energies of the alkali fluorides along the liquidus 
curve
G afe =  A S f (T  -  T t) +  T A C P( T  / T  -  1 -

In (T f/T ) )  -  R T  In X AF (5) 
In this expression, 77 and ASr are the melting tempera-

Figure 5. P lo ts  o f  H A lk F  a n d  G A ]kFE vs. XCaF22.

ture and entropy of fusion of AF, respectively, while ACP 
is the heat capacity difference between the liquid and 
solid alkali fluoride. This difference is assumed to be con­
stant between 77 and the liquidus temperature T. Figure 
5 gives plots of the calculated value of G A f e  against 
A('aF2 2  for the concentration range, 0 < X ( - a F 2  < 0.3. In 
these calculations we have adopted the entropies of fusion 
reported by Kelley , 1 1  and have set ACP = 0.83, 1.10, 1.67 
cal/deg mol for LiF, NaF. and KF, respectively . 1 1  In the 
same figure we give plots of 7?AF derived from our own 
calorimetric data. For LiF-CaF 2  and KF-CaF 2  there is 
little or no difference between GAFE and H,\f , indicating 
excellent agreement with the Temkin model. For NaF- 
CaF2  the values of H NaF are systematically slightly more 
negative than the calculated values of GNaFE. It is very 
probable that these slight apparent deviations from the 
Temkin model may be attributed to a small solid solubili­
ty (1-2%) of CaF2  in NaF. In view of the similarity of the 
ionic radii of Ca2+ and Na+ (0.99 and 0.95 A, respective­
ly), among the three systems studied this clearly is the 
system most likely to exhibit solid solubility.
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P u b lic a t io n  c o s ts  a s s is te d  b y  th e  N a t io n a l S c ie n c e  F o u n d a t io n

The ammonia clustered ions NH 4 +(NH:))n have been studied by means of a high-pressure mass spectrome­
ter. The temperature and the pressure ranges covered were from 208 to 750°K and from 0.5 to 1.6 Torr. re­
spectively. Thermodynamic data for reactions NH4+(NH:1)n - i + NH:! —► NH4+(NH:1)n have been deter­
mined. The free energy changes for n  =  1  to 6  at 300°K are —15.5(0,1), —9.4(1,2), —6.0(2,3), —3.4(3.4), 
—0.4(4,5), and 0(5,6) kcal/mol. The corresponding enthalpy changes are —21.6(0,1), —16.4(1,2), —13.5(2,3), 
-11.7(3,4), —7.0(4,5), and —6 .5(5,6 ) kcal/mol. These values are in good agreement with previous results ob ­
tained using high-pressure mass spectrometry and support the existence of two solvation shells for this 
system. Furthermore, the data indicate that differences in binding energy with increasing solvation of lig­
ands in the outer shell are much less pronounced than those of the inner shell. The metastable ions due to 
loss of one ligand molecule from clusters have been observed and accounted for. Some minor peaks due to 
clusters o f the kind NH 4 +(N H :1)„ _ iHzO have also been observed. The ratios of intensities o f these peaks 
to those of NH 4 +(NH.i) are larger for n = 5 and 6  than rt = 1 to 4. This has been attributed to the preferen­
tial addition o f H20  in the second shell.

Introduction
Although solvation of ions by neutral molecules in the 

gas phase has been known since the early days of mass 
spectrometry , 1 the vigorous study of this subject did not 
start until a few years ago when instruments capable o f op ­
erating at high ion source pressure were first developed. 
Since then a number of investigations o f the solvation o f 
positive as well as negative ions have been carried out2 - 6  

and some interesting results have been obtained. These re­
sults have a variety o f applications in upper atmosphere, 
radiation, and other related fields of chemistry and physics.

Consider an ion, A +, produced as a result of collisions of 
electrons or some other ionizing media with neutral mole­
cules, M. in the ion source of a mass spectrometer. If the 
source pressure is high enough, these ions can interact with 
other molecules of M or some other gas, B, and form ion 
clusters o f the type A +M, or A +B„, according to the fol­
lowing series of reactions

A + +  B ^  A + B in

A+B +  B A  * B (2)
M

A Br_ : +  B — ► A B, (3)

These reactions are exothermic and require a third body 
(the major gas, M) to deactivate the clusters just formed. If 
equilibrium conditions prevail in the ion source, the equi­
librium constant K ( n _ d ,„ is given by the following expres­
sion

where I n - \  and I n are the ion intensities of AB„ _ !+ and 
A B „+, respectively, recorded by the mass spectrometer and 
P h is the partial pressure of gas B in the ion source. From a 
study o f these reactions as a function of ion source temper­

ature and a plot of the equilibrium constants as a function 
of reciprocal temperatures, the enthalpy change of the indi­
vidual reactions, A H ° n _ 1-n, is obtained. The standard free 
energy change, A G ° n - i n, and the entropy change, 
A S ° n _ i>n, are calculated from the following equations

A G Y , . „  =  - R T  In K „  (II)

\ G ° , . =  A H ° r -  - -  7’A.S°„_;... (Ill)
where R  is the universal gas constant and T  is the tempera­
ture in °K.

Using the above technique, we have studied the reaction

N H ,+(N H  ). +  N H  5 = s  N H .b N H  >. it)

This system has been previously stucied by Searles and 
Kebarle . 7  However, because of the importance o f this sys­
tem with regard to the formation o f first and second solva­
tion shells and formation of mixed clusters, it was decided 
to initiate a study o f these reactions in this laboratory with 
the ammonia system and extend it to aliphatic and aromat­
ic amines.

Experimental Section
The basic apparatus used for this study was a Varian 

M AT CH7 mass spectrometer modified for high-pressure 
studies. The detailed description of this instrument will be 
given elsewhere8  and only a brief description pertinent to 
the present work is given below.

The ion source is made of stainless steel and is provided 
with a resistance heater and a cooling coil. Thus its temper­
ature can be varied from liquid nitrogen temperature up to 
about 850°K. The temperature is measured by means o f a 
chromel-alumel thermocouple inserted in the wall o f the 
ion source. To assure that the true gas temperature is regis­
tered, another thermocouple was inserted inside the ion 
source, from time to time during this study, and a series of 
calibrations of the ion source thermocouple was obtained.
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The pressure inside the ion source is determined by an
M.K.S. Baratron, connected directly to the ion source. A 
schematic diagram o f the ion source is shown in Figure 1. 
This ion source is designed for gas tight operation at pres­
sures as high as 20 Torr. The distance between the electron 
beam, travelling across the ion source, and ion exit slit is of 
the order of 15 mm. The ion exit slit is 0.025 X 3 mm. 
These conditions presumably result in a diffusion-con- 
trolled travel o f the ions to the ion exit slit, as is required 
for attainment of thermodynamic equilibrium. The pulse 
mode operation which was carried out previous to this 
study9  demonstrated that the ion residence time under 
typical operating conditions ranges from 1  to 1 0  msec. 
Thus it is believed that the clustered ions formed in the ion 
source have ample time to become collisionally deactivated 
at the ion source pressure range (0.4-1 . 6  Torr) used in this 
study.

In this study the repeller potential was purposely held at 
zero with respect to the ion source, although a repeller po­
tential of less than 2 V did not seem to affect the clusters 
distribution. After leaving the ion source, the ions are mag­
netically mass analyzed. The ion source housing is evacu­
ated by means o f a 2400 l./sec diffusion pump and the ana­
lyzer tube is differentially pumped by a 400 l./sec diffusion 
pump. At an ion source pressure of 1 Torr, the ion source 
housing pressure is of the order of 1 X  10- 5  and the analyz­
er tube pressure is less than 10- 6  Torr. This low pressure 
attained in the system minimizes the chance o f collisional 
stripping of the higher clusters outside the ion source.

The ammonia used in this study was obtained from Ma- 
theson Co. and its purity as indicated by the manufacturer 
was 99.5%. No further purification was attempted. The gas 
entered the ion source through the gas inlet system which 
was maintained at or close to the ion source temperature. 
The flow was controlled by a Nupro Model SS-4BMG nee­
dle valve. The variation of ion source pressure during each 
run was less than 5% as indicated by an M.K.S. Baratron 
differential pressure gauge. No reagent gas was used in 
these experiments; that is, all the runs were made with 
pure ammonia at various pressures. To assure the achieve­
ment o f equilibrium conditions in the ion source, a series of 
runs with different pressures (from 0.4 to 1.6 Torr) was 
made at each temperature.

Results and Discussion
The thermodynamic values for reaction 4 obtained in 

this work are summarized in Tabie I. The temperature 
range covered in this study was from 208 to 750° K and the 
pressure range was from 0.5 to 1.6 Torr. All runs were made 
with pure ammonia.

The results from equilibrium constant measurements at 
constant ion source temperature but variable gas pressure 
indicate that equilibrium was likely achieved in the range 
of 0.8 to 1.5 Torr. Figure 2 shows some typical results ob ­
tained for Ko,i. In general the change of equilibrium con­
stant, K n -  ! „, with pressure was in the order of 15-20% at 
a particular temperature, which is certainly within the ex­
perimental accuracy expected for this type of study. Fur­
thermore variation of K n _ l ri in Figure 2 over this pressure 
range is random and does not signify any trend in the data. 
For the runs which were made at the ion source pressures 
of 0.6 Torr and below, there was a decrease in the value of 
the equilibrium constant. This may reflect the decrease in 
the ion residence time with decrease in the ion source pres­
sure. We also noted a decrease in K  values at pressures

Figure 1. S c h e m a tic  d ra w in g  o f th e  ion s o u rc e .

b'IHj (Toit)
Figure 2 . P lo ts  o f Ko,, a t  c o n s ta n t te m p e ra tu re  a s  a  fu n c tio n  o f th e  
ion s o u rc e  p re s s u re .

higher than 1.5 Torr, which probably results from collisio- 
nal-induced decomposition o f higher clusters very near the 
ion exit slit or in the ion accelerating portion of the instru­
ment. This type of decomposition should appear as a shoul­
der in the low mass side of the lower clusters. This indeed 
was observed in some of the runs made at high pressure. 
Moreover, the observance of metastable ions corresponding 
to loss of one ammonia molecule from clusters indicated 
that some dissociation of the clusters in the field free re­
gion of the instrument also occurs. Lack o f a strong tem­
perature dependence suggests that a substantial fraction of 
these processes is collision induced. In most instances the 
ratios of the intensities of metastable ions (presumably 
both collision-induced and unimolecular dissociation) to
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TABLE I: Therm odynam ic Values for Reaction 4

1 -  1 , n

AG°2 9s, kcal/mol - AH, kcal /mol — AS0, eu

This
work SK" PCK1’

This
work SK" PCK‘

This
work SK" PCKft

This
work SK" PCK' 1

0 , 1 15.5 17.5 17.1 21 .5 27.0 24.8 20 32 26 5.3 10 7.3
1 , 2 9.4 9.0 8.9 16.2 17.0 17.5 23.7 26.8 23 2.7 0.5 3.7
2 . 3 6.0 6.4 6.1 13.5 16.5 13.8 25.2 34 26 1.8 2.0 1.3
3 . 4 3.4 3.8 3.7 11.7 14.5 12.5 27.9 36 30 4.7 7.0
4 , 5 0.4 0.2 7.0 7.5 21.5 25 0.5
5 , 6 0 6.5 21.9

Reference 7. h Reference 13.

Figure 3 . P lo ts  o f K „ _ , „ a s a  fu n c tio n  o f re c ip ro c a l te m p e ra tu re
° K .

those of the parent ions were around 1-4%. For the transi­
tion

N H ,+(N H  >, — *  NH.,+(NH.). +  NH„ (5)

this ratio was slightly higher, about 7%. Although this per­
centage given is only approximate, the increase in the ratio 
could be the result of lower stability o f NH 4 +(NH3)g with 
respect to clusters of lower mass to charge ratio. This is also 
indicated in our results, given in Table I, as a large differ­
ence in the values of A/ / 4 5  and A //:i4. This point will be 
discussed briefly later.

The van’t Hoff plots for the various equilibria studied 
are shown in Figure 3. Each point in this figure represents 
the average value of K n _ x „ obtained at different NH 3  

pressures and the respective temperatures. In addition to 
the data represented in Figure 3, we have observed some 
other points, on the low-temperature side o f each van’t 
Hoff line, which were too low to fit on the respective plot. 
This has also been observed in other studies carried out 
both in this laboratory 1 0  and elsewhere , 1 1  and has been at­
tributed to the insufficient time and/or number of colli­

sions for establishment of equilibrium for the reaction 
under consideration. Consequently, as these points are not 
representative of equilibrium conditions, they have been 
omitted from the plots of Figure 3. In Figure 4, we show 
this special condition for 0-1 equilibrium. It should be 
noted that this is the most severe case and much less “ fall- 
o ff” behavior is observed for the higher (lower AH )  clus­
ters.

Column 5 of Table I shows a difference of —4.7 kcal/mol 
between A/ / 3  4  and A/ / 4  5 . Comparison o f this value with 
-1 .8  kcal/mol for (A //2.3  — AH34) and -0 .5  kcal/mol for 
(A / / 4 i 5  — AH-nfi) establishes a discontinuity which can rea­
sonably be interpreted as filling an inner shell around the 
ion NH4+ by adding the maximum number o f four ligand 
molecules. This phenomenon has also been observed in 
Searles and Kebarle’s study o f the same system 7  and has 
been attributed to the tetrahedral structure of the ammo­
nium ion NH4+. It is interesting, furthermore, to notice 
that the difference in AH i b  and AH-nfi _s only 0.5 kcal/mol. 
If this difference can be taken as a typical value for the sec­
ond solvation shell around NH4+, it indicates that the lig­
ands in the second shell are much less strongly bound by 
the central ion than those of the first shell. The shielding 
effect o f the inner shell implied by this result is not unrea-
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Figure 5 . P lot o f  A H „ -  1 n a s  a  fu n c tio n  o f  (n — 1 ) ,n .

sonable. In Figure 5 we give a plot of AH n _ 1>n as a func­
tion of n  — 1 ,n. The drop-off between A H 3 4  and AH 4  5  is 
readily apparent.

Also included in Table I are values obtained by Searles 
and Kebarle . 7  As may be seen, the overall general agree­
ment in these two studies is very good. Considering the in­
herent differences in the two instruments and the condi­
tions under which these two studies were made the agree­
ment in the AG° 3 oo values is noteworthy. In the case of AH , 
however, the agreement, although still acceptable, is not as 
striking. A maximum discrepancy of 25% is noted. We are 
o f the opinion that errors involved ir. gas temperature mea­
surements are the most likely remaining experimental dif­
ficulty.

Assuming this is true, it seems that this error was more 
serious in the high-temperature range, that is in the case of 
n =  1 . In a recent study made by Kebarle and coworkers1 2  

on water cluster formation, the negative A //0,i obtained 
was 4 kcal/mol less than the value reported previously by 
the same group . 2  Considering the fact that the high-tem- 
perature ( T  >  400°K) portion of the original H +(H 90)n 
study by Kebarle, e t  a l., was carried out with proton beam 
mass spectrometer , 2  the same instrument used in ammonia 
study, it may be reasonable to assume the —A H  value ob­
tained by Searles and Kebarle for the reaction

NH4+ + NH, — » NH+ + NH:i (6)

is also too high by about 4-5 kcal/mol. Such a correction 
would bring the data from ref 7 in*o excellent agreement 
with the present work. It is interesting, furthermore, that 
the newer values obtained for AHo.i and A H  1 2  by Kebarle, 
e t  a l., for

H+(H,0)„., + IIX) — ► m i l  O). (7)

are better in line with the results of the work carried out 
with the CH 7 mass spectrometer for the same system in 
this laboratory . 1 0

Recently Payzant, Cunningham, and Kebarle (PCK) 
have reinvestigated equilibrium in the ammonia system 1 3  

using the improved apparatus and techniques utilized in 
this recent work with protonated water equilibria . 1 2  It may 
be seen that the data columns headed PCK are in substan­

tially better agreement with the present research than the 
earlier report from that laboratory. We take this to be a 
gratifying confirmation of the general analysis presented 
above. Not reported in the table but also relevant to the 
present discussion is a study by the flowing afterglow 
method o f certain of these equilibria by Fehsenfeld and 
Ferguson.14 Their measured value at 298°K is undoubtedly 
a more reliable datum than the extrapolated values ob­
tained in the present research. They obtained a value of 
AG ° 2 9 8  — —9.7 kcal/mol for the 1,2 equilibrum, —6.5 for 2,3, 
and —3.4 for the 3,4 equilibrium, in nearly exact agreement 
with our experimental results.

The excellent agreement with the more recent research 
lends considerable confidence in the thermodynamic data 
deduced for the ammonia system. The only equilibrium 
reaction for which the experimental results may not be en­
tirely reliable is the 0,1 reaction. In this case the exother- 
micity of the reaction is sufficiently high that we cannot be 
certain that the excess energy in the adduct ion is com ­
pletely removed by the ammonia bath gas molecules. It 
should be noted that for this system the theoretical esti­
mate of A /i(0 ,l) by Mulet, Peyerimhoff, and Buenker15 is 
—36 kcal/mol, substantially greater than the experimental 
values of -21 .5  kcal/mol in present research and —24.8 
kcal/mol obtained by Payzant, Cunningham, and Ke­
barle.13 It is possible therefore that equilibrium is not 
achieved in this lowest member o f the series and the exper­
imental values which we deduce are still somewhat low. It 
is also possible, o f course, that the theoretically calculated 
result may be too large by a few kilocalories/mole. In any 
case, for higher members o f the series reported here we feel 
that the data are relatively reliable and can be taken as a 
guide for related research and future calculations.

In a study of ion-molecule reactions, Wincel1 6  reports 
—6.3 and —5.5 kcal/mol for AG ° 0 1  and AG°! % respectively, 
at 400°K. These values are not in agreement with either 
those reported by Payzant, Cunningham, and Kebarle or 
with the current study. Our values for AG°0,i and AG° 1 2  at 
400°K are —13.5 and —7.1 kcal/mol, respectively, in good 
agreement with —14.4 and —8.3 kcal/mol, obtained by Ke­
barle, e t  a / . 1 3  We are unable to rationalize these differences 
other than to suggest that equilibrium may not have been 
established in Wincel’s apparatus.

In addition to the series o f the peaks due to 
NH 4 +(NH3)„, a second, minor series of peaks one unit 
higher in mass was noted. The ratios of the intensities of 
peaks in this second series to those in the major one, after 
correction for isotopic contributions, were around 1 % for n 
smaller than 4 and around 5-8% for n  equal to 5 and 6 . We 
think this minor series is due to NH 4 +(N H 3 )„ _ RFFC)). Al­
though no quantitative conclusions can be drawn without a 
knowledge o f the partial pressure of water in the ammonia 
stream, this increase of intensity ratios beyond n = 4 is 
qualitatively consistent with the principle that water mole­
cules are taken up preferentially in the second shell. 7  We 
hope in a future study of the competitive solvation o f the 
gaseous ions to compare these two processes energetically.
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T h e r m o d y n a m i c s  o f  P o l y c a r b o x y l a t e  A q u e o u s  S o l u t i o n s .  II.

D i la t o m e t r y  a n d  C a l o r im e t r y  o f  N i c k e l  a n d  B a r iu m  B in d in g

F. Delben* and S. Paoletti

L a b o r a t o r i o  d i  C h i m i c a  d e l l e  M a c r o m o l e c o l e .  I s t i t u t o  d i  C h i m i c a .  U n i v e r s i t à  d i  T r i e s t e .  T r i e s t e .  I t a l y  ( R e c e i v e d  N o v e m b e r  1 9 .  1 9 7 3 )

Calorimetric and dilatometrie data on the binding of Ni2+ and Ba2+ ions by three maleic acid copoly­
mers in tetramethylammonium perchlorate aqueous solution at 25° and at different neutralization de­
grees of the polyacids are reported. The results show a marked dependence of the thermodynamic bind­
ing parameters on the nature of the metal ion bound. The present data, and those previously obtained 
for the binding reaction between Cu2+ ions and the same copolymers, are compared.

Introduction

In a recent paper from this laboratory the results ob­
tained by means of calorimetric and dilatometric mea­
surements on the protonation of, and Cu2+ ions binding 
by, three maleic acid (MA) copolymers have been re­
ported . 1

We wish to report here similar data concerning Ni2+ 
and Ba2+ ions binding by the same copolymers (hydro­
lyzed maleic anhydride-ethylene, MAE; hydrolyzed maleic 
anhydride-propyler.e, MAP; and hydrolyzed maleic anhy­
dride-isobutene, MAiB) in 0.05 M  (CH 3 )4 NC10 4  and at 
25°, and to discuss the observed differences in the set of 
thermodynamic binding parameters in a comparative way. 
Experimental Section

(a) M a te r ia ls . Maleic acid-ethylene copolymer (MAE), 
maleic acid-propylene copolymer (MAP), and maleic 
acid-isobutene copolymer (MAiB) samples, all of the 1:1 
alternating type2 - 3  were received from the Monsanto 
Chemical Co. Their molecular weight was about 10* . 2  

Stock solutions of the three polyacids were prepared as 
previously described . 2 - 4  In the preparation of the polyelec­
trolyte solutions for both calorimetric and dilatometric 
experiments standardized (CH3)4NOH (a BDH product, 
employed without purification) solutions were used.

Nickel perchlorate was prepared by allowing carbonate 
(Erba RP) to react with warm aqueous HC104  (an Erba 
product. 70% w /w  solution). The resultant solution was 
filtered and cooled. The metal perchlorate was collected 
and recrystallized twice from water; the titer of the nickel 
perchlorate solutions was determined using E DTA . 5  Bari­

um perchlorate was prepared by allowing excess barium 
carbonate (Erba RP) to react with warm dilute HC104; 
the resultant solution was filtered and directly standard­
ized using EDTA . 6  Pure (CH 3 )4 NC10 4  was prepared as 
previously described . 1

In all cases, freshly distilled water, obtained by a Her- 
aeus quartz bidistillator, was used.

( 6 ) M e th o d s .  The calorimetric experiments were carried 
out at 25° using an LKB 10700-1 flow microcalorimeter, 
following a procedure already described . 4  Also the treat­
ment of the calorimetric data follows previously reported 
procedures . 1  (See paragraph at end of text regarding sup­
plementary material.)

Linderstroem-Lang dilatometers were used to measure 
volume changes, as described previously . 7  The water in­
soluble liquid used was n-heptane, purified as previously 
described . 8

All measurements were carried out at 25°, with a con­
stancy of bath temperature much better than 0 . 0 0 1  deg/ 
hr. following the dilatometric method successfully applied 
by Begala and Strauss . 7  Corrections for effects due to 
dilution on mixing were found to be almost always negli­
gible.

All equilibrium dialysis experiments were carried out 
using cellulose tubings (Kalle AG, Wiesbaden), treated 
prior to use as previously described . 1

The metal concentration in the polyelectrolyte-free “ ex­
ternal”  solutions was determined by atomic absorption 
spectrometry (Perkin-Elmer 290-B. whh acetylene as fuel) 
for barium, and by atomic absorption spectrometry or by 
EDTA for nickel. The final uncertainly in the calculated
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fraction of bound metal ions should not exceed 2  and 5 % 
for nickel and barium, respectively.

Potentiometric titrations were performed in a thermo- 
stated vessel at 25 ±  0.05° using a Radiometer PH M 4d 
pH meter equipped with Radiome:er “ combination” elec­
trode, GK-2301 C.

Results and Discussion
The microcalorimetric data, obtained following closely 

the experimental procedures4  and the treatment1  de­
scribed elsewhere, are plotted in Figure 1 .

AH r values ( \ H r is a differential enthalpy of binding, 
in kcal/mol of metal bound, taken as the slope of the A H r  
vs. R ( M2+) curve at the limit of R (M 2+) -  0, where
R(M 2+) is the ratio of metal bound to monomeric units 
concentration) for Ni2+ and Ba2+ ions are reported in 
Table I, together with those of Cu2+ ions for the same ex­
perimental conditions . 1

It is clearly seen that the A H r  values associated to the 
binding reactions, at least for our experimental condi­
tions, are positive and markedly c.ecreasing passing from 
Cu2+ to Ni2+ to Ba 2  + , respectively. Two facts deserve at­
tention here. First, our calorimetric Ni2+-M AE binding 
data appear not to agree with those obtained by other au­
thors (A // = -0 .97  kcal/m ol ) . 9  This discrepancy depends, 
in our opinion, essentially on the different degree of neu­
tralization, ft- . 1 0  of the polymer chains, i .e .. a  is 1 . 0  in our 
case and is 0.5 for Purdie, e t  a l , 9

This trend (increasing AH  values with increasing a )  has 
been also reported for the M AP-Cu and MAiB-Cu bind­
ing, even for other experimental conditions . 1

Second, the A H r  for binding reaction decreases, for 
each polyelectrolyte, passing from Cu2+ to Ni2  + to Ba2  + 
ions, respectively. This can be related to the decreasing 
ability, from Cu2+ to Ba2+ ions, tc bind carboxylic groups 
yielding true site binding. In the case of the interaction 
between Cu 2  f ions and partially neutralized polycarboxyl- 
ic acids the existence of complexes has in fact been estab­
lished ; 9 1 1  1 4  on the contrary Ba2+ ions are known to form 
almost pure electrostatic bonds with charged polyelectro­
lytes . 7

Our experimental data support the hypothesis that the 
Ni2+ ions can be bound by carboxylic groups to give a 
chelate intermediate between a site binding complex and 
an ion pair. Different binding depends on both the charge 
density to ionic volume ratio (and therefore on the hydra­
tion degree) and the electronic configuration of the differ­
ent metal ions. Direct studies or. the carboxylic group- 
metal ion bond length could eventually support this hy­
pothesis. Also our dilatometric data can help us in this 
direction.

The dilatometric results are plotted in the Figures 2 
and 3. The slope of the curves at R  = 0, a Ft , is the vol­
ume increase (in m l/m ol of “ complex” ) when the first 
metal ion is bound by the polyelectrolvte chain. As can be 
seen from Table I. the AVY at a  = 1.0 is. for each polv- 
mer-metal complex, always lower than the corresponding 
value at a  = 1.2 or 1.5. This evidence has been already 
discussed in terms of the hydration of the bicarboxylic 
groups . 1  Further evidences indicates that it is very diffi­
cult to interpret the dilatometric data relating them di­
rectly to the nature of metal ion and/or of polyelectrolyte 
chain. We can observe, however, that, at least at a = 1.2 
and 1.5. there is an increase in the AVV values passing 
from MAE to MAP and to MAiB. respectively, for each 
metal bound. Furthermore, our present results indicate

08r A Hr
,( kc*̂ nonomote)

0 4  \

F ig u re  1 . E n th a lp y  c h a n g e s  on  th e  a d d it io n  o f N i ( C I 0 4 ) 2 a n d  
B a ( C I 0 4 ) 2 r e s p e c t iv e ly  to  té t r a m é th y la m m o n iu m  p o ly c a rb o x y -  
la te s  a t  a  — 1 .0  in 0 .0 5  M  ( C H 3 ) 4 N C I 0 4 a t  2 5 ° .  T h e  a b s c is s a ,  
f l ( M 2 + ) ,  d e n o te s  th e  m o le s  o f a d d e d  N l2 + o r  B a 2 +  b o u n d  p e r  
m o n o m o le  o f to ta l p o ly a d d .  T h e  o r d in a te ,  A H T , g iv e s  th e  to ta l  
e n th a lp y  c h a n g e  in k c a l p e r  m o n o m o le  o f to ta l p o ly a c id : (a )  
M A E ; (b )  M A P ; (c )  M A iB ;  ( A )  N i2 +  ; (A) B a 2 + .

AVt

F ig u re  2 . V o lu m e  c h a n g e s  o n  th e  a d d it io n  o f N I ( C I 0 4 ) 2 to  
te t r a m e th y la m m o n iu m  p o ly c a r b o x y la te s  a t  v a r io u s  d e g r e e s  of 
n e u tra liz a t io n , o ,  in 0 .0 5  M  ( C H 3 ) 4 N C I 0 4 a t 2 5 ° .  T h e  a b s c is s a ,  
R ( N i 2 + ), d e n o te s  th e  m o le s  o f a d d e d  N i2 +  b o u n d  p e r  m o n o ­
m o le  o f to ta l p o ly a d d . T h e  o r d in a te . A V j ,  g iv e s  th e  to ta l v o lu m e  
c h a n g e  in m ill il i te rs  p e r  m o n o m o le  o f to ta l p o ly a c id :  (a )  M A E ;  
(b )  M A P ; (c )  M A IB ;  ( O )  a  =  1 .0 0 ;  ( • )  a  =  1 .5 0 .

that the behavior of Ni2+ is intermediate between those of 
Cu2+ and Ba2  + , respectively, at the above-mentioned 
values of «  (see Table I). The not well-understandable 
trend of A V r  at a = 1.0 is likely to be due to a superposi­
tion of various effects, some of which have been men­
tioned above. It is worth pointing out, however, that our 
data agree with those already published by other authors . 7

In order to evaluate the variation in entropy associated 
with the binding process (which could contribute, togeth­
er with the dilatometric results, to a better structural in­
terpretation of the binding phenomenon) we tried to cal-
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TABLE I: Therm odynam ics o f C u2+, Ni2+, and Ba2+ Binding by Three Hydrolyzed 
Maleic Anhydride Copolymers

Polymer Metal a

AHt, kcal/mol 
of complex

AGbV  kcal/mol 
of complex AS

aVt, ml/mol 
of complex

MAE Cu 2 + 1 . 0 0 4.4 7.6 40 32
1 . 2 0 4.4 41
1.50 52

N i 2 + 1 . 0 0 2 . 0 6.4 28 13
1.50 36

Ba 2 + 1 . 0 0 0 . 6 5.9 2 2 24
1.50 24

MAP Cu 2 + 1 . 0 0 4.0 8.9 43 26
1 . 2 0 4.0 52

N i2 + 1 . 0 0 2 . 0 6.4 28 2 0

1.50 51
Ba 2 + 1 . 0 0 0 . 6 6 . 1 2 2 25

1.50 39
MAiB Cu 2 + 1 . 0 0 4.0 1 0 . 1 47 31

1 . 2 0 4.0 85
1.50 85

N i2 + 1 . 0 0 1 . 8 8 . 1 33 23
1.50 52

Ba 2 + 1 . 0 0 0.7 7.2 27 13
1.50 40

a p/C i and pK i for AGb evaluation are respectively MAE, 4.4, 7.1 ;; MAP, 4.1, 8.0; MAiB, 3.4, 9.4. AGn° are extrapolated to R =  0  A G b values (see text).

F ig u re  3 . V o lu m e  c h a n g e s  o n  th e  a d d it io n  o f B a ( C I 0 4 ) 2 to  
t e t r a m e th y la m m o n iu m  p o ly c a rb o x y la te s  a t v a r io u s  d e g r e e s  of 
n e u tr a liz a t io n , tv, in 0 .0 5  M  ( C H 3 ) 4 N C I0 4  a t 2 5 ° .  T h e  a b s c is s a ,  
R ( B a 2 + ), d e n o te s  th e  m o le s  o f a d d e d  B a 2 +  b o u n d  p e r  m o n o ­
m o le  o f to ta l p o ly a c id . T h e  o rd in a te , ¡ \ V t , g iv e s  th e  to ta l v o lu m e  
c h a n g e  in m ill il i te rs  p e r  m o n o m o le  o f to ta l p o ly a c ld : (a )  M A E ;  
(b )  M A P ; (c )  M A iB ;  ( O )  tv =  1 .0 0 ;  ( • )  a  =  1 .5 0 .

culate the free-energy changes associated to the process. 
Our effort, although not fully successful, gives some inter­
esting indications.

If AH2, AH~, and A2- stand for discharged, monodisso- 
ciated, and bidissociated monomeric unit, respectively, 
M2+ represents the divalent chelated counterion, and MA 
is a “ monomole”  of complex, we can picture the whole 
binding reaction, at a = 1 .0 , as follows

A H ' — ► A ~ +  H+ (1)
A2'  +  M2+ - -  MA (2)
H+ +  A H ' —-  AH- (3)

From this scheme and if in a first approximation we do 
not take into account the possibility of the following reac­
tion9

A H ' +  Mj+ — >- AHM+ (4)

or similar ones, the stoichiometric or apparent equilibri­
um constant of the “ pure”  binding reaction 2  is the fol­
lowing

K MAapP = [M A ]/[A 2 -] [M 2+]

[M2+] is known from dialysis equilibrium experiments, by 
analyzing the polyelectrolyte-free “ external” solutions (see 
Experimental Section). [MA] is known-from the total con­
centration of metal, C to t, and [M2+]; [MA] = C ,ot — 
[M2+]; finally, [A2~] can be evaluated from the titration 
curves of each single polyelectrolyte. The K MAapp values 
are of limited reliability for three principal reasons (be­
sides the fact that the quantities in the expression are the 
stoichiometric concentrations, and not the activities); ( 1 ) 
the uncertainty in the dialysis equilibrium data ( ± 2 % for 
Cu2+ and Ni2+, and ±5%  about for Ba2+ ions concentra­
tions values, respectively) do not permit an exact calcula­
tion of bound to total metal ratio, particularly at the 
highest ratio values; ( 2 ) K iapp and K o app, the first and 
second polyacid dissociation constants, respectively, 
which must obviously be known in order to calculate 
[A2 - ], are not necessarily the same in the absence and in 
the presence of divalent metal ions. Furthermore, one can 
easily verify that a nonexact choice of these values can 
lead to macroscopic errors in the evaluation of A2~ groups 
concentration; (3) dialysis equilibrium measurements can 
in principle give the “ exact” (see above) amount of metal 
ions that are surely not bound at all to the polyelectrolyte 
backbone; it is not possible however to know the exact 
fraction of the remaining ions really “ site bound”  to the 
polyelectrolyte and that quantity surrounding the poly­
meric backbone and interacting with it more weakly by 
long-range electrostatic forces.

Keeping these difficulties in mind, we have calculated 
the apparent equilibrium constants for the binding reac­
tion at cv = 1 .0 ; these were found in each case to depend 
on R. We cannot say if this trend has physical significance 
or if it is fictitious (due, for example, to the omission of 
the electrostatic potentials and/or activity coefficients). 
In Table I the corresponding roughly approximate free-
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energy variations A G H° (AGB° is the free-energy value ex­
trapolated to R  = 0) and the associated AS values are re­
ported.

We are well aware of the fact that our treatment needs 
some criticisms. First of all, let us consider again the 
complete process of binding at a  = 1.0. It is immediately 
understood that our calorimetric data are comprehensive 
not only of the second stage (the “ pure”  binding reaction), 
but also of the other two stages (partial second dissocia­
tion and partial first proton association). A correction for 
the mentioned dissociation enthalpies should be per­
formed; this is very difficult however for two principal 
reasons. First, the enthalpy of preton exchange is not a 
fixed value for each polymer chain, but depends on the 
dissociation degree of the chain itself; second, it does not 
seem reasonable to assume that such enthalpy can be in­
sensitive to the presence of bound metal ions. We can say, 
however, according to enthalpy of protonation data col­
lected in our laboratory , 1  that these corrections must not 
be able to change considerably the above mentioned AH r  
and, of course, the associated AS values.

If we compare the AS with the a Vt data (see Table I) 
we can immediately observe that there is a good (see 
above) correlation between the AS and AVt trends. If we 
attribute these variations to the hydration phenomena, it 
is possible to affirm that, indepencently of the particular 
polyacid considered, the number c f water molecules lost 
in the binding reaction by each meml ion decreases in the 
order Cu2+ > Ni2+ > Ba2+. This fact can be qualitatively 
related with the decreasing positive AH T values we ob­
tained passing from Cu2+ to Ni2+ to Ba2+ ions, respec­
tively.

All these considerations do not take into account that in 
the polymer chain an important role is played by the con­
formational and configurational situation of each mono­
meric unity.

In order to better evaluate the influence of local config­
uration on the thermodynamics of both dissociation and 
divalent metal ion binding for nearest neighbor carboxyl­

ic groups, we are beginning a study of some appropriate 
“ model” monomeric compounds.
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ington, D. C. 20036. Remit check or money order for 
$3.000 for photocopy or $2.00 for microfiche, referring to 
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P u b l i c a t i o n  c o s t s  a s s i s t e d  b y  t h e  U .  S .  P u b l i c  H e a l t h  S e r v i c e

The incorporation of carboxylic acids or phenol into cationic micelles of cetyltrimethylammonium bro­
mide, CTABr, increases acidity but quantitative estimates of pK a changes are complicated because pH 
values, measured with a glass electrode, are not directly related to proton activity in surfactant solutions. 
This incorporation was studied by nmr spectroscopy. On a time average, aromatic carboxylate ions are 
near the micelle surface, with the aromatic ring between adjacent quaternary ammonium head groups, 
while the acids penetrate more deeply into the micelle. Similar interactions occur between a variety of 
aromatic compounds and nonmicellar rc-butyltrimethylammonium ion. The association of aliphatic car­
boxylate ions with CTABr micelles increases with their chain length, indicating that both hydrophobic 
and electrostatic factors affect the acidity of incorporated acids.

Incorporation of acids into cationic micelles may in­
crease their dissociation , 4  1 0  but to date all the oxygen 
acids examined in this matter have been large molecules 
(mostly pH indicators) with structures too complicated for 
any simple estimation of their orientation in micelles, and 
only limited generalizations have been made. Hartley4  ob­
served that if the indicator is neutral in one form then the 
equilibrium will be displaced to the acid side by anionic, 
and to the alkaline side by cationic, micelles, but that if 
both forms of the indicator are of opposite sign to the mi­
celle, the direction of displacement depends on specific 
factors. In the few instances when micellar effects on indi­
cator dissociations were quantitatively determined . 5 - 8 ’ 1 1  

the results indicated that both hydrophobic and electro­
static forces are involved.

Acidities of simpler aromatic and aliphatic carboxylic 
acids are also increased by incorporation into cationic mi­
celles of hexadecyltrimethylammonium bromide, CTABr, 
and we relate this increased acidity, by nmr spectral stud­
ies, to the time average orientations of the undissociated 
acid and anion and to their interactions with neighboring 
surfactant molecules. These results bear directly on recent 
cautionary comments 1 2  regarding the interpretation of ki­
netic results if buffers are used to control hydrogen ion 
concentration in surfactant solutions; they show that the 
relative concentration (and reactivity) of buffer species 
may differ between the micellar and bulk solvent phases, 
complicating the analysis of any kinetics involving buffer 
catalysis.

These results also point out the origin of the uncertain­
ties inherent in using pH indicators in the presence of col­
loids8 1 3  or in determining the pA'a of functional groups 
buried in the interior of macromolecules . 1 4  They also 
suggest that considerable caution should be employed 
when interpreting pH dependent binding between small 
molecules and proteins . 1 5  In the earlier work on the effect 
of anionic micelles on pH 1 2  it was necessary to consider 
the distribution of hydrogen ions between water and the 
micelles, but this should not be a problem with cationic 
micelles.

We also report nmr spectral data for solutions of nonmi­
cellar quaternary ammonium salts with added aromatic

compounds, which support our earlier conclusions 1 6  about 
the interactions between ammonium cations and aromatic 
anions and molecules.

Experimental Section
M a te r ia ls . Solid carboxylic acids were recrvstallized 

from hot water and dried (<100°). Acetic and butanoic 
acid and all inorganic compounds were used without fur­
ther purification. The purification of CTABr has been de­
scribed . 1 6  n-Butyltrimethylammonium bromide was pre­
pared from the alkyl bromide and trimethylamine in iso­
propyl alcohol followed by recrystallization from EtOH - 
petroleum ether. The nmr spectra were consistent with 
the assigned structures.

All sodium carboxylates were made from equivalent 
amounts of the carboxylic acid and carbonate free sodium 
hydroxide, and were recrystallized from dry ethanol and 
oven dried ( < 1 0 0 °).

N m r  S p e c tr a . The nmr spectra of mixtures of CTABr 
with various carboxylic acids and their sodium salts in 
90% (v /v ) D 2 0 -H 20  were determined on an HA-100 nmr 
spectrometer (probe temperature 31 ±  1°). The nmr spec­
tra of n,-alkylammonium bromide with various solutes 
were similarly determined. For some experiments a Var- 
ian 1024 channel computer of average transients was used. 
The HA-100 was locked on water (frequency sweep mode) 
and all chemical shifts (relative to waier) for any one se­
ries of samples were recorded as close together in time as 
possible to avoid changes in the chemical shift of water 
resulting from temperature fluctuation; for the same rea­
son, the lock was maintained continuously for any one se­
ries of samples. The reproducibility of chemical shifts was 
within 0 . 0 1  ppm.

A c id i t y  M e a s u r e m e n ts . The effect of added CTABr on 
the pH meter readings for buffer solutions (or dilute HC1) 
was typically determined by dissolving 5.00 g (0.0137 mol) 
of CTABr in a portion of the buffer solution (50 ml final 
volume) and adding aliquots of this buffered surfactant 
solution to 500 ml of solution in a stoppered bottle 
equipped with a pH electrode under nitrogen. All solu­
tions were made using charcoal filtered deionized water 
(pH 7 ±  0.5). A Beckman Zeromatic SS-3 pH meter and a

The Journal of Physical Chemistry. Vol. 78 No. 15 1974



Micellar Effects on the Ionization of Carboxylic Acids 1491

Curtin combination electrode (calomel reference) were 
used. The temperature was maintained at 25 ±  1°. The 
pH meter readings (pHobsd) were taken about 3 min apart 
after each addition of CTABr solution, and the pH meter 
did not drift between additions if the buffer concentration 
was 10~ 3  M . With higher buffer concentrations there was 
no drift after prolonged stirring.

Most pH„bsd us. CTABr plots contained 20 points and 
duplicate plots were always parallel and never separated 
by greater than 0.1 pH unit. For monobasic buffer solu­
tions with equimolar concentrations of the acid and base 
species, the pH„bsd values before adding CTABr were 
within 10% (frequently better) of the literature p K a values 
for the buffer. The electrode was stored in pH 7 buffer 
(Curtin) and was washed with distilled water before each 
experiment. The meter was standardized with the appro­
priate buffer (pH 7 or 4) before and after each experi­
ment; seldom had the machine drifted, and the drift was 
always smaller than the change in pHobsd caused by 
CTABr, and we were concerned only with changes in pH.

Results and Discussion
A c id i t y  M e a s u r e m e n ts  in  S u r fa c ta n t  S o lu tio n s . The 

glass electrode is specific for the hydrogen ion, and any 
change in acid dissociation with added surfactant should 
be observable with a pH meter. However, ApH cannot be 
interpreted solely in terms of increased buffer dissociation 
unless the liquid junction potential of the salt bridge re­
mains constant when surfactant is added and surfac­
tants could change the characteristics of the glass elec­
trode itself. In principle 1 7 ’ 1 8  one can never unequivocally 
separate these effects, but our observations suggest that 
the ionization of hydrophobic organic buffer acids is in­
creased by incorporation into cationic micelles and that 
this is largely responsible for any pH o b s d 1 9  change occur­
ring at CTABr concentrations well above its critical mi­
celle concentration, cmc.

The addition of CTABr to hydrophilic buffer solutions 
only changes pH if the buffers are very dilute and the 
CTABr concentration is below or near its cmc. Figure 1 
indicates that the pH change is negligible if relatively 
high concentrations (> 0 . 0 2  M ) of hydrophilic buffers are 
used; the pH of solutions containing formate, carbonate, 
phosphate, or acetate buffers remains constant, within ex­
perimental error, even in 0.03 M  CTABr. But more dilute 
solutions of the same buffers are markedly affected. In 
these solutions, the addition of small amounts of CTABr 
increases pHobsd until the CTABr concentration exceeds 
the cmc (see Table I).

Dilute solutions of strong acids or bases are similarly 
affected by CTABr concentrations below the cmc (Figure 
2); further CTABr causes little effect. This observation is 
particularly important because this increase in pH„bsd 
must be due to an electrolyte effect on the electrode sys­
tem. Increasing surfactant concentration below the cmc 
increases the interfacial concentration of surfactant mole­
cules; above the cmc, all interfaces are effectively saturat­
ed and additional surfactant forms micelles . 2 0 - 2 1  For a 
cationic surfactant such as CTABr. this means that the 
glass electrode becomes coated with an ionic layer at the 
cmc and higher CTABr concentrations do little to change 
this layer. Therefore, if the ionic strength of a buffer solu­
tion is very low, addition of CTABr will change pH,,bad 
(until the cmc is reached) because of an electrolyte effect. 
On the other hand, with high buffer concentration, pHobsd 
will be nearly constant because the electrode is surrounded

Q O i 0 .0 2

I C T A B r i . M

Figure 1. E ffe c t  o f C T A B r  u o o n  p H  o f 0 .0 2  M  h y d ro p h il ic  b u ffe r  
s o lu tio n s : •  K 2 H P O 4 - K 3 P O ,;  3 ,  N a H C 0 3 - N a 2 C 0 3 ; O ,  K H 2 P 0 4 

- K 2 H P 0 4 ; ♦  N H 4 O A c ; ▲ , fo r m ic  a c id - s o d iu m  fo r m a te .

4

iOof ' o p :2
ICTABr], M

Figure 2. E ffe c t  o f C T A B r  u p o n  p H  o f d ilu te  s tro n g  a c id s  or  
b a s e s : • ,  9  X  1 0 “ 3 a n d  9 X  1 0 - 4 M  N a O H ;  O  6 . 8  X  1 0 “ 4 , 5 
X  1 0 - s , a n d  1 0 - 6 M  H C I; A ,  3  X  1 0 - 3  a n d  3  x  1 0 - 4 M  p -  

to lu e n e s u lfo n lc  a c id .

by ions regardless of the CTABr concentration. If this ex­
planation is valid, then CTABr should cause little change 
in pHobsd, even with low buffer concentration, if the ionic 
strength is maintained high with NaCl. This is the case 
with acetate buffers; see column D, Table I.

All dilute buffers give similar slight increases in pHobsd 
when CTABr is brought to its cmc and. with strong acids 
or hydrophilic buffers, pHobsd remained unaltered by ad­
ditional CTABr. With more hydrophobic buffers, there is 
a marked reduction in pHobsd at higher CTABr concen­
trations, and the more hydrophobic the buffer the more 
dramatic the decrease. Changes in pHobsd for aliphatic 
carboxylate buffers are given in Figure 3 and for aromatic 
carboxylate buffers in Figure 4. This pHobsd reduction
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F ig u re  3 . E ffe c t  o f C T A B r  u p o n  p H  o f e q u im o la r  a lip h a t ic  a c i d -  
s o d iu m  s a lt  b u ffe rs  ( 1 0 ~ 3 M ) :  • ,  a c e t ic ;  O ,  b u ta n o ic ; 0 ,  h e x a -  
n o ic : O  o c ta n o ic  a c id .

TABLE I: Effect of CTABr upon the pH of Acetate 
Buffer Solutions"

Buffer

CCTABr- M A B C D E
4.76 4.59 4.55 4.48 6.48

0.0007 4.76 4.59 4.58 4.48 6.51
0.0014 4.76 4.59 4.60 4.48 6.57
0.0023 4.77 4.60 4.62 4.48 6.60
0.0027 4.77 4.60 4.64 4.48 6.61
0.0034 4.77 4.61 4.68 4.48 6.62
0.0040 4.77 4.61 4.69 4.48 6.63
0.0048 4.76 4.61 4.70 4.48 6.64
0.0055 4.76 4.61 4.70 4.48 6.64
0.0061 4.76 4.70 4.49 6.64
0.0067 4.77 4.60 4.69 4.49 6.64
0.0099 4.76 4.58 4.65 4.49 6.60
0.0131 4.75 4.57 4.62 4.48 6.58
0.0162 4.75 4.54 4.61 4.48 6.53
0.0192 4.75 4.53 4.59 4.49 6.51
0 . 0 2 2 1 4.76 4.52 4.58 4.48 6.50
0.0250 4.75 4.52 4.58 4.48 6.48
0.0278 4.75 4.51 4.56 4.49 6.48
0.0305 4.76 4.51 4.55 4.49 6.50

a Values of pH measured in the solutions: A, acetic acid, Na acetate (0.1 M
each); B, acetic acid, Na acetate (0.01 M each) ; C, acetic acid, Na acetate
(0.001 M each); D, acetic acid, Na acetate (0 . 0 0 1 M  each), 0.2 M  NaCl; E,
0.002 M  ammonium acetate.

must be due to increased acid dissociation. An electrolyte 
effect is ruled out because there is no decrease in pHobsd 
with the strong toluene-p-sulfonic acid (Figure 2) even 
though the hydrophobic tosylate anion is similar to the 
other aromatic anions in its ionic properties and ability to 
associate with CTABr . 1 6  The very low buffer concentra­
tion (0.001 M )  relative to the maximum CTABr concen­
tration (0.03 M ) also rules out a salt effect on the glass 
electrode. We will discuss the details of the interaction 
between carboxylate anions and CTABr with our nmr 
spectral observations.

Varying the buffer ratio of monocarboxylic acid buffers 
affects only the pH range and not the relation between

F ig u re  4 . E ffe c t  o f C T A B r  u p o n  p H  o f a ro m a t ic  a c id  b u ffe rs :  • ,  
2 -p h e n y lp ro p a n o ic  a c id - s o d iu m  s a lt  ( 1 0 ~ 3 Vf e a c h ) ;  O ,  p h e n y l-  
a c e t ic  a c id - s o d iu m  s a lt  ( 1 0 “ 3 M  e a c h ) ;  O ,  b e n z o ic  a c i d - s o d i ­
u m  b e n z o a te  ( 1 0 ~ 3 M  e a c h ) ;  A ,  3  X  1 0 - 3  M  s a l ic y lic  a c id - 1  
X  1 0 ~ 3 M  s o d iu m  s a l ic y la te .

pH()bsd and surfactant concentration, which again distin­
guishes specific medium effects from increased acid disso­
ciation. The observed pH of a buffer solution containing a 
monobasic acid HA is given by

pHobsd =  pAa" -  log  j ^ r j  +  log  ^  + E> (1)

where 7 A~ and 7 HA are molar activity coefficients and E j  
is a constant related to the electrode junction potential. 
For low ionic strength solutions, E j undoubtedly changes 
with added CTABr until slightly above the cmc and this 
change may be partly responsible for the increase in 
pHobsd at low CTABr concentrations. If at all CTABr con­
centrations above the cmc E j is independent of surfactant 
concentration, then the change in observed pH is given by 
eq 2  which contains no direct reference to the buffer ratio.

A pHobsd =  A pA a° +  A lo g  (2)

Table II shows that pHobsd decreases by about 0.5 pH 
unit when CTABr is added to benzoic acid-sodium ben­
zoate buffer, regardless of the buffer ratio, suggesting that 
benzoic acid is a stronger acid when incorporated into 
CTABr micelles.

Table III shows that the first and second ionizations of 
hydrophilic aliphatic dicarboxylic acids ( e .g . , adipic and 
sebacic acid) are similarly enhanced by CTABr micelles, 
but the second ionization of phthalic acid is decreased by 
CTABr (Figure 5) because the carboxy groups of phthalic 
acid are fixed and the second ionization must be accom ­
panied by considerable reorientation of the whole ion if 
both anionic groups are to become equally exposed to the 
solvent, resulting in a loss of beneficial nydrophobic inter­
action between the aromatic group anc. surfactant. More 
flexible aliphatic diacids can adopt partial loop-like con­
formations with both anionic ends exposed to solvent 
while the methylene chain is submerged in the micelle. 
Alternatively these hydrophilic solutes may be stretched 
out along the micelle-water interface.
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TABLE II: Effect of CTABr upon the pH of 
Benzoate Buffer»

Buffer
c CTABr. M A B c D

3.47 4.21 4.67 7.10
0.0007 3.59 4.24 4.68 7.09
0.0014 3.61 4.26 4.69 7.11
0.0023 3.62 4.22 4.65 7.13
0.0027 3.59 4.18 4.60 7.13
0.0034 3.54 4.10 4.54 7.11
0.0040 3.51 4.02 4.49
0.0048 3.48 3.98 4.44
0.0055 3.45 3.92 4.39 7.07
0.0061 3.42 3.89 4.36
0.0067 3.41 3.84 4.32 7.03
0.0099 3.35 3.74 4.20 6.91
0.0131 3.32 3.70 4.14 6 . 8 6

0.0162 3.31 3.68 4.11
0.0192 3.30 3.67 4.10 6.78
0 . 0 2 2 1 3.30 3.67 4.09
0.0250 3.30 3.68 4.09
0.0278 3.31 3.68 4.09

n Values of pH measured in the solutions: A, 0.002 M  benzoic acid; B, ben-
zoic acid, Na benzoate (0.001 M  each); C, 0.001 M  benzoic acid, 0.002 M Na
benzoate; D, 0.001 M Na benzoate.

TABLE III: Effect of CTABr upon the pH of
Dibasic Acid Buffer"

Buffer

CcTABr- M A B C D
4.48 5.57 4.51 5 .63

0.0007 4.53 5.69 4.65 5.79
0.0014 4.57 5.71 4.53 5.88
0.0023 4.60 5.72 4.39 5.90
0.0027 4.60 5.69 4.25 5.90
0.0034 4.57 5.65 4.13 5.88
0.0040 4.53 5.61 4.08 5.85
0.0048 4.50 5.59 4.01 5.80
0.0055 4.49 5.55 3.98 5.74
0.0061 4.47 5.52 3.96 5.69
0.0067 4.46 5.50 3.94 5.64
0.0099 4.39 5.40 3.92 5.46
0.0131 4.35 5.35 3.94 5.38
0.0192 4.31 5.30 3.98 5.33
0 . 0 2 2 1 4.31 5.30 4.00 5.32
0.0250 4.31 5.29 4.02 5.32
0.0278 4.32 5.29 4.04 5.35

11 Values of pH measured in the solutions: A, 0.002 M adipic acid, 0.001 M  
NaOH; B, 0.002 M adipic acid, 0.003 M  NaOH; C, 0.002 M  sebacic acid, 0.001 
M NaOH; D, 0.002 M sebacic acid, 0.003 M  N aOH.

The results in Table IV show that pH„bsd is decreased 
by addition of CTABr to phenoxide buffer. Additional evi­
dence for strong interactions between the cationic head 
groups and the aromatic ring are shown by the effects of 
phenols and phenoxide ions upon CTABr-catalvzed decar­
boxylation . 1 6 6

In a related experiment the absorbance of p-nitrophenol 
at pH 7.24 (phosphate buffer) increased from 0.757 to 
0.832 (Xmax 396 nm) on the addition of 0.055 M  CTABr. 
However CTABr slightly increases rather than decreases, 
the pH of pyridine-HCl buffers.

N m r  S p e c tr a l  S tu d ie s . The interaction between CTABr 
and incorporated hydrophobic buffers increases when 
these buffers ionize, with very obvious alterations in the 
nmr spectra of aqueous mixtures o: CTABr and carboxylic 
acids. The nmr spectrum of CTABr (0.02 M  in 90% D 2 O) 
has a sharp singlet (<5H O D i ' " M e  = 1.51 ppm upfield from 
water) attributable to the nine N-methvl protons, a broad

6 .0 -

F ig u re  5 . E f fe c t  o f C T A B r  u p o n  p H  o f 2  X 1 0 ~ 3 M  p h th a llc  a c id  
w ith  a d d e d  N a O H :  O ,  1 .5  X 1 0 ' 3 M  N a O H ;  • .  1 .0  X 1 0 - 3 M  
N a O H .

TABLE IV: Effect of CTABr upon the pH of 
Phenoxide Buffer»

pHobsd
C c T A B r- M A B

0 . 0 0 0 0 10.19 9.44
0.0003 10.18 9.46
0.0007 10.19 9.49
0.0014 1 0 . 2 0 9.50
0.0023 1 0 . 2 0 9.50
0.0027 1 0 . 2 0 9.50
0.0034 10.19 9.49
0.0040 10.18 9 .47
0.0048 10.17 9 .45
0.0055 10.14 9.42
0.0061 10.13 9.40
0.0067 1 0 . 1 1 9.38
0.0099 10.04 9.28
0.0131 9.98 9 . 2 1

0.0162 9.92 9.17
0.0192 9.90 9.14
0 . 0 2 2 1 9.88 9.12
0.0250 9.87 9.10
0.0278 9.86 9.10
0.0305 9.84 9.10

'.0°. A, 0.01 M  phenol + 0.0075 M  NaOH; B, 0.02 M  phenol +
0.0072 M NaOH.

peak (5h o d c -c h 2  = 3 .3 7 -3 .3 8  ppm) for the 14 carbon chain 
methylenes, a triplet ( ¿ h o d c ' c h 3  = 3.78 ppm) for the car­
bon chain methyl, and a weak irregular triplet ( ¿ h o i v n ' c h 2  

~  1.4) for the V-methylene proton resonance . 2 3  These 
chemical shifts are only slightly dependent upon CTABr 
concentration and at the low concentrations used in many 
experiments (0.01-0.07 M ), they are essentially con­
stant . 1 6 ’ 2 5  But at higher CTABr concentrations, the N -  
methyl and C-methylene protons shift slightly downfield 
(Figure 6 ). Organic buffer acids change the shape and 
chemical shifts of some of the peaks in the nmr spectrum 
of CTABr, especially if the buffer is an aromatic carboxyl­
ic acid. For example, the addition of un-ionized benzoic or 
p-toluic acid causes small upfield shifts in the V-methyl 
proton signal and in part of the signal for the C-methylene
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TABLE V: Effect of Undissociated Acids on the Nmr Spectrum of CTABr"
Acid 102Caci<l, M <noDN""Me. d PPm «HOD0-0«*» , e ppm <5hODC'CH2, ppm ÍHODC"rH:(2), ■' PPm

Benzoic » 0 . 0 1.51 3 .36»
1 . 0 1.53 3.37»
2 . 0 1.55 3.36 3.42
3.1 1.58 3.38 3.50
5.2 1.62 3.37 3.59
6 . 2 1.64 3.37 3.63
7.3 1.65 3.36 3.64
8.3 1 . 6 6 3.38 3.70

Toluic" 0 . 0 1.52 3 .36s
0 . 1 1.52 3.37»
0 . 2 1.56 3.40»
0.4 1.58 3.40 3.44
0 . 6 1.59 3.38 3.47
0 . 8 1.58 3.40 3.45

a Chemical shifts upfield from water resonance in 1)0 % D.O (v/ v). b With 0.031 M CTABr. c With 0.017 M CTABr. d Chemical shift of CTABr AT-methyl
protons. e Chemical shift of CTABr low-field C-methylene signal.  ̂Chemical shift of upfield C-methylene signal. 0Before C-methylene signal separates; when the
concentration of benzoic acid exceeds that of CTABr the C-methyl signal is obscured by the C-methylene signal.

TABLE VI: Effect of Benzoic Acid-Sodium Benzoate Buffers on the Nmr Spectrum of CTABr"
102C benzoic 102C benzoate

acid, M ion, M Cpon/Cacid «C-MeN " ‘M e , 6  ppm Jc-CHC-CH2 (1)jC ppm iC-CH3u' ljH2U,,‘i PPm

4.57 0 . 0 0 0 . 0 0 - 2 . 2 0 -0 .3 8 -0 .2 5
4.11 0.45 0 . 1 1 - 2 . 2 0 -0 .3 8 -0 .2 3
3.66 0.90 0.25 -2 .1 8 -0 .3 8 - 0 . 2 2

3.20 1.35 0.42 -2 .1 8 -0 .3 8 - 0 . 2 0

2.74 1.80 0 . 6 6 -2 .1 5 -0 .3 9 - 0 . 2 0

2.29 2.25 0.98 -2 .1 3 -0 .3 8 -0 .1 9
1.37 3.14 2.29 - 2 . 1 1 -0 .3 9 -0 .1 6
0.91 3.59 3.95 - 2 . 1 0 -0 .3 9 - 0 .1 7
0.46 4.04 8.78 -2 .0 9 -0 .4 0 -0 .1 7
0 . 0 0 4.49 8.78 -2 .0 8 -0 .4 0 -0 .1 8

a Chemical shifts downfield from C-methyl signal of CTABr in 90% D-’O (v v). b Chemical shift of CTABr iV-methyl protons. c Chemical shift of low-field
CTABr C-methylene protons. d For high-field C'-methylene protons.

3.8-

F ig u re  6 . C o n c e n tr a t io n  d e p e n d e n c e  of C T A B r  c h e m ic a l  s h ifts  
(u p h e ld  fro m  w a t e r ) :  • ,  C -m e th y l:  9 .  C -m e th y le n e ;  a n d  O ,  N -  
m e th y l p ro to n s .

protons. The changes in the nmr spectra of 0.031 M  
CTABr with increasing benzoic acid and of 0.017 M  
CTABr with toluic acid are given in Table V where the 
chemical shifts are reported as ppm upfield from the 
water peak . 2 3 - 2 6

The changes in the nmr spectra of 0.065 M  CTABr with 
various ratios of sodium benzoate-benzoic acid are given

in Table VI. The concentration of aromatic compound was 
constant (0.045 M ) and was less than that of CTABr so 
that the surfactant C-methvl proton resonance was clearly 
measurable and all the chemical shifts could be reported 
relative to it, thereby avoiding uncertainties due to 
changes in the HOD reference frequency with added salt. 
The Al-methyl protons are shifted further upfield by ben­
zoate ion than by benzoic acid, indicating that association 
between the aromatic ring and the cationic head groups is 
facilitated by charge neutralization. The chemical shift 
changes become more pronounced upon ionization be­
cause repulsive electrostatic forces are replaced by attrac­
tive forces, decreasing the average distance between the 
aromatic molecule and the C TA + head groups, and 
strongly suggesting that the ionization of aromatic carbox­
ylic acids is enhanced by a cationic micelle because it 
stabilizes the whole micelle-buffer aggregate.

Both aromatic and aliphatic carboxylate ions cause an 
upfield shift of the CTABr Ar-methyl proton signals (Fig­
ure 7), and it is similar ( —0.1 ppm) for all the aliphatic 
ions, and nearly four times as large for all the aromatic 
ions . 2 7  The shift changes caused by the aliphatic ions are 
due to the electrostatic field of the carboxylate group and 
to exclusion of solvent. The larger upfield shift induced by 
the aromatic ions is due to the anisotropy of the aromatic 
ring. This ring current effect has quite precise geometrical 
requirements , 2 8  and only those surfactant protons situated 
in the field of the ring are substantially shifted. Because 
only the signals for the N-methyl and some of the methy­
lene protons are shifted upfield. the buffer molecules must 
have a time-average location close to tne micelle surface,
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probably with the aromatic moiety moving freely in and 
out of the Stern layer but with an average location be­
tween the cationic head groups of adjacent surfactant 
ions, as proposed for the incorporation of sodium arene 
sulfonates into CTABr miceLes . 1 6  Ericksson and 
Gillberg2 5  have shown by nmr that polar aromatic com­
pounds such as nitrobenzene are solubilized in the Stern 
layer of CTABr micelles. Figure 7 also shows that all the 
aromatic carboxvlate ions give about the same upfield 
shift when the aromatic ion concentration is less than or 
similar to that of CTABr, i .e . , when only a few aromatic 
ions are incorporated into any micelle. We take this to 
imply that despite their different structures, all these aro­
matic ions have very similar average locations in the mi­
celle. Because sodium benzoate, phenylacetate and 2 - 
phenylpropionate all give similar iV-methyl proton shifts, 
their aromatic rings must be similarly located despite dif­
ferences in charge neutralization between the -N + (CH 3 ) 3  

and -C O 2 " groups, and in the van der Waals interactions. 
Possible arrangements are I and II.

I

I

Similar associations between quaternary ammonium 
ions and aromatic compounds have been established for 
both micellar1 6 ' 2 9  and nonmicellar3 0 3 3  systems and are 
probably very common; for example, nonmicellized qua­
ternary ammonium cations associate with aromatic anions 
in aqueous solution. Various aromatic anions shift the N -  
methyl proton signal of n-butyltrimethvlammonium bro­
mide (0.145 M  in 90% v /v  D 2 O) upfield. relative to the 
C-methyl proton signal (Figure 8 ). and these relative 
chemical shift changes, Aot-Me'N' Me. give linear plots of 
1/A5C >Me  ̂ VS. i / c Na salt consistent with the association
equilibrium constants given in Table VII. These associa­
tion constants are small and net of high precision (for 
both theoretical and experimenta, reasons34) but the data 
indicate association between the aromatic ring and the 
- +N(CH 3 ) 3  group. Similar observations were made of 
changes in the proton chemical shift of (CH 3 ) 4 NBr rela­
tive to the HOD frequency, an addition of benzene and 
various undissociated phenols (Figure 9). [(CH 3 )3 N 4 Br] =

IHi

1 .4 L . _____________ , _ .
2 4 6  8

[NaSalt] / [CTABr]
F ig u re  7. C o n c e n tr a t io n  d e p e n d e n c e  o f th e  C T A B r  A /-m e th y i 
p ro to n  c h e m ic a l  s h ift (u p f ie ld  fro m  w a te r )  w ith  0 .2  M  s o d iu m  
s a lts : p h e n y la c e ta te ;  A ,  b e n z o a te ;  0 ,  2 -p h e n y lp ro p a n o a te ;
▲ b u ta n o a te :  •  a c e t a t e ;  O ,  p iv a la te .

F ig u re  8. U p fie ld  s h ift o f th e  A /-m e th y l p ro to n  s ig n a ls  o f n -b u ty l-  
t r lm e th y la m m o n iu m  b ro m id e  ( r e la t iv e  to  th e  C -m e th y l p ro to n  
s ig n a l)  w ith  s o d iu m  s a lts : C , p -m e th y lp h e n o x id e ;  ▲ . to lu a te ;  A .  
to s y la te ;  O ,  p h e n o x id e ;  • ,  b e n z o a te ;  O  b e n z e n e s u lfo n a te .

0.14 M  except for the experiments with resorcinol where 
0.24 M  (CH 3 )4 NBr was used. Electron-releasing substitu­
ents increase the relative shifts, suggesting that the asso­
ciation also increases although possible effects upon the 
HOD frequency complicate any analysis: however, satura 
tion of the solution with benzene has no effect. These ob­
servations are consistent with those made on the associa­
tion of the relatively hydrophobic tri-p-anisylmethyl car­
bocation with phenols . 3 5  Although these associations may 
be induced in part by the structure of water.36- the 
geometries of these association complexes suggest that 
dispersion effects are involved: for example, the relative
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F ig u re  9 . E f fe c t  o f  a r o m a t ic  c o m p o u n d s  on  th e  p ro to n  c h e m ic a l  
s h ift  o f ( C H 3 ) 4 N B r  re la t iv e  to  H O D : • ,  b e n z e n e  (s a tu r a te d ) ;  □ ,  
p h e n o l;  ▼ , p y ro g a llo l;  A ,  c a te c h o l;  ■ ,  r e s o rc in o l;  O ,  p h lo ro g lu -  
c in o l.

TABLE VII: Equilibrium Constants for the Association 
between re-Butyltrimethylammonium Bromide and 
Aromatic Anions“

Compound K.......... M ' Ari,ivt' ppm
Sodium tosylate 2.5 0.146
Sodium p-toluate 1 .3 0.275
Sodium benzenesulfcnate 0.61 0.302
Sodium benzoate 0.27 0.870
Sodium p-methylphenoxide 0.24 1 . 0 0 0

Sodium phenylacetate 0.16 1.639
° For 0.145 M n-butyltriméthylammonium bromide with 0.0 to 1.0 M  Na 

salts at 31°. h Maximum change in the chemical shift of the iV-methyl proton 
signal (relative to C-methyl) predicted by the intercepts of double reciprocal
plots.

chemical shifts of N-methyl protons (Figure 9) increase 
with substitution of hydrophilic, but electron-releasing 
hydroxyl groups. (Phloroglucinol appears to be an excep­
tion to this generalization, but we had solubility problems 
with this compound, and these data are less reliable than 
the others.)

It also seems that ion pairing in water does not require 
that direct contact charge neutralization be all important. 
Indeed the suggested structures permit effective solvation 
of the anionic or polar oxygens, and the nmr results show 
the partially positive 7V-methyl protons interacting with 
the aromatic 7r system. Because some of the virtual elec­
tronic oscillators of the aromatic ring have relatively low 
excitation energies, this type of interaction should be 
stronger than interactions between quaternary ammonium 
ions and saturated carboxylate ions of similar volumes. 
For this reason aromatic compounds interact with CTABr 
micelles more strongly than do aliphatic compounds of 
similar volume ; 1 6 - 2 5  similarly acid dissociations of aro­
matic acids are more enhanced by cationic micelles.

In micellar systems, added compounds cause large nmr 
spectral changes only when they are hydrophobic enough 
to be taken into the micelle, and hydrophilic inorganic 
electrolytes cause only small changes in the nmr spectrum 
of 0.04 M  CTABr in 90% D 2 0 ; both the N-methyl and C - 
methvlene peaks are broadened and the former is moved 
either up or down field (relative to the C-methyl signal)

F ig u re  1 0 . E ffe c t  o f C T A B r  o n  th e  c h e m lc a  s h ift o f th e  a lip h a t ic  
p ro to n s  o f s o d iu m  s a lts ; O  a n d  ▼ fo r  a  a n d  (S p ro to n s  ( r e s p e c ­
t iv e ly )  o f 2 -p h e n y lp ro p a n o a te ;  □ ,  p h e n y la c e ta te ;  • ,  A  a n d  ▲ 
fo r  a ,  /?, a n d  y  p ro to n s  o f n -b u ta n o a te ;  0 ,  a c e t a t e ;  p iv a la te .  
L in e s  d ra w n  a rb itra r i ly .

TABLE VIII: Salt Effects on the Nmr 
Spectrum of CTABr"

Salt C3 „h, M WU2* -Me,b Hz 6 C-McN"MV  ppm

NaNO., 0.13
0.32 
0.59 
0 . 8 8

NaOAc 0.11
0.54 
0.99 
1.37

Na 2 SO, 0.07
0.16 
0 . 2 1  

0.39 
0.56 
0.73 
0.94 
1.30

NaBr 0.32
0.38 
0.59 
0.63 
0.76 
1 . 2 2

2.5 -2 .2 8
5 - 2 .2 6
6 -2 .2 5
6 -2 .2 4
9 -2 .2 4
2 -2 .2 8
3 - 2 .2 8
4 -2 .2 7
3 -2 .2 7
5 -2 .2 8
2 - 2 .2 8
4 - 2 .2 8
4 - 2 .2 9
3 -2 .2 6
3 -2 .2 6
3 - 2 .3 0
3 -2 .2 7
3 -2 .3 2
5 - 2 .3 3
4 - 2 .3 5
5 - 2 .3 3
4 -2 .3 5
7 -2 .3 9

“ In 90% DiO (v/v). b Width at half-height of .V-rnethyl proton signal. 
c Chemical shift ofiV-methyl signal, downfield from C-methyl signal.

depending on the nature of the added ion. Some salt ef­
fects on the chemical shift and width at half-height 
(W j 2) of the N-methyl peak are given in Table VIII. High 
concentrations of salts change the size and shape of cat­
ionic micelles specifically , 3 7 - 3 8  and could give the small 
nmr spectral changes in Table VUI, which are produced 
only by high salt concentrations.

The large nmr changes caused by low concentrations of 
hydrophobic buffers are due to specific association be­
tween buffer and surfactant molecules and, for this rea­
son, the nmr spectra of the hydrophobic buffers are sensi­
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tive to the buffer-CTABr concentration ratio. The 
changes in the methyl and methylene proton signals of 
several sodium carboxylates in various concentrations of 
CTABr are shown in Figure 10. The chemical shift 
changes are reported as A<5 (the difference in chemical 
shift of the N-methyl protons relative to water measured 
with and without CTABr). These values were not correct­
ed for any change in the water resonance frequency, but 
this problem was minimized by using the same concentra­
tion of sodium carboxylate for any one series. A positive 
A5 value corresponds to an upfield shift. Although, at first 
glance, Figure 10 seems to represent a medley of specific 
effects, some generalizations can be made. The methylene 
and methyl proton signals of aromatic compounds are 
shifted well upfield, with a maximum shift when the salt 
and surfactant concentrations are similar. The methyl 
protons of acetate and pivalate are shifted downfield as 
are the 0 and 7  protons of sodium outanoate. For the lat­
ter compound, the a  hydrogens are shifted slightly up­
field. Because even the nmr spectrum of a hydrophilic ion 
such as acetate changes with CTABr concentration, it 
seems that all carboxylate ions interact with CTABr mi­
celles.

In an earlier study of the interactions between sodium 
arenesulfonates and CTABr, we reported that the signal of 
the aromatic protons is shifted upfield, with the maxi­
mum shift occurring when arenesulfonate and CTABr are 
in equal concentration . 1 6  The ortho and meta proton sig­
nals of sodium benzoate are shifted upfield and, as for so­
dium tosylate , 1 6  the meta proton signal is maximally 
shifted when the benzoate and CTA+ ions have one-to-one 
stoichiometry. These chemical shifts, relative to the reso­
nance frequency of water, are given in Figure 11, with the 
chemical shifts of the aromatic protons of the correspond­
ing undissociated acids. The chemical shifts of the acid 
are downfield of the corresponding shifts of the anion be­
cause the neutral aromatic molecule is on the average 
more deeply buried in the micelle because hydration is 
less important with the acid.

Taken altogether, the nmr results show that the average 
sites of incorporation of aromatic acids and their anions 
differ, with the anion apparently more exposed to water 
than the neutral molecule, but the “ average location” 
suggested by nmr spectroscopy car.not be unambiguously 
described in terms of an average penetration depth. Ob­
served nmr shifts are related to penetration depth only if 
the chemical shifts corresponding to the “ fully in” and 
“ fully out”  states and the time spent in each state are 
known. By itself, the large upfield sh ift'd ' the Ar-methyl 
protons of CTABr is no certain indicator of penetration 
depth because close association between the cationic head 
group and an aromatic anion would give a large spectral 
change without deep penetration, while a more deeply 
penetrating neutral molecule may cause little spectral 
change if its association with surfactant is weaker.

Conclusions
The addition of micellized CTABr increases the acid 

dissociation of carboxylic acids, especially hydrophobic 
ones. A precise determination of this increase is difficult 
because surfactant alters the response of the glass elec­
trode. but a reasonable estimate (based on the shape of 
pH vs. CTABr concentration plots at several ionic 
strengths) is that the pK a of a very hydrophobic acid is 
decreased by 0.5 pK  unit. Less hydrophobic acids are less 
affected.

- 2 . 6

-3.4

....... 1 2

lac dl / (CTABr]
F ig u re  1 1 . E ffe c t  o f C T A B r  o n  th e  c h e m ic a l  s h ift  o f th e  m e t a ­
p a r a  ( t r ia n g le s ) ,  a n d  o r th o  p ro to n s  (c ir c le s )  o f 3  X  1 0 - 2  M  

b e n z o ic  a c id , a s  th e  u n - lo n iz e d  a c id  a n d  w ith  f iv e fo ld  e x c e s s  
N a O H  (o p e n  a n d  fil le d  s y m b o ls , r e s p e c t iv e ly ) .  C h e m ic a l  s h ifts  
m e a s u r e d  d o w n fie ld  f ro m  w a te r .

This increased acidity is not merely due to charge neu­
tralization; it stems from a stabilization of the whole mi­
celle which accompanies acid ionization. There are several 
lines of evidence to support this viewpoint.

(1) Only hydrophobic acids are appreciably affected, 
but if charge neutralization was the only factor, all car­
boxylic acids would be equally affected by CTABr concen­
trations high enough to ensure interaction (the nmr data 
in Figure 10 suggest that this condition is met even for 
acetate ion).

(2) The second ionization o f phthalic acid is inhibited 
by CTABr micelles. This cannot be explained solely on 
the basis of charge neutralization but is consistent with 
the loss of hydrophobic interactions that must accompany 
the formation of phthalate dianion, which must reside 
very near the micellar surface.

(3) Hydrophobic acid anions interact with CTA+ ions 
more strongly than do undissociated acids. Increased line 
broadening upon ionization indicates that ionization leads 
to increased van der Waals’ association between surfac­
tant molecules.

This study was focused on the effect of cationic mi­
celles on the dissociation of carboxylic acids but certain 
conclusions can be drawn for other systems. For example, 
acid dissociations may be affected by hydrophobic inter­
actions with polyelectrolytes, liquid crystals, or proteins 
with consequences for the pH dependence of macromolec- 
ular conformations and reactivity. Considerable caution 
must be exercised in using so-called “ intrinsic pA a’s” 
when interpreting such phenomena. In addition interactions 
between aromatic molecules and ions and nonmicellized 
quaternary ammonium ions are important and appear to 
involve interactions between the cation and the aromatic 
7T cloud.
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A diamond-windowed cell and a furnace for Raman spectroscopy of molten salts have been constructed. 
The apparatus can be used for fluorides up to 1100°. Two bands, one moderately strong at 556 cm 1  and 
one weak at 347 cm “ 1, were observed for the molten LiF-LisAlFe eutectic mixture at 730°. The former 
frequency was assigned to vi(A ig) and the latter to u5 (F2s) of the A1F63” ion. The half-width of the 556- 
cm “ 1  band, 140 cm “ 1, suggests that the A1F63” octahedra are highly distorted. No dissociation into 
AIF4 “ , AIF3 , or other species was detected.

Introduction
Structural entities in molten mixtures containing alu­

minum fluoride have been of great interest for a long 
time, mainly in connection with the electrolyte in techni­
cal aluminum production. Till new, however, the main 
methods of investigating these systems have been calorim­
etry, density and viscosity measurements, and phase di­
agram investigations (see Holm 1  for further references).

Spectroscopy on the molten AlkF-AlF 3  systems would 
be a valuable supplement to these physicochemical mea­
surements because the information given by spectroscopy 
is more closely related to the structure of the melt. At­
tempts to do this have only been made by Solomons, e t  
a l . 2  However, their dissociation degree of the A1F63“ ion is 
far higher than those obtained by other methods. The 
present work can be regarded as an attempt to clarify the 
structural problems of AlkF-AlF 3  melts, starting with in­
vestigations of the lower melting systems.

Experimental Section
Apparatus for Raman spectroscopy on molten fluorides 

has previously been described in the literature . 2 - 4  This 
kind of apparatus should in general be designed to meet 
the following requirements, (i) It should be possible to 
heat the cell and furnace to a high temperature ( 1 1 0 0 ° for 
alkali-aluminum fluorides), (ii) The corrosion problem 
should be taken into account, (iii) Evaporation of the melt 
should be kept to a minimum to prevent composition 
change of the sample and corrosion, (iv) The cell material 
should possess wetting properties which are suitable for 
molten fluorides, (v) The collection of the Raman light 
should be adequate, (vi) It shou d be easy to fill and 
empty the cell chamber, (vii) It should be easy to change 
samples.

Formerly two windowless cells have been constructed 
for Raman spectroscopy . 2 ’ 3  For absorption spectroscopy a 
cell with diamond windows has been reported . 5  The win­
dowless Raman cells seem to cause great corrosion prob­
lems . 6  Solomons, e t  a l . , 2  repert that the sample, 
Na3 AlF 6 (l), could be contained in the cell for approxi­

mately 30 min only, due to evaporation from the melt. 
Moreover, the wetting properties of a windowless cell are 
critical, 6  and the collection of the Raman light probably 
would not be as efficient as with a cell with diamond win­
dows. Therefore, in spite of the high diamond costs, we 
decided to use a closed cell. Diamond may become some­
what opaque at 1 1 0 0 ° because of intrinsic semiconductor 
properties . 7  However, the meniscus of molten cryolite 
could be observed visually at 1050° through the diamond 
window. With regard to the furnace, fulfilment of the 
above requirements is mainly a matter of choosing suit­
able materials. The apparatus described here has been 
tested with molten cryolite up to 1100°. The limiting tem­
perature depends upon tne lower annealing temperature 
of the quartz used in the furnace tube, which is about 
1150°.«

R a m a n  C ell. A graphite cell equipped with diamond 
windows and surrounded by a boron nitride sleeve was 
chosen to fulfil conditions i-vii. The cell is shown in Fig­
ure 1 .

The cell body (D) was machined from a dense graphite, 
Graphitite-G (Carborundum Co.). In contrast to other 
graphite qualities this type is not wetted by the molten 
mixtures of LiF or NaF with A1F3. Graphitite-G does not 
contain impurities corresponding to more than 0.04 wt % 
ashes. The cylindric sleeve (A) was made from boron ni­
tride, Grade A (Carborundum Co.), in order to prevent 
corrosion of the quartz furnace tube. Experience showed 
that graphite in contact with the quartz increased the 
crystal growth in the glass, which then turned opaque.

A graphite ring (B) ar.d a disk (F) together with the 
cylindric sleeve kept the windows (E) of diameter 6.35 
mm, thickness 1.00 mm, in the correct positions. The side 
window rested against an edge in the cylindric hole while 
the bottom window rested on the graphite disk. Dia­
monds, Type IIA (D. Drukker & Zn., Amsterdam), were 
used as windows. However, it should be noted that Type I 
diamonds, which are less expensive, are also transparent 
in the visible region.

Excess vapor from the cell chamber escaped through a 
hole of diameter 0 . 8  mm in the upper part of the cell body
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F ig u re  1 . T h e  R a m a n  c e ll fo r  m o lte n  f lu o r id e s : (A ) b o ro n  n itr id e  
c y c lln d r lc  s le e v e , (B ) g r a p h ite  r in g , (C ) h o le  fo r  th e r m o c o u p le ,  
(D )  g r a p h ite  c e l l b o d y , (E ) d ia m o n d  w in d o w s , (F )  g r a p h ite  d is k .

0 1 0 cm

F ig u re  2 . C ro s s -s e c t io n  d ia g ra m  o f th e  fu r n a c e  a n d  th e  c e ll:  (A )  
c e ll c h a m b e r ,  (B )  s id e  tu b e s  fo r  b e a m  p a s s a g e , (C )  c o p p e r  fu r ­
n a c e  w a ll ,  (D )  K a o w o o l In s u la tio n , (E ) q u a r tz  fu r n a c e  tu b e , (F )  
in n e r  q u a r tz  tu b e , (G )  K a n th a l h e a t in g  w ire .

(not shown on Figure 1). This hole was necessary to allow 
thermal expansion of the gas in the cell.

In order to measure the temperature, a hole (C) was 
drilled in the graphite block as close to the cell chamber 
as the strength of the graphite would allow. The pro­
tecting tube of the thermocouple fitted tightly into this 
hole and had, at the same time, a supporting function for 
the cell, making it possible to regulate the cell position.

F u r n a c e . The furnace was based on a Kanthal furnace 
described by M otzfeldt . 9  The model was reduced to a 
length of 2 0  cm and a width of 1 0  cm to fit the cell cham­
ber of a Cary 82 spectrometer, and materials were chosen 
to suit our special purpose. Thus quartz was chosen as the 
furnace tube material instead of alundum because of its 
transparency. A cross-section diagram of the furnace is 
given in Figure 2.

The heating wire (G), Kanthal A. thickness 0.60 mm, 
was wound on the furnace tube (E) and on the side tubes 
(B). The side tubes were first covered with asbestos 
bands to reduce thermal radiation from the heating wire. 
The electrical circuits were adjusted with variable resis­
tors which were connected to the furnace. In this way a 
temperature gradient less than 1 0 °/cm  was maintained in 
the cell region at 1 0 0 0 °.

The side tubes permitted a 90° beam alignment. The 
laser beam was incident on the bottom of the cell. The in­
tensity loss of the escaping Raman light was reduced by 
the conical form of the horizontal side tube. To protect 
the furnace from accidental corrosion, an inner quartz 
tube (F) could be used. This tube was examined after the 
experiment and changed if necessary. It has the disadvan­

tage of reducing the intensity of the scattered beam by 
2 0 %.

Kaowool was used as insulating material (D) because of 
its ease of handling. The furnace was cooled by water cir­
culated through copper tubes on the outside of the wall 
(C). To reduce the oxidation of graphite, inert gas (Ar or 
N 2 ) was passed through the furnace tube. Oxidation of the 
diamond windows is prevented by the presence of graph­
ite.

C h em ica ls . The chemicals used were LiF. pro analysi 
(Merck, Darmstadt), and A1F3, pure (Riedel de Haen 
A.G., Seelze-Hannover). LiF was dried, melted under vac­
uum, and purified by crystallization. AIF3  was sublimated 
twice in a vacuum furnace at 910°. In each case clear crys­
tals were used.

P r o c e d u r e . Appropriate amounts of LiF and AIF3  were 
weighed and transferred to the cell chamber in a drybox. 
The windows, graphite ring and disk, and the boron ni­
tride sleeve were mounted. The closed cell was transferred 
to the furnace and the sample premelted to ensure ade­
quate mixing.

The spectra were recorded with a Cary 82 spectrometer 
equipped with a Coherent Radiation Model 52 B argon ion 
laser using the excitation at 4880 A. All the standard lens­
es of the spectrometer could be used, and the only critical 
adjustment necessary was the position of the furnace. As 
aluminum fluoride is a weak Raman scatterer, there were 
problems with intensity. These can be overcome by using 
a third diamond window in order to allow multiple passes 
of the laser beam . 1 0  Recording spectra at temperatures 
higher than 800° require, in addition, a chopper system to 
remove the thermal background radiation. In contrast to 
the AlkCl-AlCL systems . 1 1  noise due to microparticles in 
the melt was not severe.

Results
The Raman spectrum of the molten LiF-LisAlFe eutec­

tic mixture at 730° is presented in Figure 3. Apart from 
the 1332-cm '1 diamond band . 1 2  the spectrum reveals two 
broad Raman bands, one moderately strong and one weak. 
From the two spectra of highest quality the background 
was subtracted and the following frequencies were found: 
556 ±  5 and 347 ±  10 cm L The banc, at 556 cm 1  is ap­
proximately symmetric, with a half-width as high as 140 
c m '1.

The temperature is estimated to be accurate to ±10°, 
the main error being the temperature gradient in the fur­
nace. Because of the sharply rising background, which 
strongly increased with temperature, we did not test for 
any possible temperature dependence of the spectrum. 
The eutectic mixture of the LiF-Li3A176 system, 85.5 mol 
% LiF +  14.5 mol % AIF3,1 was investigated because it 
represents one of the lowest melting binary fluoride sys­
tems containing aluminum. The uncertainty of composi­
tion is estimated to be ±0.3 mol %. Error due to evapora­
tion of LiAlF 4  is less than 0.1 mol %.

Discussion
It is reasonable to assume that the Raman spectrum of 

the LiF-LisAlFe eutectic mixture car. be interpreted in 
terms of more or less well-defined A l-F  complexes.

The corresponding sodium system has been investigated 
by many authors (see Holm 1  for further references) and 
according to these, the most probable entities occurring in 
the cryolite melts are A1F3, A1F4' ,  and A1F63' .  Before

The Journal 0/ Physical Chemistry. Vol. 78. No 15. 1974



Raman Spectra of the LiF-Li3AIF6 Eutectic Mixture 1501

TABLE I: A1F4 (Tfi) Totally Symmetric 
Stretching Frequency

Substance or method of calculation iq(Ai), cm“ 1 Ref
Na 3AlF 6 (l), 1030° 633 2
Force constants transferred from NaAlFq 696
Force constants transferred from LiA1F 4 631
Compliants transferred from LiAlF( 612
Isoelectronic series o f M F 4 6  <665 2

a The force field of NaAlFi is less reliable t.ian for LiAlFt (ref 18). b The 
less than or equal sign is introduced due to the anomalous behavior of 
AlCh _ compared to other tetrachlorides.

TABLE II: AIF63 (Oh) Raman Frequencies vx and vb

Substance or method of 
calculation

Fl(Alp),
cm- 1

*»(**),
cm- 1 Ref

Na 3AlF 6 (s) 554 335 2 a
(NH() 3A1F6 (s) 544 318 b
Na.,AlF6 (l), 1030° 575 2
LiF-L i3AlF 6 eutectic (1), 

730° 556 347
Isoelectronic series of M Ft ~540 2

a The 335-cm 1 band has not been assigned by the authors. b K. Wieghardt 
and H. H. Eysel, Z. Naturforsch. B, 25, 105 (1969).

going into details in the interpretation, it is therefore nec­
essary to estimate the positions pf the Raman active 
modes of these species. The positions of the totally sym­
metric stretching frequencies are especially important. 
They should follow the general rule that an increase in 
coordination number leads to a decrease in the stretching 
frequency . 1 3

E s t im a tio n  o f  A lF n F r e q u e n c ie s . For AIF3  a planar D 3h 
model with three Raman active frequencies, iq, i>3, and v4  

is assumed. The ¡>2 , v3, and y4  modes have been observed 
by ir spectroscopy of the gas at 950-1250°14-15 ancj by ma_ 
trix isolation . 1 6  Average values for the antisymmetric 
stretch v3  and the bend i>4  are 950 and 265 cm -1 , respec­
tively. Buchler, e t  a l . . 1 5  calculate a value of 800 cm - 1  for 
iq. However, this is far higher than the observed totally 
symmetric Al-F frequencies for A1F4~ and A1F63~ (Tables 
I and IF). The value 650  cm - 1  as estimated in the -JANAF 
tables1 7  is much more reasonable.

Solomons, e t  a l . . 2  report the totally symmetric stretch­
ing frequency iq  of a tetrahedral A1F4  in molten cryolite. 
A tetrahedral configuration is also found in matrix isolat­
ed LiAlF 4  and NaAlF 4  gas molecules . 1 8  The published 
force fields of the latter molecules make possible a calcu­
lation of iq  for A1F4~ (Ttf) by transferring force constants. 
Transference of the more physically meaningful concept of 
compliants has also been performed. Cyvin 1 8 1 9  should be 
consulted for notations. The terminal stretching valence 
compliants of LiAlF 4  are given by

>U =  2'(-p33 H-Aq) + i n  HB i ))

=  | T 3 3 _1 (A i ) -  F ll_1 (B j))

w hich y ie ld

F ~H  Ai) = n d + 3 n id =  2 F 33~l( A l ) -  F ^ H b , )

when F _ 1 (A i) refers to A1F4~. Literature data as well as 
the results of the calculations are summarized in Table I. 
From the table it is reasonable to assume a value of 630  ±  
2 0  cm~ 1  for iq.

F ig u re  3 . T h e  R a m a n  s p e c tru m  o f th e  m o lte n  U F - L i3A IF 6 e u te c ­
t ic  m ix tu re  a t 7 3 0 ° . T h e  lo w e r r ig h t-h a n d  c u rv e  s h o w s  th e  th e r ­
m a l b a c k g ro u n d  re c o rd e d  a t a s p e e d  o f 0 .6  c m - , / s e c  an d  w ith  
a pen p e r io d  o f 20  s e c .

The situation is easier for the octahedral A1F6 3  since 
this ion exists as a discrete entity in the solid state. Table 
II gives the measured solid state Raman data, the pre­
viously assigned melt frequency2  and the present data for 
the totally symmetric rq mode and the bending mode 1/5 . 
No value for the antisymmetric stretching vibration ¡>2 has 
been reported.

M o lt e n  L i F - L i ^ l F f ,  E u t e c t i c  M ix tu r e .  Although polar­
ization data are not available there is little doubt that the 
observed frequency at 556 cm " 1  belongs to a totally sym­
metric ABF stretching vibration. In Table II it should be 
noted that we assign this band to iq of A1F63~. The corre­
spondence with the frequency found for this ion in molten 
cryolite2  is reasonably good, although it is a little surpris­
ing that this frequency, 575 cm -1 , is higher than the pres­
ent one. This is contrary tc the general rule for counterion 
effects . 2 0  However, the 575-cm ~ 1  band is reported “ not to 
be really isolatable with any certainty from the intense 
and noisy background pattern.“ The occurrence of a weak 
band at 347 cm - 1  supports the interpretation of the LiF- 
Li3 AlF 6  eutectic mixture spectrum (Table II).

The very large half-width of the 556-cm r1 band de­
serves a comment. A contribution from A1F4~ to the high- 
frequency side, and from the antisymmetric stretching 
mode ¡'2 (Et ) and hot bands to the low-frequency side, 
cannot be rejected. However, due to the approximately 
symmetric shape of the band and no sign of shoulders, 
these contributions probably do not present the full expla­
nation. Furthermore, it is not likely that broadening from
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collisions resulting in short correlation times is essential. 
We may refer to the half-width of the totally symmetric 
stretching frequency of BF 4 “ at 606° which was found 6  to 
be approximately 20 cm -1 . The iq mode of an octahedral 
A 1 F6 3'  should be sensitive to environmental effects, but 
this could hardly give a broadening of the magnitude ob­
served. It is more likely that the structure of the A1F63~ 
ions themselves is distorted, thus giving rise to a set of 
frequencies from differently perturbed octahedral species. 
Holm 2 1  proposed that some of the octahedra in the cryol­
ite mixtures with mole fraction of A1F3  < 0.25 should be 
distorted to a structure having an A1F3  core and three ad­
ditional fluorine ior.s at larger distances from aluminum. 
Such a complex would probably give a main symmetric 
stretching vibration at a higher frequency than the ob­
served one. It should be mentioned that no conclusion re­
garding a quasilattice structure, ion-pair formation, or 
local charge fluctuations can be drawn at this stage.

From the two observed frequencies, the following sym­
metry and valence force constants may be calculated (see 
Cyvin 1 9  for notations)

F ( A 1(S) =  f r + 4f rr +  f r r ' = 3.46 mdyn/A

F ( F 2k) =  f a -  2f a a ' +  f a a "' = 0.34 m d y n /A

In accord with predictions, due to the greater number of 
ligands, the stretching force constant is somewhat lower 
than found in LiAlF 4 . 1 8  The bending constant is in the 
same range as for the latter molecule. These statements 
are only qualitative since the influence of the interaction 
force constants is uncertain.

D is s o c ia tio n  E q u ilib r ia . The dissociation schemes

G3'  =  A 1 F 3 + 3 F ~ (1 )

63-  =  a i f 4 + 2 F " (2 )

seem by now to be the most popular ones for the molten 
cryolite mixtures . 2 1  Vrebenska and Malinovsky2 2  used the 
last equation and found by cryoscopic measurements a de­
gree of dissociation a  in pure lithium cryolite at 782° 
equal to 0.4. However, when the amount of AIF3  in the 
system is decreased from 25.0 (at 782°) to 14.5 mol % (at 
730°), the equilibrium will shift to the left and lower the 
value of a  to approximately 0.2. This calculation is based 
on the assumption that the dissociation constant is inde­
pendent of the temperature in the interval 730-782°, and 
that the activity coefficient term varies very little in the 
composition range 14.5-25.0 mol % A1F3. The assumptions 
are justified by Holm 2 1  for the sodium system. Our inves­
tigation gives no sign of the species A1F4  (or AIF3 ), but 
the thermodynamic value of a  ~  0 . 2  cannot be rejected 
without further investigations.

For sodium cryolite Solomons, e t  a i .  report, from the 
Raman spectrum, a degree of dissociation «  as high as 0.8 
for reaction scheme 2 at 1030°. With the same assump­
tions as above, this value will be reduced to 0.65 for a

change in composition to 14.5 mol % AIF3 . When this re­
sult is compared to the present one. the difference in the 
temperature of the melts should be taken into consider­
ation. A lower temperature should reduce the «  value. On 
the other hand, the substitution of Na^ with Li+ should 
give a higher degree of dissociation. The counterion effect 
is found to be large for other molten salt equilibria . 1 1 - 2 3  

The thermodynamic value a = 0.3 (1030°) found for sodi­
um cryolite 1  is in agreement with this effect when com ­
pared to a  = 0.4 (782°) for lithium cryolite . 2 2  The results 
found by Solomons, e t  a i .  therefore seem to be at vari­
ance with ours. We hope to examine this problem further 
in the near future, using a Raman instrument fitted with 
a chopper to remove thermal radiation from the sample.
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The infrared (33-4300 cm “ 1) and Raman (0-3500 c m '1) spectra of (CH 3 )NBH3, (CH 3 )3 NBD3, 
(CD 3 )3 NBH3, and (CD 3 )3 NBD 3  have been recorded fpr the solid state at low temperatures. The spectra 
have been interpreted in detail on the basis of C 3ll molecular symmetry. The valence force field model 
has been utilized in calculating the frequencies and potential energy distribution. The calculated poten­
tial constants for the adduct are compared to those previously reported for the Lewis base moiety. The 
N -B  stretch was found to be extensively mixed with the N -C  symmetric stretch. Nevertheless, the 
Raman bands at 680, 660, 641, and 610 cm " 1  for the (CH 3 )3 NBH3, (CH 3 )3 NBD3, (CD 3 )3 NBH3, and 
(CD 3 )3 NBD 3  molecules, respectively, have been shown to be approximately 65% or more N -B  stretching 
motion. The N -B  force constant was found to have a value of 2.59 m dyn/A  which seems consistent with 
adduct stability. CNDO/2 calculations were carried out to calculate the barrier to internal rotation of 
the BH 3  group, the dipole moment, and the N-C force constant.

Introduction
Although there have been numerous studies on the rela­

tive stabilities of the group IIIA Lewis acids with the 
group VA Lewis bases, there is still conflict concerning 
the assignment of the boron-nitrogen stretching mode for 
this dative bond. In the initial vibrational study o f tri- 
methylamine-borane, Rice, e t  a l .,*  assigned this normal 
vibration to a band at 1255 cm 1  whereas the nitrogen- 
carbon stretching modes were assigned to bands at 1005 
and 667 c m 1. However, this assignment was not support­
ed by the shift factors which resulted from the deuteration 
of the borane moiety and Taylor5  reassigned the 667-cm "1 
band to the B -N  stretching mode. This latter assignment 
was found to lead to a force constant near 2.59 m dyn/A 
which is consistent with the expected boron-nitrogen 
bond strength.

In a recent study of the electronic spectrum of tri- 
methylamine-borane, Raymonda6  retained the earlier as­
signment of Rice, e t  a l . , 4  of the B -N  stretching mode at 
1255 cm " 1  with the lower frequencies for the N -C  stretch­
ing modes. Therefore, there still appears to be some con­
fusion concerning the assignment of the normal modes for 
this molecule. In addition, we have been interested in the 
barriers to internal rotation around C -N  bonds7  and re­
cently reported both the A 2  and E torsional frequencies of 
trimethylamine. Thus, we felt an investigation of the low- 
frequency spectrum of trimethylamine-borane might pro­
vide information on the change in barrier heights around 
the C -N  bond with coordination of the borane moiety as 
well as the barrier around the B -N  bond. No vibrational 
studies have been reported for the (CD 3 )3 NBH 3  and 
(CD3 ) 3 NBD 3  isotopic species of trimethylamine-borane 
and no frequencies have been reported for any of the iso­
topic species in the solid state. Thus, we are reporting the 
results of an infrared and Raman study of (CH 3 ) 3 NBH3, 
(CH 3 )3 NBD3, (CD 3 )NBH3, and (CD 3 )3 NBD 3  in the solid 
state.

Experimental Section
All manipulations were carried out in a conventional

high vacuum system equipped with greaseless stopcocks. 
Diborane - 6  was produced by the addition of commercial 
potassium borohydride or sodium- borohydride-aL to hot 
polyphosphoric acid . 8  Purification was achieved by trap- 
to-trap distillation through a trap held at —160° (isopen­
tane slush) into a trap at —196°. Purity was confirmed by 
vapor pressure measurements at —112° . 9  Trimethylamine 
(Matheson) was purified on a low-temperature vacuum 
fractionation column 1 0  until it produced a vapor pressure 
of 680 Torr at 0° . 9  Trimethylamine-d 9  was obtained from 
Merck Sharp and Dohme and used without further purifi­
cation. Trimethylamine and diborane - 6  in a 2:1 ratio were 
condensed together at -196° and allowed to react as they 
warmed to room temperature . 1 1  After completion of the 
reaction, the (CH 3 )3 NBH 3  was purified by passing the 
reaction mixture through a trap at -2 0 °. Traces of B 2 H 6  

or (CH3)3N were collected in a trap held at —196°. The 
other isotopic species were prepared in a similar manner. 
Samples were transferred to the various sampling cells 
without contact with the atmosphere or other external 
contamination.

The Raman spectra were measured from 0 to 3500 c m 1  

at room temperature with a Cary Model 82 Raman spec­
trophotometer1 2  which had been calibrated with neon 
emission lines. The samples were deposited in glass capil­
laries and sealed with a torch.

The far-infrared spectra of trimethylamine-borane-do 
(TM NB), -d 3, -d 9, and -d i 2  were recorded between 33 and 
350 cm 1  with a Beckman IR-11 double-beam grating 
spectrophotometer which was purged with dry nitrogen. 
The instrument was calibrated with water vapor frequen­
cies . 1 3  The low-temperature cell used has been described 
elsewhere . 1 4  The sample was allowed to sublime slowly 
onto a silicon substrate which was in thermal contact with 
a brass heat sink cooled by boiling liquid nitrogen.

The mid-infrared spectra were recorded from 4000 to 
250 cm " 1  with a Perkin-Elmer 621 grating spectropho­
tometer which was purged with dry nitrogen and calibrat­
ed in the usual manner . 1 5  The spectra were recorded with 
a cell held at -7 8 ° and equipped with Csl windows.
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(CH3)3NBH3. (CH3)3NBD3, (CD3)3NBH3, and (CD3)3NBD3, re­
spectively. The ordinate is in arbitrary units of absorption.

The spectra which are shown in Figures 1-3 indicate 
that the -BD3 species also contained some hydrogen 
which is not unexpected due to the technique used to pre­
pare the diborane-6 as well as the slight hydrogen con­
tamination in the NaBD4.

Results
Clearly the most important vibrational frequency is the 

B-N stretching mode since this vibration is expected to 
reflect to some degree the strength of the B-N dative 
bond. As pointed out in the Introduction, the 1255-cm 1 
band has been previously assigned4-6 to this mode. How­
ever, it is quite clear from the Raman spectra of the solids 
that the B-N stretch falls at 680, 660, 641. and 610 cm 1 
for the (CH3)3NBH3, (CH3)3NBD3, (CD3)3NBH3, and 
(CD3)3NBD3 molecules, respectively. This assignment is 
in accord with that of Taylor5 and results in a reasonable 
value of the force constant for this normal mode. It should 
be pointed out that the normal coordinate calculations 
show some mixing of the B-N stretch with the symmetric 
NC3 stretch and the symmetric NC3 deformation and the 
potential energy diagram PED for this band is 90, 75, 55, 
and 58% B-N stretch for the trimethylamine-borane-d0, 
-d3, -d9, and -d 12, respectively. The mixing is supported by 
the frequency shifts with isotopic substitution. Also, it 
should be mentioned that the B-N stretching mode is not 
found in the infrared spectrum except for the (CH3)3NBH3 
molecule; the extremely low intensity of this normal mode 
in the infrared spectrum could have led to some of the

J. D. Odom. J. A. Barnes. B. A. Hudgens, and J. R. Dung

300 0  2 50 0  ' 2 00 0  1500 TOOO SOD 6WAVENUMBER CM 1
F igure 2. A, B, C, and D, show Raman spectra of solid 
(CH3)3NBH3, (CH3)3NBD3, (CD3)3NBH3, and (CD3)3NBD3, re­
spectively. The ordinate is in arbitrary units of intensity.

earlier confusion associated with the assignment of this vi­
bration.

The Raman band near 859 cm 1 for the (CH3)3NBH3 
and (CH3)3NBD3 molecules which is found to shift to 759 
cm"1 with deuteration of the methyl groups can be as­
signed predominantly to the NC3 symmetric stretching 
mode. The assignment of the other skeletal stretching 
mode, the NC3 antisymmetric stretch, is complicated 
considerably by the difference in the mixing of this nor­
mal mode for the molecules with the (CH3)3N and 
(CD3)3N moieties. For the molecules containing the CH3 
groups, the NC3 antisymmetric stretch falls near 1000 
cm 1 but for the molecules wdth CD3 groups, this motion 
can best be assigned to bands around 1180 cm“ 1. This as­
signment is consistent with that given for the correspond­
ing mode in trimethylamine.16

The intensity of the skeletal deformations of the Lewis 
base moiety decreases relative to the C-V-B bend (V = 
N, P, As) as the group is descended.17-18 As in trimethyl- 
phosphine-borane,17 the frequencies of both skeletal defor­
mations are higher in the adduct than in the Lewis base. 
Both deformations are sensitive to the deuteration of the 
borane group and the methyl group. The antisymmetric 
NC3 deformation, which shifts from 446 to 386 cm“ 1 on 
deuteration of the methyl groups, shows shifts of twelve 
and six wave numbers for the -d 0 ar.d -d9 species, respec­
tively, on deuteration of the borane group. The symmetric
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Figure 3. A, B, C, and D. show far-infrared spectra of solid 
(CH3)3NBH3, (CH3)3NBD3, (CD3)3NBH3i and (CD3)3NBD3. re­
spectively. The ordinate is in arbitrary units of absorption.

NC3 deformation does not shift as much as the antisym­
metric mode with deuteration of the borane and methyl 
groups. The symmetric mode shows a much greater sensi­
tivity to the borane group than does the antisymmetric 
motion. The symmetric NC3 deformation is observed at 
351. 326, 316, and 297 cm-1 for trimethylamine-borane-do, 
-di, -dg, and -d12, respectively.

The zCN B bending mode is observed as a shoulder on 
the low-frequency side of the symmetric NC3 deformation. 
The amount of separation of the Z CNB bend from the 
symmetric NC3 deformation decreases with the increase 
in number of deuteriums in the molecule until the two 
modes are unresolvable in trimethylamine-borane-d12.

Assuming C3u symmetry, one obta.ns from group theory 
that the nine methyl stretches span the representations 
r(CH3) = 2Ai + A2 + 3E. The A2 methyl stretch is un­
observed. In trimethylamine-borane-do and -d 3 the four 
bands at 3081, 3002, 2954, and 2930 cm 1 are attributed 
to the five observable fundamentals. The antisymmetric 
methyl stretches of E symmetry are assigned to bands at 
3018 and 3002 cm 1 which are observed to shift to 2155 
and 2145 cm-1 on deuteration of the methyl groups. The 
symmetric (E) methyl stretch is observed at 2930 cm 1 
and this mode shifts to 2077 cm 1 on methyl deuteration.

The isotopic shifts for the Aj methyl stretches are 
smaller than the shifts observed for the E methyl stretch­
es. The shifts in the N-B stretch and the symmetric NC3 
deformation are so large that the two Ai methyl stretches 
must be assigned to the bands at 2265 and 2145 c m 1, if 
the product rule is to be satisfied. Thus, the adduct dif­

fers greatly from the Lewis base in the assignment of the 
CD3 stretching modes. The antisymmetric CD3 stretch 
and the symmetric CD3 stretch are assigned to the 2265- 
and 2145-cm1 bands, respectively.

In trimethylamine all five of the methyl deformations 
are resolved. In trimethylamine-borane-do and -d 3 only 
three bands are observed. Antisymmetric methyl defor­
mations of Ai and E symmetry are assigned to the band 
at 1475 cm-1 in trimethylamine-borane-c(0 and -d 3. On 
deuteration, the antisymmetric methyl deformations as­
signed to the 1475-cm 1 band shift to 1076 (Ai) and 1063 
cm 1 (E). The other antisymmetric deformation of E 
symmetry is assigned to a band at 1461 cm 1 in the tri­
methylamine—borane-d0 and -d 3 and shifts to 1057 cm-1 in 
the -dg and -d 12 molecules. Both the A3 and the E sym­
metric methyl deformations are assigned to the 1407 cm 1 
band in trimethylamine-borane-do and -d 3. On deuteration, 
the symmetric methyl deformations shift to 1131 (Ai) and 
1118cm“ 1 (E).

Of the three methyl rocks, two are easily assigned and 
are calculated to be relatively pure modes in the normal 
coordinate analysis. These two modes are the Ai rock and 
one of the rocks of E symmetry. The methyl rock of Ai 
symmetry is observed at 1127 c m 1 and shifts to 898 
cm 1 on deuteration. The E methyl rock occurs at 1122 
cm“ 1 and on deuteration shifts to 853 cm“ 1. The third 
methyl rock is of E symmetry and is strongly mixed with 
the NC3 antisymmetric stretch. In trimethylamine-borane- 
d0 and -d 3 this methyl rock is best assigned to a band at 
1259 cm“ 1; however, in trimethylamine-borane-dg and -d  12 
this mode best fits the PED description of a band at 818 
c m 1.

The amount of separation between the BH3 symmetric 
and antisymmetric stretches is much greater than was ob­
served in either trimethylphosphine-borane17 or trimethvl- 
arsine-borane.18 In trimethylamine-borane. the antisym­
metric BH3 stretch is observed at 2368 cm“ 1 and shifts to 
1762 cm“ 1 on deuteration. The symmetric BH3 stretch is 
assigned to a band at 2264 cm“ 1 and is observed to shift 
to 1646 cm 1 with deuteration.

The BH3 deformations in trimethylamine-borane occur 
at higher frequency than the corresponding modes in tri­
methylphosphine-borane17 and trimethvlarsine-borane.18 
The antisymmetric BH3 deformation is mixed with the 
methyl rocks. Since the zNCH force constant is larger 
than the zHBH force constant, this mixing causes the an­
tisymmetric deformation to occur at the higher frequency 
of 1168 c m 1. This deformation shifts on deuteration to 
865 cm 1. The separation of the antisymmetric deforma­
tion from the symmetric deformation in the -d 0 and -dg 
compounds is only four wave numbers. The separation in 
the trimethylphosphine-borane17 and trimethylarsine-bor- 
ane18 is approximately 55 c m 1. The frequency of the 
symmetric BH3 deformation is dependent on both the 
zHBH and the zNBH force constants and since the 
NBH force constant is much larger than the zPBH or 
zAsBH force constant while the HBH remains the same 
as was calculated for the phosphorus and arsenic analogs, 
the separation would be expected to be less. The symmet­
ric BH3 deformation which is more strongly coupled with 
the CH3 rocking mode than the antisymmetric BH3 defor­
mation is observed at 1164 cm“ 1. The symmetric BD3 de­
formation as in the phosphorus and arsenic analogs shows 
10B-11B splitting which is observed at 920 and 904 cm“ 1 
for the 10B and the l lB species, respectively.
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The BH3 rocking frequency in trimethvlamine-borane is 
significantly coupled with other modes in each of the four 
isotopic species studied. In trimethylamine-borane-do the 
BH3 rock is observed at 915 cm-1 . The rock in this isoto­
pic species is strongly coupled with the antisymmetric 
NC3 stretch. The BD3 rock in trimethylamine-borane-ds is 
coupled to a lesser degree with both the antisymmetric 
NC3 stretch and the methyl rocks. In both the -do and 
-d  12 species the borane rock is coupled with the methyl 
rocks.

The only torsion clearly identified is the CD3 torison of 
E symmetry observed at 245 cm L From the normal coor­
dinate analysis the CH3 (E) torsion in trimethvlamine-bo- 
rane-do falls between the symmetric NC3 deformation at 
351 cm 1 and the NC3 rock at 340 cm L The latter is a 
shoulder on the 351 cmr1 band and is observed only in 
the infrared spectrum. In the -d3 species the CH3 (E) tor­
sion is observed by a broad band at 326 cm -1. The methyl 
and BH3 torsions of the “silent” A2 symmetry are not ob­
served.

Normal Coordinate Analysis
The normal coordinates were calculated to aid in the 

assignment of the vibrational modes. The analysis was 
performed using the Wilson GF-matrix method19 and 
computer programs written bv Schachtschneider.20 The G 
matrix was calculated using structural parameters deter­
mined by Odom, et al.1 The initial value of the N-B force 
constant was taken from previously published work on 
this compound by Taylor.5 The initial force constants for 
the BH3 moiety were taken from the valence force field 
(VFF) calculation on trimethylphosphine-borane.17 The 
initial values for the force constants for trimethylamine 
were taken from the VFF calculation by Dellepiane and 
Zerbi.16 An initial force field of 24 force constants was se­
lected to fit 98 frequencies. This force field was later ex­
panded to 36 force constants is an effort to improve the 
fit. In the least-squares refinement, the observed frequen­
cies were weighted by (1/A) and the behavior of the -J'W J  
matrix was constantly tested as described elsewhere.17 
The calculated frequencies are listed for the four isotopic 
species in Tables I-IV21 and have average errors of 0.6, 
0.9, 1.1. and 0.9%, respectively. In the calculation of the 
final force field, all interaction force constants with mag­
nitudes less than 0.04 mdyn/A were omitted. The remain­
ing 23 force constants are reported in Table V. The fol­
lowing interaction force constants were initially included 
in the calculation, but were found not to greatly improve 
the fit: F,„ F „  F hu, Fuip, F litp, F,h , FH„, FKtf, F m , F()„ and 
F„ During the latter stages of refinement, the principal 
force constants with the exception of the N-B stretching 
force constant remained invariant to changes in the inter­
action force constants. The N-B force constant was quite 
sensitive to the force field employed and, from the PED, 
it is clear that the N-B stretch participated to a small de­
gree in most of the skeletal modes in the Aj symmetry 
block.

CNDO/2 Calculations
In trimethylamine Dellepiane and Zerbi found the N-C 

force constant to be 4.971 mdyn/A.16 In the present study 
the value of the N-C force constant is calculated to be 
4.92 mdyn/A. From the microwave studies of both the 
Lewis base and the adduct, the N-C bond length is found 
to increase from 1.45122 to 1.495 A1 on adduct formation.
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Since one would expect the N-C force constant to de­
crease more than 0.05 mdyn/A for an increase of 0.04 A in 
bond length, the CNDO/2 calculations were carried out to 
investigate this anomaly.

The initial structures were taken1-2 from the appropri­
ate microwave studies. The structures of the methyl and 
borane groups were fixed. The skeletal parameters [trime­
thylamine: z C N C  and r ( N C ) ,  and trimethvlamine-borane: 
z B N C ,  r(NB). and r ( N C ) ]  were varied to minimize the 
total energy. The total energy was then evaluated for at 
least 10 values of the N - C  bond distances. The bond dis­
tances were selected such that the potential curve was de­
termined up to the first excited state of the C N 3 symmet­
ric stretch. The points were fitted by least squares to the 
equation v = ax2 +  bx +  c ; thus, trie force constant is 
equal to 2a.

The force constants calculated from the curve fit of the 
CNDO/2 data were more than an order of magnitude larg­
er than the values obtained from the normal coordinate 
analyses of both the adducts and the Lewis base. From 
the CNDO/2 calculations, the N-C force constant for the 
adduct is found to be less than 2% smaller than the N-C 
force constant for the Lewis base. This is consistent with 
the results obtained from the normal coordinate analysis.

The equilibrium CNDO/2 N-C bond distances in both 
trimethylamine and the trimethvlamine-borane were much 
shorter than the experimentally determined bond lengths 
[(CH3)3N exptl.. 1.451 A; CNDO/2, 1.418 A; and 
(CH3)3NBH3 exptl.. 1.495 A; CNDO/2, 1.427 A], Thus, 
empirically, the CNDO/2 structure correctly reflected the 
increase of the N-C bond length upon adduct formation 
but not the magnitude of the increase. The CNDO/2 
equilibrium zCN B of 95° was found to be much smaller 
than the experimentally determined angle of 110.9°. The 
dipole moment for the adduct calculated from the equilib­
rium CNDO/2 structure, 4.45 D, agreed very well with the 
observed dipole moment1 of 4.59 D; however, the dipole 
moment calculated from the microwave structure yielded 
a value of 6.31 D. The dipole moment calculated for the 
Lewis base from the equilibrium CNDO/2 structure of 
1.65 D was much larger than the measured value of 0.67
D.

Using the microwave structure1 the barrier to internal 
rotation of the -BH3 group was calculated by CNDO/2 to 
be 2.9 kcal/mol. A barrier of 3.4 kcal/mol was suggested 
in the microwave work which was compared to the barrier 
of NH3BH3. The barrier for the latter molecule of 2.9 
kcal/mol was the result23 of an ab initio calculation. For 
comparison, the barrier of NH3BH3 was recalculated 
using the CNDO/2 program which yielded a value of 2.4 
kcal/mol for the barrier. Thus, the harriers calculated by 
CNDO/2 appear to be too small by approximately 0.5 
kcal/mol.

Discussion
Except in the methyl stretching region, the fundamen­

tal vibrations seem to be well predicted by the normal vi­
brations of trimethylamine plus the “group frequencies” 
of the BH3 moiety. The lengthening of the N-C bond on 
formation of the adduct is attributed to transfer of elec­
tron density from the N-C bond to the N-B bond, not to 
any rehybridization effects. Even though the N-C bond 
lengthened significantly from 1.451 A in trimethylamine 
to 1.495 A in trimethvlamine-borane. the N-C force con­
stant did not decrease as much as would be expected.
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corresponding trimethylphosphine molecule has definitely 
been shown25 to be a plastic crystal and there is no reason 
to believe that this molecule would not also crystallize in 
a plastic phase; thus, the effective symmetry is consistent 
with the predicted symmetry. Further studies to deter­
mine the nature of this crystal seem to be warranted.

It appears that the Raman effect is the best method to 
observe the N-B stretching mode. Several studies on 
phosphorus-boron adducts have shown1 7 ' 2 6 ' 27 the Raman 
technique to be more sensitive to the P-B stretching mode 
than the infrared technique. Evidence from the nitrogen- 
boron adducts that have been studied to date indicates 
the N-B stretch should occur between 600 and 800 cm-1 .

The two force constants determined by the borane 
group, the B-H stretch and the Z HBH bend, do not vary 
greatly from one borane adduct to another. The B-H  
stretching force constant in several nitrogen, 5 phospho­
rus, 1 7  and arsenic18 adducts has a value of 3.0 ±  0.1 
mdyn/A. In the same collection of compounds, the 
ZHBH bending force constant has the value 0.38 ±  0.03 
mdyn/A.

The external top angle bending force constant is the 
only borane moiety force constant that reflects the identi­
ty of the atom to which the borane group is bonded. Since 
this force constant participates in both the BH3 rock and 
the symmetric deformation, the frequencies of both of 
these modes vary depending on the donor element. The 
external top bending force constant decreases in value as 
one descends group Va in the periodic table. The fol­
lowing examples of the external top bending force con­
stant are taken from the trimethyl adducts: zNBH , 0.71 
mdyn/A; zPBH, 0.62 mdyn/A; and zAsBH, 0.58 mdyn/ 
A. As would be expected from the trend of decreasing 
magnitudes of the external top bending force constants 
and the relative invariance of the zHBH bending force 
constant, the amount of separation between the antisym­
metric deformation and symmetric deformation increases 
and the frequency of both the symmetric deformation and 
the rock decreases as one descends the series.

The CNDO/2 calculation in the present study points 
out some of the limitations of this method. This method 
gave very poor results for the force constants but it ap­
pears that it can be used to compare differences in force 
constants among a series of molecules. From this method, 
one calculates the dipole moment very well for the 
CNDO/2 equilibrium structure, but one calculates a very 
high value for the dipole if the structure as determined 
from microwave data is used.

As an aid in checking the assignments, the Teller-Re- 
dlich product rule was calculated for the Ai and E sym­
metry species of the four isotopic molecules. The average 
error for the Ai symmetry species is 1 .1 % for each of the 
three isotopically substituted molecules. The error for the 
-d9 and -d 12 species of E symmetry is less than 0.8%; how­
ever. the error in (CH3)3NBD3 is 3.8%. Thus, the error in 
the E symmetry species of the -d3 compound is rather 
large, but on reexamination of the assignment, there can 
be little doubt that it is correct. Only three modes in the 
E symmetry block enter into the calculation of the theo­
retical isotopic shift for the -d3 molecule. The antisymme­
tric BH3 stretch shows a shift of 1.345 on deuteration. The 
band assigned to this mode at 2360 cm - 1  is the most in­
tense band in the BH3 stretching region in the infrared 
spectrum and the band at 1762 cm^ 1 to which the an­
tisymmetric BD3 stretch is assigned is again the most in­
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tense infrared band in this region. No other band above 
1670 c m 1, the theoretical lower limit for the antisymme­
tric stretch, is sufficiently intense to be assigned to this 
mode. The antisymmetric BH3 deformation, which is as­
signed to a shoulder on the intense band at 1164 cm 1 is 
assigned to a band at 865 cm ' 1 in the -d3 molecule and 
gives a shift factor of 1.35. In the infrared spectrum, the 
band at 865 cm' 1 is very intense and in the Raman spec­
trum it is a weak shoulder on the 853-cm 1 band which is 
assigned to the Ai NC3 symmetric stretch. Again, there is 
not another band above the theoretical minimum of 828 
cm ' 1 to which the antisymmetric BD3 deformation can be 
assigned. The BH3 rock is assigned to a Raman band at 
915 cm ' 1 in the - d 0 and to a Raman band at 722 cm ' 1 in 
the -d3 molecule. The next band below the 722-cm '1 band 
is the 660-cm '1 band assigned to the N-B stretch. If the 
rock were assigned to this band, the Teller-Redlich rule 
would be violated. In conclusion, bands for all three of 
these modes were assigned close to the same frequency in 
the -¿12 compound where the error in the product rule is 
only 0.6%; thus, it is concluded that the assignment for 
these modes is correct.
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Transition State Enthalpies of Transfer in Aqueous Dimethyl Sulfoxide Solutions. The 
Alkaline Hydrolysis of Ethyl Acetate
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Enthalpies of solution of ethyl acetate in water, DMSO, and nine aqueous DMSO mixtures, and of tetra- 
phenylphosphonium bromide, sodium tetraphenylborate, sodium bromide, and sodium hydroxide in two 
aqueous DMSO mixtures have been measured. Using the extrathermodynamic assumption A A //s(Ph4P ' ) 
= A A //s(Ph4B~) enthalpies of transfer of hydroxide ion from water to aqueous DMSO mixtures have 
been calculated. AAHs values for ethyl acetate have also been obtained. Transition state enthalpies of 
transfer for the alkaline hydrolysis reaction have been derived from the AAHs values and experimental 
enthalpies of activation. Above 15 mol % DMSO AAHs (transition state) is more positive than AAHs 
(reactants). Thus, the increasing reaction rates observed with increasing DMSO concentration do not re­
sult from the large enthalpy of desolvation of hydroxide ion which is compensated by desolvation of the 
transition state, but, rather, by an entropy effect.

Introduction
A remarkable increase in the nucleophilicity and basici­

ty of anions is observed upon transfer from protonic sol­
vents to dipolar aprotic solvents.2 The effect is particular­
ly large for anions having negative charge localized on a 
small atom.2 3 Frequently, ionic compounds containing 
small anions (F , H O ', CH30 _ ) nave low solubility in 
aprotic solvents, and it is fortunate that the high reactivi­
ty of these anions is retained to a considerable degree in 
mixtures of protonic and aprotic solvents in which the ap­
propriate salts are soluble.2-4

Haberfield4 has compared the alkaline ester hydrolysis 
reaction in two aqueous ethanol and two aqueous dimeth­
yl sulfoxide (DMSO) mixtures. Using the relationship5 
AAH x = AA//S + AA//*, where AA//S is the enthalpy of 
transfer of the reactants from one solvent to another, and 
AAH* is the difference in the activation enthalpies of the 
reaction in the two solvents, the enthalpy of transfer of 
the transition state (AA//1) was determined. Haberfield 
made the reasonable assumption that the enthalpy of ac­
tivation for the reaction is essentially equal to that of the 
first step, the addition of hydroxide ion to the carbonyl 
carbon atom giving a tetrahedral intermediate. The very 
large desolvation of hydroxide ion on transfer from aque­
ous ethanol to aqueous DMSO is only partially reflected 
in the enthalpy of activation. The transition states, like 
hydroxide ion, were demonstrated tu undergo substantial 
desolvation upon solvent transfer. Although such discus­
sions of ion and transition state solvation are based only 
on the enthalpy contribution to solvation, and ignore the 
entropy contribution, it was nevertheless surprising that

hydroxide was reported4 to be 3.5 kcal/mol less solvated 
upon transfer from a less to a more highly aqueous DMSO 
mixture (mole fraction 0.70 —*• 0.60).

We have recently examined single ion enthalpies of 
transfer among DMSO-water mixtures to 50 mol % 
DMSO.6 Hydroxide ion is increasingly desolvated as 
DMSO is increased beyond 10 mol %. Rates of alkaline 
hydrolysis of ethyl acetate have been measured and the 
activation enthalpies reported7 8 for mixtures of DMSO 
and water up to 60 mol % DMSO. If we assume that the 
molar heat of vaporization is an approximate indication of 
the hole energy of a solvent, then it appears that large 
ions6 and neutral molecules9 of low polarizability have a 
tendency to be desolvated with increasing hole energy. 
Since water and DMSO mix highly exothermally, it is 
likely that the total of all solvent-solvent forces is greater 
in the mixture than in either pure solvent, and that the 
hole energy of the mixture is also greater. There is, how­
ever, no general agreement on which experimental proper­
ty of a solvent, if any, can be taken as an accurate mea­
sure of the hole energy. The enthalpy of transfer of a so­
lute from one solvent to another depends on changes in 
hole energy, the strength of individual solvent-solute in­
teractions, and the number of these interactions, as well 
as other factors. From the enthalpy of transfer one sees 
the change in the sum of these effects. Our surmises con­
cerning hole energies thus represent only one possible 
model.

The transition state for the alkaline hydrolysis of ethyl 
acetate (which presumably resembles the tetrahedral in­
termediate) is an anion of considerable size and rather low
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T A B L E  I :  E n th a lp ie s  o f  S o lu t io n “ i n  A q u e o u s  D M S O  a t  25°

' D M S O 6 M o l rcc P h ,P B rd N a B P h A  N a B r  N a O H __________________ E tO A c«

H«07 0 i .9 ± 0 . 1" — 4. 5 ± 0 .1 - 0 . 12 zb 0.01 - 1 0 . 5 zb 0 .2 - 2 . 3 zb 0 .1
15' 5 4 .0 ± 0 . 1 - 1 .3 ± 0 .1 - 0 .51 =h 0.03 - 1 0 . .5 zb 0 ..1 - 1 .1 ± 0 . 1
30' 11 4 .6 ± 0 . 1 - 0 .46 ±  0.03 - 0 .74 zb 0.01 - 1 0 . .4 zb 0 .3 0 .191 ± 0 . 0 6
5 0 ’' 20 5 .2 ± 0 . 1 - 1 .3 ± 0 .1 - 1 .1 zb 0.1 - 7 .3 zb 0 . 1 1 .6 ± 0 . 1
6 CV 27 4 .7 ± 0 . 1 - 4 .2 ± 0 .1 - 1 .6 zb 0.1 - 6 .4 zb 0 .1 1 .9 ±  0 .1
65' 32 3 .7 ± 0 . 1 - 6 .0 ± 0 .1 - 1 .9 zb 0 .1 - 5 .7 zb 0 .1 2 .0 ± 0 . 1
70' 37 3 .8 ± 0 1 - 7 .5 ± 0 .1 - 2 .6 zb 0.1 - 4 .1 zb 0 .1 1 .8 ± 0 . 1
80' 50 2 .5 ± 0 .1 - 1 0 .8 ± 0 .2 - 3 .7 zb 0.1 - 3 .4 d r 0 .1 1 .5 ± 0 . 1
85 59 2 .0 dr 0 1 - 1 2 .3 ± 0 .1 - 4 .3 zb 0.1 - 2 .8 0 .1 1 .2 ± 0 . 1
90 70 1 .6 dr 0 .1 - 1 3 .0 ± 0.4 - 4 .9 zb 0 .1 - 2 .1 dr 0 .1 0 .93 zb 0.1
D M S O 7 100 0 .34 ±  0.07 - 1 4 .3 ± 0 .1 - 6 .2 zb 0.1 0 .0 0 .62 zb 0.04

V a lues o f  AHSin  kca l m o le  arei averages o f 3 -1 2  d e te rm in a tio n s  on  sam ples a t  10 - » to  10 1 M. 6 Per c e n t by vo lu m e . Ù D M S O  is m ade fro m  X  vo lu m e s

o f  D M S O  +  (100 -  X] vo lum e s o f  w a te r, f  M o le  per cen t D M S O . d P h =  p h e n y l. '  E th y l aceta te . ’ V a lues o th e r th a n  E tO A c  in  these so lve n ts  fro m  re f  6. 
0 A ve rag e  d e v ia tio n .

polarizability. It would therefore be of considerable inter­
est to examine the transition state solvation in the various 
aqueous DMSO solutions.

Results
Some newly measured enthalpies of solution (A //s) are 

listed in Table I. These, together with previously mea­
sured values,8 were used to calculate the enthalpies of 
transfer in Table II. Single ion A AHs values were calcu­
lated using the assumption6 AA//s[(C6H5)4P^ ] =
AA//s[(C6H5)4B -]. The enthalpies of transfer for the reac­
tants, hydroxide ion, and ethyl acetate, together with en­
thalpy of activation data were used to calculate the tran­
sition state enthalpies of transfer in Table III. From the 
enthalpies of transfer and previously published free ener­
gies of transfer,10 entropies of transfer of ethyl acetate 
from water to aqueous DMSO mixtures have been calcu­
lated, and are presented in Table IV.

Discussion
The Tetraphenylphosphonium Tetraphenylborate As­

sumption. This assumption for estimating single ion 
enthalpies of transfer has previously6 been discussed and 
recommended. In transfers from water to DMSO the 
PIqPBPhi assumption gives single ion values6 in better 
agreement with Arnett’s values11 based on the Ph4AsBPh4 
assumption than does another set of values12 also based 
on the Ph4AsBPh4 assumption. In transfers12 from metha­
nol to DMF, methanol to DMSO, propylene carbonate to 
DMF, and propylene carbonate to methanol, single ion 
values for Ph4As+ and Ph4P + differ by 0.2 kcal/mol or 
less, which is less than the combined experimental error 
limits in measurement. There appears to be no reason to 
believe that the two assumptions do not give equivalent 
results.

If the two assumptions were not exactly equivalent, or if 
A //s(Ph4PBr) or A //s(NaBPh4) were somewhat in error, 
the calculated values of A A //S of all the anions would be 
incorrect by the same amount.6 Our conclusions in the 
next section regarding the relative (enthalpy of) solvation 
of hydroxide ion and an anionic transition state would, 
therefore, be unaffected.

Transition State Enthalpies of Transfer. Over the sol­
vent composition range examined in Table III (0-58 mol % 
DMSO) the rate of alkaline ethyl acetate hydrolysis7 in­
creases with increasing DMSO concentration, by a factor 
of about 6. The free energy of activation meanwhile de­
creases by about 1 kcal/mol. The enthalpy of activation 
(or Ea). on the other hand, increases by 1.1 kcal/mol, and 
TAS* (at 25°) increases by 2.1 kcal/mol. The minimum in

TABLE II: Enthalpies of Transfer" from Water to 
Aqueous DMSO at 25°

A A Hs :
DMSO1' P h tP  ■ r N a  f B r “ OH- E tO A c

15 2 .8 0.4 - 0 . 7 - 0 . 4 1 .2
30 4 .1 0.9 - 1 . 4 - 0 . 8 2.5
50 3.7 - 0 . 5 - 0 . 5 3.7 3.9
60 2.3 - 2 . 0 0.5 6 .1 4.2
65 1 .0 - 2 . 5 0 .8 7.3 4.3
70 0.7 - 3 . 7 1 .2 1 0 .1 4 .1
80 - 1 . 0 - 5 . 3 1 .6 12.4 3.8
85 - 1 . 7 - 6 . 1 1 .8 (1 . 2 ) J 13.8 3.5
90 - 2 . 0 - 6 . 5 1 . 7 ( 1 , 3 ) d 14.9 3.2
DMSO - 2 . 6 - 7 . 2 1 .0 17 .7 2.9

"  V a lues  o f  AAH. in kca l m ole. E s tim a te d  e rro r 0 .2 -0 .3  kca l m o l. 6 Per
c e n t by vo lu m e . c A A if -d P h iB  ) - = AAHS( P h iP ) . d V a lues in  parentheses
fro m  re f  16.

TABLE III: Transition State Enthalpies of Transfer" 6 
in the Base-Catalyzed Hydrolysis of 
Ethyl Acetate at 25°

r ; M o l A AH.- A AH5-
DMSOr (■ d ( K:xh,e AAH*  b (O H T (E tO A c ) '’ A A H '

H;0 0 n . 4
10 3 n .2 - 0 .2 - 0 .3 0 .9 0 .4
20 6 h .0 - 0 .4 - 0 .8 1 .7 0 .5
40 15 l i .2 - 0 .2 i .0 3 .3 4 .1
60 28 l i .7 0 .3 6 .0 4 .2 10 .5
80 51 12 .3 0 .9 12 .2 3 .8 16 .9
84.5 58 12 .5 i .1 13 .4 3 .6 18 .1

" R e ference s o lv e n t:  w a te r. 6 K c a l/m o le . r  S o lv e n t is 100 — (%  D M S O )  m l 
w a te r  per 100 m l to ta l v o lu m e . tl M o le  pe r c e n t D M S O . e E n e rg y  o f  a c t iv a t io n  
fro m  re f  7.

the plot of AH* vs. solvent composition occurs at about 10 
mol % DMSO. Tommila7 discussed the form of the curve 
in terms of changes in solvation of the reactants and tran­
sition state, and attributed the AH* minimum to a mini­
mum in transition state solvation.13 The present results 
(Table III) indicate that the principal enthalpy factor op­
erative at this composition is desolvation of ethyl acetate 
by 1.7 kcal/mol, relative to the solvent water. Hydroxide 
ion reaches a solvation maximum at this point (in terms 
of enthalpy). The transition state AAH„ becomes increas­
ingly positive with DMSO addition throughout the entire 
solvent composition range, but this becomes more pro­
nounced at DMSO concentrations greater than about 10 
mol %. It has been recognized that the free energies of 
transfer of neutral molecules11 and of ions14 from water to 
organic solvents are determined by the TAAS term as 
much as or more than by AAffs. Unfortunately, compara­
ble AAG values for hydroxide ion are not presently avail-
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TABLE IV: Free Energy, Enthalpy, and Entropy of 
Transfer of Ethyl Acetate from Water to 
Aqueous DMSO at 25 °

%
D M S O a

M o l
57 b/o Lo g w780 AA Gd'e AAH/ TAASd’f

30 .5 11 0 .088 0 .1 2 2 .5® 2 .4
50 20 0 .105 0 .14 3 .9 3 .8
63 30 0 .024 0..03 4 .2» 4 .2
72 .5 40 - 0 .134 - 0 . .18 4 .0ff 4 .2
80 50 - 0 .270 - 0 .37 3 .8 4 .2
85 59 - 0 .421 - 0 .57 3 .5 4 .1
89 67 - 0 .567 - 0 .77 3 .3® 4 .1
94 80 - 0 .675 - 0 .92 3 .1° 4 .0
97 .5 91 - 0 .755 - 1 .9 3 .0* 4 .0

a Per c e n t b y  vo lu m e . b M o le  per c e n t D M S O . c S o lv e n t a c t iv i t y  coe ffic ien ts  
o f  E tO A c  fro m  re f  10. d K ca l./m o le . e AAG =  2 .3 0 3 A T  lo g  wyB. f TAAS =  
AAHS — A AG. ® V a lues  e s tim a te d  g ra p h ic a lly .

able.15 Whereas AAHS values for ethyl acetate suggest de­
solvation in all aqueous DMSO mixtures relative to water, 
the more appropriate criterion of solvation, AAG, indi­
cates slight desolvation at low DMSO concentrations, and 
then increased solvation with increasing DMSO. Both 
AAHs and TAAS reach maxima at about the concentra­
tion of maximum solvent structure, DMS0-2H20  (33 mol 
%). However, TAAS varies only slightly above 20 mol % 
DMSO, whereas AAHs decreases continuously, resulting 
in the observed decrease in AAG.

The fact that AG* decreases by about 1 kcal/mol over 
the range of 0-58% DMSO, while AH* increases by 1.1 
kcal/mol,7 indicates that the principal effect of solvent 
change in this system is a nonenthalpy (entropy) one. In 
view of the large positive A A Hs values for OH- and 
EtOAc on transfer from water to the mixed solvents 
(Table II), it is surprising that AH* does not diminish. 
However, at greater than 15 mol % DMSO AAHl (for the 
transition state) is more positive that those of the reac­
tants combined (Table III). Assuming that the transition 
state rather closely resembles the tetrahedral intermedi­
ate

O”
I

ch3— c — och5
I
OH

one would expect substantial desolvation with increasing 
DMSO concentration, first, on the basis of the inability of 
DMSO to strongly solvate a negatively charged oxygen 
atom (as with HO"), and, second, because of the large 
“ hole” energy which must be expended to accommodate 
this large ion within the highly structured mixed solvents, 
which is greater than that required to make the “ small 
hole” for the hydroxide ion. It is not immediately obvious 
whether AAH  should be smaller than AAHs (reactants), 
of equal size, or slightly larger, as is observed.

A previous report4 that hydroxide ion has a positive en­
thalpy of transfer from 70 to  60 mol % aqueous DMSO is 
in disagreement with the present results (Table II), which 
show a value of —1.1 kcal/mol (90 —► 85 vol %; 70 —*• 59 
mol %). Haberfield4 derived AAHs(OH ) from the AAHx 
value for aqueous tetrabutylammonium hydroxide, and 
AAHs(Bu4N+). Since the latter value is in agreement 
with a previous transfer value for tetrabutylammonium 
ion,16 it is probable that an erroneous value of 
AAtfs(OH") resulted from the procedure of working with 
small differences between very large values of AHs- 
(Bu4NOH-130.9H2O) and AHs(130.9H2O). Values of 
AA //s(OH” ) in Table III are based on direct AHS mea­
surements using anhydrous sodium hydroxide. Corrections 
for large amounts of water were, therefore, unnecessary.

Experimental S.ection
Ethyl acetate (Baker Analyzed reagent grade) samples 

were introduced into the calorimeter using a 10-pl syringe. 
The purification of solvents and other reagents and the 
calorimetric procedure have been previously described.6 
Sample concentrations were 10" 4 to 10" 3 M. No depen­
dence of AHs on concentration was noted in this range.
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Carbazole and four of its nitrogen-substituted derivatives have been investigated using photoselection 
techniques. The polarization of the lowest energy transition in absorption as well as both fluorescence 
and phosphorescence emissions is found to be wavelength dependent in all cases. This indicates the pres­
ence of forbidden character in these transitions. Transitions to higher lying states are seen to be uniform­
ly polarized. Introduction of an unsaturated vinyl or phenyl group on the nitrogen atom gives new spec­
tral features at wavelengths underlying and to the blue of the second excited electronic state of carbazole 
and its iV-alkyl derivatives. Assignments of the first four excited singlet states and the lowest triplet 
state of these carbazoles are made on the basis of these results.

I. Introduction
Carbazole and carbazole related systems have in recent 

years attracted much attention. Poly(iV-vinylcarbazole) 
(PVK) in particular has been the subject of numerous 
studies, many of which were undoubtedly stimulated by 
the finding that PVK is one of the most sensitive photo- 
conductive organic polymers.23 Included among these ef­
forts are investigations of the formation and emission of 
excimer states in PVK films2b and in solution,3 and how 
these states relate to the process of energy transfer in solid 
films.4 Interest in the generation of charge carriers5 and 
their transport6 in PVK films has been high. The investi­
gation concerning the transfer of electronic excitation was 
extended to include doped crystals of N-isopropylcarba- 
zole. Another carbazole derivative, l,3-bis(N-carbazolyl)- 
propane, which serves as a useful model for PVK, has 
been investigated with regard to the formation of intramo­
lecular excimer states.7’8 These investigations are repre­
sentative of the types of photophysical processes which 
have been of concern in the carbazole system and by no 
means include all the efforts applied in this direction.

A necessary starting point in any attempt to understand 
the excited state interactions which strongly influence 
photophysical processes such as excimer formation and 
emission, energy transfer, and charge carrier generation in 
the solid state is knowledge concerning the nature of the 
electronic states of the monomeric chromophore units 
themselves. In this regard two significant spectroscopic 
studies of carbazole have been made. The first vapor- 
phase spectrum of carbazole was measured by Pinkham 
and Wait9 and assignments of the two lowest lying elec­
tronic transitions made on the basis of molecular orbital 
calculations. These results were in agreement with earlier 
theoretical predictions of Mataga, et al.10 Bree and Zwar- 
ich11 in a very detailed study of carbazole combined po­
larized infrared and Raman spectra of carbazole single 
crystals with polarized absorption and fluorescence spec­
tra of carbazole dissolved in a fluorene crystal to assign 
fundamental vibrational modes and the lowest lying elec­
tronic state. Another polarized absorption study on neat 
crystals of carbazole extended the polarization results to 
include the second electronic transition.12 The (0,0) tran­
sitions to the first and second excited singlet states were 
found to be polarized along the short in-plane (Z) and

long in-plane (Y) molecular axes respectively (see Figure 
1). These results are in agreement with the calculations 
and thus assignment of these two stages as 1 Ai and 1B2 in 
Civ symmetry appears firmly established.

It is the purpose of this paper to report the results of an 
investigation concerning the spectroscopic behavior of the 
lower lying states of carbazole and four of its nitrogen- 
substituted derivatives using the technique of photoselec­
tion.13 The polarization of transitions in absorption is 
measured relative to both fluorescence and phosphores­
cence transition moments. Whereas the spectroscopic 
studies on neat or mixed carbazole crystals are limited to 
the two lowest lying transitions due to difficulties in 
achieving sufficiently thin crystals or the overlapping of 
guest and host absorptions it is possible in rigid glass so­
lutions to extend measurements to higher lying states. 
The relative orientation of absorbing and emitting transi- 
ton moments obtained from photo selection when com­
bined with the results of the crystal studies enables all 
transitions to be assigned on an absolute basis. The polar­
ization throughout the lowest absorption band is found to 
be mixed and the results interpreted in terms of the pres­
ence of a significant amount of so-called forbidden charac­
ter in this electronically allowed transition. Details con­
cerning the vibronic coupling mechanism operative in flu­
orescence and phosphorescence emission are similarly 
probed and assignment of the lowest triplet state made.

II. Experimental Section
A. Materials. 1. Solutes. N-Isopropylcarbazole fNIPC) 

(supplied by Dr. H. Hoegl of the Battelle Memorial Insti­
tute, Geneva, Switzerland) was obtained in the form of 
large, optically clear, single crystals grown from the melt 
following repeated zone refining of the original vacuum- 
sublimed starting material. A number of experiments 
were repeated using NICP (Eastman Kodak White Label) 
purified by multiple recrystallization from isopropyl alco­
hol (IPA). The experimental results obtained for both ma­
terials were in strict agreement.

N-Ethylcarbazole (Southern Dyestuff Company, Char­
lotte, N. C.) was purified by multiple recrystallization 
from IPA.

N-Phenylcarbazole (Aldrich Chemical Company, Inc.,
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Milwaukee, Wise., Research Grade) was purified by mul­
tiple recrystallization from IPA.

N-Vinylcarbazole (Badische Aniline and Soda Fabrik 
AG, distributed by Wunder and Wclff and Co., New York,
N. Y.) was purified by multiple recrystallization from 
methanol in amber glassware to yield thin colorless plate­
lets. Vacuum sublimed NVK yielded identical experimen­
tal results.

Carbazole (James Hinton) was zone refined material 
used as received.

2. Solvents. 3-Methylpentane (3MP) (Phillips Petrole­
um Co., Bartlesville, Okla., Pure Grade) was purified by 
chromatography on an activated alumina column. The re­
sulting material had 90% transmittance at 2200 A with 
zero absorbance at 2500 Á, the shortest wavelength at 
which it was possible to obtain polarization data.

Isopentane (isoP) (Hartman-Leddon Co., Philadelphia, 
Pa., Fluorometric Grade) was used as received.

EPA (diethyl ether, isoP, ethyl alcohol, in a volume 
ratio of 5:5:2, obtained from American Instrument Co.) 
was used as received.

B. Polarization of Absorption and Emission at 77°K. 
The photoselection measurements were made using well- 
established, and by now familiar, techniques1415 and 
need not be described in detail here. Monochromatic ex­
citing light was provided by a 1-kW General Electric 
A-H6 high-pressure mercury arc dispersed through a 
Bausch and Lomb 500-mm focal length monochromator 
with a reciprocal linear dispersion of 3.3 nm/mm. Linear­
ly polarized exciting light was provided by an ultraviolet 
transmitting dichroic film deposited on a fused quartz 
substrate (Polacoat Inc., Blue Ash, Ohio, formula 105uv 
film). The rigid solutions were immersed in bubble-free 
liquid nitrogen maintained in a fused quartz, optical 
dewar.

The polarized emission emanating from the sample was 
analyzed by a detection system placed at right angles to 
the exciting light beam. The emission is collected with 
the aid of a fused quartz lens and passed through a second 
polarizer (Polacoat, Inc.) mounted on the entrance slit of 
a viewing monochromator. The viewing monochromator 
consisted of two Jarrell-Ash, 0.25-m Ebert monochroma­
tors (//3.5, reciprocal linear dispersion of 3.2 nm/mm) 
mounted in tandem in a double monochromator configu­
ration. Emission is detected with e.ther an EMI 9558 or a 
RCA IP 28 photomultiplier tube placed at the exit slit 
side of the second Jarrell-Ash monochromator. The output 
current from the photomultiplier tubes is read out using a 
Keithley Model 610A electrometer.

C. Absorption and Emission Spectra. All absorption 
spectra were recorded on a Cary Model 14 spectrophotom­
eter. The emission spectra were recorded using the same 
experimental arrangement used to measure polarization of 
emission and emission excitation spectra. The phospho­
rescence lifetimes were determined by following the out­
put of the Keithley 610A on an Esterline-Angus Model 
E1101-S recorder. Fluorescence lifetimes were measured 
using the time correlated single photon counting tech­
nique. The nanosecond fluorometer was assembled with 
ORTEC electronics.

III. Results and Discussion
Presentation and discussion of the results will proceed 

in the following manner. First a general, qualitative de­
scription of the absorption and emission spectra of the

R = H CAR8AZ0LE 

R = -C H j CH3 N-ETHYLCARBAZOLE

R= CHj C-CHj N -ISOPROPYLCARBAZOLE 

H
R = -CH = CH2 n - v in y l c a r b a z o l e  

R = " 0  n - p h e n y l c a r b a z o l e

F igu re  1. Structure and coordinate system for carbazole.

different carbazoles is given. Next the polarization of 
transitions in absorption as determined by polarized emis­
sion excitation spectra are discussed. Assignments of the 
first four electronic states are made. It will be seen that 
the polarization of the lowest lying absorption band is 
mixed, signifying the presence of a significant amount of so- 
called “ forbidden” character16 in the symmetry allowed 
electronic transition. Next the polarized fluorescence 
spectra as determined by exciting the (0,0) transitions of 
the two lowest lying states are discussed. It will be shown 
how these results complement the polarization of the aLb 

1A band system and in particular show the lack of any 
significant out-of-plane polarized intensity. Finally polar­
ization of phosphorescence and polarization of phospho­
rescence excitation spectra are discussed. These results 
lead to an unequivocal assignment of the lowest triplet 
state of these carbazoles, and give insight into the higher 
order mechanisms leading to dipole allowed character in 
this transition.

A. Absorption and Emission Spectra. Absorption spec­
tra of carbazole, N-isoprcpylcarbazole (NIPC), N-ethyl- 
carbazole (NEC), N-phenylcarbazole (NPK), and N-vinyl- 
carbazole (NVK) were each measured in nonpolar 7:3 
3MP:isoP and polar EPA solvents at room temperature 
and 77°K. The spectra of carbazole, NEC, and NIPC are, 
as expected, nearly identical. Those carbazoles containing 
an unsaturated group on the nitrogen are themselves simi­
lar but distinctly different from carbazole and its N-alkyl 
derivatives. The absorption spectrum of NIPC in 7:3 
3MP:isoP mixture at 77°K is shown in Figure 2. Four dis­
tinct bands are noted with the respective (0,0) transitions 
located at 345, 295, 264 and 246 nm, respectively. The 
spectrum of NPK under the same experimental conditions 
is shown in Figure 3.

The first two bands, which henceforth will be designat­
ed 1Lb *- JA and 1La 1A, respectively, in the Platt 
notation,17 show considerable vibrational structure. Both 
bands are characterized by a rather sharp (0,0) which is 
the most intense transition in the band and the lack of a 
significant progression in any vibrational mode. This is 
characteristic of electronically allowed transitions where 
there is no appreciable change in the equilibrium nuclear 
configuration between ground and excited states. These 
two transitions are essentially unchanged irrespective of 
whether an unsaturated group or a saturated alkyl group 
is on the nitrogen. Distinct differences between the two 
classes of carbazoles do exist however at wavelengths to 
the blue of and underlying the 1La * aA band. The band
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Figure 2. Absorption spectrum of NIPC in 7:3 3MP:isoP at 77°K.

WAVELENGTH - nm
Figure 3. Absorption spectrum of NPK in 7:3 3MP:isoP at 77°K.

in the region of 264 nm which is clearly evident in the 
spectrum of carbazole, NEC, and NIPC no longer appears 
in the spectrum of NPK or NVK. Discussion of these dif­
ferences will be deferred until the polarization of absorp­
tion results are presented.

The spectroscopic behavior of all the carbazole deriva­
tives was, with the exception of frequency shifts, the same 
in both the nonpolar hydrocarbon and polar EPA solvents. 
Due to its limited solubility in 7:3 3MP:isoP it was not 
possible to study carbazole in this solvent at 77°K. Cool­
ing to 77°K apparently led to the formation of microcrys­
tallites since the rigid solutions had a slightly turbid ap­
pearance. Consistent with microcrystal formation was the 
depolarized nature of fluorescence, and the lack of phos­
phorescence from these samples as well as agreement of 
the position of the (0,0) transition of the 1Lb * 1A band 
with that reported for the single crystal.12

Emission spectra of each compound were also measured 
in both solvent mixtures at 77°K. In low temperature 
glasses the frequency of the (0,0) transition of the 'Lb —»■ 

fluorescence coincides with that of the corresponding 
absorption when solutions of approximately 2 x 10~5 M  
or less were studied. At concentrations higher than this 
the effects of reabsorption of emission were particularly 
severe. The fluorescence spectrum of a dilute solution of 
NIPC in rigid 7:3 3MP:isoP at 77°K is shown in Figure 4. 
The fluorescence spectra of the other derivatives were 
nearly identical as indeed the similarity of the 1Lb * 1A 
absorption band in all compounds would suggest. Rather 
good mirror image symmetry between the fluorescence 
band and the lowest energy absorption band is evident.

Figure 4. Absorption and fluorescence spectra of NIPC in 7:3 
3MP:isoP at 77°K.

The phosphorescence spectra of NIPC in rigid 7:3 
3MP:isoP and EPA solvents at 77°K are shown in Figure
9. This again is typical of the other derivatives with the 
following exceptions: phosphorescence from carbazole in 
the nonpolar hydrocarbon matrix was not observed, as 
mentioned earlier, due to the formation of microcrystals. 
NVK did not phosphoresce in either the mixed hydrocar­
bon or EPA solvent at 77°K, the result apparently of effi­
cient, nonradiative deactivation of the lowest triplet state. 
The position of the (0,0) transitions in absorption and 
phosphorescence along with fluorescence and phosphores­
cence lifetimes are tabulated in Tables I and II. The spec­
troscopic behavior of these carbazoles when going from 
nonpolar to polar solvents is typical of what is generally 
observed for transitions to singlet (it,it*) states. It is inter­
esting to note, however, that the phosphorescence (0,0) 
blue shifts slightly in polar solvent as opposed to the gen­
eral red shift noted for transitions to singlet (ir,w*) states; 
this rather atypical solvent shift noted for the phosphores­
cence emission is consistent with other results (vide infra) 
concerning the lowest triplet state.

B. Polarization of Absorption. The relative polarizations 
of transitions in absorption are determined by measuring 
a polarized emission excitation spectrum. The low tem­
perature sample of rigidly held, randomly oriented solute 
molecules is excited at various wavelengths throughout 
the different absorption bands while emission at a fixed 
wavelength is detected at right angles to the exciting 
light. With the available intensities it was possible to use 
1- and 3.2-nm bandwidth light in excitation and emission, 
respectively. The emission intensity at each excitation 
frequency is measured using the four possible orientations 
of the polarizers in the excitation and emission light 
paths. From these four intensity values the polarization 
ratio N is calculated whereN  = (/||//j_)v(f||//j_)H, (/||/Tl)v 
is the ratio of the intensities of vertically to horizontally po­
larized emission when excited with vertically polarized 
light and ( / b/ / _ l ) h , the ratio of the intensities of parallel 
and perpendicularly polarized emission with horizontally 
polarized excitation. The polarization ratio, N, is related 
to the relative orientation of transition moments in ab­
sorption and emission. The theoretical value of N = 3 in­
dicates absorption polarized along a single molecular 
axis followed by emission polarized along the same axis. 
The value of N  = 0.5 indicates single axis absorption fol­
lowed by emission along a perpendicular molecular axis.13 
Experimentally these theoretical limits are never achieved 
even for those cases where the molecular symmetry de­
mands that intrinsic molecular transition moments are 
parallel or perpendicular to one another. It has been cus-
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TABLE I: Results of Absorption and Emission Measurements in Nonpolar 7:3 3MI :isoP Solvent
Carbazo e NEC ¡N ip c  ; N VK N PK

Room Temperature
‘L b(0,0), cm-1 30,260 29,110 29,130 21,520 29,500
‘L a (0,0), cm “‘ 34,420 34,080 34,070 34,310 34,260
*Ba(0,0), cm“ 1 39,250 38,020 37,990

77 °K
‘L b(0,0), cm“ 1 29,390 28,950 29,000 21,360 29,350
‘La(0,0), cm“ 1 34,050 33,950 33,920 34,270 34,190
‘B a(0,0), cm“ 1 37,820 37,900

L̂a(0,0), cm-1 24,260 24,320 24,410
T p h os? SGC 6.6 7.1 6.0

TABLE II: Results of Absorption and Emission Measurements in Polar EPA Solven t
Carbazole NEC N IPC N V K N P K

Room Temperature
fLbfO.O), cm“ 1 29,720 29,050 29,090 29 540 29,500
‘L a(0,0), cm“ 1 34,130 34,040 34,040 34.330 34,250
‘B a(0,0), cm“ 1 39,020 38,100 37,950
Tn, nsec 15.7

77 °K
16.4 It .1 11.1

‘L b(0,0), cm“ 1 29,520 28,800 28,900 29 260 29,300
‘L a(0,0), cm-1 34,020 33,900 33,920 34,300 34,220
‘B 0(0,0), cm“ 1 38,760 37,900 37,900

L̂a(0,0), cm“ 1 24,600 24,370 24,380 24,570
Tphosj SGC 7.7 8.1 8.2 7.1
tu» nsec 15.0 16.2 11.7 11.3

tomary, at least in those cases where photoselection has 
been used in a more quantitative way, in an attempt to 
detail the nature of the wavefunctions of the combining 
electronic states, to introduce a “ randomization factor” to 
correct for these departures from ideal behavior.14 This is 
not deemed necessary here in this more qualitative study.

The polarization of emission excitation spectrum of 
NIPC in 7:3 3MP:isoP at 77°K is shown in Figure 5. Exci­
tation at the (0,0) component of the ‘ Lb ‘ A band yield­
ed a value of N = 2.3 when viewing the (0,0) — 700-cm“ 1 
vibronic band in fluorescence. Ideally of course one wishes 
to view the (0,0) transition in fluorescence but this is not 
possible due to interference from scattered exciting light. 
The value N = 2.3 is a considerably greater departure 
from the theoretical limit of IV = 3 han might reasonably 
be expected for the case of parallel transition moments. In 
this regard many molecules of the same or lower symme­
try and with the lowest energy transitions of significantly 
greater intensity were found to yield values as great as N  
= 2.80 on this experimental system when viewing fluo- 
resescen,ce and exciting at wavelengths within the lowest 
energy absorption bands. The value of N = 2.80 is thus 
about the maximum that can be achieved experimentally 
with this set-up. The value of N -  2.3 achieved with 
NIPC when exciting into the (0,0) of the 1Lb - ‘ A band 
results from the fact that the (0,0) — 700 cm-1 vibronic 
band in fluorescence is already mixed polarized.

As excitation proceeds toward higher frequencies within 
the 4Lb 1A absorption band the polarization ratio is ob­
served to decrease with alternations occurring at particu­
larly intense vibronic bands. A minimum value of N  ap­
proaching the theoretical limit of 0.5 is reached at the 
(0,0) transition of the 1La ‘ A band indicating that this 
transition is along a molecular axis very nearly perpendic­
ular to the emitting axis. The polarization ratio remains 
constant throughout the 1La ‘ A absorption band. The 
polarization ratio starts to increase as excitation proceeds 
to higher lying vibrational levels of the ‘ Ba state and most

Figure 5. Polarization of emission excitation spectrum  of NIPC
in 7:3 3MP:isoP at 77°K: (------- ) polarization ratio viewing the
700-cm “ 1 vibronic transition in fluorescence; ( - 0 - 0 - )  polar­
ization ratio viewing the (0,C) transition in phosphorescence: 
(------- ) absorption spectrum, arb itrary units.

likely represents the overlap of an oppositely polarized 
electronic transition at still higher energy. Exactly the 
same behavior was observed for carbazole and NIPC in 
EPA solvent at 77°K and for NEC in both rigid hydrocar­
bon and EPA solvent at 77=>K. These results are in accor­
dance with an earlier photc selection study of carbazole in 
ethanol.18

As mentioned in the Introduction the polarization of the 
pure electronic transition moment linking the ground and 
1Lb states has been shown to be along the short, in-plane 
(Z) molecular axis.1112 This knowledge alone, combined 
with the fact that these transitions are unquestionably of 
a iv* *- 7r nature and thus necessarily polarized in the mo­
lecular plane, fixes the direction of the transition to the 
second and third excited states of carbazole, NEC, and 
NIPC as along the long in-plane (Y) molecular axis. The 
transition to the fourth electronic state is apparently po­
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larized along the Z axis. However, because of low light in­
tensity in this wavelength region the experimental results 
are only suggestive. This ordering of states agrees with the 
theoretical assignments of Mataga, et al.10

The most distinctive feature of the polarization of fluo­
rescence excitation spectrum is of course the changing po­
larization ratio as excitation proceeds from the origin to 
higher lying vibronic levels of the 'L b 'A  band. The po­
larization ratio is a maximum at the origin but decreases 
sharply at excitation frequencies slightly to the blue. It 
was noted that for every derivative investigated a distinct 
shoulder exists immediately to the blue of the (0,0) of the 
'L b —- 'A  band; the same shoulder is also present in the 
fluorescence and phosphorescence emission bands at ener­
gies slightly lower than their respective origins. This 
shoulder is apparently due to a vibronic transition at ap­
proximately 200 cm 1 to high frequency of the electronic 
origin. The polarization ratio continues to show an overall 
decrease as excitation progresses to higher vihronic levels 
with oscillations present at the more intense vibronic 
peaks. This behavior clearly signals the presence of vi­
bronic coupling leading to a significant amount of “ forbid­
den” character within this band. The oscillator strength of 
the lowest electronic transition, as obtained by integration 
of the 'L b 'A band, is 0.056 ±  0.002 for all these carba- 
zoles. By separating this band into allowed and “ forbid­
den” components, in the manner of Kalantar and Al­
brecht,19 one finds approximately 40% of the total intensi­
ty is “ forbidden.”

A vibrational analysis of the 'L b — *A and 'L a JA 
bands based on the photoselection results is presented in 
Table III. The basis of this analysis is the fact that vi­
bronic theory to first order predicts that the “ forbidden” 
intensity in an allowed electronic transition should appear 
as separate components each based on a different normal 
mode. Each “ forbidden” component has the same Franck- 
Condon envelope as the allowed part only separated from 
the true origin by the frequency of the vibronically active 
normal mode.19 Local minima in the value of N  are ob­
served particularly clearly at (0,0) + — 200 cm 1, (0,0) + 
— 450 c m 1, and (0,0) + ~1000 cm '.  These vibrational 
modes are considered to be b2 vibronic origins; this is con­
firmed by polarization of fluorescence measurements.

Figures 6 and 7 present the polarization of fluorescence 
excitation spectra of NPK and NVK in 7:3 3MP:isoP at 
77°K. The spectra are unchanged in polar EPA solvent. 
The polarization of the 'L b 'A  and 'L a 'A  bands, in­
cluding the vibronic details, is the same as for carbazole 
and its N-alkyl derivatives. Essential differences exist, 
however, at wavelengths to the blue of the 'La 'A band 
and particularly for NPK, at wavelengths underlying this 
transition. The distinct long-axis in-plane polarized tran­
sition to a 1B2(1Ba) state which existed for carbazole, 
NEC, and NIPC is not observed for NPK and NVK. In­
stead an oppositely polarized transition occurs, which in 
the case of NPK strongly overlaps the 'L a 'A  band. 
Consideration of the absorption spectrum of NPK in the 
light of the photoselection results indicates this band to 
be rather broad, unstructured, and of low maximum ex­
tinction coefficient. The situation for NVK is similar al­
though it is clear the overlap of the predominantly Z po­
larized band with the 'L a 'A  band is less severe and 
the intensity of the “ new” band is apparently greater than 
for NPK. The polarization ratio for both NPK and NVK 
again decreases at still higher energies indicating the

TABLE III: Vibrational Structure of the ‘Lb *- 'A and 
‘La «- ‘A Bands of NIPC

v, c m “ 1 Av, c m “ 1 P o la r iz a t io n  A n a lys is

29,000 0
'Lb

z (0,0) A.
-29 ,200 -200 y 0,200 (ba?)

29,450 450 y 0,450 (b;)
29,700 700 z 0,700 (a,)
30,000 1000 y 0,1000 (b2)
30,280 1280 z 0,1280 (a,)
30,450 1450 z 0,1450 (a,)
30,680 1680 y 0,200 (ba) +  1450 (a,)

31,000 2000 z

0,450 (b.) +  1280 (a,) 
0,1000 (b,) +  700 (a,) 
0,700 (a,) +  1280 (a,)

31,250 2250 y 0,1000 (b-) +  1280 (a,)
31,450 2450 y 0,1000 (b2) +  1450 (a,)
31,900 2900 z 0,2 X 1450 (a,)

33,920 0
'La

y (0 ,0) b 2
34,630 710 y 0,710 (a,)
34,900 980 y 0,980 (a,)
35,310 1390 y 0,1390 (a,)
35,590 1670 y 0,710 +  980
35,980 2060 y 0,710 +  1390
36,700 2780 y 0,2 X 1390
36,970 3050 y 0,710 +  980 +  1390

presence of a Z axis polarized transition. The electronic 
state symmetries of the first four excited states of NPK 
and NVK are Ai. B2, Ai, and B2, respectively, while those 
of carbazole. NEC. and NIPC are Ai, B2. B2. and Aa.

The similarity of the spectroscopy of carbazole. NEC, 
and NIPC is not surprising since alkyl groups are in gen­
eral spectrally inert. Still there are rather significant 
spectral shifts with N-alkylation ar.d these have been 
nicely interpreted by Mataga, et al.,10 in their theoretical 
description of the electronic structure of carbazole. There 
an independent systems approach was used to arrive at 
the electronic wave functions of carbazole. The electronic 
wave functions are linear combinations of those of planar 
biphenyl with those involving the transfer of an electron 
from >N-H to a vacant orbital on biphenyl. The first 
('Lb) and third ( 'B a) electronic states of carbazole were 
shown to be mixed with a considerable amount of CT 
character while the second ('L a) state was almost totally 
that of locally excited states of biphenyl. Replacement of 
the hydrogen by alkyl groups should lead to a lowering of 
the energy of the CT configurations and thus to lowering 
of the 'L b and 'B a states of carbazole to an extent greater 
than the 'L a state. The experimental results are in accor­
dance with this prediction. The 'L b and 'B a states of car- 
bazoles are red shifted considerably more than the 'L a 
state upon N-alkylation. (See Tables I and II.)

Replacement of the hydrogen bv unsaturated groups 
such as vinyl or phenyl has been seen to lead to signifi­
cant spectroscopic differences from those of carbazole and 
its (V-alkyl derivatives. Most notable is the appearance of 
a new Z axis polarized transition in both NVK and NPK in 
the 270-nm region. In spite of this simi.arity which emerges 
from the photoselection results the absorption spectra of 
these two compounds are quite different. At wavelengths 
corresponding to the distinct 'B a •*— JA band observed in 
carbazole, NEC. and NIPC, NPK displays rather weak, 
unstructured absorption while in NVK there is consider­
able absorption but the transitions are apparently strongly 
overlapped. The origin of these spectral differences can be 
rationalized in a qualitative but general manner in terms
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Figure 6. Polarization of emission excitation spectrum of NPK in
7:3 3MP:isoP at 77°K: (------ ) polarization ratio viewing the
~700-cm~1 vibronic band in fluorescence; ( - 0 - 0 - )  polariza­
tion ratio viewing the (0,0) band in phosphorescence; (----------)
absorption spectrum, arbitrary units.

of the interaction of transition dipoles localized on the 
carbazole and substituent groups.

In the case of both phenyl and vinyl derivatives the ori­
entation of the substituent with respect to the carbazole 
plane is necessarily such that 7r <— t transitions localized 
on the substituent have a sizeable component along the 
carbazole fixed Z molecular axis. In the case of the phenyl 
group for example transitions corresponding to the 1Biu *— 
1Ag transition of benzene would lie almost totally along 
the Z direction. The photoselection results along with the 
absorption spectrum indicate the prssence of a Z axis po­
larized transition of high intensity at wavelengths beyond 
250 nm for carbazole. A splitting due to the interaction of 
these two Z polarized transition dipoles leads to two 
states; the one of lower energy results from the in-phase or 
head-to-tail arrangement of the transition moments.20 
The transition to this state is allowed while the transition 
to the higher lying state, resulting from the out-of-phase 
arrangement of transition dipoles, is forbidden. On this 
basis the existence of a Z polarized transition at wave­
lengths overlapping with 1La * LA and xBa -> 'A bands of 
carbazole appears reasonable. A similar origin for the Z 
polarized transition in NVK appears likely. Here the most 
probable orientation of the vinyl group with respect to 
carbazole would be such as to give a sizeable component 
of a perturbed ethylene transition dipole along the Z di­
rection. A dipole-dipole interaction of the high lying Z po­
larized carbazole transition with this component of the 
only accessible ethylene transition also leads to an allowed 
Z axis polarized transition at lower energy than that of 
either group alone.

In both NPK and NVK the polarization ratio is ob­
served to decrease at still higher energy indicative of a Y 
or long-axis in-plane polarized transition. In the case of 
NVK this is probably due to a 1Bf *— XA transition like 
that observed in carbazole, NEC, and NIPC. This transi­
tion should remain relatively unperturbed in NVK since 
there can be very little interaction oetween the carbazole 
1Ba 1A transition dipole and that due to the ethylene lo-

Figure 7. Polarization of fluorescence excitation spectrum of
NVK in 7:3 3MP:isoP at 77°K: (------ ) polarization ratio viewing
the (0,0) band in fluorescence; (----------) absorption spectrum,
arbitrary units.

calized transition. Energetically these transitions are rather 
far apart and sterically it would seem that the component 
of the ethylene -■— ?r transition which lies in the X Y  
plane would be predominantly perpendicular to the Y po­
larized carbazole transition Furthermore even if energeti­
cally and geometrically some interaction were possible, 
the state to which a transition is allowed would be higher 
in energy than either of the two interacting states.20 The 
absorption spectrum of NVK (see Figure 7) is crowded in 
this region perhaps reflecting the presence of this relative­
ly unperturbed 1Ba ■*— XA carbazole localized transition. 
The absorption spectrum of NPK (see Figure 6) reflects 
considerable perturbation of the 1Ba <— 3 A carbazole tran­
sition; the transition apparently being blue shifted into a 
region of overlapping bands. Perhaps this reflects on an 
interaction between the 1Ba «— XA carbazole localized 
transition dipole and a perturbed benzene transition of 
1B2u ■*-" 1Ag parentage which is present at this energy. The 
allowed transition to the two states arising from this in­
teraction would lie at higher energy than either transition 
alone. If this interaction is the origin for the rather dis­
tinct spectral changes in NPK, it further implies that the 
phenyl ring undergoes rather free rotation about the nitro­
gen-carbon bond. For steric reasons alone it would seem 
that the most probable orientation of the phenyl group 
would be perpendicular to the plane of the carbazole moi­
ety. However, perpendicular orientation of the phenyl and 
carbazole planes would give no interaction between Y axis 
polarized carbazole transition dipoles and transitions to 
1B2u like states of a phenyl ring. In this case the xBa XA 
transition of carbazole should remain relatively unper­
turbed. Maximum interaction will occur for those mole­
cules in which the planes of the phenyl and carbazoyl 
groups are parallel. In the rigid glass at 77°K a distribu­
tion of orientations is undoubtedly frozen in. This would 
result in an apparent loss in intensity of the carbazole 1Ba 
<— XA transition due to transfer of intensity to the allowed
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Figure 8. Polarization of fluorescence spectrum  of NIPC in 7:3 
3MP:isoP at 77°K: upper curve, excited at the (0,0) of the 1l_b 
*— 'A  band: lower curve, excited at the (0,0) of the 'L a 1A
band.

component of the two states arising from the interaction. 
The absorption spectrum of NPK is in qualitative accord 
with this interpretation.

C. Polarization of Fluorescence. Polarized emission 
spectra are measured the same way as described earlier 
for polarization of emission excitation spectra except of 
course the excitation frequency is fixed while the viewing 
frequency is varied.

Polarization of fluorescence data for NIPC in 7:3 3MP:i- 
soP at 77°K are shown in Figure 8. The excitation band 
width of 6.6 nm was rather broad while the fluorescence 
band width was 0.32 nm. The upper curve in Figure 8 cor­
responds to excitation at the (0,0) of the 1Lb *“  'A  band. 
When the fluorescence is viewed in the region of its (0,0) 
the polarization ratio N  approaches the value of 3, charac­
teristic of single axis absorption followed by emission 
along the same molecular axis. This, of course, is what is 
expected. The polarization ratio changes throughout the 
fluorescence band just as was observed for the lowest en­
ergy absorption band. The changing polarization ratio ob­
served here is also indicative of a significant amount of 
“ forbidden” character in this allowed transition.

The lower curve of Figure 8 shows the polarization of 
fluorescence results with excitation into the (0.0) of the 
'La * 'A band. Here the polarization ratio when viewing 
the (0,0) of the fluorescence band approaches the value of
0.5, a result of course, expected in the light of the mea­
surements of the polarization of absorption. Again the po­
larization ratio is seen to be wavelength dependent with 
this dependence being complementary to the changes ob­
served with excitation to the origin of the 'L h •*— 'A  band.

The mirror-like symmetry which exists between the po­
larization of fluorescence data under excitation in the 
(0.0) of the 'L h *— 'A  and 'L a 'A bands is a key obser­

Figure 9. Phosphorescence spectra of NIPC In 7:3 3MP:isoP 
and EPA at 77°K.

vation. As noted earlier, the results obtained from polar­
ization of emission excitation spectra are not able to dis­
tinguish between vibronically active bi or b2 modes. The 
polarization of fluorescence results do make this distinc­
tion. It is seen that for those vibronic transitions in fluo­
rescence where the polarization ratio achieves a minimum 
with 'L h •*— 'A excitation the ratio is a local maximum 
with 'L a 'A  excitation. These results exclude the pres­
ence of any significant out-of-plane polarized intensity in 
fluorescence. The results described for NIPC in the non­
polar hydrocarbon glass are equivalent for the other deriv­
atives investigated.

D. Polarization of Phosphorescence and Phosphores­
cence Excitation Spectra. The phosphorescence spectra of 
NIPC in 7:3 3MP:isoP and EPA solvents at 77°K are 
shown in Figure 9. Again this is typical of the other carba- 
zoles investigated here with the exception of NVK which 
does not phosphoresce. The spectra are characterized by 
the appearance of a strong (0,0) followed by considerable 
vibrational structure which is somewhat better resolved in 
the nonpolar hydrocarbon glasses. Energies and lifetimes 
of the lowest triplet state of each compound can be found 
in Tables I and II.

The appearance of the strong (0,0) transition in phos­
phorescence indicates that the predominant mechanism 
whereby the spin forbidden transition linking the lowest 
triplet and ground states acquires some allowed character 
is by direct spin orbit coupling of the triplet state to some 
singlet state(s) having a dipole allowed transition to the 
ground state. The lowest triplet state, simply by virtue of 
its long lifetime alone, can be identified as a ( 71-.7r*) 
state21 and thus must belong to either the Aj and B2 irre­
ducible representation of the C2l point group. Simple 
group theoretical considerations, knowing that the orbital 
part of the spin orbit coupling operator transforms as a
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T A B L E  I V :  M e c h a n is m s  f o r  B r in g in g  D ip o le  A l lo w e d  S in g le t  C h a ra c te r  i n t o  t h e  L o w e s t  T r ip le t  S ta te

I. Direct spin orbit coupling 
Lowest triplet
Spin orbit coupling operator

3Ai = 3Lb
^ l \

— A2 Rj, — Bi Rx = B2 Bi
Singlet character, ’0 in the lowest triplet state and 

polarization of -<- 'Go

'B.

A/forbidden) Bi(r) B2(j/) B,(r) A2(forbidden) A^z)

II. Spin orbit coupling to an intermediate singlet with vibronic coupling in the singlet manifold
3L,Lowest triplet 

Spin orbit operator 

Intermediate singlet 

Active vibrations 

Singlet state

*Bi ’A2 %
/ l \  / l \  / l \

at a2 bt a2 b! b2 a( bi b2

Bi %  'A! 'A, %  'Bi 'A, ‘B, 'B2
III. Vibronic coupling in the triplet manifold followed by spin orbit coupling 

Lowest triplet

Active vibrations 

Intermediate triplet 

Spin orbit operator

Singlet state

B2 A2 B2 A2 B2 Bi

'Bi ‘A, lB2 'A, '1 , ]B2 ‘Bi ‘B,

rotation,21 predict that phosphorescence will be polarized 
X  and Y if the lowest triplet is 3A i(3Lb) and X  and Z if it is 
3B2(3La). (See Table IV.) These possibilities are examined 
by measuring the polarization of the emission excitation 
spectrum while viewing the electronic origin of the phos­
phorescence.

The results of these emission excitation measurements 
are displayed in Figures 5 and 6. It has been shown that 
the transition moment between the ground state and the 
origin of the 3Lb * 'A  and ‘La * 1A bands is polarized 
short- and long-axis in-plane, respectively. The phospho­
rescence emission appears to be polarized perpendicular 
to both in-plane axes, since the polarization ratio N  ap­
proaches 0.5 under both excitations. However, it will be 
noted that the theoretical limit of 0.5 is approached more 
closely as excitation proceeds toward the purely Y or long- 
axis in-plane polarized 1La •*— XA transition. This indi­
cates that the phosphorescence emission contains a small 
amount of Z axis polarized intensity in addition to the 
predominant out-of-plane polarized intensity. The lowest 
triplet state of these carbazoles can be assigned unequivo­
cally on this basis as 3La.

The polarization of phosphorescence spectrum of NIPC 
in EPA at 77°K is shown in Figure 10. The upper curve 
corresponds to excitation at the origin of the xLb * 1A 
band while the lower curve was obtained with excitation 
to the origin of the 1La *— 'A band. Of course at the origin 
of the phosphorescence emission band this is simply a 
confirmation of the polarization of phosphorescence exci­
tation results. The changing polarization of phosphores­
cence, just as in absorption and fluorescence, indicates 
the presence of vibronic activity. In addition to the first- 
order, direct spin orbit coupling one or more of the nucle­
ar coordinate dependent mechanisms for mixing dipole 
allowed character into the lowest triplet state are active. 
These vibronic mechanisms were first discussed by Al­
brecht in a study of the benzene problem.22 Second-order

Figure 10. Polarization of phosphorescence spectra of NIPC in 
EPA at 77°K: upper curve, excited at the (0,0) of the 1Lb * - 'A 
band; lower curve, excited at the (0,0) of the ’ La ■*- 1A band.

perturbation theory revealed a very weak first-order term 
due to the nuclear coordinate dependence of the spin orbit 
coupling operator and two second-order terms; (1) spin 
orbit coupling to an intermediate singlet followed by vi­
bronic coupling in the singlet manifold and (2) vibronic 
coupling in the triplet manifold followed by spin orbit 
coupling of this intermediate triplet to a singlet state.

The majority of the phosphorescence intensity is due to 
the direct spin orbit coupling of the lowest triplet state 
with high lying singlet (<x,ir*), (-a-,a*) or Rydberg states 
since it is these states which are dipole coupled to the
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ground state with out-of-plane polarized transition mo­
ments. A smaller but discernible amount of Z axis polar­
ized intensity is also present due to direct spin orbit cou­
pling the most likely candidate being the 'Lb state since it 
lies closest in energy. The polarization ratio observed at 
the electronic origin of the phosphorescence emission 
should be observed at all vibronic transitions involving ex­
citation of totally symmetric ai vibrations. This is clearly 
the case at 1140, 1640, 2800 (1140 + 1640 cm -1), and 
3225 cm 1 (2 X 1640 cm -1) to low frequency of the origin. 
The vibronic transitions at (0,0) — 570 c m 1 and (0,0) — 
2200 cm ' 1 also appear to be polarized similarly although 
the ratio is not identical with that of the (0,0). These 
transitions are weak, however, and obviously are strongly 
overlapped.

The polarization ratio is observed to increase rather 
sharply at wavelengths immediately to the red of the ori­
gin and between particularly strong ai vibrational modes 
independent of whether excitation is to the (0,0) of the 
'L b 1A or 1La •*— 'A  transitions. This signifies the pres­
ence of intensity polarized parallel to both Z and Y mo­
lecular axes. Because of the weakness of these vibrations 
and the considerable overlap which exists no clear cut dis­
tinction can be made between those vibronic transitions 
which are Z or Y polarized. One mode in particular, how­
ever, appears to contain more Z axis character than does 
the (0,0) or any vibronic transition involving excitation of 
ai modes. At about (0,0) — 720 cm -1 there appears to be 
more intensity due to coupling with the Z axis polarized 
(7r,7r*) 'A i state than occurs via direct spin orbit coupling. 
The 720-cm_1 mode thus appears to be a vibronic origin 
in the phosphorescence spectrum and symmetry argu­
ments (see Table IV) tell us that ai, a2, or bi modes can 
all be active in mixing the 3La state with 'A i character. 
Both nontotally symmetric a2 or bi modes of about the 
right frequency exist.11 However, in both absorption and 
fluorescence an ai mode with a frequency of about 700 
cm-1 was observed and it is of some interest to at least 
speculate on the possibility of this ai mode being vibroni- 
cally active.

The existence of vibronically active, totally symmetric 
modes clearly appears in the Herzberg-Teller formalism. 
However, photoselection, at least in the singlet manifold, 
cannot identify such activity since both allowed and for­
bidden parts of the band are polarized alike. High-resolu­
tion, single crystal spectroscopy can make this distinction 
and indeed vibronically active ai modes have been identi­
fied in this manner for phenanthrene.23 If the only source 
of intensity in the phosphorescence emission was direct 
spin orbit coupling, then simultaneous excitation of total­
ly symmetric modes should not alter the ratio of X  to Z 
polarized intensity observed at the origin. In first-order 
spin vibronic or either of the second-order mechanisms 
the vibronic activity of an ai mode would appear as a 
change in the X  to Z intensity ratio. This increased 
amount of Z polarized intensity is perhaps a manifesta­
tion of this.

The long-axis in-plane (Y) polarized intensity in phos­
phorescence can only be mixed in by nontotally symmet­
ric vibrations. (See Table IV.) Here the most accessible 
route would appear to be spin orbit coupling of the 3La 
state to the 'L b state which in turn is vibronically coupled 
to the 'La state. Spin orbit coupling of the 3La state with 
the 'L b state undoubtedly exists since Z polarized intensi­
ty appears at the origin. The results of the polarized fluo­

rescence and fluorescence excitation measurements have 
shown the 'L h state to be strongly vibronically coupled to 
the 'L a state. The vibronic transition which appears as a 
weak shoulder to the red of the phosphorescence origin ev­
idently plays a key role here just as in absorption and flu­
orescence. In this regard it should be stated that all of the 
photoselection results would be consistent with interpre­
tation of this distinct shoulder as a vibronic transition in­
volving excitation of a nontotally symmetric b2 mode at 
~200 c m 1. Other experimental evidence for such a 
mode, however, does not exist. Bree and Zwarich assigned 
a strong transition at 220 cm 1 as being due to an ai vi­
bration, the lowest frequency b2 mode being 505 cm-1 . "  
In view of their results, it would appear that the photose­
lection data must reflect something other than a vibroni­
cally active b2 mode with a frequency of about 200 cm -1 . 
Perhaps it is not unreasonable to think in terms of excita­
tion from the ground state in which one quantum of an ai 
mode with a frequency of 220 cm-1 is excited to an upper 
state in which one quantum of a b2 mode of the appropri­
ate frequency is excited. This point remains unresolved.

Previous discussion has stressed the point that the re­
sults are independent of the surrounding solvent. Because 
of the extreme forbiddenness of the 3La 'A  transition the 
possibility that the results might reflect on the perturbing 
influence of the solvent must be considered and was in 
fact the primary reason for using both nonpolar hydrocar­
bon and polar EPA solvent. The wavelength dependence 
of the polarization ratio observed throughout the phospho­
rescence spectrum is the same in both solvents and thus 
the vibronic activity reflects on true molecular parame­
ters. The polarization of phosphorescence excitation spec­
tra, however, revealed a greater amount of short-axis in­
plane (Z) intensity in the nonpolar solvent. This observa­
tion does not reflect a certain amount of rotational depo­
larization of the long-lived phosphorescence in the less 
viscous 7:3 3MP:isoP matrix since excitation into the 'L a

'A  band gave the same value for N  in both solvents.
The increased amount of Z-polarized phosphorescence 

in nonpolar matrices signifies stronger direct spin orbit 
coupling to <7t,7r*) singlet states. This result is consistent 
with the shorter phosphorescence lifetime observed in 
nonpolar glasses. The greater amoun; of dipole allowed 
(7T,7r*) singlet character in the lowest triplet in addition to 
the still predominant (<t,jt*) or (v,a*) singlet character 
shortens the phosphorescence lifetime due to the greater 
intensity of the 7r* tt transitions.

IV. Summary and Conclusions
The lower lying electronic states of carbazole and four 

of its nitrogen-substituted derivatives have been investi­
gated using photoselection techniques. The relative polar­
izations of transitions linking the ground and first four ex­
cited electronic states were determined. These relative 
polarizations are then placed on an absolute basis know­
ing the absolute direction of a single transition available 
from mixed crystal studies. Assignment of these transi­
tions based on electronic state symmetries is then made.

The polarization of transitions throughout the lowest 
energy absorption band is seen to be wavelength depen­
dent. Wavelength dependent polarization ratios are also 
observed throughout the fluorescence and phosphores­
cence emission bands. The existence of mixed polarization 
in both fluorescence and the lowest lying absorption band 
signals the presence of a significant amount of “ forbid­
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den” character in the lowest electronic state. Polarization 
of phosphorescence excitation spectra enables the lowest 
triplet state to be assigned as 3La. The observation of 
wavelength dependent polarization of phosphorescence 
spectra indicates that in addition to direct spin orbit cou­
pling the lowest triplet state acquires allowed singlet 
character by certain, higher order, nuclear coordinate de­
pendent mechanisms. Plausible routes have been suggest­
ed on the basis of the photoselection results.

The spectral features mentioned above are characteris­
tic of all the carbazoles investigated here. Replacement of 
a hydrogen or alkyl group by an unsaturated vinyl or phe­
nyl group leads to new spectral features at higher ener­
gies. These changes have been interpreted in terms of an 
interaction between transition dipoles localized on 
carbazole and the unsaturated substituent.
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Electron Spin Resonance Spectra of Some Hydroxycyclohexadienyl Radicals Derived 
from Aromatic Carboxylic Acid Anions
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The addition of hydroxyl radicals to a series of aromatic carboxylic acid anions has been studied by mix­
ing titanous chloride, hydrogen peroxide, and the acid in an aqueous continuous flow system. In the ma­
jority of cases (exceptions were phthalic and isophthalic acids) spectra could be interpreted in terms cf 
radicals arising from attack at all possible free ring positions with little or no specificity. Investigation cf 
the influence of pH on the spectra of the tetra- and pentacarboxylic acids indicates that the acid-base 
properties of the adduct hydroxycyclohexadienyl radicals are not essentially different from those of the par­
ent substance. The geometry and hyperfine splitting constants are briefly discussed.

The electron spin resonance spectra of a large number 
of short-lived organic radicals in aqueous solution have 
been observed by rapid-flow mixing of inorganic ions (gen­
erally Ti(III) or Fe(II)) and hydrogen peroxide in the pres­
ence of an organic compound shortly before their passage 
through the cavity of an esr spectrometer.1 The radical 
producing reactions may be represented by the simplified 
scheme

Ti(III) +  H A  — » Ti(IV) -  OH-  +  OH- (1 ) 
OH + RH — *- R- +  H,0 (2)

OH + RH — ► RH< OH) ■ (3)
Numerous investigations have been concerned with the 
analysis of intermediates,5 reaction kinetics,3 and com­
parisons of radicals generated by the Fenton (Fe(III)), ti­
tanous chloride,4 or photolytic systems.5 In most cases the 
identities of the radicals formed from a particular sub­
strate are independent of the mode of initiation though 
the ratios of the radical concentrations (when it is possible 
to form more than one) often show significant variations. 
Such variations can however arise from a single substrate
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and oxidizing system and result simply from differing ki­
netics of formation and/or decay of the various resulting 
radicals.6 Earlier cases2 reporting differences in the nature 
of the radicals generated from Fentons and the titanous 
chloride reagent have recently been explained by propos­
ing the additional decay mode of R -7 9

R- +  Fe3+ — * Fe2+ +  R (4)

It is now well established that, in its reactions with organ­
ic compounds, the hydroxyl radical displays electrophilic 
character. This has been demonstrated with both aliphat­
ic and aromatic substrates when the radical is generated 
either by pulse radiolysis10 or by chemical methods.11-12 
Moreover a quantitative study of a large number of aro­
matic compounds has shown that the reactivities of these 
compounds can be correlated by the Hammett equation 
with a negative p value.10-13 In its reactions the hydroxyl 
radical generally shows the characteristics of hydrogen ab­
straction from C-H bonds and addition to the double 
bond of organic substrates containing not only carbon, hy­
drogen, and oxygen14 but also nitrogen,15 phosphorus,16 
fluorine,17 and chlorine18 atoms. Addition of a hydroxyl 
radical to an aromatic system, the process corresponding 
to (3) above

°H + ( 0 )  —
results in the formation of a hydroxycyclohexadienyl radi­
cal which may be observed by esr. This result comple­
ments other evidence that the free-radical hydroxylation 
of benzene occurs via addition of a hydroxy radical fol­
lowed by oxidation of the resulting adduct.

An interesting feature of the cyclohexadienyl radicals pro­
duced is the surprisingly large splittings caused by inter­
action with ¡3 protons (e . g for R = H,19 aH = 47.71 G, 
while for R = OH,20 aH = 36.0 G). The origin of these 
splittings has been a matter of some speculation, having 
been accounted for by the valence-bond,21 spin-polariza­
tion, and hyperconjugation models.22 More recently Cor- 
vaja and Giacometti23 suggested a monohomocyclopenta- 
dienyl structure to account for the spin distribution.

The hydroxylation of aromatic carboxylic acids has not 
been studied in detail and most of the information stems 
from radiation chemical studies. Thus Downes24 showed 
that for dilute benzoic acid solutions at pH 4 or 9 all three 
isomeric hydroxy acids were formed with G values of 0.74, 
0.42, and 0.33 for the ortho, meta, and para derivatives, 
respectively. The acid was also decarboxylated to an ex­
tent of G = 0.73. In a later study Loeff and Swallow25 ob­
served the formation of a dialdehyde (G ~  0.5). Sakamoto 
and Tsuchihashi26 reported the presence of dimeric prod­
ucts in aerated solutions. Radiolytic decarboxylation has 
also been discussed by Anbar, et al.,21 who consider that 
the enhanced reactivity of certain carboxylate anions 
toward OH radicals may be due to the additional pathway 
provided by electron transfer
RCOO “ + OH — *• OH +  RCOO-- — »

OH“  +  R- +  CO,
As an extension to our work on the hydroxylation of car­

boxyl substituted aromatics28 we present here a study of 
the reactions of hydroxyl radicals with some of the homol­
ogous aromatic polycarboxylic acids. The hydroxyl radi­
cals were produced chemically (Ti(IH)-H202), for the 
most part in alkaline solution.

Experimental Section
Materials. Titanous chloride and hydrogen peroxide 

were (a) 15% aqueous and (b) 30% aqueous solutions, re­
spectively, supplied by Merck, Darmstadt. EDTA was ob­
tained from EGA Chemie of Steinheim, West Germany. 
The polycarboxylic acids were tested by gas chromatogra­
phy (as methyl esters) and insofar as they showed a pu­
rity of not less than 95% were used without further purifi­
cation. Others, particularly the tricarboxylic acid isomers, 
were converted to their sodium salts, recrystallized from 
hot water, and reconverted to the free acid.

Electron Spin Resonance. The esr spectrometer is de­
scribed elsewhere.29 The reaction cell was generally a 
home-made one similar to that supplied by Varian though 
in some cases we used a specially designed cell with a 
continuously variable mixing-measurement distance.30 
Thus equipped we were able to maximize our signals for 
flow rate and reaction time. The microwave frequency was 
determined using a Hewlett-Packard 5246 L frequency 
counter. The magnetic field was measured directly by 
means of an AEG nuclear magnetic resonance field meter. 
Splitting constants and g factors were determined by 
comparison with an aqueous solution of Fremy salt (13.0 
G). pH adjustments were performed on a Knick pH meter 
using Merck standard buffer solution for calibration.

For experiments above pH 2, the eitanous containing 
solution contained disodium ethylenediaminetetraacetate 
(2.8 g /1.) and a quantity of sodium hydroxide sufficient to 
give the required pH. The pH values quoted are these ob­
served before mixing the solutions. The following reaction 
conditions were employed: total flow rate 2-7 ml/sec (op­
timized for signal maximum), reaction temperature 25 ±  
2°; TiCb concentration (5 x  10 :! M), hydrogen peroxide 
concentration (2 X 10 1 M ), carboxylic acid concentration 
(0.05-0.1 M). Generally the substrate was only included in 
the oxidizing stream though in certain cases, e.g., phthal- 
ic acid, it was necessary to double the concentration and 
divide it equally between the two streams. This modifica­
tion sometimes allowed higher stationary concentrations 
to be achieved. All experiments were conducted with 
gravity flow.

Results and Discussion
We assume that the pK  values of the resulting radicals 

do not differ greatly from those of the starting materials 
and hence designate the species formed in alkaline solu­
tions as carboxylate substituted hydroxycyclohexadienyl 
radicals.31 We find ample support for this proposal in our 
observation that decreasing the pH only gradually led to 
supplementary splittings (seen as line broadening) at 
about the pK  values corresponding to the last ionization 
of the polycarboxylic acid. Such splittings have recently 
been employed by Fessenden32 to determine the acid-base 
properties of polycarboxylic acid electron adducts. 
Changes in pK  of four units were characteristically ob­
served. Presumably in these cases the additional electron 
alters the acid-base properties of the substrate much 
more drastically than in the case of the neutral hydroxy­
cyclohexadienyl radical. This is apparently connected
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S ta r t in g  m a te ria l6 O bserved ra d ica ls  g fa c to r  A ssigned p o s itio n  H y p e rf in e  constan ts , G c

T A B L E  I :  E s r  P a ra m e te r s  f o r  H y d r o x y c y c lo h e x a d ie n y l R a d ic a ls  i n  t h e  A r o m a t ic  C a r b o x y l ic  A c id  S e r ie s “

COOH

Benzoic acid

34.71d
8.35 (1),« 2.59 (1), 
2.79 (1), 12.53 (1)

H OH

4 34.3d
3 and 5 8.5 '2)

6 3.0 ;i)

COOH

COOH 
Isophthalic 
acid

COOH

COOH
Terephthalic
acid

COOH

HOOC" "" COOH 
Trimes.c acid

Hemimellitic
acid

COOH
COOH

''COOH 
COOH

Prehnitic acid

COO“

COO“

COO“

H OH
COO“

COO-

COO“

COO“

COO“

4 28,0 d
5 7.8 (1)

2 and 6 2.6 (2)

5 35.3 d
2 10.5 (1)

4 and 6 8.25 (2

2
3
5
6

2.0023

30.65, 0.56 
8.18 (1) 

12.55 (1) 
2.8C (1)

2.0024

2
4 and 6

26.11, 0.51 
2.61 (2)

2.0026

5
4 and 6

33.9, 0.63 
8.43 (2)

4
5
6

2.0029

32.91, 0.56 
8.91 (1) 
2.52 (1)

5
6
3

2.0027

30.45, 0.55 
7.41 (1) 
2.77 (1)

6 32.45,0.61
3 12.51 (1)
5 8.35 (1)

2.0025

3 27.72,0.54
6 12.25 (1)
5 2.77 (1)

2.0028

2.0025

6
5

31.93, 0.69 
7.69 (1)
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TABLE I (Continued)
S ta r t in g  m a te r ia l6 O bserved ra d ica ls  g fa c to r  Ass igned p o s itio n  H y p e rf in e  constan ts , Gr

coo-

coo-

COOH
HOOCy 1 XOOH

r y
hooct"'^T O O H

Pentacarboxylic
acid

COO"

2.0026

3 29 .76 .0 .5 8
6  12.24 (1)

2.0028
4 27.83, 0.68

a T e m p e ra tu re  25—27°, p H  8. b T h e  n u m b e r in g  show n fo r  benzo ic  a c id  is  m a in ta in e d  th ro u g h o u t th e  ta b le . r T h e  n u m b e r o f  e q u iv a le n t p ro to n s  sh o w in g  t i e  
g ive n  s p l i t t in g  c o n s ta n t is  show n  in  parentheses. F o r  p o s itio n s  g ive n  p a irs  o f  h y p e rf in e  co n s ta n ts  th e  second a lw a ys  re fe rs  to  th e  h y d ro x y lic  p ro to n . ' * T ie  
h ig h  in s tru m e n t m o d u la tio n  re q u ire d  to  observe a s ig n a l rendered  i t  im p o ss ib le  to  reso lve  th e  h y d ro x y lic  p ro to n . e T h e  n o n e q u iv a le n t m eta  p ro to n s , d a ta  taken  
fro m  re f  40.

10 Gauss H

u _ u  m u  u _ u  m u - « * .
—  a H =8.9 ’  « ----------------------------a H = 32 .9 ---------------------------------- —.  .  a H = 2.52

Figure 1. Esr spectra of hem im ellita te radicals at pH 8: modulation 100 kHz, 0.5 G. time constart 1.0 sec. The magnetic field d irec ­
tion increases from  left to right. The stick diagram demonstrates the analysis for radicals by attack at positions 5 (A) and 4 (B).

ascribe structure II, presumably an intermediate involved 
in decarboxylation and possibly ring opening reactions. 
The esr parameters are however somewhat different than 
those observed by Fessenden (a* = 11.79, a2 = 0.68 G, 03 
= 0.26 G). The reason for this is not clear though it may 
be connected with (a) the different pH’s used in the two 
studies or (b) possible complexation of the radical with 
titanium ions in our case. Another notable feature is the 
differing radical concentrations observed; we were never 
able to observe II (i) at short reaction times or (ii) in con­
centrations higher than approximately %o that of the nor­
mal hydroxycyclohexadienyl (I). Additionally, work with 
the variable cell showed that II decayed only slightly 
slower than I ~  0.8-0.9). Clearly then although
formation of II is not especially favored, once formed it 
leads to products with about the same ease as I.

The former fact is probably connected with the ex­
tremely reduced ring electron density which must be 
caused by the adjacent ortho and para carboxyl groups.

(e) Penta- and Hexacarboxylic Acids. Only one penta­
carboxylic acid is possible and with it only one hydroxycy­
clohexadienyl radical. Weak lines, symmetrically placed 
around those of the proton spectrum, were attributed to

13C satellites. With mellitic acid (benzenehexacarboxvlic 
acid) we were unable to observe any esr signal under vary­
ing conditions of flow and pH. No supplementary lines 
due to addition to a carboxyl bearing ring carbon were ob­
served despite the apparently favored conditions for their 
observation (five and six negative charges, respectively). 
Apparently the opposing effects, i.e.. diminished nucleo- 
philicity and large steric effect dominate in these cases.

Effect of pH on the Esr Spectra. Reducing the pH from 
8 to 4 while employing identical flow conditions resulted 
in all cases except pvromellitic. prehnitic. and benzen?- 
pentacarboxvlic acids in a complete disappearance of the 
esr spectrum, which could not be retrieved by altering the 
flow rates. All the acids employed have pK values in the 
range 2-6. Hence it appears that the protonated species 
decay at such rates that the minimum detectable station­
ary concentration cannot be achieved. Similarly in the 
case of the higher carboxylated acids a drastic lowering of 
the stationary state concentration occurred while simulti- 
neously line broadening due to the appearance of ext-a 
small splittings arising from the protonated carboxvl 
groups appears (Figure 3;. From the onset of broadening 
(pH 4-5) we are able to propose that acid-base properties
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10 Gauss

Figure 2. Esr spectra of trimellitate radicals at pH 8. The conditions are the same as in Figure 1. The stick diagrams demonstrate the 
analysis for radicals formed by attack at positions 5 (A ), 3 (B ), and 6 (C).

of the hydroxycyclchexadienyl radicals derived from py- 
romellitic acid are not essentially different from the parent 
substance itself (pKi = 1.9; pK2 = 2.9; pK3 = 4.5; pK 4 = 
5.6). -Judging from the extent of broadening the splitting 
constant for the “ protonating“ protons must be ~1 G in 
line with those usually observed. The proton exchange 
rate must be of the order of 108- 109 M -1 sec-1 .

Position of Attack of Hydroxyl Radicals. Shiga and Iso- 
moto34 have recently demonstrated that in the case of 
furan derivatives hydroxyl radicals generated via Fenton’s 
reagent attack the position of maximal free valence (FV) 
and minimal localization energy to radical attack (Lr). 
Accepting such a correlation as established in our case we 
may work backward and conclude that, since in all cases 
but one (isophthalic acid) we observed all possible isomer­
ic radicals, the corresponding quantities show differences 
too small to be detected by the esr method.35

Steric Configuration of the Hydroxycyclohexadienyl 
Radicals. The geometry of neither cyclohexadienyl nor hy­
droxycyclohexadienyl radicals is known with certainty 
though the former was recently postulated to be planar. 
Clearly a knowledge of the 13C hyperfine coupling con­
stants would be of interest in answering this problem. The 
attending difficulties, i.e., preparation of sufficient en­
riched aromatic for such an experiment or achieving a suf­
ficiently high stationary state concentration to observe 13C 
lines in natural abundance, render such experiments with 
unsubstituted aromatics hopeless. We have recently taken 
advantage of the diminished bimolecular decay rates of 
polycarboxylate to measure the 13C couplings in natural 
abundance.36 The smallness of the splitting constants in 
pyromellitate and benzenepentacarboxylate (all ~20 G) 
support the proposition of a planar ring at least in these 
cases. It would appear difficult to argue that such bulky 
charged groups favor a planar conformation (more likely 
the opposite) and hence it seems likely that in the simple 
case the ring remains essentially planar, possibly intercon­
verting between half chair forms.

Trends in the Coupling Constants. It is of interest to 
compare the coupling constants of these radicals internal­

ly and with their cyclohexadienyl and hydroxycyclohexa­
dienyl analogs. Immediately apparent are the large ef­
fects on the methylene coupling constants caused by in­
troduction of ortho and para carboxylate groups to hy- 
droxycyclohexadienyls. For example, substitution of one 
ortho and one para group (isophthalic acid) results in a 
reduction of the methylene coupling constant by 8 G. In­
troduction of a second ortho C0 2 group (trimesic acid) 
results in a further reduction of ~2  G Thus demonstrating 
the lowest observed methylene hfsc (26.11 G) in this se­
ries. In strong contrast are the marginal effects observed 
on substituting meta CO2-  groups, the methylene hfsc 
scarcely differing from that of a simple hydroxycyclohexa­
dienyl radical. For example, introduction of two meta 
CO2- groups (isophthalic acid) results in a methylene 
splitting actually slightly greater than for the free hydroxy­
cyclohexadienyl. The above observations are somewhat 
striking in view of the established low polarity of the 
C02- group (<rm = 0.10(rp = 0.13). Furthermore the ef­
fects of meta and para substitution are not additive37 as 
might have been expected from a simple Hammett treat­
ment.38 Since this, however, is only strictly applicable to 
well-behaved aromatic systems, a breakdown is not unex­
pected. Perhaps a new set of Hammett constants could 
achieve a fit though we have not attempted this owing to 
the paucity of our experimental data. The reason for the 
strong influence of ortho and para substitution is presum­
ably connected with the ability of this group to remove 
spin from the ring by a conjugative mechanism, i.e., the 
structures below play an essential role in stabilizing the 
radicals

Support is found for this suggestion ir the comparison of 
the radicals derived from isophthalic (two meta positions
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Figure 3. Effect of pH on the esr spectra of pyromeltitate radicals. The conditions are the same as in Figures 1 and 2: (a) pH 4, (b) 
pH 5, (c) pH 8.

occupied aH = 35.3 G) and phthalic acids (one meta and 
one para aH = 34.3 G) where similar hfsc’s should be ex­
pected. The lower splitting observed for the para-substi­
tuted compound thus exemplifies the role of the conjuga- 
tive mechanism.

Finally we wish to point out that the technique 
used by Whiffen39 to correlate the methylene coupling 
constants in cyclohexadienyl fails to reproduce them in 
the case of unsubstituted hydroxycyclohexadienyl and the 
appropriate carboxylate substituted species described 
here. In all cases the results achieved are about 30% high­
er than those observed. Clearly in the unsubstituted case 
delocalization of spin onto the hydroxyl oxygen renders 
untenable the basic assumption, i.e., that the admixing 
coefficient of the hydrogen orbitals is proportional to the 
coefficient of the it orbital at each of the ortho carbon 
atoms.
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Effect of Urea on Magnetic Relaxation in Aqueous Solutions of Poly(ethylene oxide) 1
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The nmr relaxation times 7\ and T2 and the chemical shift of polyfethylene oxide) in heavy water were 
measured as a function of urea concentration. Only a gradual change in these properties was observed 
from 0 to 10 m urea with no indication of a sharp transition in the conformation of the polymer.

Introduction
Hammes and Lewis2® measured ultrasonic absorption in 

aqueous solutions of poly(ethylene oxide), PEO, and latter 
Hammes and Schimmela> investigated the effect of urea 
on these solutions. Their results were interpreted in terms 
of a cooperative polymer-solvent interaction which under­
went a transition between 2 and 4 m urea, as indicated by 
a 50% decrease in the relaxation time (of the order of sev­
eral nanoseconds).2-3 Similar behavior was also reported 
for PEO in aqueous solutions of guanidinium hydrochlo­
ride.4 The dependence of the phenomenon on chain length 
led to the conclusion that a fairly large region of polymer 
plus solvent, involving perhaps 100 monomer residues, 
was involved in the cooperative process.

Later Kessler, O’Brien, and Dunn5 remeasured the ul­
trasonic absorption of PEO in water over a wider range of 
frequencies and found that more than one relaxation time 
was needed to fit their data. A considerable part, but by 
no means all, of their measured absorption appears to 
agree with the frequency dependence of the shear viscosity 
of the polymer solution, as given by the well-known 
Rouse-Zimm theory.6-7 A difference of opinion6-9 remains 
with respect to the interpretation of the ultrasonic behav­
ior of this system, and it appears to be a difficult matter 
to identify unique absorption mechanisms. A somewhat 
analogous situation is encountered10 in polystyrene solu­
tions in organic solvents; the reported ultrasonic relaxa­
tion times11-12 cannot be completely and quantitatively 
reconciled with other dynamical measurements, including 
viscoelasticity, dielectric and nmr relaxation, and fluores­
cence depolarization.

The ambiguity in interpreting the ultrasonic data in the 
PEO-water case may also extend to the PEO-urea-water 
system, and to the ostensible transition in the ultrasonic 
absorption centered at 2.5 m urea. The role of the polymer 
in the transition is of special interest, since Hammes and 
Schimmel2b report only a steady change in the intrinsic

viscosity (which is a sensitive measure of the equilibrium 
polymer conformation) as the urea concentration is in­
creased. Furthermore, the reported transition and its in­
terpretation in terms of an abrupt change in the polymer- 
solvent interaction has been compared with the denatura- 
tion of proteins.21,-4 The possible significance of such a 
transition in a synthetic polymer, as well as the uncer­
tainty in the interpretation of the ultrasonic absorption, 
has led us to investigate the PEO-urea-water system by 
nmr.

Liu and Ullman13 have reported nmr measurements on 
solutions of PEO in water, aqueous HC1, and pentachlo- 
roethane. The relaxation times Ty and T2 were interpret­
ed in terms of local motion of the polymer chain and the 
effects of the different solvents on the conformation of the 
polymer. Further study of aqueous PEO solutions with 
nmr thus appeared to be useful for examining the alleged 
transition between 2 and 4 m urea, although a cooperative 
polymer-solvent binding rate would not be directly ob­
served in the nmr properties of the polymer. The most ef­
fective relaxation mechanism for the polymer at high mo­
lecular weight is intramolecular dipole-dipole relaxation13 
and therefore is not a function of the water exchange 
time. The exchange might be observable in the solvent re­
laxation time, although the exchange of water protons 
with urea would be the dominant relaxation mechanism.14 
On the other hand, one would expect a transition in the 
local solvent structure to cause a conformational change 
in the polymer and a change in the effective solvent vis­
cosity experienced by the local motion,10 both of which 
would be reflected in the nmr relaxation times. Lastly, 
the chemical shift is a sensitive measure of solvent inter­
action, particularly hydrogen bonding,15 and could be ex­
pected to reflet a change in solvent character.

Experimental Section
A sample of poly(ethylene oxide) of molecular weight
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20,000 was obtained from the Dow Chemical Co. Heavy 
water of 99.7% isotopic purity was purchased from Aldrich 
Chemical Co., Inc. One lot of deuterated urea was pre­
pared by repeated recrystallizations from D20  and one lot 
of 98% isotopic purity was purchased from Wilmad Glass 
Co., Inc. Samples prepared from either source gave simi­
lar results.

Solutions of PEO, heavy water, and deuterated urea 
were prepared by weight and then transferred to heavy- 
wall 5-mm precision nmr tubes. The samples were 
subjected to five freeze-pump-thaw cycles to remove dis­
solved oxygen.

The relaxation times were measured by pulse experi­
ments employing a modified Varian HA-60-IL spectrome­
ter. The longitudinal relaxation time T1 was measured 
with a 180-90° pulse sequence and the transverse relaxa­
tion time T2 with a 90-180° pulse sequence. The T2 mea­
surement was unaffected by diffusion because of the large 
diffusion coefficient16 of PEO at this molecular weight 
and the relatively homogeneous field used. The chemical 
shift difference between PEO and HOD was measured by 
locking on the PEO signal and measuring the frequency 
shift of the HOD signal. Temperature was maintained 
within 1° by a Varian variable temperature controller.

Results
Results of the T1 experiments on solutions of PEO in 

heavy water as a function of deuterated urea concentra­
tion are given in Figure 1. The polymer concentration was 
9 ±  2 wt % and was varied (as by Hammes and Schim- 
mel215) to produce a constant mole fraction of ethylene 
oxide monomer of about 0.04. The analogous results for T2 
on the same samples are given in Figure 2. Neither the T1 
nor T2 results are dependent upon the exact polymer con­
centration for the solutions studied.13 The uncertainty in 
the Tj values is ±5% and uncertainty in T2 is ±15%>. The 
larger uncertainty in T2 reflects :he possibility of a sys­
tematic error, but the precision in this measurement is 
±5%. The latter is the more important quantity since a 
comparison among T2 values at various urea concentra­
tions is desired.

The results for T1 and T2 in pure heavy water can be 
compared with those of Liu and Ullman.13 Their results 
for PEO of molecular weight 20,000 in H20  at 25° were T1 
= 0.42 sec and T2 = 0.27 sec. At molecular weight 20,000, 
they observed no change from H20  to D20. They deter­
mined Tj from a saturation recovery experiment and T2 
from the line width. Their value for agrees quite well 
with ours, but the value of T2 does not. The latter dis­
crepancy may be attributed to systematic errors frequent­
ly encountered in determining T2 from either line width17 
or pulse experiments.18

The chemical shift difference between PEO and HOD is 
given in Figure 3 as a function of urea concentration.

Discussion
There is no indication of a sharp transition in any of the 

measured nmr properties as a function of urea concentra­
tion. The relaxation times T1 and T2 are nearly inversely 
proportional to the known31 solvent viscosity as the urea 
concentration is changed. This behavior is easy to inter­
pret if the effective local viscosity in the vicinity of the 
moving chain segment is proportional to the observed sol­
vent viscosity; in the extreme-narrowing limit15 the orien­
tational correlation time is then just proportional to sol­
vent viscosity and gradually increases with increasing urea

0.5r

Figure 1. Spin-lattice relaxation time Ti of the protons in PEO 
as a function of urea concentration: filled circles, 10°; open c ir­
cles, 25°.

F igure 2. Spin-spin relxation time T2 of the protons in PEO as 
a function of urea concentration: filled circles. 10°: open c ir­
cles, 25°. ‘

x
no
é - ' 2-LÜQ_
CO - 1.1 -

F igure 3. Chemical shift difference between the protons of PEO 
and those of HOD vs. urea concentration: filled circles, 10°; 
open circles, 25°.

concentration. According to the detailed analysis attempt­
ed by Liu and Ullman13 in terms of local chain motions 
for PEO, this correlation time is of the order of 0.1 nsec. 
In contrast, the reported ultrasonic relaxation times (at 
10°) are about 6 nsec in water and low urea concentrations 
but decrease (despite the increase in solvent viscosity) to 
about 3 nsec between 2 and 4 m urea.

As seen from Figure 3, the chemical shift appears to 
change smoothly with urea concentration. Void, Daniel, 
and Chan14 found the chemical shift of water in neutral 
urea solutions to be independent of the urea concentra­
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tion, but observed a shift of the signal under acidic or 
basic conditions. This shift was attributed to chemical ex­
change of protons between water and urea. The small 
trend in our results can be ascribed to this exchange, for 
although the solutions were prepared to be close to neu­
tral they were unbuffered, and the direction of the ob­
served shift and the observed broadening of the HOD sig­
nal are in agreement with this explanation. In any event, 
this is a small effect which cannot obscure the conclusion 
that there is no significant change in the shielding of the 
PEO protons due to changes in their solvent environment.

The lack of a visible transition in the nmr spectra of the 
polymer is somewhat surprising if a truly cooperative 
polymer-solvent interaction is altered by addition of urea. 
Since the obsrved ultrasonic relaxation process is much 
slower than those which govern the observed dielectric19 
and nmr relaxation13 phenomena, it might be argured 
that the present experiments are simply irrelevant to the 
question. However, as Hammes and Schimmel2b them­
selves remark, “ Undoubtedly some changes in the config­
uration of the polymer occur concurrently with the 
changes in the local water structure” ; yet neither the in­
trinsic viscosity nor the proton chemical shift of the poly­
mer give any hint of other than very gradual changes in 
equilibrium polymer conformation. More specifically, 
when the urea concentration is changed from 2 to 4 m the 
rate of the acoustically observed relaxation process is ap­
parently doubled, but over this range the proton chemical 
shift changes by less than 0.1 ppm and the intrinsic vis­
cosity increases by about 5%. The transition in the rate of 
the acoustical process is thus remarkable in that no visi­
ble attendant transition (to within our 5% precision) is 
visible in either local or large-scale conformational or sol­
vation equilibria. A way out of this dilemma might be to 
suppose that the polymer conformations involved in the 
acoustical cooperative process are selectively rather com­
pact ones which do not contribute greatly to the over-all 
chain dimensions and thus produce no visible transition in 
the intrinsic viscosity. It seems a bit harder to explain the

absence of transitions in the effective local viscosity as 
seen by nmr or in the chemical shift.

The ultrasonic observations thus still stand alone as in­
dicators of the transition in solvation structure. In the ab­
sence of other evidence, it seems wise to adopt a skeptical 
stance20 with respect to any particular mechanism offered 
to explain the observations. Clearly, extension of the ul­
trasonic experiments over a broader frequency range 
would be highly desirable.
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Structure of Liquid Water. II. Improved Statistical Thermodynamic Treatment and 
Implications of a Cluster Model1
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An earlier statistical thermodynamic treatment of a cluster model of liquid water is extended, and many 
of the approximations of the earlier treatment are improved. The results of recent ab initio LCAO-MO 
calculations are used to include an estimate of the effects of cooperativity on the internal partition func­
tion of a cluster, and these effects unexpectedly make large-size clusters unfavorable. Also, on the basis 
of recent ab initio LCAO-MO calculations, hydrogen-bonded ring structures are included in the model. 
The intermolecular normal mode frequency spectrum of a cluster is calculated explicitly by making use 
of a recently proposed “ effective pair potential” for water molecule interactions. These and other im­
provements over the earlier treatment are incorporated into a partition function, and the thermodynamic 
properties of liquid water are calculated over the range of 0 to 100°, using only two adjustable parame­
ters. The distribution of cluster species resulting from these calculations contains only very small clus­
ters (of size <10), and the mole fraction of hydrogen bonds decreases from 0.47 at 0° to 0.43 at 100°. The 
intermolecular vibrational spectrum of liquid water (and its temperature dependence) is calculated from 
the distribution of cluster species and the normal mode frequencies of these cluster species. The approxi­
mations made in the theory are analyzed in terms of their effect on the results and in terms of their im­
plications for the structure of liquid water. As in the earlier treatment, the results of the calculation have 
much in common with the continuum point of view. At the same time, they provide a tentative explana­
tion for the apparent “ two-state” properties of water, and yield new insight into the possible nature of 
this liquid.

I. Introduction
In a previous paper, Hagler, Scheraga, and Nemethy3 

(hereafter referred to as HSN) provided a statistical ther­
modynamic treatment of a “ cluster” model of liquid water 
and evaluated its advantages ar_d shortcomings. In the 
present paper, we attempt to eliminate some of the ap­
proximations and to improve the treatment of HSN. In 
particular, we use the results of recent ab initio LCAO- 
MO studies of water molecule interactions4-6 to incorpo­
rate the effects of nonadditive (cooperative) hydrogen 
bonding in the internal partition function of a cluster, and 
to take account of the relative stabilities of hydrogen- 
bonded rings and noncyclic structures. An immediate con­
sequence of this revised treatment of the internal poten­
tial energy of a cluster is an estimate of part of the inter­
nal entropy of a cluster, previously3 included in a parame­
ter but which is now calculable (thereby allowing us to re­
move one adjustable parameter from the theory). In addi­
tion, account is taken of the dependence of the intermo­
lecular normal mode vibrational frequencies on cluster 
size and geometry, and an improved treatment is given for 
the rotational degrees of freedom of a cluster and for the 
dependence of the hard-sphere diameter on cluster size (in 
the translational partition function). Reference should be 
made to the earlier paper of HSN3 in conjunction with the 
present paper.

The theory has been developed in two stages. In the 
preliminary calculations (reported elsewhere7), all possi­
ble cluster sizes up to 100 water molecules8 were included 
in the partition function. Because of the large range of 
cluster sizes treated, certain approximations were re­
quired in order to carry out the computations in a reason­
able amount of computer time. In particular, these ap­

proximations included (1) the use of a 7 distribution to 
represent the distribution of cluster sizes (a procedure 
also followed by HSN3) and (2) a simplified treatment of 
the effects of cluster size and connectivity (shape or ge­
ometry) on the frequencies of the intermolecular normal 
modes of a cluster. The results of these preliminary calcu­
lations indicated that there is a negligible number of clus­
ters containing ten or more water molecules. Using these 
results,7 we are able to reformulate the problem here by 
restricting the partition function to a distribution of small 
clusters. In this reformulation (with which this paper is 
concerned), the assumed 7 distribution is abandoned, and 
the normal mode frequencies of the small clusters are cal­
culated explicitly using the approximate pair potential of 
Ben-Naim and Stillinger9 (henceforth, the BNS poten­
tial). The results of this theoretical treatment then pro­
vide a basis for evaluating a cluster model for liquid 
water, for reconciling the discrete-species and continuum 
models, and for suggesting further improvements in the 
model.

II. Brief Review of Other Theories
Several models of liquid water are available, all of 

which are moderately successful in matching one or more 
of its properties. Unfortunately, many of the earlier 
theories suffer either from underdefinition of the model or 
from overparameterization in the treatment of the 
model.10 Several of these theories have been considered in 
two recent review artic.es,10-11 as well as in two recently 
compiled volumes on the nature of water.12-13 However, 
several new theoretical treatments14-21 have appeared 
which were not discussed in these reviews. One of the 
most extensive is that of Rahman and Stillinger14-15 who
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applied the molecular dynamics technique to water using 
the BNS9 “ effective pair potential.”  Two important limi­
tations of this treatment should be kept in mind in inter­
preting the results of this work. First, as pointed out pre­
viously by Weres and Rice,17 the purely classical molecu­
lar dynamics technique cannot properly treat the orienta­
tional modes of a water molecule since these modes have 
energy level spacings which are considerably larger than 
kT throughout the liquid range of temperatures. Second, 
the two-body potential function9 used in the calculations 
does not include the nonadditive (cooperative) terms 
shown to be important in recent ab initio LCAO-MO cal­
culations46 of water molecule interactions. Also, recent 
calculations17-22 have shown that this potential is too 
stiff, as far as the rotational motion of a tetrahedrally 
coordinated water molecule is concerned. Despite these 
limitations, two important qualitative insights are ob­
tained from this work. First of all, Stillinger and Rah­
man15 found that there is a bimodal distribution of the 
pair-interaction energies, and their results suggest the ex­
istence of a temperature-invariant point in these distribu­
tions reminiscent of the isosbestic point observed23 in 
Raman spectroscopy which is interpreted as indicating the 
existence of two states of hydrogen bonding in water.23-25 
(It is interesting to note that the distributions of cluster 
species resulting from our calculations are also bimodal 
(see section VIII).) Secondly, they obtained a very large 
configurational heat capacity (in fact, about twice15 the 
value estimated26 from experiment) from their “ contin­
uum” treatment of water.

Two other recent treatments16'17 of water consider the 
structure of the liquid from the point of view of a cell or 
“ lattice-gas” theory in which the body-centered cubic lat­
tice of ice VII (which can be regarded as two interpene­
trating ice Ic lattices27) is assumed.26 Bell16 chose as his 
basic cell the simplest structure from the body-centered 
cubic lattice that will allow for both open hydrogen-bond­
ed local order and for dense local structures as exist in ice
VII. Introducing a parameter for the interaction energy of 
each of three possible near-neighbor configurations (hy­
drogen bonded, favorably oriented but nonhydrogen bond­
ed, dense packed), Bell was able to qualitatively repro­
duce the maximum in the density and the minimum in 
the isothermal compressibility of liquid water in terms of 
a breakdown of open hydrogen-bonded local structure into 
dense local structure as the temperature increases; the 
thermal properties of liquid water were not specifically 
calculated. In their theory, Weres and Rice17 avoided the 
introduction of energy parameters by using the BNS9 po­
tential to evaluate roughly the statistical weights for each 
basic cell configuration. Weres and Rice also used a much 
larger and more complicated basic cell than that assumed 
by Bell. Unfortunately, this not only makes their treat­
ment more involved, but also prevents a rigorous treat­
ment of the configurational entropy of their lattice-gas 
model [e.g., they obtained —1.4 eu instead of zero for the 
configurational entropy of ice). However, one of the most 
serious defects of their theory is its treatment of non-hy­
drogen-bonded first neighbors. For example, the possibili­
ty of two types of non-hydrogen-bonded first neighbors 
(i.e.. favorably oriented but nonhydrogen bonded, and 
densely packed, as considered by Bell16) was not taken 
into account in developing the configurational partition 
function. Also, in obtaining the statistical weights to be 
applied to different basic cell configurations, these au­

thors employed an approximate perturbation treatment 
for non-hydrogen-bonded first neighbors that cannot prop­
erly account for the different effects to be expected of 
densely packed (repulsive) and favorably interacting non- 
hydrogen-bonded first neighbors. The inadequate treat­
ment of non-hydrogen-bonded first neighbors is especially 
serious because of the large number of such non-hydrogen- 
bonded first neighbors predicted by their results (2, as 
compared to 2.7 hydrogen-bonded first neighbors). The 
importance of such non-hydrogen-bonded first neighbors 
is further revealed by consideration of the most likely 
basic cell configurations predicted by this theory (see Fig­
ure 7 of ref 17). Some of these basic cell configurations 
appear to be very unlikely (specifically the configuration 
of their17 Figure 7 that occurs with a frequency of 24.3% 
and has no first or second neighbors in one hemisphere 
about the central water molecule). Finally, it is surprising 
that Weres and Rice find essentially no structural change 
in water over the temperature range from 0 to 100°, de­
spite the fact that Bell16 does. We suspect that this might 
be related to anomalies in the approximate treatment of 
the configurational entropy by Weres and Rice. Without 
introducing any adjustable parameters Weres and Rice 
were able to fit the enthalpy and entropy of water be­
tween 0 and 100° only to within 1130 to 720 cal/mol (42 to 
16%) and 0.8 to 2.6 eu (5.3 to 12.5%), respectively, where 
the deviations are based on the experimental values and 
references reported in our present paper (rather than in 
that of Weres and Rice) so as to be directly comparable to 
the deviations obtained in our paper (see Table IV).

The recent treatment of Angelí21 is basically a simple 
two-state theory.30 The unique feature of this treatment is 
the assumption of a glass-like “ totally connected random 
tetrahedral network structure” as the basic structure in 
water. The two “ states” are envisioned as “ broken” or 
“ made” hydrogen bonds in this network. With two adjust­
able parameters, Angelí fits Eisenberg and Kauzmann’s26 
estimate of the configurational part of CL■ of liquid water 
from 0 to 100°, and empirically rationalizes the tempera­
ture dependence of the viscosity. Aside from the possibili­
ty of overparameterization (only one experimental proper­
ty, relaxational Cu, is fit with the use of two parameters), 
this theory suffers most from the ambiguous definition of 
the glass-like structure. Estimation from the parameters 
used by the author of the enthalpy and entropy for the 
conversion of ice to this substance at 0° yields values that 
are ~70 to 80% of the experimental enthalpy and entropy 
of fusion. Thus, from its thermodynamic properties, this 
glass-like structure should be essentially liquid water, and 
the remaining 20- 307c comes from the breakdown of the 
glass-like structure. Before this model can be useful in 
providing insight into the structure of liquid water, the 
assumed glass-like structure must be defined better and 
shown to be able to account for the thermodynamic prop­
erties of liquid water.

Of the various models that have been proposed for liq­
uid water,10 13 the cluster model treated in this paper al­
lows a degree of structural definition that makes possible 
a fairly detailed statistical thermodynamic treatment. It 
also has the advantage of being at least qualitatively con­
sistent with most of the properties of liquid water10 13 (in­
cluding the results from small angle X-ray scattering,32 
since the earlier treatment3 indicated that most clusters 
are small, containing less than 11 water molecules, and 
that very few clusters contained as many as 60 or 70 water
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molecules; and the present theory predicts even smaller 
cluster sizes, most clusters containing less than five water 
molecules). The degree of success or failure of this fairly 
well-defined version of the cluster model for water should 
provide some insight into the nature of this complex liq­
uid.

III. Model and Form of the Partition Function
The model used here has been described in detail by 

HSN.3 We reiterate the principal features here for the 
sake of clarity. We assume that liquid water consists of a 
distribution of clusters of sizes from 1 to 9,33 and that 
these clusters are as compact as possible, consistent with 
a maximum degree of hydrogen bending. Specific interac­
tions between clusters are not considered and, for the pur­
pose of treating their translational degrees of freedom, 
they are treated as hard spheres in a constant background 
potential (this assumption is discussed further in ref 3). 
Because the clusters are assumed to be independent (ex­
cept for the existence of the uniform background poten­
tial), the canonical partition function for this model, 
Z(N,V,T*), may be separated into partition functions for 
the external and internal degrees of freedom of clusters, 
Qext and Q¡„t, respectively (see eq 1 of ref 3). Then, by 
the standard maximum term arguments of statistical me­
chanics.34 we may obtain the thermodynamic functions of 
the model in terms of the equilibrium distribution of clus­
ters (see eq 2 of ref 3). The specific translation of the clus­
ter model into an internal and an external partition func­
tion33 is considered in sections IV and V.

IV. Internal Partition Function
In formulating the contribution to the total partition 

function from the internal degrees of freedom of clusters, 
we write the total internal partition function at given V 
and T as a product over the individual internal partition 
functions of clusters of different sizes

Qim(N o, V,T',\N;|) (1)

where TV0 is Avogadro’s number, Nj is the number of clus­
ters containing /  water molecules, ¡TV,) is a vector (repre­
senting a distribution function of cluster sizes) whose /th 
component is Nj, with the constraint that TSj/TV, = N0,
= 1/kT, and Enj is the energy and QVib,n; the vibrational 
partition function of the nth configuration of a 7-sized 
cluster. In order to make the evaluation of this partition 
function tractable, we further assume that only clusters 
with the maximum degree of hydrogen bondedness and 
compactness consistent with their size will make signifi­
cant contributions to this partition function.35 With this 
in mind, we assume that the vibrational partition func­
tions of the most important configurations of a /-sized 
cluster will be roughly equivalent and thus Qvib.ru may be 
removed from the sum over “ n" in eq 1. The evaluation of 
this vibrational partition function for different cluster 
species will be considered in section IVB. First, however, 
we will treat the remainder of the sum over cluster config­
urations, which we shall call the “ internal configura­
tional” partition function (Qu.,; this corresponds to 
Qh B.yQent ropy,7 of ref 3) .

A. “ Internal Configurational” Partition Function. As 
pointed out by HSN,3 there are basically two wavs of ob­
taining different configurations of a j -size cluster. First, 
one may change the positions of the oxygen atoms of the

water molecules while still managing to form hydrogen 
bonds between molecules. Thus, a hexamer might be pic­
tured as a “ boat" ring, a “ chair" ring, a planar ring, a 
five-membered ring with one molecule hydrogen bonded 
to it, a four-membered ring with two attached water mol­
ecules (each of these structures having six hydrogen 
bonds), etc. Since the first four of these structures have 
energies within about 2 keal/mol of the minimum-energy 
planar ring (according to our hydrogen-bonding energy 
formalism developed in this section and in the Appendix), 
we should expect at least these four (including the planar 
ring) to contribute to some extent to Qu-,6. Since the pre­
liminary calculations,7 in which the degeneracy arising 
from many possible arrangements of oxygen atoms in a /- 
sized cluster was treated in terms of a parameter, indicat­
ed that the partition function was insensitive to this de­
generacy parameter, we have chosen to consider only one 
oxygen arrangement for each cluster size.

The second way of obtaining different configurations of 
a j -size cluster is to change the relative orientations of the 
molecules within the clusters (keeping the positions of 
their oxygens fixed). This amounts to changing the posi­
tions of the hydrogen atoms within the cluster and will 
thus be called hydrogen randomness (this is the same 
phenomenon that gives rise to the residual entropy of ice 
I, as discussed by Pauling36). The form of the IC partition 
function now becomes

Qn = Y e - iK' (2)

where the sum is now taken only over all possible hydro­
gen arrangements in) of a /-sized cluster (Enj being the 
energy of the nth arrangement).

Hydrogen Entropy and Bond Energy. In order to eval­
uate Zne - âF-ni of eq 2, it must be recognized that many 
physically distinct arrangements of hydrogen atoms in a 
/-sized cluster will have the same energy. Thus, we desig­
nate the feth energy state of /-sized cluster by the symbol 
t-kj, and the number of hydrogen arrangements having en­
ergy tkj is then given by v((*,)• Then, the IC partition func­
tion of a/-sized cluster becomes

Q *' (3)k
The dependence of r/Q*;) on cluster size should incorpo­
rate two features. First, if c ’r.j is defined as the average 
energy per hydrogen bond in a / mer in the kth energy 
state (i.e., if t\j is tkj divided by the number of hydrogen 
bonds in a / mer), then the spread in < ’ for different clus­
ters of size /  must narrow as we go from small to large 
clusters [i.e., the distribution functions, ri(t'kj), must nar­
row], For example, in a dimer the spread in potential en­
ergy between the trans and cis arrangements is 1.43 kcal/ 
mol of bond;6 on the other hand, in ice (where ail hydro­
gen configurations have the same energy36) nlt'kj) be­
comes a n function. The energy cT; may be separated into 
two contributions, that from hydrogen-bonded neighbors 
(the near-neighbor contributions, i*y121) and that from all 
other interactions in the cluster. The dependence of the 
extremes of the near-neighbor contribution to t'kj on /  
(the evaluation of which is discussed in the Appendix) is 
shown in Figure 1, which illustrates how the spread in the 
energies of different hydrogen configurations of a cluster 
decreases with increasing /. Second, the total number of 
possible hydrogen arrangements per water molecule [i.e., 
(rjrj)1 J, where 7/ r,y = SajjQau)] should decrease with in-
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Figure 1. Maximum (£max) and minimum (£min) values of the 
nearest-neighbor interaction energy in a /-size cluster. The c ir­
cles represent energies computed for the hydrogen bonding ar­
rangements in molecular models of clusters built so as to maxi­
mize or minimize the number of most favorable near-neighbor 
interactions. The solid curves for / >  12 were obtained by fitting 
the data to polynomials in 1 //. Both curves asymptotically ap­
proach the dashed curve (the limit for ice I).

creasing cluster size (and hence with increasing degree of 
hydrogen bonding). For example, there are approximately
2.04 possible hydrogen configurations per molecule in a 
“ boat” hexamer [where 2.04 = 721 6, with jjt ,6 = 72 being 
obtained by model building (see the Appendix)], but only 
approximately 3/2 per molecule in ice I.36 These two as­
pects of the dependence of ri(tkj) on cluster size are uti­
lized in the Appendix (see Evaluation of Qj'2') to develop 
approximate distribution functions for different sized 
clusters.

In the evaluation of the internal configurational parti­
tion function of a j mer, Qic.j, it is desirable to include the 
contribution from nonadditivitv (i.e., cooperativity), ob­
tained from recent molecular orbital calculations.4-6 in 
the estimation of tkj. For a quantitative treatment of the 
effect of cooperativity as well as that of hydrogen random­
ness [expressed in terms of ?;(c^)] on the relative stability 
of different size clusters, we make the assumption that tkj 
is separable into two additive terms: one [ tk j i2)] which, as 
mentioned above, depends on the relative configuration of 
nearest neighbors and another (tj) which is independent 
of hydrogen configuration but includes second-neighbor 
interactions, three-body non-additive potentials, and dis­
persion interactions. Thus

The same assumption was used6 to compute the lattice 
energy of ice. In fact, we employ arguments similar to 
those used earlier6 (and the same potentials6) to evaluate 
tkj'2' and tj ,  as discussed in the Appendix.

The details of the evaluation of are pre­
sented in the Appendix for clusters of size 1 to 100,37 but 
we comment here on some of the assumptions made in 
this calculation. First, it is necessary to assume a given 
geometry (i.e., a given oxygen arrangement) for each size 
cluster. This was done in a manner that is consistent with 
the previously mentioned requirement (see discussion fol­
lowing eq 1 above) that the number of hydrogen bonds in 
a cluster of given size be maximized. This approximation 
amounts to the consideration of only a few of the many 
possible oxygen arrangements of the small clusters found7 
to dominate in our theory,35 and is one of the limitations 
of our treatment (see section X below). For j  = 8 and 9,

TABLE I: Cluster Connectivity and Size
M o le  fra c t io n , yij

Cluster 
size y One-bonded Two-bonded

Three-
bonded

Four-
bonded ynja

2 1.00 0 0 0 0.75
3 0.67 0.33 0 0 0.67
41’ 0 1.00 0 0 0.50
5'- 0 1.00 0 0 0.50
6 0 1.00 0 0 0.50
7„ 0 1.00 0 0 0.50
8 0 0.75 0 .25 0 0 .44
9 0 0.77 0.23 0 0 .4 4

° y Bj IS f ra c t io n  o f  bonds b ro ke n  in  a y'-size C-uster re la t iv e  to  th e  to ta l
poss ib le  n u m b e r o f  bonds th a t  th e  c lu s te r co u ld  h ave  i f  a l l  m o lecu les  w ere  
te tra c o o rd in a te d  as in  ice, i.e., yBj- = Nsj/^j, w h ere  Nsj [=  0 / 2 )  (4 — 
Siiyij) ] is  th e  n u m b e r o f  b ro ke n  bonds in  a y'-size c lu s te r  (as in  re f  3 ) . b These 
va lues  d if fe r  fro m  those in  re f  3.

we use the same cluster geometries assumed by HSN3 in 
order to obtain the number of ¿-bonded molecules in a 
cluster of size j. Following HSN,3 we ignore one-bonded 
molecules for clusters larger than j  = 7. For j  < 7, we se­
lect different geometries than those used by HSN,3 on the 
basis of recent conclusions of Lentz and Scheraga.6 Spe­
cifically, we select ring structures for j  = 4, 5, and 7 
(keeping the cyclic 6-mer of HSN), since rings contain one 
more hydrogen bond than the corresponding noncyclic 
structure, and involve very little ring strain, even in the 
case of a tetramer. The selected values of the fraction of 
¿-bonded molecules in a cluster of size j, yi j,  are given in 
Table I together with y hj, the fraction of broken hydrogen 
bonds,38 where

4

y B] = 1 -  ( v Æ < y , j  <5)
The values of y ,, are used in the evaluation of 
~kv(tki)e~d,kJ in the Appendix.

Second, we consider the assumption in which t j  is con­
sidered to be independent of hydrogen configuration in a 
/-sized cluster. The contribution to t j  that is most likely 
to depend on the hydrogen configuration of a cluster is the 
second-neighbor two-body interaction.6 In the calculation 
of the lattice energy of ice,6 the use of an average second- 
neighbor energy for “ sequential” and “ nonsequential” tri­
mer arrangements (see Appendix; Evaluation of t j )  is not 
unreasonable because the geometrical constraints of the 
lattice make all hydrogen configurations equally proba­
ble;6'36 however, in treating small clusters, where addi­
tional freedom exists for more energetically favored hydro­
gen configurations to be adopted, the magnitude of the 
error in such a treatment is greater. Nevertheless, this as­
sumption should not introduce much error (even for small 
clusters) because the major contribution from hydrogen 
randomness should arise from the near-neighbor interac­
tions; i.e., the maximum spread in the energies for differ­
ent first-neighbor configurations [1.43 kcal/mol of bond,6 
which appears in e* /21] is much larger than the maximum 
spread in the energies for different second-neighbor con­
figurations [0.25 kcal/mol, estimated from MO calcula­
tions,5-6 or about 0.5 kcal/mol computed here with the 
empirical BNS9 potential; this would appear in e,-]. Thus, 
by taking t j  independent of hydrogen configuration in a j- 
size cluster, we are neglecting at most 0.25-0.5 kcal/mol 
spread in the second-neighbor interaction energies, which 
is smaller than the 1.43 kcal/mol spread in the near­
neighbor interaction energy which we have taken into ac-
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Figure 2. Dependence of average hydrogen bond energy on 
cluster size at 0°. The curve at large / (/'.e., »  100) approaches 
the dashed curve (the limit for ice I) asymptotically. The dashed 
curve was assumed by HSN3 to hold for all values of j.

count. At any rate, if we were to take this spread into ac­
count, we would expect the distribution functions, v((kj), 
to be altered somewhat, but without any significant quali­
tative change in their variation with cluster size.

The error that may be introduced by considering only a 
few of the many possible oxygen arrangements of a cluster 
is considered in section X . The absolute error introduced 
by failure to account properly for the spread in the terms 
included in (three-body, second-neighbor, and disper­
sion energies) has been estimated6 to be less than 20%. 
Aside from this error, it must be remembered that there 
are also uncertainties6 in the interaction potentials, even 
though they were obtained® from extensive-basis ab initio 
LCAO-MO calculations. If we assign an error limit of 10% 
to these potentials, then we might expect our treatment of 
the internal partition function of a cluster to be in error 
by no more than about 30%. Since the errors involved in 
the treatment of different clusters should be similar, the 
error in the relative stabilities of different size clusters 
should be less than the absolute error. In summary, then, 
we have a reasonable quantitative treatment of the effects 
of hydrogen randomness and hydrogen-bond cooperativity 
on the relative stabilities of different size clusters.

After ZkvUkj)e~rl‘kJ is evaluated (see Appendix), and 
Q i c j  thus computed, we may obtain the average energy 
per bond in a / - size cluster, EHj, as

EHj = -  [1 /(2 ; -  N gjW  In Qlc,j/dp (6 )

where (2;  -  N b j ) is the number of unbroken hydrogen 
bonds in a /-size cluster. This quantity is referred to zero 
for separated water molecules at rest in the gas phase 
(since this is the zero for the potentials obtained from MO 
calculations5-6 which form the basis for the calculation of 
f * /2> and (j), and is comparable to — Eh' of HSN.3 Euj is 
plotted37 against /, at 0°, in Figure 2. The shape of this 
curve results from both the effects of hydrogen random­
ness (contained in the first neighbor term, tit/2') and the 
effect of second neighbor and cooperative interactions 
(contained in t¡). This contrasts with the curves of Figure 
1 which reflect only the possible spread in near-neighbor 
interaction energies due to our approximate treatment of 
hydrogen randomness (i.e., possible spread in f * /2')- 
Since at 0°, the average near-neighbor energy of a cluster 
is close to the near-neighbor energy of the most stable hy­
drogen arrangement (i.e., Emin of Figure 1), we can see 
the effects of the second neighbor and cooperative interac­
tion energies by contrasting EHJ of Figure 2 with Enun of

HSN5
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Figure 3. Cooperative and second-neighbor effects In hydrogen- 
bonded water molecules, expressed in terms ot energy levels to 
be associated with /'-bonded water molecules. First column illus­
trates assumption of HSN3 who ignored cooperativity. Second 
column illustrates effects of treatment of cooperative and sec­
ond-neighbor interactions given here. The numbers 4, 3, 2, 1, 0 
refer to the number of bonds of a bonded species.

Figure 1. This comparison reveals that the relative unfa- 
vorability of very small clusters (j = 2 and 3), compared 
to a hexamer for example, arises from the tj term (con­
taining the cooperative, second neighbor and dispersion 
effects); the same is partly true in the region between j  = 
7 and 12. Thus, a 12-mer (consisting of two six-membered 
rings) has less energy per bond than a hexamer because of 
the less favorable contributions of the cooperative and 
second-neighbor terms to the energy to be associated with 
three-bonded water molecules (these first appear in clus­
ters of size j  = 8). Similarly, the less favorable contribu­
tions of these terms to the energy to be associated with 
one-bonded water molecules destabilizes clusters of size 2 
and 3. These effects are illustrated in Table II, where the 
contributions of cooperative, second-neighbor, and disper­
sion effects to EHj are listed for /  = 2 to 12. The destabili­
zation of one-bonded and three-bonded water molecules in 
our treatment relative to the noncooperative treatment of 
HSN3 is further illustrated in Figure 3, where we diagram 
the energy levels associated with /-bonded water mole­
cules in both our treatment and that of HSN3 (the deriva­
tion of Figure 3 is explained in the Appendix). A further 
comment on the behavior of EHj (in Figure 2) should be 
made about the slight jump of less than 2% between j  = 
14 and 15, which arises from the slight discontinuity in 
the connectivity relations (direct counting for j  < 14 and 
the empirical Némethy-Scheraga equations38 for j  > 14). 
Since the results of our preliminary calculations7 indicat­
ed essentially no clusters of size larger than ~10 [a result 
corroborated by the very small number of clusters of size 
7, 8, or 9 found in this study (see section VIII)], the be­
havior of this part of the curve is immaterial. Finally, at 
infinite j, EHJ approaches the dashed line in Figure 2, 
which represents the energy per bond in ice39 (-E n ' = 
—6700 = —13,400/2, which was used for all values of j 
by HSN3).

We may also obtain the hydrogen entropy per mole of 
water in a/-sized cluster, SH;, from Q /rj as

S Hj =  ( l / / ) [ / i  In Qt c . j  ~ ( l / T ) d \ n  Q u, ; / ^ ]  <~>

This is related to the residual entropy of ice,36 and is plot­
ted37 in Figure 4 for T = 0°. As /  approaches infinity, S(1./ 
approaches the value for ice (dashed line in Figure 4).
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Figure 4. In te r n a l e n tro p y  p e r  m o le  o f w a te r  In a  /'-s iz e  c lu s te r  
a t  0 ° ,  d u e  to  h y d ro g e n  ra n d o m n e s s . T h e  d a s h e d  lin e  re p re s e n ts  
th e  a s y m p to t ic  lim it  ( th e  re s id u a l e n tro p y  o f i c e ) .

E f f e c t  o f  S u r r o u n d in g  L iq u id  a n d  S h i f t  in I n t r a m o l e c u ­
lar Z e r o - P o i n t  E n e r g ie s .  At this point we have a treat­
ment of the internal potential energy (exclusive of vibra­
tional contributions) of a gas-phase cluster relative to sep­
arated molecules at rest (if expressed in units of calories/ 
mole of bond, this is E Hj  of Figure 2). We now change the 
zero of energy to that of ice at 0°K in its ground intermo- 
lecular and intramolecular vibrational levels, so that the 
final free energy and energy to be calculated will be ex­
pressed with respect to the same standard state used in 
ref 3. To accomplish this, we simply add to tkj in eq 3, the 
energy of transferring j  moles of water from ice in its in- 
termolecular ground state at 0°K to separated molecules 
at rest (9900/ = 13,400/ -  3500/’, where 13,400 cal/m ol is 
the lattice energy of ice , 3 9  and 3500 cal/m ol is Whalley’s 
estimate of the intermolecular ground state energy of 
ice39-40). It should be noted that we have so far taken no 
account of any shifts in intramolecular zero-point energy. 
We must now include the shift in intramolecular zero- 
point energy on breaking N bj (=  2jy B j )  moles of bonds in 
ice to form 1  mol of / mers in the gas phase. As discussed 
by HSN , 3  this is [2/yg/(1400/2)], where 1400 cal/mol is 
the shift in intramolecular zero-point energy given by 
Whalley3 9 - 4 0  for transfer of 1 mol of water from ice to the 
gas phase. Thus, Q u  j  becomes, relative to ice at 0°K in 
its intra- and intermolecular ground states

<?ic. =  e x p )- 0 [e*/2' +

e, +  / y B,(1400) +  9900/]| (8 )

We must now transfer these clusters from the gas phase 
into the liquid. As discussed in ref 3, this adds the energy 
of interaction arising from the constant liquid background 
potential (see section III), which is expressed as — N b j ( c / V )  

per mole of j -size cluster (section IVB of ref 3). Finally 
we include the shift in intramolecular zero-point energy 
on transfer to the liquid [—N Bj(b '/ V )\  section IVC of ref
3], Combining these two terms [(c/V ) +  ( b '/ V )  =  (a/V)], 
we write Q i c . j  for a cluster in the liquid with its energy 
relative to ice at 0 °, in its inter- and intramolecular 
ground states. The constant a is unknown, and will be 
treated as an adjustable parameter.

<?„ =  Q , ,2‘ expH 3[e, -  j y Bj( 2 a / V  -  1400) +  9900/]!
(9)

where we have used Q /2) as defined in the Appendix.
B. V ib ra t ion a l  P a r t i t i o n  F u n c t i o n  In the first paper of 

this series HSN 3  concluded that a major shortcoming of 
their treatment was the assumption that the intermolecu­
lar vibrational frequencies of a cluster were taken to be 
independent of cluster size and connectivity (or shape). 
They concluded from their results that small clusters had 
been overly unfavored because of the assignment of un­
reasonably large frequencies to the intermolecular normal

Figure 5 . E ffe c t iv e  d ia m e te r  o f a  w a te r  m o le c u le  in a  / - s iz e  
c lu s te r . T h e  re s u lts  o f m o d e l b u ild in g  ( □ )  a re  c o m p a r e d  to  th e  
l in e a r  in te rp o la tio n  o f H S N 3 (d a s h e d  l in e ) .  T h e  s o lid  lin e  a r is e s  
f ro m  a  fit o f th e  re s u lts  o f m o d e l b u ild in g  (a n d  th e  ic e  lim it)  to  
th e  e m p ir ic a l e q u a t io n  R e i r , /  =  4 .0  -  3 . 3 6 / / 0-586.

modes of small clusters. Ideally, the treatment of the nor­
mal modes of a cluster would start with a knowledge of 
the interaction potential experienced ty  each molecule in 
the cluster. This interaction potential would be expected 
to vary considerably with the number of hydrogen-bonded 
neighbors of a given water molecule. Given such an inter­
action potential, the solution of the equations of motion 
for each cluster will yield a frequency spectrum for that 
cluster. Such a treatment involves prohibitively expensive 
calculations for the case of large clusters. Taking advan­
tage of the results of our preliminary calculations , 7  how­
ever, we have limited our attention to a small number of 
small clusters and have calculated the normal modes of 
each cluster starting with an approximate description of 
the interaction potential of water molecules within the 
cluster.

The potential chosen here for these calculations is the 
BNS 9  “ effective pair potential.”  The details of these nor­
mal mode calculations (using the BNS potential) are de­
scribed elsewhere . 2 2  Unfortunately, although this poten­
tial is based on a qualitatively reasonable picture of the 
charge distribution in a water molecule, it has been shown 
to predict somewhat large frequencies for the librational 
modes of tetracoordinated water molecules . 1 7 - 2 2  In order 
to correct for this limitation of the BNS potential, we 
have rescaled the librational frequencies resulting iron 
these calculations by multiplying them by a factor (v iz . .  
0.67) which makes the average librational frequency of a 
tetrahedrally coordinated molecule2 2  fall within the range 
of values obtained in various neutron scattering experi­
ments for the librational maximum in ice4 3  ( i . c . ,  600 700 
cm -1 ; see Table IX, Appendix B of ref 7 or Table II of ref 
22 for a summary of the experimental data). A similar 
procedure (with essentially the same scaling factor) was 
followed by Weres and Rice 1 7  in their correction of this 
potential. The frequencies of translational normal modes 
were taken as computed, with no rescaling. A summary of 
the rescaled normal-mode frequencies of the cluster 
species is given in Table III. 4 4  The Cartesian coordinates 
of the water molecules in each of these clusters are given 
in ref 2 2 .

Using the rescaled frequencies of Table III for a j -size 
cluster (for j  =  2 to 8 , with a 9-mer treated as described in 
footnote e  of Table III), the intermolecular vibrational 
partition function becomes
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TABLE II: Cooperative, Second-Neighbor, and 
Dispersion Contributions to Eu;

F i r s t  a n d  s e c o n d

C lu s t e r  s iz e  j

C o o p e r a t i v e

e n e r g y "

S e c o n c - n e ig h b o r  

e n e r g y "

n e ig h b o r  d is p e r s io n  

e n e r g y "

2 0 0 - 9 0 0

3 - 4 9 0 - 5 2 0 - 9 2 0

4 - 9 9 0 - 5 2 0 - 9 2 0

5 - 9 9 0 - 1 0 4 0 - 9 4 0

5 * h - 5 6 0 - 5 2 0 - 9 7 0

6 - 9 9 0 - 1 0 4 0 - 9 4 0

7 - 9 9 0 - 1 0 4 0 - 9 4 0

8 - 9 1 0 - 9 3 0 - 9 6 0

9 - 9 2 0 - 9 4 0 - 9 6 0

1 0 - 8 7 0 - 8 7 0 - 9 7 0

1 1 - 8 6 0 - 8 5 0 - 9 7 0

1 2 - 8 5 0 - 8 4 0 - 9 7 0

a  U n i t s :  c a lo r ie s  p e r  m o le  o f  b o n d .  6 T h i s  is  c  s t a r  p e n t a m e r . 36

6 ; - 6

Q * i h . j=  J[ \ e x p ( - h f j i / 2 k T ) ] [ l  ~  e x p i - h v j i / k T ) ]  ' ( 1 0 )
I =  i

where vji is the frequency of the (th normal mode of a j -  
size cluster.

V. External Partition Function
As in ref 3. the external partition function is expressed 

as the product of partition functions over the translational 
and rotational degrees of freedom of clusters (eq 13 of ref
3).

.4. T r a n s la t io n a l  P a r t i t i o n  F u n c t io n .  We have adopted 
completely the treatment of the configurational (transla­
tional) partition function given by H SN . 3  As mentioned 
in section III, this treatment requires the assumption that 
the clusters may be considered to behave (at least as far 
as their translational degrees of freedom are concerned) as 
a system of hard spheres whose attractive interactions 
may be treated by a uniform background potential (see 
section IVA of this paper, and section VA of ref 3). The 
thermodynamic properties o f such a system have been de­
rived by Lebowitz and Rowlinson4 5  from Lebowitz’s solu­
tion4 6  o f the generalized Percus-Yevick equation (eq 
17-20 of ref 3 summarize these results).

In order to use these results, we need specify only the 
hard-sphere diameter of each cluster. R j.  If we accept 
HSN’s estimate of the effective hard-sphere diameter4 7  

for a monomer (2.9 A), then this quantity must increase 
in larger clusters until it reaches 4.0 A for ice I . 3  Because 
the dependence of flerr, / 7  on j  between these limits is un­
known, we have resorted to model building in order to es­
timate the dependence of the effective diameter per water 
molecule on cluster size. By measuring the displaced vol­
ume of foil-wrapped space-filling models ( i .e . .  by immer­
sion of the models in water), the data in Figure 5 were ob­
tained . 4 8  In Figure 5. our estimate of R e tt .j  is compared to 
the linear interpolation of HSN. It is worth noting that 
our model building results predict that clusters in the 
range of j  =  15 to 30 should be considerably bulkier than 
the simple linear interpolation of HSN indicates. This 
added bulkiness will mediate against the existence of 
clusters in this size range even more than did the diame­
ters used by HSN. since the configurational entropy of a 
system of hard spheres must decrease as the spheres be­
come larger.

B. R o ta t io n a l  P a r t i t i o n  F u n c t i o n .  In the first paper of 
this series, HSN used the rotational partition function of

TABLE III: Cluster Normal Mode Frequency 
Distributions

F r e q u e n c ie s  o f  lo w -

F r e q u e n c ie s  o f  l i b r a t i o n a l  f r e q u e n c y  l a t t i c e  m o d e s , 1b

C lu s t e r  s iz e  j m o d e s , "  c m c m  1

2 5 7 1 2 2 0 1 8 0 1 1 3

5 0 6 2 0 7

3 6 8 0 4 6 0 2 2 0 1 9 3 7 7

5 8 2 4 0 2 1 9 8 1 7 4 3 6

2 9 3 1 1 1

4 7 3 4 4 3 0 2 3 1 1 8 1 1 2 1

6 4 5 4 3 0 2 0 6 1 7 9 5 0

6 1 6 4 1 9 2 0 6 1 7 6

6 1 6 2 9 3 1 9 2 1 7 6

5 8 1 0 5 1 8 2 5 9 2 1 9 1 0 8

7 4 4 4 5 9 2 4 5 2 1 6 1 0 2

6 9 6 4 4 7 2 1 8 1 8 2 3 6

6 8 5 3 8 8 2 0 7 1 8 0 2 1

6 2 9 3 6 1 1 9 6 1 5 6
c 9 4 3 5 4 1 2 8 8 2 1 4 1 2 5 4 7

7 0 0 4 7 4 2 7 2 2 0 7 9 6 3 9

6 4 9 4 3 4 2 6 1 2 0 5 7 9 2 9

4 0 9 1 5 7 5 1

3 4 2 1 3 2 5 0

6 7 6 7 4 6 3 2 5 5 2 3 0 1 2 9

6 9 5 4 6 3 2 2 8 2 2 2 7 3

6 9 5 4 3 6 2 2 8 2 2 2 7 3

6 9 3 4 1 1 1 8 8 1 6 5 5 0 "

6 9 3 4 1 1 1 8 7 1 6 5 3 0

6 6 1 3 1 9 1 7 3 1 5 9 2 \ d

7 8 8 8 5 3 2 3 2 5 2 2 4 1 4 8 2 1

8 1 5 5 0 6 2 7 S 2 2 0 1 2 9

7 7 7 4 7 5 2 6 8 2 0 1 1 0 1

7 3 4 4 6 6 2 5 4 1 9 4 9 9

6 6 9 4 4 2 2 3 0 1 8 3 5 4

6 2 0 3 9 9 2 1 0 1 8 1 4 5

5 8 5 3 8 7 2 0 4 1 6 7 3 1

8 ' 9 3 3 5 7 0 3 4 4 2 3 3 1 5 6 3 4

8 5 5 5 3 5 3 0 4 2 2 2 1 3 6 2 9

7 4 9 4 7 4 2 8 9 2 1 7 9 4

7 4 7 4 5 4 2 7 8 2 1 1 8 S

7 3 1 4 4 7 2 5 5 2 0 6 8 4

7 0 0 4 3 2 2 1 0 1 8 2 4 9

6 6 7 4 0 8 2 0 6 1 7 3 4 6

6 3 8 3 6 7 2 0 2 1 6 6 4 0

13 T h e s e  h a v e  b e e n  re s c a le d  a s  d e s c r ib e d  i n  t h e  t e x t .  b D e t a i l e d  a n a ly s is  

o f  t h e  n a t u r e  o f  t h e  n o r m a l  m o d e  m o t io n s  h a s  b e e n  m a d e  o n l y  f o r  j  =  5 * . 12 

O n  t h e  b a s is  o f  t h i s  a n a ly s is  t h e  l o w - f r e q u e n c y  m o d e s  m i g h t  b e  d e s c r ib e d  

r o u g h l y  a s  h in d e r e d  t r a n s la t i o n a l  m o d e s  ( j-t ) ;  t o r s io n a l  m o t io n s  a b o u t  t h e  

O - H  • - O  h y d r o g e n  b o n d  (»'torsion)» a n d  h ig h l y  c o u p le d  O  - O  - O  

d e f o r m a t i o n  m o d e s  r  N o r m a l  m o d e  f r e q u e n c ie s  o f  t h e  t e t r a c o o r d in a t e d  

s t a r  p e n t a m e r . 36 d  B e c a u s e  o f  c o m p u t a t i o n a l  d i f f i c u l t i e s ,  th e s e  t w o  f r e ­

q u e n c ie s  h a d  t o  b e  e s t im a t e d  b y  i n t e r p o l a t i n g  b e tw e e n  t h e  r e s u l t s  f o r  t h e  

c y c l i c  p e n t a m e r  a n d  t h e  c y c l i c  h e p t a m e r .  e I t  s h o u ld  b e  n o t e d  t h a t  l i m i t a t i o n  

o f  a v a i l a b le  c o m p u t e r  t i m e  m a d e  i t  d i f f i c u l t  t o  o b t a i n  a  s e t  o f  n o r m a l  m o d e  

f r e q u e n c ie s  f o r  a  c lu s t e r  o f  s iz e  9  ( t h u s  n o  e n t r y  f o r  t h i s  s iz e  c lu s t e r  is  g iv e n  

i n  t h i s  t a b le ) .  W e  h a v e  o b t a in e d  a p p r o x im a t e  v i b r a t i o n a l  t h e r m o d y n a m ic  

f u n c t i o n s  ( i .e . ,  F ,  U ,  S )  f o r  a  n o n a m e r  b y  e x t r a p o la t i n g  t h e  v i b r a t i o n a l  

t h e r m o d y n a m ic  p r o p e r t ie s  o f  a  h e p t a m e r  a n d  o c t a m e r .

a freely rotating rigid body to treat the rotational degrees 
of freedom of a cluster. They found it necessary, however, 
to include an adjustable parameter that effectively re­
duced the amount of orientational configuration space 
available to a cluster. In analogy to the linear motion of a 
particle in a one-dimensional potential, we might think of 
this as having the effect of treating the rotational degrees 
of freedom of a cluster by the partition function of a rigid 
body rotating in a “ square” potential well. Although the 
exact nature of the orientational potential between clus­
ters is uncertain, it does seem likely that such an orienta­
tional “ square well”  must overestimate the steepness of 
this potential to some extent, and therefore underestimate

The Journal o ' Physical Chemistry. Voi. 76 No. 15 1974



1538 B. R. Lentz, A. T. Hagler, and H. A, Scheraga

the contribution of the rotational degrees of freedom of a 
cluster to the internal energy and heat capacity.

Instead, we have approximated the orientational poten­
tial experienced by a cluster in the field of its neighbors 
with a harmonic potential function. Thus, the three nor­
mal rotational motions of a cluster are thought of as tak­
ing place under the influence of a harmonic potential (the 
same harmonic potential will be used for each of the three 
rotational degrees of freedom of a given cluster) and are 
therefore hindered rotations. This procedure not only ap­
proximates the orientational potential experienced by a 
cluster with a “ softer” potential than that used by HSN, 
but also allows us to interpret the necessary rotational pa­
rameter as a measure of the frequencies of the librational 
modes of clusters of water molecules. The rotational parti­
tion function is thus taken as

9

Qn,t =  ~ \ \ ( [ e x p ( - h f j / 2 k T ) ] [ l  ~  e x p ( - h f j / k T ) Y 1) '  ( 1 1 )

where f j  is a mean librational frequency of a ;-sized clus­
ter

f , =  ( l / 2 i r ) ( K  j / 1  j f 2 ( 1 2 )

I ,  =  [ ( / aV c/T 7 3 (13)

where (I\I\Jr)j and K j  are the product of the moments of 
inertia and the rotational force constant, respectively, of a 
./-sized cluster. The moments of inertia are those used by 
HSN , 3  except for j  = 4, 5, and 7, for which our assumed 
cluster geometries differ from those of HSN (see section 
IVA).

Since we have no way of estimating a p r io r i  the values 
of the rotational force constants, K j ,  these must be ad­
justed. In order not to introduce an unreasonable number 
of parameters, we shall adjust only the force constant of 
the monomer and obtain the other K f s from K j  and a 
suitable model for the variation of K j  with j ;  K j  is chosen 
such that a point on the surface of a cluster moves 
through a characteristic distance (during a hindered rota­
tion) independent of the size of the cluster. Thus we take

K ,  =  K ^ R j / R f  (14)

where the rotational force constant for a monomer is given
by

K j  — d / V  (15)

and d  is an adjustable parameter as in ref 3. The volume 
dependence is such that K j  approaches zero (free rota­
tion) in the limit of infinite volume. The assumption that 
a characteristic distance is independent of cluster size 
may be compared with the assumption of HSN that their 
a' is independent of cluster size; the assumption of HSN, 
unlike this one, implies that a point on the surface of a 
cluster moves through larger and larger distances as the 
size of the cluster increases.

lecular zero-point energy accompanying the breaking of a 
hydrogen bond, and (4) the interaction of the cluster with 
the “ background”  liquid; and (B) a vibrational partition 
function which incorporates the normal mode frequencies 
of a cluster calculated within the harmonic approxima­
tion, using the approximate water molecule interaction 
potential of B N S . 9  The external partition function con­
sists of a term which leads to the configurational entropy 
of the system of hard-sphere clusters, and a hindered rota­
tional partition function which assumes a harmonic orien­
tational potential between clusters. It should be noted 
that the “ background”  interaction term, which formally 
should be included as part of the external partition func­
tion , 3  for the sake of convenience has been included in the 
“ internal configurational” partition function. Collecting 
all the terms derived in sections IV and V, we obtain an 
expression for the complete partition function

Z(N0, V, T ; j/V,i) =

TTUQ/2> exp|—/J(e, -  j y „ j [ 2 a / V -  1400] +  9900./)! ]v v X

6 ; - 6

7T ( ex p \ —hvji !'ZkT\\\
1=1

V

exp\—hv,,/kT\)  1 x

[([expj—/ i / j  /  2 /eTj][l -  expj~ h . f ] /k T \ T ' ? f  ̂  x

Q,ra J N 0. V . T- \ N p  (16)

where Qtraiis is given by eq 20 of ref 3. The two parame­
ters of the partition function are a (in eq 9) and d  (in f j  of 
eq 12-15). We note that the distribution vector, \Nj\, is 
the one that maximizes the partition function (see section 
III above or section III of HSN3), and that the “ product 
over j ”  (IIj) represents the product over all cluster species 
considered in this work.

VII. Distribution of Cluster Sizes and Computational 
Procedures

As pointed out in sections III and VI, the partition func­
tion for any given set of parameters, a and d, must be a 
maximum ( i .e . , the free energy must be a minimum) with 
respect to the distribution vector \Nj\. In the calculations, 
we have allowed all the IV/s for j  =  1 to 9 to vary inde­
pendently, subject to the normalization condition that

i j N J/ N (l =  ± X J =  l  (17)
J - '  y = l

where X j  is the mole fraction of water molecules in ./-size 
clusters.

Actually, the minimization of the free energy at each 
temperature is carried out with respect to only eight vari­
ables because of the normalization condition of eq 17. 
These variables are taken as f  j for j  -  1 to 8 . where

VI. Summary of the Partition Function
As noted in section III, the partition function of liquid 

water is expressed as the product of the external and in­
ternal partition functions of a system of clusters. The in­
ternal partition function of a cluster is composed of (A) an 
“ internal configurational”  partition function which con­
tains ( 1 ) the internal potential energy of a cluster (includ­
ing cooperative and second neighbor terms), (2 ) the hy­
drogen randomness of a cluster, (3) the shift in intramo-

X j  =  exp /s j  =  1  to 8

X 9 =  l / s  (18)

s =  1  +  £  exp / ,
J - 1

The nested minimization by which we adjust a and d  to 
obtain a fit to experiment is carried out by (a) choosing 
initial values for a and d, (b) using these values to calcu­
late the free energy, F, and energy, U, and their per cent
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TABLE IV: Comparison of Calculated and Experimental Thermodynamic Properties of Water
Free energy0 Internal energy” Entropŷ Heat capacitŷ

Temp, °C Calcd Obsdd Error” Calcd Obsd'' Error” Calcd Obsdd Error” Calcd Obsd̂ Error”
0 - 1 4 5 9 . 7 - 1 4 3 5 - 1 . 7 2 2 9 1 3 . 9 2 7 0 8 7 . 6 0 1 6 . 0 2 0 1 5 . 1 7 5 . 6 1 1 1 . 6 0 1 8 . 1 6 - 3 6 . 1

1 0 - 1 6 2 1 . 5 - 1 5 8 9 - 2 . 0 5 3 0 3 2 . 9 2 8 8 9 4 . 9 8 1 6 . 4 4 7 1 5 . 8 2 3 . 9 6 1 2 . 3 3 1 8 . 0 5 - 3 1 . 7
2 0 - 1 7 8 3 . 2 - 1 7 5 0 - 1 . 9 0 3 1 5 9 . 7 3 0 7 0 2 . 9 2 1 6 . 8 7 0 1 6 . 4 4 2 . 6 2 1 2 . 9 7 1 8 . 0 1 - 2 8 . 0
3 0 - 1 9 4 6 . 0 - 1 9 1 7 - 1  . 5 1 3 2 9 2 . 2 3 2 5 1 1 . 2 7 1 7 . 2 8 8 1 7 . 0 5 1 . 3 9 1 3 . 5 2 1 7 . 9 9 - 2 4 . 9
4 0 - 2 1 0 9 . 8 - 2 0 9 1 - 0 . 9 0 3 4 3 0 . 3 3 4 3 1 - 0 . 0 2 1 7 . 7 0 0 1 7 . 6 3 0 . 4 0 1 3 . 9 9 1 7 . 9 9 - 2 2 . 2
5 0 - 2 2 7 5 . 5 - 2 2 7 0 - C . 2 4 3 5 7 2 . 3 3 6 1 1 - 1 . 0 7 1 8 . 1 0 5 1 8 . 2 0 - 0 . 5 2 1 4 . 4 0 1 8 . 0 0 - 2 0 . 0

6 0 - 2 4 4 3 . 3 - 2 4 5 5 0 . 4 8 3 7 1 8 . 0 3 7 9 1 - 1 . 9 3 1 8 . 5 0 2 1 8 . 7 5 - 1 . 3 2 1 4 . 7 6 1 8 . 0 2 - 1 8 . 1
7 0 - 2 6 3 1 . 4 - 2 6 4 5 1 . 2 0 3 8 6 6 . 8 3 9 7 1 - 2 . 6 2 1 8 . 8 9 3 1 9 . 2 8 - 2 . 0 1 1 5 . 0 6 1 8 . 0 4 - 1 6 . 5
8 0 - 2 7 8 5 . 7 - 2 8 4 0 1 . 9 1 4 0 1 8 . 6 4 1 5 3 - 3 . 2 4 1 9 . 2 7 6 1 9 . 8 0 - 2 . 6 5 1 5 , 3 4 1 8 . 0 7 - 1 5 . 1
9 0 - 2 9 6 0 . 1 - 3 0 4 1 2 . 6 6 4 1 7 3 . 5 4 3 3 3 - 3 . 6 8 1 9 . 6 5 2 2 0 . 3 1 - 3 . 2 4 1 5 . 5 8 1 8 . 1 1 - 1 4 . 0

1 0 0 - 3 1 3 7 . 1 - 3 2 4 6 3 . 3 6 4 3 3 0 . 7 4 5 1 5 - 4 . 0 8 2 0 . 0 2 1 2 0 . 8 0 - 3 . 7 5 1 5 . 8 1 1 8 . 1 5 - 1 2 . 9

° Units calories per mole HiO. b Units calories per mole H2O per degree. ” Error in fit reported as per cent error = (calculated — observed) 1 0 0 observed 
d Reference 55.

deviations from experiment at each of 1 1  temperatures 
from 0  to 1 0 0 °, (c) summing the squares o f these devia­
tions over the eleven temperatures to obtain the goodness 
of fit parameter, 4 9  x2, be.,

X2  =  yjK-Fral.-ri r _  -f’ohs(I.J-)100/f„l sd r ] 2 +
T

[( (/calcd. T t̂ ohsd.T >100/ ( / obsdT]2| (19)
(d) varying a and d  and then .repeating b and c to mini­
mize the sum of squares of the deviations (x2). An algo­
rithm suggested by Powell5 0  is used for this minimization. 
It should be noted that carrying out step b involves the 
minimization of the free energy with respect to the N/s at 
each of the 1 1  temperatures considered; this is necessary 
in order to fulfill the “ maximum term” condition men­
tioned in section III. The minimization of the free energy 
with respect to the set of Nj should not be interpreted as 
introducing any new adjustable parameters into the theo­
ry, since, for every N j  varied, there exists the added con­
straint that d F / d N j =  0 (i . e ., the condition of thermody­
namic equilibrium between the clusters). A conjugate gra­
dient algorithm proposed by Fletcher5 1  is used for the 
minimization of the free energy with respect to the N / s  

(in practice, with respect to the more convenient variables 
as mentioned above). When this minimization has 

been properly carried out (for given values of a and d ) ,  
then the free energies per mole of water in all the cluster 
species are equal (indicating equilibrium between the 
clusters). This provides us with a check on the minimiza­
tion.

VIII. Results and Comparison with Experiment
Initially, the computations were carried out with only 

one oxygen arrangement per j-mer (i.e., one that maximi­
zes the degree of hydrogen bonding, as discussed in sec­
tion IV), and the results of this treatment are referred to 
briefly in section A. Then, in order to examine the effect 
of inclusion of more than one oxygen arrangement per 
j -mer (specifically, arrangements resulting in less than the 
maximum possible degree of hydrogen bonding), the com ­
putations reported more fully in section B were carried 
out, in which two oxygen arrangements were included for 
clusters with j  = 5.

A . O n e  O x y g e n  A r r a n g e m e n t  p e r  j - m e r .  With one oxygen 
arrangement per j-mer. and j  =  1 to 9, minimization of 
the quantity x 2  described in section VII led to the fol­
lowing values of the two adjustable parameters: a =  
91,100 cal cm3/m ol of bond, and In d = -24 .1  (where the

units of d  are dyn cm 4 /radian 2  molecule; or, in thermo­
chemical units, d =  492,000 cal cm 3 /radian 2  mol). With 
these values of the adjustable parameters, the fit of the 
experimental free energy and internal energy by the corre­
sponding theoretical values of these quantities (between 0  

and 1 0 0 °) is characterized by a reduced x 2  parameter5 2  of 
1.59. The computed distributions of cluster sizes consist 
almost exclusively of clusters with j  <  6 , and the mole 
fraction of water molecules in clusters of size 9. i .e . ,  X 9, is 
less than 0.0002 at all temperatures. These distributions 
are bimodal, with most of the water molecules being in 
rings with j  =  5 and 6  at all temperatures (the remainder 
being mostly species with j  = 2 and 3). With increasing 
temperature, the concentrations of these species decrease 
while the concentrations of species with j  =  2 and 3 in­
crease. Thus, the physical picture that emerges from these 
results is one in which fairly rigid hydrogen-bonded rings 
break down with increasing temperature into smaller, less 
completely hydrogen-bonded structures.

B . E f f e c t  o f  M o r e  th a n  O n e  O x y g e n  A r r a n g e m e n t  p e r  
j - m e r .  In section A, we considered only one oxygen ar­
rangement per j-mer, viz . , that which maximized the de­
gree of hydrogen bonding in each cluster. In order to ex­
amine the effect of including more than one oxygen ar­
rangement, we have arbitrarily included an additional 
(less completely hydrogen bonded) species for j  =  5, spe­
cifically the "star”  pentamer ( i .e . ,  a central water mole­
cule hydrogen bonded to four others, this being the 
pentamer assumed by HSN3) along with the ring pentam­
er which appeared in the calculations of section VIIIA . 5 3  

When, the star pentamer was included, the nonamer was 
omitted in the computations. With this change, reminimi­
zation of x 2  leads to the following essentially unaltered 
values of the adjustable parameters: a = 91,500 cal cm3/  
mol of bond and In d =  -23 .9  (or d = 601,000 cal cm3/  
radian2  mol). The resulting fit to the experimental free 
energy and internal energy is characterized by a reduced 
X2  parameter5 2  of 1.47, which is better than that (1.59) 
obtained in section A; the improvement of the fit with a 
negligible change in a and d  indicates that the improve­
ment is due to the inclusion of the star pentamer. The 
computed free energy, internal energy, and entropy are 
compared to the experimental values5 5  in Figures 6 - 8 , and 
tabulated in Table IV. The fit to the free energy is quite 
reasonable over the entire temperature range, but the fit 
to the internal energy and entropy is somewhat worse (the 
largest deviation being that of the internal energy at 0 °). 
The principal reason for our failure to fit the internal en-
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Figure 6. C om parison  of the ca lcu la te d  and e xp e rim e n ta l va lues 
of the  H e lm ho ltz  fre e  energy, F  (the e xp e rim e n ta l va lues be ing 
esse n tia lly  the sam e as the G ibbs fre e  energy, G ), as a fun c tion  
of tem pera tu re . The po in ts  are e xp e rim e n ta l v a lu e s ,55 the solid 
cu rve  Is ca lcu la te d  w ith  the  "b e s t f i t "  pa ram e te rs , and the  tw o 
dashed cu rves  are ge nera ted  w ith pa ram e te rs  tha t cause  the 
the o ry  to m a tch  the da ta p e rfe c tly  a t 0 and 100°, re sp e c tive ly  
(see tex t).

Figure 7. C om parison  of the ca lcu la ted  and e xp e rim e n ta l va lues 
o f the in te rna l energy, U (the exp e rim e n ta l va lues  be ing essen­
tia lly  the  sam e as the en tha lpy , H ) , as a fu n c tio n  of te m p e ra ­
tu re . The po in ts  are exp e rim e n ta l v a lu e s ,55 and the cu rves  are 
as in F igure 6.

ergv and entropy better is the inability of our theory to 
account for the rapid increase of these quantities with 
temperature. This is reflected in our poor fit to the exper­
imental heat capacity (see Table IV and Figure 9). Such 
poor fits to the heat capacity are not uncommon , 3 - 3 8 ’ 5 8  

since the second derivative in the free energy is involved 
in calculating the heat capacity.

The distributions that minimize the calculated free en­
ergy are shown in Figure 10 for three values of the tem­
perature. It may be noted that, in agreement with the re­
sults of HSN , 3  our results indicate the existence of very 
few monomers at any temperature { —0.7% at 0° and 
~  1,67c at 100°). The temperature dependence of the 
quantity X 5* ( i .e . ,  the mole fraction of water present in 
star pentamers) is also of interest. This quantity increases 
with temperature (as do X 2 and X 3) until, at 1 0 0 °, it is 
almost as large as X 5 (the mole fraction of water in c y c l i c  
pentamers).

The contributions from various terms of the partition 
function to the free energy, internal energy, and entropy 
are presented in Tables V-VII. It should be noted that 
3500 cal/m ol (the intermolecular zero-point energy of ice 
at o°K 39-40-42) has been added to F i(- and U Hb, as calcu­
lated from the “ internal configurational” term in the par­
tition function summarized in eq 16. so as to make these 
quantities comparable with those in Tables II and III of 
HSN . 3  Although the distributions differ, so that a direct 
comparison with the results of HSN is impossible, some 
observations can be made. The contributions of the trans-

Figure 8. C om parison  o f the ca lcu la ted  anc e xp e rim e n ta l va lues 
o f the  en tropy, S. as a fun c tion  o f te m p e ra tu re . The po in ts  are 
e xp e rim e n ta l v a lu e s ,55 and the cu rves are as In F igure  6.

Figure 9. R elaxa tiona l hea t ca p ac ity , and com p a riso n  o f the  c a l­
cu la ted  and e xp e rim e n ta l va lues o f the  hea t c a p a c ity  as a fu n c ­
tion  o f te m p era tu re . The po in ts  are exp e rim e n ta l va lues o f Cp ;55 
the  cu rves  are th e o re tica l ones.

Cluster Species

Figure 10. C a lcu la ted  d is tr ib u tio n s  o f the  m o le  fra c tio n  o f w a te r 
m o le cu les  in va rious c lus te r spec ies  a t th ree  te m p e ra tu re s . The 
sta r pe n tam er Is re p rese n ted  by 5 *  and Is p resen ted  bes ide  the  
d im e r and tr lm e r because  it, like  them , is a “ n o n rlg ld " c lus te r 
spe c ie s  (see section  X of te x t).

lational degrees of freedom in our calculation (Ftrans and 
fArans) are of the same order as calculated by H SN . 3  

However, Fvib and [ /vib are considerably smaller than re­
ported by HSN 3  because of our assignment of lower 
frequencies than those of HSN to the normal modes of 
small clusters. Although our Frot is comparable to F rot of 
HSN , 3  t/rot is larger than theirs, principally because we 
have used a harmonic oscillator rather than a free-rotor 
partition function for the rotational degrees of freedom of
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TABLE V: C ontributions to the T ota l Free Energy“
t, °c F trans F rot -FVib Fie F total̂

0 -9 5 9 -3 1 7 948 2369 -1460
1 0 -1028 -3 3 9 842 2404 -1621
2 0 - 1 1 0 2 -3 6 2 735 2446 -1783
30 -1178 -3 8 7 627 2492 -1946
40 -1257 -4 1 2 517 2543 - 2 1 1 0

50 -1339 -4 3 9 406 2597 -2275
60 -1424 -4 6 6 294 2653 -2443
70 -1511 -4 9 5 180 2712 -2613
80 -1600 -5 2 5 6 6 2773 -2786
90 -1691 -5 5 6 -4 9 2836 -2960

1 0 0 -1785 -5 8 8 -1 6 5 2900 -3137
“ All units are calories per mole. 6  As in ref 3, 3500 cal39 has been sub­

tracted from the sum of the free energies to obtain Ftotal-

TABLE VI: Contributions to the Total 
Internal Energy0

t, °c TT trans Urot Uy ib Uhb Utotalk
0 176 366 3331 2541 2914

1 0 186 387 3380 2580 3033
2 0 197 408 3430 2624 3160
30 207 430 3481 2674 3292
40 218 452 3533 2727 3430
50 228 474 3586 2783 3572
60 239 496 3640 2842 3718
70 250 518 3695 2903 3867
80 261 541 3752 2965 4019
90 272 563 3809 3030 4173

1 0 0 283 585 3866 3096 4331
All units are calories per mole. b As in ref 3, 3500 cal39 has been sub-

t r a c t e d  from the sum of the internal energies to obtain Utotal •

a cluster. Finally, our values of S H [hydrogen entropy; 
given by (I /Hb -  E y ) / T \  are less than half the values of 
Sint of HSN. Some of this difference can be attributed to 
our neglect of the oxygen entropy , 5 4  while some of it may 
be due to the difference in the distributions, as noted 
above ( i .e . ,  large clusters, of size 20 or 30, have quite large 
internal entropies in the formulation of HSN).

In Table VIII we have compiled various quantities that 
describe the temperature-induced structural changes com­
puted for liquid water. The constant pressure relaxational 
heat capacity, Cp,reiax, is taken to be the derivative of 
U HB with respect to temperature. This is also plotted in 
Figure 9. A reasonable, experimentally based estimate of 
this quantity (analogous to the estimate of Cv,relax given 
by Eisenberg and Kauzmann26) was made here and yielded 
a value of about 8  to 9 cal/m ol deg over the temperature 
range of liquid water. The fact that the calculated Cp,reiax 
is too small, especially at low temperatures, is probably 
the reason for our underprediction of the total heat capac- 

ity'The mole fraction of unbroken hydrogen bonds, X HB, 
also appears in Table VIII. Since the energy associated 
with a hydrogen bond depends on cluster size and geome­
try in our theory, we cannot calculate a quantity that is 
the same as ( E H)aq of HSN 3  (“ the energy necessary to 
break a hydrogen bond in the liquid, including the differ­
ence in intramolecular zero-point energies in the bonded 
and unbonded states” 3). However, we present in Table 
V m  two quantities that are related to (XH)aq. The first, 
(£i)aq, is the average energy per mole of bond required to 
break ( 1  -  X hb) of the bonds in ice to obtain the equilib­
rium distribution of water clusters at a given temperature 
[as for (jFn)aq, this quantity contains the shift in intramo-

TABLE VII: C ontributions to  the T ota l Entropy"
t, °c ■Strans Srot Svib Sh Stotal

0 4.16 2.5C 8.73 0 63 16.02
1 0 4.29 2.57 8.97 0.62 16.45
2 0 4.43 2.63 9.20 0.61 16.87
30 4.57 2.7C 9.42 0.60 16.29
40 4.71 2.76 9.64 0.59 17.70
50 4.85 2.83 9.85 0.58 18.10
60 4.99 2.89 10.05 0.57 18.50
70 5.13 2.95 10.25 0.56 18.89
80 5.27 3.02 10.44 0.55 19.28
90 5.41 3.08 10.63 0.54 19.65

1 0 0 5.54 3.14 10.81 0.53 2 0 . 0 2

a All units are calories per degree per mole. Obtained from the quantities 
in Tables V and VI.

TABLE VIII: Structural Parameters of Liquid Water

t, ° c
V  (exptl), 
cm3/mol

£-pi relax»
cal/mcl deg Xhbq

(Fl)aq,
cal/mol of 

bond

(Fu)aq,
cal/mol of 

bond
0 18.018 3.63 0.468 2387 2250

1 0 18.021 4.22 0.463 2402 2233
2 0 18.048 4.71 0.458 2422 2224
30 18.093 5.13 0.454 2447 2 2 2 0

40 18.157 5.47 0.449 2476 2 2 2 1

50 18.234 5.76 0.445 2508 2227
60 18.324 6 .CO 0.441 2543 2237
70 18.425 6.19 0.437 2579 2250
80 18.538 6.36 0.434 2618 2266
90 18.663 6.51 0.430 2659 2286

1 0 0 18.798 6.64 0.427 2701 2309
a The median of the distribution is 5.0 at all temperatures. This constancy 

does not imply that the distribution is not dependent on temperature. As 
seen from the behavior of Xhb and from Figure 10, the number of dimers, 
trimers, and star pentamers increases, and the number of pentamers and 
hexamers decreases, with increasing temperature.

lecular zero-point energy on breaking a hydrogen bond],
i.e.

(X,)aq =  (1 /2 )1 / HB/ (1 — X HB) (20)

where the quantity (%) appears since there are two hydro­
gen bonds per water molecule in ice. The second quantity, 
(¿V)aq, is the average energy per bond needed to break all 
the bonds in the equilibrium distribution of water clusters 
at a given temperature and produce all unbonded water 
molecules in the liquid (again, this includes the shifts in 
the intramolecular zero-point energies). This is calculated 
by first summing over j  the product of the energy to break 
all the bonds of a ;-m er in the liquid [ - 2 ( 1  -  y B j ) E Hj -  ( 1  

-  yBj)(2a/V  -  1400)] t:mes the fraction of water present 
in y-mers (X j), to obtain the energy (per mole of water) to 
break all the bonds existing in water at a given tempera­
ture and volume. This quantity is then divided by the av­
erage number of bonds per water molecule (2 X Hb) at that 
temperature and volume to yield

(Xl/) aq =
¡1 /(2 X „B) [ £ X , [ —2(1 -  y Bj ) E H l - a - y RjX 2 a / V  -  1400)] 

; ( 2 1 )
If the energies of all the hydrogen bonds in all the clusters 
present in water were the same as the energy of a hydro­
gen bond in ice (as assumed by HSN3), then (X [)aq and 
(Xu)aq would be equal and, in fact, equal to (X H)aq (as­
suming that the same value for the parameter of back­
ground potential, a, were used to derive each quantity).
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D e s c r i p t i o n  o f  r e s u l t s 0

TABLE IX : Sum m ary o f  Experim ental Data o f  In term olecu lar M otions in  L iqu id  W ater

M e t h o d  R e f H in d e r e d  t r a n s la t i o n s  ( f t  a n d  i>b) L i b r a t i o n s  ( f l )

Ir 65

Raman 23, 64, 6 6

INS 6 67

INS 6 6 8

Weak band peaked at ~193 cm -1, over­
lapping with the librational band; very 
weak unassigned maximum at ~280 
cm -1; no 6 0 -cm '1 band observed.

Bands approximately assigned to 166 and 
60 cm -1; marked decrease in intensity 
with increase in temperature.

Indications of peaks at 52, 77, 95, 155, 
275 cm - 1  (273.3°K).

Difficult to resolve because of overlap 
with vr\ low-frequency band 
(~60 cm -1) broadened and perhaps 
split relative to ice.

Broad, intense band; broadens and red 
shifts with increasing temperature 
(maximum ~700 cm - 1  at 5°, ~650 
cm - 1  at 75°).

Broad band resolved into two major 
Gaussian components at 450 and 722 
cm -1, and a minor component at 550 
cm - 1  (25°); marked decrease in inten­
sity and slight red shift with increasing 
temperature.

Broad band6 9  with maximum at ~580 
cm -1.

Broad band ; 6 9  red shifts and broadens 
with increasing temperature; maximum 
~650-600 cm-1; possible high- 
frequency band6 9  at ~900-1000 cm-1.

°  **b, O  • ■ ■ O  ■ ■ ■ O  c o u p le d  d e f o r m a t i o n  m o d e ;  v t , t r a n s l a t i o n a l  m o d e ;  v \ . .  l i b r a t i o n a l  m o d e .  R e d  s h i f t  r e f e r s  t o  s h i f t  o f  b a n d  t o w a r d  l o w e r  f r e q u e n c ie s ;  i . e . ,  

t o  t h e  l e f t  i n  F i g u r e  1 1 . 6 I n e l a s t i c  n e u t r o n  s c a t t e r in g .

The fact that these quantities are not equal is a direct re­
sult of the inclusion of cooperative effects, second-neigh­
bor interactions, and hydrogen randomness in our devel­
opment of the internal energies of clusters (resulting in 
hydrogen-bond energies which depend on cluster size and 
geometry). A number of recent spectral studies of H 2 O, 
D 2 O, and HOD have been interpreted as providing evi­
dence for the existence of at least two states of hydrogen 
bonding in liquid water (e . g ., see ref 24, 25, and 59-61), 
but this interpretation is by no means universally accept­
ed . 6 2  On the basis of this interpretation, however, Walraf- 
en2 4  has derived, from the temperature dependence of the 
ratio of the intensities of what are assumed2 4  to be the hy­
drogen-bonded and non-hydrogen-bonded components of 
the O-D stretching band, an estimate of 2500 ±  600 cal/ 
mol as the energy to break a hydrogen bond in water. 
Both (E\ )aq and ( E v )aq are within the range of this esti­
mate. For another comparison with experiment, it may be 
noted that, on the basis of infrared studies, Luck has con­
cluded 5 9 ’ 6 0  that only about 1 0 - 2 0 % of the possible hydro­
gen bonds in water are broken over the temperature range 
0 - 1 0 0 ° (a conclusion that disagrees with our computed 
values of the fraction of unbroken bonds, X Hb, in Table 
VHI). Luck’s estimate of 1  — X Hb> however, requires the 
identification of the spectroscopic properties of OH groups 
in water vapor near its critical point ( i .e . ,  at t =  387° and 
density = 0.239 g /c c60) with those of unbonded OH 
groups . 6 0  With this assumption, Luck obtained his esti­
mate of 10-20%. Since only a fraction of the “ unbonded”  
OH groups in liquid water at atmospheric pressure could 
be identified with a molecule in the near-critical vapor 
(by Luck’s own analysis59), Luck’s results must be consid­
ered to form a lower bound to the quantity 1  -  X Hb- 
Thus, it is not surprising that our estimate of the number 
of broken hydrogen bonds in liquid water is greater than 
Luck’s estimate.

Two properties of our partition function deserve com­
ment here. First, we have investigated the sensitivity of 
our results to the frequencies assigned to the normal 
modes of the clusters. This was accomplished by incorpo­
rating the approximate frequency assignments of Table IX 
of ref 7 (assigned on the basis of a simple 4,3,2-bonded 
model, ignoring intermolecular coupling effects) into our 
calculations with j  = 1 to 9 and then reminimizing x2-

The resulting fit (with a = 90,600, In d  = -24 .3 ) was not 
as good (reduced x 2  = 2.02) as found (section VIIIA 
above) with the cluster normal-mode frequencies calculat­
ed using the BNS 9  potential. The resulting distributions 
are quantitatively different from those presented in Figure 
1 1 , but their qualitative behavior with temperature re­
mains the same as found above for the normal-mode 
frequencies derived from the BNS 9  potential: (a) at no 
temperature was there a significant fraction of water in 
clusters of size 8  or 9; (b) the fraction of water in the hy­
drogen-bonded rings decreased with increasing tempera­
ture with a corresponding increase in smaller, less com­
pletely hydrogen-bonded structures. These results suggest 
that, although quantitative refinement might result from 
an improved treatment of the cluster normal mode 
frequencies, it is not likely that the qualitative nature, of 
our results would change.

Second, it should be pointed out that a perfect fit to the 
thermodynamic properties of water could have been ob­
tained, had the parameters, a and d, been allowed to vary 
with temperature ( i .e . ,  at each temperature a value of a 
and d  can be found that will cause the calculated free en­
ergy, internal energy, and heat capacity to match the ex­
perimental values perfectly). The thermodynamic proper­
ties obtained with the values of a and In d  giving perfect 
fits at 0° (94,400 cal cm3/m ol and -22 .7 ) and 100° (90,400 
cal cm3/m ol and -24 .5 ), respectively, are plotted in Fig­
ures 6 - 8  (along with those of Table IV resulting from the 
“ best fit”  values of a and d )  in order to give some idea of 
the sensitivity of our results to the values assigned to the 
parameters. Reference to Figures 7 and 8  makes it clear 
that a principal failing of our partition function is its in­
ability to predict the proper temperature dependence of 
the internal energy and entropy (and thus to predict the 
heat capacity). It may be noted that both a and d  de­
crease with increasing temperature (in fact, most rapidly 
so at low temperatures). The formal introduction of such 
temperature dependence would allow us to reproduce the 
temperature dependence of the internal energy and entro­
py, but would add a t  lea s t  two more adjustable parame­
ters to our theory, and the theory would then be so heavi­
ly parameterized that an improved fit would have little 
meaning. We mention these results here, however, be­
cause of their possible importance in ultimately under­
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standing the physical origin of this temperature depen­
dence, and in evaluating our model in order to deduce im­
plications about the structure of water (see section X  
below).

IX. Qualitative Results. Comparison with Experiment
We now consider in a qualitative way the compatibility 

of our theory with several of the characteristic properties 
of water, viz . ,  the distribution of the intermolecular nor­
mal-mode frequencies, pressure-volume properties (in 
particular the relaxational isothermal compressibility), 
and the radial distribution function.

A frequency spectrum may be derived from our results 
since we know the concentrations of all of the cluster 
species present at equilibrium (at each temperature) and 
the normal-mode frequency spectrum for each cluster (see 
section IVB and Table m ). We have constructed histo­
grams of the distributions of frequencies, g(i'i ) , character­
istic of our model at each temperature, according to

£ (" /) =  I X - r > ,  -  A; v, +  A ) (22)
J

where Tj is the number of normal modes o f a ;-mer with 
frequencies in the range vi — A to m +  A. Histograms ob­
tained in this way are presented in Figure 11 for 0 and 
100° (for A = 10 cm -1 ), along with a qualitative6 3  repre­
sentation of the Raman spectra obtained by Walrafen . 6 4  

Also, the principal features of the experimental frequency 
spectra obtained by infrared6 5  and Raman 2 3 ' 6 6  spectrosco­
py and by inelastic neutron scattering6 7 - 6 8  are compiled in 
Table IX, and may be compared in a qualitative fashion6 3  

with the features of our calculated frequency distributions 
of Figure 11. The agreement of our calculated g ( i > i )  with 
experiment (see Figure 11 and Table IX) is quite good, 
considering the approximations that we have had to make 
in treating our model. Our calculated g (v { )  indicates the 
existence of two major bands in the librational region (fre­
quency maxima at ~450 and 700 cm ~a), whose positions 
correspond well with the positions of the two main peaks 
resolved by Walrafen2 3  from his Raman data (~450  and 
722 cm -1 ; an additional very weak peak is claimed 2 3  to be 
centered at 550 cm -1 ). It should be noted that our choice 
of a scaling factor for the librational frequencies calculat­
ed with the BNS potential (see section IVB) was based on 
the motion of a four-bonded water molecule in a star pen- 
tamer. Since our distributions are not dominated by this 
species, our scaling procedure cannot be expected a p r io r i  
to lead to this level of agreement. In addition the predict­
ed range of frequencies of the librational modes is very 
broad (extending from within the translational band, vT, 
to about 940 cm -1 ), in good qualitative agreement with 
the experimental results (see Table IX and Figure 11). 
Also, our predicted frequency distribution shows a shift 
toward lower frequency [as demonstrated by the sums of 
g ( v i )  over the bracketed regions in Figure 11] at 100° rela­
tive to 0 °, which is in qualitative agreement with the tem­
perature-induced red shift evident in the infrared6 5  and 
neutron scattering data . 6 8  Our calculations also correctly 
predict the existence of two bands in the low-frequency 
region of the spectrum (corresponding to hydrogen bond 
stretching and coupled 0 --- 0 - - - 0  deformations; vT 
and Pb, respectively).

Despite the overall good agreement of our calculated 
g (v i )  with the qualitative features of the experimental fre­
quency spectra, there are areas of some disagreement.

Figure 11. Calculated histogram s of the frequency distributions, 
g(vi),  at two temperatures. The units of g(vi) are arb itrary and 
the histograms have been normalized to the same value at both 
temperatures. The smooth curves drawn through the histograms 
represent a roughly averaged g(vi).  The numbers over the 
bracketed regions are the sum of g(i>i) over those regions. The 
top curve is a qualitative representation of the experimental 
Raman spectrum  taken from Figures 4 and 5 of ref 64. The 
units of Raman scattering intensity are arb itrary and are not re­
lated between the two regions of the spectrum, cb +  v-y and v\,.

Most obvious is our calculated resolution of two distinct 
librational bands, as compared to the experimental obser­
vation of a single, poorly defined, broad band, or two 
broad, overlapping bands { e .g . ,  see the Raman spectrum 6 4  

qualitatively represented in Figure 11). This discrepancy 
may be the result of two of the approximations made in 
our treatment, viz . ,  inclusion of only a small fraction of 
the many possible small-cluster species and the failure to 
account for specific intercluster interactions. Correction 
for these two approximations would greatly increase the 
range of possible local environments of a water molecule, 
and thus could be expected to broaden both of the pre­
dicted bands in the librational region, perhaps to the 
point that only one very broad band would be observed. A 
less-obvious disagreement with experiment is our calcula­
tion of the maximum in the translational band (i>T; maxi­
mum ~ 2 1 0  cm -1 ) at a somewhat higher frequency than is 
observed (15566 to 19364 cm -1 ). This result may be partly 
related to the approximation made in rescaling the libra­
tional frequencies calculated using the Ben-Naim and 
Stillinger potential (see section IVB). Reference to Table 
III indicates that there are quite a few coupled librational 
normal modes with frequencies in the range 180 to 240 
cm -1 . It is quite possible that the rescaling approximation 
would cause the frequencies assigned to these coupled li­
brational modes to be too low (see section IVB) and thus 
overpredict the density of normal modes in this frequency 
range. Finally, it should be noted that the sum of g ( v i )  
decreases only slightly with temperature (by about 5% 
from 0  to 1 0 0 ° due to the decrease in the number of vibra­
tional degrees of freedom as clusters break down), in con­
trast to the marked decrease in integrated Raman intensi­
ty observed by Walrafen2 3  (a decrease by a factor of 3 or
4). Assuming that only the intermolecular normal modes 
of completely hydrogen bonded water molecules could 
contribute to the Raman intensity, Walrafen interpreted6 4  

this decrease in integrated intensity in terms of the disap­
pearance of four-bonded water molecules with increasing 
temperature. However, if Walrafen’s observed decrease in 
intensity is due to a specific Raman selection rule (as he
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suggests64), then this decrease cannot be compared 6 3  to 
any decrease in our calculated sum o f  g (u t ) .  Indeed, such a 
drastic reduction in intensity with increasing temperature 
is not observed in infrared6 5  or neutron scattering stud­
ies . 6 8  In regard to Walrafen’s interpretation of his Raman 
spectra . 6 4  it might be noted that our results predict rather 
closely the major maxima of the librational peaks ( —450 
and 722 c m 1) that Walrafen resolved from his data , 2 3  

although our calculations do not involve only the motions 
of four-bonded water molecules, but rather the coupled 
motions of incompletely hydrogen-bonded water molecules 
in small clusters. Thus, one need not invoke the existence 
of tetrahedrally bonded water molecules to explain either 
the large librationai frequencies or the breadth of the li­
brational band in liquid water.

The limitations imposed by the form of the configura­
tional (i.e., translational) partition function used (i.e., one 
derived from the Percus-Yevick equation for a mixture of 
hard spheres) make it impossible to predict the P -V -T  
properties of water quantitatively (see section X ). The in­
applicability of the theory at high pressure was discussed 
by HSN 3  and attributed to the use of a hard-sphere repul­
sion for the interaction of clusters. Even at low pressure, 
however, the approximate nature of the results obtained 
from the Percus-Yevick equation make it futile to expect 
an accurate prediction of the pressure or compressibility 
(the reason for this is discussed in section X ). Thus, for 
example, the pressure calculated from our partition func­
tion ( P  =  k T  d In Z/rlV) is approximately —1400 atm at 0° 
and -400  atm at 100°. Despite these limitations on the 
quantitative predictions of P - V - T  properties, we can test 
whether it is possible to rationalize such properties quali­
tatively in terms of the species present in our model. Such 
properties are often rationalized in terms of a breakdown 
of a “ bulky”  species into a “ close-packed”  species (e .g . ,  
see section IX of HSN 3  for a discussion of the temperature 
dependence of the volume). An example is the isothermal 
compressibility, kt = - ( l / V ) ( d V / d P )T. The relaxational 
portion of this quantity ( i .e . ,  that part due to the break­
down of structure in the liquid) can be accounted for by 
simple two-state models in terms of a difference in molar 
volume, A V ,  between the bulky and compact states . 3 1  

Davis and Jarzynski3 1  have compiled these values of AV 
for a number of two-state models, and have shown that 
those models that predict a value of the relaxational com­
pressibility close to the experimentally estimated value7 1  

all have values of AV in the range of about 7 to 9 cm3/  
mol. If we calculate the difference in the molar volume of 
water in our hexamers and in our dimers (taken as 
spheres of diameter P 6  and R 2, respectively), and then 
divide this difference by the packing factor for our clus­
ters in the liquid [the packing factor { i .e . ,  the value of £ of 
the Percus-Yevick theory; see eq 17-19 of HSN3) is about 
0.5 at all temperatures], we find AV ~  6  cm 3 /m ol, which 
is slightly smaller than the value of AV7  suggested by the 
two-state analysis of Davis and -Jarzynski. 3 1  Thus, this 
analysis would seem to indicate that the differences in 
density among the various species in our model account 
qualitatively for the relaxational isothermal compressibil­
ity of liquid water, although (from what is expected by 
calculation with a two-state model) they are quantitative­
ly slightly small.

The main features of the radial distribution function of 
water are generally interpreted as reflecting a local tetra­
hedral order (sharp peak at about 2.9 A, corresponding to

approximately 4.4 nearest neighbors) which extends to 
some extent even to second and third neighbors (broader 
maxima at 4.5 and 7 A ) . 7 2  Interpretation of the s h a p e  of 
the 2.9-A peak implies the presence of “ at least two types 
of near-neighbor configurations”  in the liquid . 7 2  In gener­
al, unless the predicted cluster sizes are very large (as in 
ref 38), a cluster model is not sufficiently well defined (in 
particular, with respect to the relative positions and ori­
entations of molecules in n e ig h b o r in g  clusters) to allow for 
a quantitative prediction of the radial distribution func­
tion. Normally, however, a cluster theory can be rational­
ized as being at least qualitatively consistent with the ex­
istence of tetrahedral order implied by the radial distribu­
tion function 7 2  because of the fairly large number of 3- or
4-bonded water molecules present in moderate-to-large 
clusters . 3  Since the distributions resulting from our work 
predict the existence of very few clusters containing more 
than eight or nine water molecules, we have no way of 
even qualitatively predicting such local tetrahedral struc­
ture implied by the radial distribution function. Thus, 
without more specific information about cluster packing 
and intercluster structure, we cannot say, even qualita­
tively, whether or not our theory is consistent with the ra­
dial distribution function.

X. Interpretations of Results and Criticism of Theory
In this work, we have attempted to extend the treat­

ment of the cluster model presented by HSN 3  by remov­
ing a number of the approximations made by these au­
thors. Unfortunately, there still remain some serious ap­
proximations which limit our ability to interpret the 
model in terms of the structure of real water. However, 
the nature of the results and the shortcomings of the 
model suggest possible implications about the structure of 
real water (discussed here, and summarized in section 
XI), and provide insight into the meaning of a “ cluster 
model”  as applied to water.

Our most serious approximations are related to the 
evaluation of the configurational partition function of a 
system of clusters. First, in order to separate Q,.xt and 
Qint, we have ignored specific interactions between clus­
ters, and treated these as “ average”  interactions described 
in terms of two adjustable parameters, a and d. Second, 
for the purpose of evaluating the configurational partition 
function, the clusters have been treated as hard spheres 
with temperature-independent diameters, Rj. Particularly 
in the case of the small clusters that dominate in our cal­
culated distributions, the assumption of spherical shape 
must be considered a crude approximation. Also, the as­
sumed temperature independence of these diameters ig­
nores the effects of possible thermal expansion of the clus­
ters. Third, the thermodynamic properties of a system of 
hard spheres, derived4 5  from the solution of the Percus- 
Yevick equation and the compressibility equation of state, 
must be realized to be only approximate. In fact, this ap­
proximation is known to be in error4 5  in the range o f high 
densities considered here (cluster packing density, £ ~  
0.5). As pointed out by Egelstaff , 7 3  the failure of this ap­
proximation is most seriously reflected in the calculation 
of the pressure, since this involves the cancellation o f two 
large, approximate quantities in order to obtain a small 
one. In our case, PHs [the hard-sphere pressure (see eq 18 
of H SN ; 3  ~5000 atm)] plus P rol ( k T  d In Q rot/ dV ;  ~  400 
to 600 atm) must cancel with the internal cohesive pres­
sure ( - a/V-2; ~  —6000 atm) to yield the experimental
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pressure of 1 atm. Thus, our theory completely fails in at­
tempts to predict the pressure7 4  or pressure-volume prop­
erties (e .g . ,  see section IX  for the calculated pressure). It 
should be noted that the errors involved in such quantities 
as the calculated internal energy and free energy are not 
nearly so large as in the calculated pressure, since these 
quantities are directly related to the individual large 
quantities mentioned above and not to their difference. 
However, our failure to correctly predict the pressure does 
point out the approximate nature of our treatment of the 
configurational partition function.

The importance of interactions between clusters (which, 
as noted above, have been ignored) is suggested by the 
magnitudes of the parameters a and d. The value of a  cor­
responds to a background interaction of about 5080 cal/ 
mol of bond (which is large compared to an estimated3 9  

energy of 6700 cal/m ol of bond in ice ) ; 7 5  the value of d  
corresponds to a monomer librational frequency of about 
580 cm ' 1  (as compared to a mean librational frequency of 
about 650 cm ' 1  in ice42’43), and indicates an intercluster 
potential that varies rapidly with respect to cluster rota­
tional motion. To the extent that these large values of the 
parameters do not compensate for approximations in 
other terms of the partition function [e .g . , the rescaling of 
the calculated librational frequencies (see section IVB, or 
the errors in the configurational partition function dis­
cussed above)], they imply fairly strong interactions be­
tween clusters. Indeed the large value of d  implies that 
these interactions are strongly orientationally dependent. 
Such interactions might reasonably be pictured as involv­
ing distorted ( i .e . ,  nonlinear, or “ Dent” ) hydrogen bonds. 
Such a picture of intercluster structure would allow us to 
rationalize the approximately tetrahedral coordination 
predicted by the radial distribution function determined 
by X-ray diffraction. Also, the observed tendency of a and 
d  to decrease with temperature (see section VIIIB) could 
be interpreted (again assuming that this behavior is not 
occurring as a compensation for an error in another term 
of the partition function) in terms of the disruption, on 
average, of the intercluster interactions with increasing 
temperature, which is not represented by the volume de­
pendence of eq 9 and 15, respectively. Such an interpreta­
tion might well account for part of our underprediction of 
the heat capacity of liquid water in that our model may 
not adequately represent the nature (and, therefore, the 
temperature dependence) of intercluster interactions.

There are other inadequacies in the formulation of the 
theory which are not as serious as the treatment of the in­
teractions between clusters and the treatment of the con­
figurational partition function. One of these is the consid­
eration of only a few of the many possible small-cluster 
oxygen arrangements that might exist in water. Inclusion 
of additional loosely hydrogen-bonded ( i .e . ,  linear or 
branched-chain) clusters of each size should cause both 
the energy and entropy to increase more rapidly with in­
creasing temperature, since these loosely hydrogen-bonded 
species are entropically favored, but energetically unfa­
vored. Indeed, the addition of the star pentamer as a pos­
sible cluster species did improve the fit to experiment as 
discussed in section VIIIB. Another approximation that 
might be affecting our results is the scaling of the cluster 
normal-mode librational frequencies obtained by use of 
the BNS potential9  (see sections IVB and IX ). A signifi­
cant improvement on this approximation should be possi­
ble by deriving an improved potential for the interaction

of water molecules which reproduces the properties of 
water including its intermolecular vibrational frequencies . 7 6  

It should also be noted that the cluster normal-mode cal­
culations take no account of the orientational dependence 
of the intercluster interactions implied by the large values 
of our parameter d. Indeed, as noted in section IX, the use 
of this approximate procedure might be part of the cause 
of the discrepancies noted in our calculated frequency dis­
tributions. Also in this regard, we note an inconsistency of 
our theory in that we use the noncooperative BNS poten­
tial to derive the normal-mode frequencies of clusters, and 
yet calculate the internal potential energy of a cluster 
using two- and three-bocy potentials estimated from a b  
in it io  LCAO-M O calculations. This was necessary in 
order to include the effects of cooperativity.

Despite these failings of our treatment, it is possible to 
interpret our results as confirming and extending the con­
clusions of HSN regarding the small numbers of large 
clusters present in water . 7 7  The failure of HSN to consid­
er the effects of cooperativity might have mediated 
against this conclusion in their case, since cooperativity 
was thought to favor the formation of large clusters in the 
original Frank-Wen model . 7 8  In fact, our treatment of co­
operative and second-neighbor effects results in increased 
favorability of some small clusters (especially cyclic ones) 
over intermediate and large cluster (relative to the non- 
cooperative treatment of HSN). This results from the pre­
ponderance, in intermediate and large-size clusters, of 
three-bonded water molecules, which are disfavored be­
cause they contain unfavorable “ nonsequential”  three- 
body and second-neighbor interactions (see Appendix A 
and Figure 3). The stability of small clusters in our treat­
ment is further enhanced relative to the treatment of 
HSN by our frequency assignments (a possibility suggest­
ed by HSN), and by our consideration of ring structures 
for small clusters as suggested by a b  in it io  LCAO-M O 
calculations . 6  Of these three effects (cooperative and sec­
ond-neighbor interactions, frequencies, rings), however, 
the inclusion of cooperative and second-neighbor interac­
tion energies (which appear in t j )  contributed t h e  l ea s t  to 
the added stability of small clusters (relative to clusters of 
size greater than about 15) in this treatment (e.g., see Ap­
pendix B, section iii of ref 7).

Aside from the predicted importance of only small clus­
ters, another interesting feature of the cluster distribu­
tions resulting from our theory is their bimodal character 
(see Figure 10). It should be noted that the bimodal a p ­
p e a r a n c e  of the distributions in Figure 10 depends consid­
erably on the properties of a cluster of size four. However, 
it is not simply this bimodal appearance that is signifi­
cant, but rather the fact that the distributions reflect the 
breakdown with increasing temperature of fairly rigid 
(i .e . , having large normal-mode frequencies) hydrogen- 
bonded rings, containing one hydrogen bond per water 
molecule (e .g . ,  the cyclic pentamer or hexamer). into less 
rigid, open, hydrogen-bonded structures possessing less 
than one hydrogen bond per water molecule (e .g . ,  the star 
pentamer, trimer, etc.). The bimodal character could not 
have been described by tne smooth, singly-peaked y  dis­
tribution used by HSN.

In view of our prediction of the predominance of pri­
marily small clusters in water, and of the unexpected ef­
fect of cooperativity in stabilizing sm a l l  clusters relative 
to large ones, we must reinterpret what is meant by a 
“ cluster”  model for liquid water. It should be stressed
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that our results do n o t  imply the u s u a l3-38-'18 cluster- 
model concept of large  hydrogen-bonded regions breaking 
down with increasing temperature into smaller regions or 
monomers. In fact, all the clusters occurring in our theory 
are small. Although our results do show the breakdown of 
some of the larger small clusters into even smaller ones 
with increasing temperature, these results also show the 
importance of the conversion from rigid to less rigid struc­
tures. Thus, the picture that must evolve, if our results 
are to be interpreted in terms of the actual structure of 
water, is one of small regions of local order. The nature of 
the distributions predicted by our results suggests that 
these local structures might be classified into two general 
categories: ( 1 ) rigid, energetically favored local structures 
(e . g ., the cyclic pentamer), and ( 2 ) less-rigid, entropically 
favored local structures ( e .g . ,  the star pentamer). Inter­
conversion between these two classes of local structures 
involves the disruption of hydrogen bonds ( e .g . ,  converting 
the cyclic to the star pentamer). Our results suggest that 
the disappearance of the more rigid, energetically favored 
local structures with increasing temperature can, at least 
partially, account for the large relaxational heat capacity 
of water (see Table VIII of section IVB). Another possible 
source of relaxational heat capacity involves the continual 
disruption with increasing temperature of the fairly strong 
intercluster interactions [not explicitly taken into account 
in our treatment, but implied by the observed (see section 
VfflB) tendency of a and d  to decrease with increasing 
temperature]. It may also be noted that the differences in 
molar volumes between local structures in these classes 
can lead to large values of the relaxational compressibility 
(section IX, P - V - T  properties), as observed in liquid 
water. It should be noted that this hypothetical picture, 
quite naturally implied by the results of our “ cluster” 
model treatment, has much in common with a continuum 
point of view (since our model allows water molecules to 
exist in a wide range of possible states) even though it is 
based on a model which postulates the existence of dis­
crete cluster species. Thus, our results are clearly in­
consistent with an interpretation of the properties of liq­
uid water in terms of only two states. One obvious exam­
ple of this is the calculated frequency spectrum of liquid 
water presented in section IX, which, because of the many 
possible states of water molecules in our model, can ac­
count for a continuous spectrum. Such a result could not 
have been predicted by a simple two-state model. Our re­
sults do allow, however, for a tentative interpretation of 
the “ two-state”  behavior of many of the properties of liq­
uid water , 3 0 - 3 1  where the two “ states”  that these results 
suggest are not single states, but rather correspond to the 
two general categories of local order mentioned above 
(each of which may contain a broad range of geometrically 
different local structures).

XI. Summary and Conclusions
The purpose of this paper has been to extend and im­

prove the treatment of a “ cluster”  model for liquid water 
given by HSN, in order to obtain further insight into the 
structure of this liquid. To this end, we have used the re­
sults of recent a b  in i t io  LCAO-M O calculations to incor­
porate the effects of cooperative hydrogen bonding and to 
obtain an estimate of the hydrogen internal entropy of a 
cluster (allowing us, to a first approximation, to remove 
the cluster internal entropy parameter of HSN). Since 
preliminary calcuations7  indicated a predominance of

small clusters, we are able finally to limit our attention to 
only nine cluster species and to calculate explicitly their 
normal-mode frequency distributions using the approxi­
mate BNS pair potential . 9  Consideration of only a few 
cluster species also has allowed us to remove the approxi­
mation3 - 7  of the smooth, singly peaked y  distribution, 
which we have shown7  to be inadequate in that this ap­
proximation results in “ anomalous second minima,”  such 
as obtained by H SN . 3  We have also investigated the effect 
of allowing a given size cluster (specifically a pentamer) 
to exist in more than one geometrical arrangement of its 
oxygens, which improved the fit o f our theory to experi­
ment. Along with these improvements in the internal par­
tition function of our clusters and in the description of the 
distribution of clusters present in water, we have made 
some minor improvements in the external partition func­
tion (in comparison with the treatment of HSN). These 
include ( 1 ) treatment of the rotational degrees of freedom 
of a cluster in terms of a harmonic oscillator partition 
function, and ( 2 ) a better estimate of the variation of the 
hard-sphere diameters, R j,  of clusters with cluster size.

With these improvements, the free energy, internal en­
ergy, and entropy of water were fit reasonably well over 
the entire liquid temperature range ( 0  to 1 0 0 °) with the 
use of only tw o  adjustable parameters (as compared to a 
fit obtained with t h r e e  parameters by HSN over the tem­
perature range 0  to 60°, or the many more adjustable pa­
rameters used in most other theories10). As was the case 
with HSN, the heat capacity was considerably underpred­
icted over this temperature range. The frequency spec­
trum of the intermolecular normal modes in liquid water 
has been very reasonably reproduced, considering the 
small number of cluster species taken into account and 
the approximations made.

The distributions of clusters resulting from our calcula­
tions were shown to contain only very small cluster 
species (principally, containing less than seven water mol­
ecules), confirming and extending the earlier conclusions 
of HSN 3  regarding the small number of large clusters 
likely to be present in liquid water. In this regard, it was 
found that the effect of our treatment of cooperativity was 
to disfavor large-size clusters relative to the noncoopera­
tive model for hydrogen bonding used by H SN . 3  The na­
ture of these distributions of small clusters was tentative­
ly taken to reflect an equilibrium between two general 
categories of local structures. The differences in the prop­
erties of the local structures in these two categories were 
seen to be related to their degree of hydrogen bonding and 
to their “ rigidity,”  as reflected in their intermolecular 
normal-mode frequencies. This further emphasizes the 
importance of the intermolecular vibrational frequencies 
in obtaining a quantitative understanding of the thermo­
dynamic properties of water (as pointed out by HSN3). It 
was noted that our results reflect a “ cluster model”  inso­
far as this term applies that small hydrogen-bonded clus­
ters break up into still smaller, less rigid ones, with fewer 
hydrogen bonds, rather than the traditional view of a 
breakdown of large clusters into small ones with increas­
ing temperature.

Since our principal aim is to gain some insight into the 
structure of liquid water, we have examined the dis­
crepancies in our results in terms of the major approxima­
tions made in the treatment of the cluster model. One of 
the most important areas of uncertainty in our theory was 
shown to be the treatment of intercluster interactions and

The Journal of Physical Cnemistry. Vol. 78. No. 15. 1974



Cluster Model of Liquid Water 1547

the related configurational ( i .e . ,  cluster translational) par­
tition function. It was suggested that the use of the ap­
proximate Percus-Yevick treatment for a mixture of hard 
spheres made it impossible to properly predict the pres­
sure of our system. Interpretation of the behavior of our 
intercluster parameters, a and d, has suggested a tenta­
tive picture of intercluster structure. The failure of our 
model to adequately represent the nature of intercluster in­
teractions has been taken as one possible reason for our un­
derprediction of the heat capacity o: liquid water. Another 
important approximation was shown to be the consider­
ation of only a very few of the many possible geometrical­
ly different small cluster species. It was noted that con­
sideration of a broad range o f spec.es could improve both 
the fit of our theory to the experimental internal energy 
and entropy as well as the prediction of the intermolecu- 
lar normal mode frequency spectrum.

Finally, the picture of water extracted from this analy­
sis of our results was noted to have much in common with 
a continuum point of view at the same time that it pro­
vides an explanation for the apparent discrete nature of 
many of the experimental properties of water. It should 
also be noted that our results cannot support a simple 
“ two-state”  interpretation of the properties of water. On 
the contrary, as pointed out by HSN , 3  a simple two-state 
model is not capable of allowing for the many possible 
states of a water molecule implied by our model (a fact 
which allows us to predict the intermolecular frequency 
distribution of liquid water approximately while a simple 
two-state model could not).

The results of this investigation have led us to attempt 
further improvements in our theory. Certainly, a principal 
goal of future efforts in this direction must involve a con­
sideration of additional cluster species. Another area of 
possible improvement would be in the treatment of the 
configurational partition function. The development of an 
improved potential function for water molecule interac­
tions should be of high priority, since this would make 
possible a better treatment of the normal modes of clus­
ters, and could possibly be used to investigate the nature 
of the background potential. It might be possible, for ex­
ample, to use such an improved potential to develop esti­
mates for the parameters for specific cluster-cluster inter­
actions and to incorporate these into a composition-de­
pendent background potential in a manner analogous to 
that suggested by Snider and Herrington7 9  for binary liq­
uid mixtures. Also, such a potential function might be 
used to study the packing of water clusters around simple 
polar and nonpolar molecules, and thus lead to a treat­
ment of the solvation of such molecules.

Appendix
E v a lu a t i o n  o f  2S*r7 (e*.y)e_ d e Having assumed that we 

can separate tkj into hydrogen-configuration-dependent 
and -independent terms (eq 4), Q[( j  of eq 3 becomes

Q „• =  I' ” i<- < A-l)
k

We designate 2 1  2 1  as Q /2’ .
E v a lu a t i o n  o f  Q /2’ . The actual distributions r?[e*y21] 

were obtained by building many clusters of a given j  (for j  
= 6 , 12, 20, and 39) from molecular models, evaluating 
e* /2, from first-neighbor, quantum-mechanical results of 
two-bodv interactions at oxygen-oxygen distances of 2.76 
A8 0  from Table III of ref 6 , and counting the number of

times a particular range of values of f * / 2 1  appeared. 
These distributions were approximated reasonably well by 
a Gaussian shape for large clusters (j =  20 and 39), but 
became more skewed for smaller j  ( j  = 1 2 ), and were not 
at all Gaussian like at j  = 6 . Again, by model building, we 
determined the extremes of the average first-neighbor in­
teraction energies, e * /2), for various values of j  from 4 to 
48. These extremes (Umin and £ max) are plotted in Figure 
1  (in units of calories per mole of first-neighbor interac­
tion, i .e .,  as i T / 21) together with empirical curves (poly­
nomials in 1 /j) used to fit the data (from j  =  12 to °° ) . For 
each size cluster from j  = 12 to 1 0 0 . a Gaussian distribu­
tion was defined by 8 2

=  [7t,M 27 t)1/2] e x p j - ( l / 2 )[(fi;' - ’ -  p)/<r]2| (A-2)

where e* / 2 1  is now a continuous variable

q =  2y( 1  -  y HjK E mt,x +  E mJ / 2  for each j  (A-3)

(f =  2/(1 -  y Hj) ( E max -  E min) / 6  for each j  (A-4)

and v i j  is a normalizing factor, being the total number of 
hydrogen configurations for a ./-size cluster, given approxi­
mately by

In (i?T ) =  jy.2j In 2  +  ( j y 3j +  j y 4 j) In (3 /2 ) (A-5)

where j y i j  is the number of ¿-bonded species in a j - mer, k 
In (3/2) is the entropy per four-bonded species in ice (as­
sumed here also for a three-bonded water molecule), and 
k  In 2  is the entropy per two-bonded species (obtained by 
assuming that the free hydrogen of a “ sequential”  two- 
bonded water molecule can occupy either of two sites, in­
dependent of the hydrogen configuration of the rest of the 
cluster). It should be noted that the assumption of two 
hydrogen configurations per two-bonded species causes 
( v r j ) 1 ; to increase with decreasing j ,  an aspect of t]jj  
which was anticipated in the text (section IVA. Hydrogen 
Entropy and Bond Energy). Even though eq A-5 is ap­
proximate, it must be recalled that the hydrogen entropy 
in ice is only ~ 0 . 8  eu; therefore, a reasonable error in this 
quantity can be tolerated.

Using the continuous distribution function of eq A-2, 
the sum in eq A -l was evaluated (by summation between 
q -  3<r and q + 3<r), for j  >  12. For clusters of size j  <  6 , 
where the Gaussian assumption breaks down, distribution 
functions obtained from model building (without the as­
sumption of a Gaussian shape, and with r/T ■ deter­
mined by model building and not by eq A-5) were used to 
evaluate this sum. For the region j  =  7 to 11, it was found 
that the thermodynamic properties of clusters obtained by 
extrapolating the Gaussian approximation to these small­
er clusters joined reasonably smoothly with the results for 
j  <  6  (except for j  = 7; the properties of this cluster were 
thus adjusted to fit this smooth extrapolation).

E v a lu a t i o n  o f  t j .  Once we have assumed that t, is inde­
pendent of the hydrogen configuration of a /-sized cluster, 
we can evaluate it in a manner completely analogous to 
the treatment of second-neighbor, dispersion, and three- 
body, nonadditive interactions in ref 6  (the reader should 
refer to the Appendix c f this reference in order to better 
understand what follows). We recognize that, while a 
water molecule in ice I participates as the central mole­
cule in six linear trimer arrangements, a three-bonded 
water in a cluster (wh.ch, of course, is not ice) partici­
pates in only three sucn arrangements and a two-bonded 
water in only one. Examination of cluster models quickly
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reveals that two of the trimers in which a three-bonded 
water participates must be “ sequential”  (both accepting 
and donating one hydrogen in forming hydrogen bonds), 
while one trimer must be “ nonsequential”  (accepts or do­
nates two hydrogens). A two-bonded water molecule is 
free to participate in either sequential or nonsequential 
trimers but, since sequential arrangements are considera­
bly favored over nonsequential ones , 4  5  we consider only 
those clusters whose two-bonded waters participate in se­
quential trimers. We may now use the formalism em­
ployed in ref 6  to obtain energies characteristic of ¿-bond­
ed molecules and write

4

«, = (A-6)
/ = i

where j y , j  is the number of ¿-bonded molecules in a / - mer, 
e 4  is the three-body, second-neighbor, and dispersion en­
ergy contribution to the lattice energy of ice calculated in 
ref 6  (including a correction term, e c o r r ) ,  and the other 
e /s  are

e } =  (1 /2 )V ABD = -0 .45  kcal/mol of one-bonded water

* :=  2 [VAB(-" +  V’Ar' - ] avseq +  V'A?" + V acd =
-2 .97  kcal/mol of two-bonded water

ei =  2 L V’ABC<J> +  V Ar'2,],vset| +  [V ABr'"’ +  V AClJ]avnonS(,q +  
(3 /2 )V ABD +  3 V ACn +  e mn =

-4.16 kcal/mol of three-bonded water
(A-7)

where the bracketed quantities are the average values of 
the three-body (Vabc<3)) and second-neighbor (VAt(21) in­
teraction potentials used in ref 6  for “ sequential”  and 
“ nonsequential”  trimers, and where the V °’s are disper­
sion interaction energies (see ref 6 ). All of the values per­
tain to an 0 - - -0  separation of 2.76 A.80 The ecorr term 
has been included here in e3  and e4 to account for third- 
and higher-neighbor interactions which we have so far ig­
nored in the calculation of t j , but which probably are of 
some importance in larger clusters . 8 4  eC()rr is chosen arbi­
trarily as —0.5 kcal/m ol so as to make the energy per 
mole of water in an infinite cluster match the experimen­
tally estimated lattice energy of ice (-1 3 .4  kcal/m ol ) ; 3 9  

i.e.,  -0 .5  is added to the computed 6  latice energy
( —12.9) at 2.76 A to obtain —13.4 kcal/m ol. It should be 
noted that we have also ignored four-body and higher co­
operative terms in the calculation of t j .  The evidence now 
available seems to indicate that these terms should be 
small [V '4) is small for the cyclic tetramer6] and that the 
three-body effect should be the principal nonadditive con­
tribution . 8 5

In order to illustrate the cooperative nature of our treat­
ment of sequential and nonsequential trimer effects, we 
have diagrammed the energies associated with 4-, 3-, 2-, 
and 1-bonded water molecules in Figure 3. In calculating 
the energy level associated with an ¿-bonded water mole­
cule (shown in Figure 3), we have treated the near-neigh­
bor interactions of this molecule as having the average 
value of ( k/ 2) in ice (fice<2) = -3 .23  kcal/m ol ; 6  i.e.,  the 
dashed line of Figure 1). Then the energy level associated 
with an ¿-bonded molecule is given by

E , ~ ( H  2)flc/ - ’ +  e, (A-8)
These energy levels are compared in Figure 3 to those as­

sumed by HSN . 3  It should be noted that the calculated 
value of t j  includes the second-neighbor two-body interac­
tions and the linear-trimer three-body interactions be­
tween all the water molecules in a /-sized cluster. These 
interactions have been partitioned among the ¿-bonded 
molecules by assigning an energy (e,) to each molecule. It 
must be stressed that e, is not simply the interaction en­
ergy of an ¿-bonded molecule with its second neighbor 
molecules, but is rather an energy assigned to an ¿-bonded 
water molecule so that, when the sum in eq A - 6  is evalu­
ated, all three-body and second-neighbor two-body inter­
actions in a/-sized cluster will be properly counted.

Addendum
After this paper was completed, a preprint of a paper8 6  

came to our attention, in which Rahman and Stillinger 
have determined the distribution of hydrogen-bonded poly­
gons in configurations generated by their molecular dy­
namics simulation for liquid water. The shape of the dis­
tribution of hydrogen-bonded polygons depends on the 
cut-off pair interaction energy ( V h b 86) used to define a 
“ made”  hydrogen bond. The distribution obtained with 
Tub = -3 .939 kcal/mol (a value of VHB which results in a 
temperature-invariant point in the pair interaction energy 
distribution function , 8 6  and therefore a value that the au­
thors8 6  feel is a reasonable choice for Tub) peaks at poly­
gons of size 5 and 6  but includes nontrivial contributions 
from polygons of size 8 , 9, and 10. The authors attribute the 
nonmonotonic behavior of this polygon distribution func­
tion in the neighborhood of 9- and 10-mers to the particular 
choice of V H b . They suggest that a slightly less negative 
value of V h b  would result in some 1 0 -mers being counted as 
two 6 -mers. Thus, aside from some uncertainty as to the im ­
portance of larger polygons ( i .e . ,  o f size 8 , 9, and 10), 
these results seem to be in q u a l i t a t i v e  agreement with the 
results presented here in that they suggest the importance 
of small cyclic hydrogen-bonded structures in liquid 
water. It is interesting to note that these two theoretical 
studies, which start from entirely different sets of as­
sumptions, lead to qualitatively similar predictions.
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The occupancy factor of A1 and Si atoms in a 53% dealuminated Y zeolite has been determined and 
compared with that of the nondealuminated Y sample. The value is close to 1 in both cases. This indi­
cates that aluminum extraction does not leave holes in the structure. It is likely that a silica migration 
causes a local recrystallization of the framework. The result is supported by a lack of any lattice defects 
and also by a decrease in unit cell constant.

Introduction
The general methods for preparing the dealuminated 

zeolites derived from Y type zeolite and the various con­
cepts on the nature of these materials have been recently 
reviewed by Kerr.2a The thermal treatments of NH4Y or 
HY zeolites in presence of water vapor or the chemical 
treatments with EDTA produce a migration or a removal 
of aluminum atoms from the zeolite framework. However 
there is still controversy about the new local arrangement 
of the framework at the site where an aluminum atom has 
been removed. Early Kerr2b proposed that each missing 
aluminum site is occupied by four hydrogen bonding to 
the oxygen atoms of the vacated tetrahedron. On heating, 
these OH groups would be expected to condense and new 
S i-O -S i bonds would be formed in the framework. The 
X-ray work of Maher, e t  a l . , 3 has shown that after a spe­
cific treatment (sample IV) the occupancy factor of T 
(Si,Al) framework sites reaches unity and this was inter­
preted as being due to a migration of silicon atoms into 
the sites left vacant by aluminum removal. The same in­
terpretation was given by Scherzer and Bass4  on the basis 
of infrared results indicating an increase in the “ degree of 
ordering”  of the dealuminated zeolite. Peri5  considering 
the shift to higher frequencies of the framework ir vibra­
tions proposed that the Si atoms replace the lost Al atoms 
through a recrystallization of the framework. Vedrine, e t

a l . ,6 have concluded from epr study of a deep-bed calci­
nated zeolite that vacancies of framework atoms are very 
unlikely to occur.

However these studies concern the ultrastable zeolites 
prepared at high temperature under hydrothermal condi­
tions which according to Wyart and Sabatier7  facilitate 
the transport of silica. The present work is devoted to an 
aluminum deficient zeolite (Na,H) [5.7]Y obtained by 
chemical extraction . 8  Crystal structures of the dealumi­
nated sample and of a reference sample (Na,H) [2.5]Y 
were determined in order to observe modifications occur- 
ing in the zeolite framework during the dealumination 
process.

Experimental Section
M a te r ia l s .  Commercial Union Carbide NaY has been 

used as a starting material and studied in its protonic 
form. The aluminum atoms have been removed by an 
aqueous solution of ethylenediaminetetraacetic acid 
(EDTA) according to the process described by Kerr . 2  No 
loss of silica has been detected in the extraction solution. 
The material obtained and the starting zeolite have the 
composition given in Table I.

X - R a y  P r o c e d u r e s .  The X-ray powder diffraction pat­
terns were obtained by using a Guinier-type camera with 
the Cu K « radiation monochromatized with a curved
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TABLE I
Zeolite AI/uc° Si/Al Na/uc

(NaH) [2.5)Y  56 2 .5  8 .7
(NaH) [5 .7]Y 26.5 5 .7  4.2

a  u c  =  u n i t  c e l l .

quartz crystal. The camera has high temperature and con­
trolled atmosphere attachments. The sample is mounted 
on a platinum grid which can be heated by a stabilized 
low voltage electric current. The temperature is estimated 
from a calibration curve giving the temperature as a func­
tion of the intensity of the heating current and also from 
the thermal expansion of the unit cell constant of the grid 
platinum. Cubic unit cell constant were obtained by aver­
aging the values derived from ten diffraction lines at high 
Bragg angles the camera being properly calibrated. Multi­
ple film technique was used to collect diffraction lines 
which were photometered and planimetered. Line intensi­
ties were corrected for absorption by the sample, for sam­
ple to film distances, and for the Lorentz polarization and 
multiplicity factors. The correction mentioned above are 
included in the ORFLS refinement program which has 
been also modified to derive structure factors from line in­
tensities . 9  To represent the partially covalent character of 
the atoms present, scattering factors for 0 “ were used and 
(Si,Al) sites weighted 2:4:3 for Si0, Si3  + , and A12V  Atom­
ic parameters were refined with 232 structure factors cor­
responding to all reflections with h 2 +  k 2 +  l2 <  395 ex­
cept the 1 1 1  line. Each structure factor was weighted at 
unity. It must be stressed that the structures were refined 
on the basis of structure factors derived from line intensi­
ties; this unavoidably lead to underestimated R  indexes 
and standard errors.

Z e o l i t e s  T r e a t m e n t .  The reference and dealuminated 
sample were heated to 400° on rhe platinum grid of the 
camera in a current of dry oxygen. Then they were kept at 
400° under a nitrogen atmosphere during the X-ray expo­
sure (48 hr).

Results and Discussion
It must be remembered that aluminum and silicon 

atoms cannot be distinguished from each other because of 
their nearly equal scattering factors; they will be men­
tioned as T  atoms. If the dealumination process leaves 
vacancies in the framework, the occupancy factor (OF) of 
the T  sites would be lower than unity; in the present case 
the OF are expected to decrease from 1 to 162/192 = 0.84 
since ~ 30  A1 atoms have been extracted. However mean­
ingless variation or constancy of the OF may occur during 
a least-squares refinement because there is a close correla­
tion between OF. temperature factors, and even scale fac­
tor. In order to detect physically meaningless OF varia­
tions the crystal structure of the reference sample (Na,H) 
[2.5]Y was also determined and the OF of its framework 
atoms were allowed to vary. Moreover several refinements 
were computed to test the reliability o f the framework 
atoms population. The corresponding atomic parameters 
are listed in Table II. Interatomic distances and angles 
computed from the atomic coordinates issued from refine­
ment IV are given in Table III. A structure factors listing 
corresponding to refinement IV are available in the micro­
film edition of the journal . 1 0  During refinement I the OF 
of the framework atoms were fixed at 1  and the scale fac­
tor. coordinates, and temperature factors were refined. 
The resulting new parameters were then fixed on refine-

» 1 1

32  31 3 0  2 9

2 « n

Figure 1. E ffe c t  o f  th e  d e h y d ro x y la t io n  o f th e  H Y  z e o li te  o n  lin e  
p ro f i le  a n d  b a c k g r o u n d  le v e l o f its  X - r a y  p a tte rn :  (A )  H Y  z e o li te  
h e a te d  fo r  1 5  h r in f lo w in g  O 2 a t  4 0 0 ° ;  (B ) s a m e  c o n d it io n s  but 
5 5 0 ° .  ( M ic r o p h o to m e te r  r e c o r d in g  o f G u in ie r  p h o to g ra p h  ta k e n  
w ith  C u  K o ,  ra d ia t io n ) .

ment II whereas the OF were allowed to vary. In refine­
ment III only the parameters of T  atoms were refined. 
Table III shows that the OF have not deviated appreciably 
from unity during refinement II and III. Finally all the 
parameters except the scale factor were refined simulta­
neously (refinement IV). After five least-squares iterations 
the OF have not diverged too much from their initial 
values. Moreover the deviations from unity are greater for 
the reference sample than for the dealuminated sample. 
Other trials have been performed, for example, refining 
the OF while the temperature factors were fixed at low 
values. In any case the OF have about the same magni­
tude for both samples and never approach the 0.84 value 
expected for a 53% dealuminated sample having perma­
nent vacancies.

These results clearly show that the dealumination treat­
ment does not induce significant change of the OF of 
framework atoms. Two interpretations may account for 
those data: (i) the removal of aluminum atoms destroys 
completely a part o f the zeolite but the dealumination 
treatment leaves the other part unchanged; (ii) the alumi­
num atoms are homogeneously removed from the frame­
work and the vacancies are refilled through a local recrys-
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Reference sample (o = 24.67 A) Dealuminated sample (a = 24.53 A)
TABLE II: A tom ic C oordinates, Tem perature Factors, and O ccupancy Factors

Ref In Ref II Ref III Ref IV Ref I Ref II Ref III Ref IV

T X 0.1259(1) 0.1259 0.1258(1) 0.1258(1) 0.1262(2) 0.1262 0.1264(2) 0.1265(2)
(Si, All Y -0 .0537(1) -0 .0 5 3 7 -0 .0537(1) -0 .0537(1) -0 .0537(2) -0 .0 5 3 7 -0 .0536(2 ) -0 .0536(2 )

Z 0.0363(1) 0.0363 0.0363(1) 0.0362(1) 0.0369(2) 0.0369 0.0371(2) 0.0370(2)
B 2.4(1) 2.4 2.3(1) 2 . 1 (2 ) 1.7(2) 1.7 1 . 6 (2 ) 1.5(2)

OF* 1 0.998(5) 0.990(10) 0.972(10) 1 0.999(8) 0.996(15) 0.988(17)
Pr 192 191.6(1.0) 190(2) 187(2) 192 191 .9 (1 .5 i 191.2(3 0) 189.7(3.2)

X = — Y 0.1059(2) 0.1059 0.1059 0.1063(2) 0.1059(4) 0.1059 0.1059 0.1059
0 1 Z 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

B 4.1(3) 4.1 4.1 4.5(4) 2.4(3) 2.4 2.4 2.0(5)
OF 1 0.99(2) 1 1 . 0 1 (2 ) 1 1 . 0 1 (2 ) 1 0.99(3)

P 96 95(2) 96 97(2) 96 97(2) 96 95(3)
X = Y -0 .0019(3 ) -0 .0 0 1 9 -0 .0 0 1 9 -0 .0020 (3 ) -0 .0021(4 ) - 0 . 0 0 2 1 - 0 . 0 0 2 1 -0 .0023 (4 )

0 2 Z 0.1419(41 0.1419 0.1419 0.1419(3) 0.1414(5) 0.1414 0.1414= 0.1410(5)
B 3.9(3) 3.9 3.9 4.2(4) 2.4(3) 2.4 2.4 2 . 6 (6 )

OF 1 1 . 0 0 (2 ) 1 1.04(4) 1 0.99(2) 1 0.99(4)
P 96 96(2) 96 100(4) 96 95(2) 96 95 (4)

X = Y 0.1760(3) 0.1760 0.1760 0.1757(3) 0.1748(4) 0.1748 0.1749 0.1746(4)
03 Z -0 .0369(4 ) -0 .0 3 6 9 -0 .0 3 6 9 -0 .0 3 6 2 -0 .0378(6 ) -0 .0 3 7 8 -0 .0 3 7 8 -0 .0378 (6 )

B 4.3(3) 4.3 4.3 6.1(5) 4.0(4) 4.0 4.0 5.2(7)
OF 1 1 . 0 2 (2 ) 1 . 1.12(3) 1 1 . 0 0 (2 ) 1 1.07(5)

P 96 98(2) 96 107(3) 96 96(2) 96 103(5)
X = Y 0.1771(3) 0.1771 0.1771 0.1772(3) 0.1783(4) 0.1783 0.1783 0.1785(4)

04 Z 0.3225(4) 0.3225 0.3225 0.3220(4) 0.3222(6) 0.3222 0.3222 0.3222(6)
B 4.2(3) 4.2 4.2 5.2(4) 4.1(4) 4.1 4.1 4.7(7)

OF 1 1 . 0 0 (2 ) 1 1.06(3) 1 1 . 0 0 (2 ) 1 1.04(4)
P 96 96(2) 96 102(3) 96 96(2) 96 100(4)

X  = Y = Z 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

Nal B 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5
OF 0.20(3) 0 . 2 0 0 . 2 0 0.20(3) 0.19(4) 0.19 0.19 0.20(4)

P 3.2(5) 3.2 3.2 3.2(5) 3.0(6) 3.0 3.0 3.2(6)
X  = Y = Z 0.055(2) 0.055 0.055 0.057(2) 0.062(3) 0.062 0.062 0.061(2)
Nal' B 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

OF 0 . 1 0 (2 ) 0 . 1 0 0 . 1 0 0 . 1 0 (2 ) 0.15(3' 0.15 0.15 0.16(3)
P 3.2(6) 3.2 3.2 3.2(6) 4.8(1.0) 4.8 4.8 5 .1 (1 . 0 )

X  = Y = Z 0.233(2) 0.233 0.233 0.233(2) 0.235(4) 0.235 0.235 0.233(5)
Nall B 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

OF 0 . 1 2 (2 ) 0 . 1 2 0 . 1 2 0.13(3) 0.07(3) 0.07 0.07 0.07(3)
P 3.9(6) 3.9 3.9 4(1) 2 . 2 (1 . 0 ) 2 . 2 2 . 2 2 ( 1 )

Ref — refinement. '' OF -  occupancy factor. c P = population.

tallization process. The first interpretation can be readily 
discarded. The complete destruction of a part of the 
structure is not likely since, first of all. no silica has been 
found in the extraction solution and, secondly, some prop­
erties of the zeolite have been modified. The unit cell pa­
rameter of dealuminated zeolite (24.53 A) has undergone a 
strong decrease with respect to the reference sample 
(24.67 A). Infrared studies also indicate changes in vibra­
tion frequencies of T - 0  bonds . 1 1  Moreover the dealumi­
nated material exhibits specific properties such as im ­
proved thermal stability and marked changes in acid, ad­
sorptive. and catalytic properties8 - 1 2  1 4  which can be re­
lated only to change in the framework composition.

The second interpretation implies a local recrystalliza­
tion in the framework because no significant amount of 
atom vacancies has been detected in the dealuminated 
zeolite. Moreover the X-ray pattern of the dealuminated 
zeolite does not exhibit any broadening of diffraction lines 
or anomalous fall of line intensities (particularly notable 
at high Bragg angles). These features can be observed 
whenever structure defects are present, for example, the 
diffraction pattern of a dehydroxylated HY zeolites gives 
tangible evidence of faults corresponding to atom vacan­
cies and atom shifts in the tetrahedra altered by the 
dehydroxylation (Figure 1 ). There would be far more se­
vere framework defects if there were no recrystallization

in the dealuminated zeolite. Indeed there are 30 missing 
A1 atoms per unit cell so that 30 tetrahedra would be per­
manently damaged and 1 2 0  tetrahedra (sharing comers 
with the 30) would be expected to suffer some distorsion. 
Such defects would be undoubtably revealed by the X-ray 
powder pattern. They would also give some modifications 
of the infrared spectra of framework vibrations; in fact the 
only changes noted for dealuminated samples concern the 
dependence of the vibration frequencies of T - 0  bonds on 
S i/A l ratio1 1  as was previously obtained in a series of non­
aluminum deficient zeolites . 1 5

The most probable scheme of recrvstaFization supposes 
that the tetrahedron touched by aluminum extraction 
must be rebuilt around a silicon atom. This raises two 
questions: where do the silicon atoms originate and how 
are they transported? There are two possible sources of 
silicon atoms in the materials, siliceous impurities often 
present in synthetic zeolites and the silicon atoms of the 
zeolite framework. If silica comes from impurities this in­
volves a dissolution and transport of silica in the liquid 
phase. Moreover the amount of such impurities should be. 
at least, nearly 10% of the zeolite weight. Because of this 
rather high value and the lack of silica in the solution 
(which pH would not facilitate the silica dissolution), this 
source of silicon atoms is unlikely. If the silicon atoms ori­
ginate from the framework (more probably in the form of
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TABLE III: Interatomic Distances (A) 
Angles (Deg) (after Refinement IV)

and Bond

Reference Dealuminated
sample sample

T-O(l) 1.648(4) 1.651(6)
T -0  (2) 1.635(4) 1.624(5)
T -0  (3) 1.637(4) 1.615(6)
T -0  (4) 1.622(4) 1.598(7)
M 1.635 1.622
0 (l) - 0  (2 ) 2.72(1) 2 .6 8 (1 )
0(1)—0(3) 2.64(1) 2.60(1)
0 (l)-0 (4 ) 2.65(1) 2.63(1)
0(2)-0(3) 2.65(1) 2.64(1)
0(2)-0(4) 2.67(1) 2 .6 6 (1 )
0(3)-0(4) 2.69(1) 2.67(1)
M 2.67 2.65
0 (l) -T -0 (2 ) 110.8(3) 109.2(5)
0 (l) -T -0 (3 ) 106.5(4) 105.2(6)
0 (l) -T -0 (4 ) 107.4(4) 107.6(6)
0(2)-T -0  (3) 107.8(4) 108.6(6)
0(2)-T -0  (4) 109.5(4) 1 1 0 . 2 (6 )
0(3)-T -0(4) 110.3(4) 111.3(6)
M 108.7 108.7
T -0 (1 )-T 139.0(5) 141.1(5)
T -0 (2 )-T 147.0(5) 150.6(5)
T -0 (3 )-T 145.1(5) 148.0(5)
T-O (4) -T 142.5(5) 139.6(5)
M 143.4 144.8

silica such as Si(OH)4), they have to move in the bulk of 
a particle to replace A1 atoms. Peri suggested that in his 
samples, obtained without a liquid phase, there is a jump 
of silica from hole to hole to rebuild the aluminosilicate 
structure. So the surface of the particle should become 
richer in alumina. In the present dealumination process 
occuring in aqueous media, it is possible to imagine two 
limiting processes. One, deduced from that of Peri in 
which each aluminum atom removed is replaced by an­
other atom such as in a vessell full of balls, a ball de­
stroyed would be replaced by ano'her ball by settling with 
respect to structural requirements. The process may con­
sist of a permanent, rather low, homogeneous, local re­
crystallization with no need to invoke an enrichment of 
the surface in aluminum atoms. The second process also 
involves a local recrystallization of the framework, new 
S i0 4  tetrahedra being formed in the place of the A104~ 
removed. The silica needed for this process would origi­
nate from a destroyed part of each crystallite via  diffusion 
along the porous network. Thus the crystal structure of 
external surface layers may well be destroyed during the 
leaching treatment with EDTA which simultaneously re­
moves the A1 atoms from the bulk (a rounding off of crys­
tallites due to the destruction of surface layers may even 
occur during current ion-exchange process as shown by 
Penchev, e t  a l .16). These destroyed layers would act as a 
silica source for the inside of the crystallites and the alu­
minum atoms contained in this part would react with 
EDTA so that no amorphous material would be left.

In both processes, about 19% of the volume of each 
crystallite is enough to yield a sufficient amount of silicon 
for the recrystallization and the particle size would be de­
creased in the same manner by A1 removal. A calculation 
made on a theoretical spheric crystal, of which the radius 
is 1 0 0 0  A, indicated that only a 6 8 -A thick spheric shell

(less than three unit cells) has to be removed for the 
dealuminated sample studied here. The two schemes pro­
posed are not in disagreement with the proposed mecha­
nisms for zeolite crystallization. In fact, the dealumina­
tion is performed during several hours, in aqueous media, 
and at about 100°. To obtain a well-crystallized dealumi­
nated sample requires several hours. (The fast introduc­
tion of large amounts of extracting agent EDTA involves 
lattice defects.) Therefore the silica transport could be ex­
plained by the concept of surface diffusion at the liquid- 
solid interfaces . 1 7

Conclusion
The assumption that dealumination is followed by a 

local recrystallization in the framework is in agreement 
with the structural results obtained in this work. Indeed 
the process involving the formation of new S i0 4  tetrahe­
dra in the framework positions damaged by alumina re­
moval accounts for the invariability of the framework 
atoms occupancy factors, the absence of lattice defects, 
and the decrease of unit cell constant due to the greater 
proportion of S i-0  bonds in the framework.

Moreover this hypothesis fully explains other particular 
properties such as increase of thermal stability, regular 
changes with alumina content in vibration frequencies of 
T -0  bonds, and, in acid, adsorption and catalytic prop­
erties.

S u p p le m e n ta r y '  M a t e r ia l s  A v a i la b l e .  A listing of struc­
ture factors will appear following these pages in the mi­
crofilm edition of this volume of the journal. Photocopies 
of the supplementary material from this paper only or 
microfiche (105 x 148 mm, 24x reduction, negatives) con­
taining all of the supplementary material for the papers in 
this issue may be obtained from the Journals Department, 
American Chemical Society, 1155 16th St., N.W., Wash­
ington, D. C. 20036. Remit check or money order for $3.00 
for photocopy or $2 . 0 0  for microfiche, referring to code 
number JPC-74-1550.
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The variations in molecular orbital eigenvalues and shapes as a function of internal rotation in H 2 S 2  

computed in the CNDO/2 (complete-neglect-of-differential-overlap) approximation substantiate the cor­
relation of the occupied M O ’s predicted earlier by EH (extended Hückel) calculations. By examining 
previously unpublished a b  in i t io  results, the qualitative validity of the CNDO/2 and EH descriptions is 
verified, and the incongruity of some other models of disulfide electronic structure is analyzed. Electron 
density maps of the individual CNDO/2 M O ’s, appropriately deorthogonalized to a Slater-type basis set, 
reveal precisely their shapes and demonstrate important differences between the CNDO/2 and EH wave 
functions. Predicted Xmax and intensities of the first electronic transition vary as a function of dihedral 
angle in a manner consistent with uv and CD spectra, and a new assignment of the higher excited states 
of disulfides is presented. Oscillator strengths computed in the dipole length formalism and with the vir­
tual orbital approximation are qualitatively similar to those obtained in the dipole velocity formalism 
and with configuration interaction wave functions. Predicted ionization potentials, barriers to internal 
rotation, net atomic charges, bond strengths, and dipole moments are correlated with recently available 
experimental and quantum mechanical data on various disulfides.

Introduction
The molecular orbitals (M O ’s) of disulfides have been 

the subject of a wealth of papers in the recent litera­
ture . 2 - 1 7  The quantum chemical findings have aided in 
the interpretation of the interesting ultraviolet absorption, 
optical activity, ionization potential, and conformational 
properties arising from the disulfide linkage -S -S -  occur­
ring in diverse molecules, especially those of biological 
significance. Most commonly, the MO calculations have 
been performed on simple model compounds, hydrogen 
persulfide, H 2 S 2 , or dimethyl disulfide, ( ( ^ 3 )2 8 2 , with 
dihedral angles between the substituents measured 
around the S-S axis selected at values observed in more 
complex disulfides. By and large, many of the salient fea­
tures of the electronic structure of the disulfide moiety 
seem to be fairly well understood. For instance, our ear­
lier2 - 3  calculations dealing with the above compounds by 
the EH (extended Hiickel) method 1 8 - 1 9  yielded wave 
functions which successfully explained the red shift and 
decrease in oscillator strength of the lowest energy transi­
tion due to twisting either molecule from its normal dihe­
dral angle of about 90° to larger or smaller values. Energy 
levels, charges, and overlap populations varied in a rea­
sonable manner as a function of internal rotation about 
the S-S  bond. However, serious questions have recently 
arisen in regard to the exact ordering and shapes of the oc­
cupied M O ’s of disulfides. Discrepancies between some of 
the more recent treatments of the disulfide M O ’s need to 
be examined in order to show where improvements in the 
approximate theories would be helpful and in order to 
construct a more unified picture of the electron structure 
of the -S -S -  moiety. Also, because no eigenvalues or wave 
functions were published from the ab  in i t io  treatments of 
H 2 S2 , 7  9  it has not been possible to determine the reliabil­
ity of some predictions from the numerous approximate 
MO studies. In order to ascertain further information on 
these matters, we will present here the results of our 
CNDO/2 (complete-neglect-of-differential-overlap) calcu­

lations on H 2 S 2  and key results from two of the a b  in it io  
calculations on H 2 S2 . The availability of new experimen­
tal data on various disulfides from uv, circular dichroism 
(CD), photoelectron, and Raman spectroscopy also makes 
this study of the MO results worthwhile.

For purposes of example, CNDO/2 M O's of the simplest 
disulfide H 2 S2  are computed with dihedral angles between 
the two S -S -H  planes ranging from 0 (cis) to 180° (trans), 
assuming fixed bond lengths and angles as before . 2 - 3  

Standard CNDO/2 parameters are employed . 2 0 - 2 1  As 
in our EH calculations , 2 - 3  the 3d atomic orbitals (AO’s) of 
sulfur are included in the basis set of valence AO’s. In 
CNDO/2 the exponent of the 3d AO’s is taken to be the 
same as the Slater value of the S3s and S3p AO’s (spd 
basis set20).

In the next section, we begin by describing the CNDO/2 
M O’s of H 2 S2 . Then these are compared to those pre­
viously computed by approximate and a b  in i t io  MO 
methods. The interconnection between the numerous 
quantum mechanical treatments is shown and certain dif­
ferences are elucidated. The precise shape of the individu­
al CNDO/2 M O ’s of H 2 S2  are displayed with the aid of 
electron density maps yielding for the first time definitive 
answers as to the character of the semiempirical M O ’s 
and also showing some significant contrasts between EH 
and CNDO/2 electron distributions. By comparing uv ab­
sorptions predicted in the virtual orbital approximation 
with those from more rigorous CNDO-CI (configuration 
interaction) calculations, we are able to refine and elabo­
rate uv and CD spectral assignments and to pinpoint 
some of the theoretical treatments which are not com ­
pletely compatible with experimental electronic spectra. 
Trends in the ionization potentials of dialkyl disulfides 
are rationalized on the basis of lone-pair interactions and 
induction. In the last section, population analyses are 
used to show the effect of internal rotation on the charge 
distribution of H 2 S2  and to explain the origin of the cis 
and trans rotational barriers. Further characterizations of
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TABLE I: Corresponding Labels of the MO’s in Disulfides at 0° Dihedral Angle from 
Various MO Calculations"

Present work and ref 2 Bergson*’ Linderberg and Michlr Yamabe, e t  a l . d Woodye Richardson, e t  a l J

4 b ,  S - S  < r * < r_ 1/%  < r * S - S ,  b L V M O ,  b a * ,  b i L U M 0 2 ( c r s s * ) ,  b
4 a ,  n ( p  t y p e ) 7T_2 ' • h ,  a n ( p  t y p e ) ,  a n , ( tt t y p e ) ,  a - H O M O l ( n ' ) ,  a
3 b ,  n ( s p 2 t y p e ) 7 T _ i ’/ ' g,  b n ( s p 2 t y p e ) ,  b n - j ( i r  t y p e ) ,  b i H O M 0 2 ( c r g H , ) ) b
3 a ,  S - S  t r <7 4 . n ( s p 2 t y p e ) ,  a H 0 M 0 3 ( ( 7 g g ) ,  a
2 b ,  t t ( p  t y p e ) TC-f-l n ( p  t y p e ) ,  b n 4 ( 7 r  t y p e ) ,  b 2 H O M 0 4 ( n ) ,  b
2 a ,  7 r ( s p 2 t y p e ) 7T + 2 s p 2 t y p e ,  a n 3 (< r  t y p e ) ,  a i H O M 0 5 ( c r s i i ) ,  a

n The references should be consulted for further details of the other authors’ notation. In columns 2 and 5 the ordering of the levels as listed is different from 
the original ordering by energy because the energies had been estimated on crude assumptions. In some cases, the labels are supplemented with symmetry 
labels based on unpublished data. LV and LU abbreviate lowest vacant and lowest unoccupied. In column I we use the designations n for the MO’s consisting 
mainly of the nonbonding, out-of-phase combinations of the 3p AO’s on each sulfur and tt for the MO’s with the in-phase combinations. Each n or ?r MO in 
column 1 is distinguished by whether the S3p AO out of the S-S-H plane is involved (p type) or the in-plane S3p AO’s are involved (sp- type). The latter sp2- 
type MO’s also have considerable S-H a character, so that they can be equally well labeled S-H a as in column 6 . h Reference 5. c Reference 10. d Reference 11 
e Reference 15. ? Reference 16.
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Figure 1. C o r re la t io n  d ia g ra m  fo r  th e  v a r ia t io n s  o f th e  C N D O / 2  
e ig e n v a lu e s  (e ) in H 2S 2 . E ig e n v a lu e s  w e r e  c o m p u te d  a t  d ih e d ra l  
a n g le s  fro m  0  (c is )  to  1 8 0 °  ( t ra n s )  in 1 0 °  in te rv a ls , so th a t  a n y  
te n d e n c y  o f tw o  le v e ls  to  a p p ro a c h  e a c h  o th e r  w o u ld  b e  d e t e c t ­
e d . T h e  s h a p e s  o f th e  M O 's  a re  d e p ic te d  s c h e m a t ic a l ly  b a s e d  
o n  th e  s ig n  a n d  p h a s e  o f th e  A O 's  w ith  la r g e  L C A O - M O  c o e f f i ­
c ie n ts  fo r  th e  0 a n d  1 8 0 °  c o n fo rm e rs  on  th e  le ft  a n d  r ig h t, r e ­
s p e c tiv e ly . T h e  le v e ls  a re  la b e le d  a c c o rd in g  to  C 2 s y m m e try  
th ro u g h o u t;  th e  m o le c u le  p o s s e s s e s  C 2t. s y m m e try  a t 0 °  a n d  C 2/i 
s y m m e try  a t  1 8 0 ° .  In  th e  g ro u n d  s ta te  e a c h  M O  is d o u b ly  o c c u ­
p ie d  w ith  th e  v a le n c e  e le c t ro n s , e x c e p t  th e  v ir tu a l o rb ita ls , 4 b , 
5 a , a n d  5 b .

deorthogonalized CNDO/2 wave functions in terms of 
population analyses and dipole moments are described.

Sequence of the MO’s in H2S2

Plotted in Figure 1 is the variation of the CNDO/2 ei­
genvalues (e) as a function of dihedral angle. The shapes 
of the M O ’s are sketched for the 0 and 180° conformers; 
the character of the M O ’s at 90° is shown in greater detail 
in the next section using electron density plots. Consid­
ering first the filled M O ’s, the correlation diagram of Fig­
ure 1 is strikingly similar to the corresponding EH corre­
lation diagram , 2  although quantitatively, of course, the 
CNDO/2 and EH methods yield slightly different c and 
linear combinations of the AO’s (LCAO) in the M O ’s. Im­

portant to our discussion we note that both the pattern of 
variation of the filled M O ’s and the general shapes of 
these M O’s are the same as we have described earlier in 
the EH study. As we2  and others1 1 - 1 6  have found, the con­
formational dependence of the high-lying doubly occupied 
M O ’s of H 2 S 2  is very similar to that of (CHa)2 S2 , so that 
the correlation of the fihed M O ’s in Figure 1 may be re­
garded as fairly representative of what would be obtained 
bv CNDO/2 for other R 2 S 2  compounds, provided that the 
R groups do not contain functionalities which extensively 
interact with the disulfide moiety. Apparent in Figure 1 are 
the avoided crossings and interchanges of character of 2 b 
and 3b near 0° and 3a and 4a near 180°.

The pattern of variation of the low-lying e m p t y  M O ’s in 
Figure 1  is somewhat different from that obtained by EH 
theory . 2  A feature of most previous quantum mechanical 
treatments of H 2 S2  is that the lowest empty MO (LEMO) 
has S -S  a*  character, and its energy is nearly indepen­
dent of dihedral angle. CNDO/2 fails to yield this descrip­
tion: the S-S a*  character is in 4b, the next lowest empty 
MO at small dihedral angles, but near 90°, 4b does be­
come the LEMO and retains its antibonding character be­
tween the sulfurs. At large dihedral angles, both 4b and 
5b possess S-S <r* character. The CNDO/2 method is 
somehow parameterized so as to place an S-H  a*  level as 
low as or lower than the S-S cr* level. As others 
have noted 1 6  the empty CNDO/2 M O ’s have a large ad­
mixture of S3d AO’s, although our sketches in Figure 1 do 
not adequately represent this. EH calculations2  4 - 1 9  pre­
viously indicated the importance of the 3d orbitals in the 
excited states of sulfur compounds.

Comparison to Other Calculations
MO calculations on H 2 S2  have been so numer- 

ous2 - 5 - 7 “ 1 1 - 1 4  1 6  that one would think some standardiza­
tion of the MO labels would have taken place. Unfortu­
nately, just about every author has chosen his own nota­
tion based either on symmetry, character, or order. This 
obscures the similarity among many of the calculational 
results. In some cases, the literature description of the 
M O ’s has not been sufficient to determine the degree of 
similarity of one author’s M O ’s with another’s. It there­
fore seems worthwhile to present a comparison of orbital 
labels along with a comparison of the M O ’s themselves. 
This has been made possible by helpful correspondence 
from the authors mentioned in the acknowledgments.

Equivalent labels of disulfide M O ’s are shown in Table 
I. The correspondences relate M O ’s with the same sym-
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Figure 2. Correlation diagram of Schwartz's (ref 7) SCF c of 
H2S2. Eigenvalues were available at dihedral angles of 0, 90, 
135, and 180°. The shapes of the MO's are depicted schem ati­
cally as in Figure 1.

metry and shape and the same variation in energy as the 
dihedral angle begins to open up from 0°, except for W oo­
dy’s orbitals1 5  as noted below. It should be pointed out 
that only a label based on symmetry in the C2  point group 
will apply at all dihedral angles because the sequence of 
levels changes as the orbitals of different symmetry cross 
and the character of some levels mix together and change 
drastically as the dihedral angle is varied (Figure 1 ). Also, 
by labeling the M O ’s by symmetry one avoids the pitfalls 
of constructing a model where two M O’s of the same sym­
metry are forced to cross.

The most important conclusion to be drawn from a 
comparison of the various other semiempirical MO calcu­
lations5  .1 0 ,1 1 ,13,16 on disulfides is that the M O ’s are basi­
cally like what we obtain by EH 2  and CNDO/2 calcula­
tions. Different parameters, molecular geometries, and 
levels of approximation have some effect on the t and 
LCAO-M O coefficients, but most methods show the filled 
M O’s to correlate as described in the previous section.

One approximate model of the electronic structure of 
the disulfide moiety, which has recently been proposed by 
W oody , 1 5  is somewhat different from the rest. It employs 
a model similar to Bergson’s5  wherein two of the four sp3  

hybrids on each sulfur are combined into four so-called 
nonbonding M O ’s, ni. n2 , n3 , n4, which are presumed to 
be occupied by the four lone pairs. The other sulfur elec­
trons are allocated to the remaining hybrids which form 
the <7 bonds; these electrons are not included explicitly. 
The LEMO is assumed to be a conformationally indepen­
dent S-S a*  orbital. The spacing of the n levels is set by 
admittedly unrealistic1 5  overlap arguments and by imitat­
ing the apparent ordering of Yamabe, e t  a l .11 But as we 
have done in Table I, the relative energies of W oody’s n3  

and n4  at 0 ° dihedral angle are to be reversed; n3  cannot 
correspond to Yamabe’s third highest MO (which is the
S-S a level not included by Woody), but rather n3  would 
correspond to Yamabe’s fifth highest occupied MO at 0°.
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Figure 3. Correlation diagram of Veillard and D em uynck’s (ref 
.8) SCF « of H2S2. Eigenvalues were available only at 0 and 
180°; corresponding levels are connected by straight lines. The 
shapes of the MO’s are diagram m atic since inform ation on only 
the largest AO character of each MO was available.

This fifth highest occupied MO (2a in our notation) is sp2 
type like the third highest MO as noted in Table I. Thus, 
the approximations Woody employed in arriving at the 
relative energies of the n orbitals, such as the neglect of 
the energy difference between S3s and S3p AO’s, give an 
unreasonable result. In addition, fixing the n M O’s as lin­
ear combinations of sp3 hybrids leads to violation of the 
noncrossing rule because the only way to have an in-phase 
p-type orbital as the fourth highest MO at 0° and as the 
degenerate HOMO at 90° was to force n4 to cross another 
MO of the same symmetry (n2 ). The semiempirical MO 
methods achieve this sequencing a priori , and the a b  in i ­
t io  calculations, discussed next, simply give the p-type 
character to the two high-lying M O’s 4a and 3b in the 
0-90° dihedral range. Thus, by having n4 with its in-phase 
p-type character as the second highest MO from 0 to 90°, 
the violation could have been avoided and would also have 
mimicked a b  in it io  results more closely.

Consider now the comparison of MO levels from 
CNDO/2 (Figure 1) and EH2 calculations with those from 
a b  in i t io  self-consistent-field (SCF) calculations on 
H 2 S 2 . 7 ' 8  The a b  in i t io  e and LCAO-M O coefficients have 
not previously been described in the literature. Because of 
the computer times involved in obtaining the wave func­
tions, they are not available for as many dihedral angles 
as are the semiempirical M O ’s. Nevertheless, the general 
pattern of variation in t can be traced in Figures 2 and 3. 
Schwartz’s SCF Gaussian-type-function calculations7 
yielded a relatively high total energy (-792.66 au at 90°), 
whereas with a larger Gaussian basis set, Veillard and De- 
muynck8 obtained the lowest energy to date (-796.18 au). 
Both a b  in i t io  treatments produce correlation diagrams in 
striking similarity with each other and to the semiempiri­
cal ones. There are three MO levels relatively insensitive 
to dihedral angle (la, lb , and 3a) and two pairs of M O ’s 
which become degenerate in a gauche conformation (2a 
and 2b, and 3b and 4a). The main points of discrepancy 
between Figures 1, 2, 3, and Figure 1 of ref 2 are that 
Schwartz’s 3b MO at small dihedral angles drops very
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slightly below 3a, and the character of 3b and 2b, which 
are relatively closely spaced at 0 ° and of the same symme­
try with respect to twofold rotation, are interchanged at 
small dihedral angles in the semiempirical and a b  in it io  
correlation diagrams. However all the available data con­
sistently predict the highest occupied MO at every dihe­
dral angle and the two HOM O’s near 90° to be of lone- 
pair character formed principally by the out-of-plane 3p 
AO on each sulfur, i .e . , n(p type). The most well-defined 
experimental data on uv absorption and ionization poten­
tials of disulfides pertain to these HOM O’s. In Schwartz’s 
calculations (Figure 2), computer output for the LEMO 
shows that it is nearly independent of dihedral angle and 
has S-S  a*  character. The LEMO in Veillard and De- 
muynck’s calculation possibly has more S-H  a*  character. 
Virtual orbitals from an ab  in i t io  calculation are known to 
have less significance than do the occupied M O’s, but, 
nevertheless, to see most of the essential features of disul­
fide electronic structure as predicted by the semiempirical 
methods to be substantiated by more rigorous ones is 
gratifying.

Shape o f the CN D O /2D  M O ’ s o f H 2 S2

Previously, we have examined only the total valence 
electron densities from EH wave functions in regard to 
molecular formation, bonding, and the effect of internal 
rotation on the charge distribution . 3  Here we consider the 
density in the individual CNDO/2 M O’s. In order to com­
pute and view these densities, the important first step is 
to deorthogonalize the CNDO/2 LCAO-M O coefficients 
with a Lowdin transformation, C ' = S - 1 / 2 C, where S is 
the overlap matrix between AO’s, C is the coefficient ma­
trix output by CNINDO, and C ' is the CNDO/2D (deor- 
thogonalized) coefficient matrix . 2 1 - 2 4  By renormalizing 
the M O’s in this manner it is possible to include both the 
one-center and two-center orbital products, xp(t)x?(t), in 
the evaluation of the density. Without deorthogonaliza- 
tion, density contributions from the two-center terms 
(AO’s Xp(r) and x q M  on different atoms) would have to 
be left out. It has been properly pointed out that leaving 
out all off-diagonal terms ( x p ( t ) x <j( t ) ,  p  t* q )  is clearly 
inadequate . 2 5  For these reasons deorthogonalization of ne- 
glect-of-differential-overlap wave functions seems to be 
the preferable approach to computing these electron den­
sities . 2 2 ' 2 6

The electron density in an MO, ip m, is evaluated2 7  2 8  

from D(r) = 2\pm*{r)\!/m (r )  = 2 2 p , QC p m 'C Qm' x p ( r ) x q ( r ) ,  
where C p m ' are the CNDO/2D LCAO-M O coefficients 
and xp(r) are the Slater-type basis functions (AO’s). The 
density is computed at each point r in a plane through 
the molecule, and contours are constructed through points 
of equal density. Figures 4-15 show electron density maps 
taken directly from computer printout . 3  The letters con­
veniently label the contours according to the magnitude of 
the densities as given in the figure captions. Since the 
density, 2 i m *(r)\pm( r ) ,  rather than the MO itself, ^ m(r), is 
being plotted, the phase of each region of the MO is not 
shown in the figures. However, nodal surfaces separate the 
lobes drawn with closed contours, and the phase of the 
lobes change as one crosses a node. In the captions are 
given the expectation values of position of each CNDO/2D 
MO, measured out from the S-S  axis along the
C i  axis. These values are indicative of the gross charge 
distributions, whereas the contour diagrams show the de­
tails of how the electrons are distributed.
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SSSSSSSSSSS SSJTT SSSS SSSSSSS SSSSSSSSS SSSSS
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Figure 4. E le c tro n  d e n s ity  in M O  4 b . T h is  is th e  L E M O  a t 9 0 °  
E x p e c ta t io n  v a lu e  o f p o s itio n  is 0 .0 2  A  to w a rd  th e  s id e  o f th e  
m o le c u le  w ith  th e  h y d ro g e n s . T h e  a p p a r e n t  fu s io n  of th e  lo w e r  
tw o  lo b e s  n e a r  S i  is a n  a r t i fa c t  o f th e  l im ite d  re s o lu tio n  o f th e  
p r in te r . M a g n if ic a t io n  o f th is  re g io n  c o n f irm s  th e  e x is te n c e  of a  
n o d e  b e tw e e n  th e  lo b e s  (w h ic h  h a v e  o p p o s ite  s ig n s  in th e  M O ) .  
S o m e  c o n to u rs  m a y  a p p e a r  to  b e  d is c o n t in u o u s , b u t th is  is a ls o  
a n  a r t i fa c t  o f  th e  l im ite d  re s o lu t io n . In  th is  a n d  s u b s e q u e n t  f ig ­
u re s , H 2S 2 is in a n  o r th o g o n a l c o n fo rm a t io n  ( 9 0 °  d ih e d ra l  
a n g le ) .  T h e  p la n e  o f th is  m a p  c o in c id e s  w ith  th e  S i - S 2- H 3 
p la n e . In te r n u c le a r  a x e s  a r e  d ra w n  b e tw e e n  b o n d e d  a to m s ; H 4 
lie s  b e lo w  th e  p la n e  b e in g  p lo tte d  a n d  is b o n d e d  to  S ,  in th e  
lo w e r  h a lf  o f th e  f ig u re . T h e  m a p s  in a ll f ig u re s  c o v e r  5 x  5 A 
a n d  u s e  c o n to u r  le t te rs  c o r re s p o n d in g  to  th e  fo llo w in g  d e n s itie s :  
S fo r  0 .0 0 0 8 ,  T  fo r  0 .0 0 8 ,  a n d  U fo r  0 .0 8  e / b o h r 3 ; 1 b o h r  =  
0 .5 2 9 1 7  A . A n o c c u p a t io n  n u m b e r  o f tw o  is a s s u m e d  fo r  p u r ­
p o s e s  o f c o m p u tin g  th e  d e n s ity  in th e  v ir tu a l M O  s.

The three lowest empty M O ’s and the seven M O’s filled 
by the valence electrons are plotted in Figures 4-9, 12-15 
for H 2 S 2  with a 90° dihedral angle. The empty M O ’s 5b 
and 5a are rather complex with considerable S3d and S-H  
<t* character and are given in the supplementary material 
mentioned at the end of this article. The lowest empty MO 
(4b) in Figure 4 obviously possesses S-S a*  character as in­
dicated by the nodal surface intersecting the middle of the 
S-S axis. The two highest occupied M O ’s (4a and 3b) in Fig­
ures 5 and 6  are each disected by two nodal surfaces and 
are the nonbonded or lone-pair M O ’s. The tipping of the 
dumbbell-shaped lobes on each sulfur with respect to the 
S -S -H  planes reveals that some S -H  a bonding character 
is also present in 4a and 3b. This shape contrasts with the 
simpler LCAO-M O descriptions5 - 1 5  of the n M O ’s which 
describe these as combinations of only out-of-plane sulfur 
hybrid AO’s. The third highest occupied MO (3a, Figure 
7) has distinct S-S  a bonding character and is broken by 
two nodal surfaces passing through each sulfur. At still 
lower energy we have M O’s 2b and 2a, which some have 
called S-S 7r bonding and others have labeled S-H a 
bonding. Actually, as seen in Figures 8  and 9, both char­
acterizations are valid; each MO has one nodal surface in­
tersecting the plane of the figures roughly along the S-S 
axis, but there is no node separating the 3p„ regions near 
each sulfur and no node disecting perpendicularly the 
S-H  internuclear region. The principal AO combinations 
making up the two lowest energy M O ’s filled with valence 
electrons are simply Si3s -  S2 3s (lb ) and Si3s +  S 2 3s 
(la) and plots of these are given in the supplementary 
material mentioned at the end of this article. The shapes
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Figure 5. Electron density in MO 4a in the S i-S a -F h  (a) plane 
and in the (b) plane passing through S, perpendicularly to the 
S-S  axis. Expectation value of position is 0.18 A toward the hy­
drogens. The dashed line in b is the projection of the S2- H 3 axis 
onto the plane being computed.

Figure 6 . Electron density in MO 3b in the S -S -H  (a) plane and 
in the (b) plane as in Figure 5. Expectation value of position is es­
sentially at the S -S  axis.

of the above seven filled M O ’s and the LEMO at 90° by 
CNDO/2D are completely harmonious with the unpub­
lished LCAO-MO coefficients of Schwartz7  and Yamabe, 
et al.11

The total valence electron density is plotted in Figure 
1 0  and is the sum of the densities of the seven filled M O’s. 
Note the depression in density near each sulfur nucleus 
because the dense aggregation of sulfur Is, 2 s, and 2 p 
electrons are, of course, not included. By subtracting the 
spherically symmetric, valence-electron, atomic densi­
ties , 3  2 2 - 2 9 - 3 1  one obtains the difference density map in 
Figure 1 1 . Whereas the nodes in the MO maps above cor­
respond to zero density, nodal surfaces in the difference 
map correspond to points where the density in the mole­
cule and in the sum of the constituent atoms are equal. 
These are denoted by the dotted contours. The interesting 
features of the difference map are the peaks of density 
gain and the valleys of density loss brought about by for­
mation of the molecule from the atoms. Ordinarily, gains 
occur in a-bonding, .r-bonding, and lone-pair regions.
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Figure 7. Electron density in MO 3a. Expectation value of posi­
tion is 0.05 A away from  the hydrogens.
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Figure 8. Electron density in MO 2b. Expectation value of posi­
tion is 0.27 A  toward the hydrogens.
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Figure 10. Total C N D O /2D  density due to the fourteen valence 
electrons in H2S2 at a dihedral angle of 90°.
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Figure 9. Electron density in MO 2a. Expectation value of posi­
tion is 0.25 A toward the hydrogens.

As expected, the CNDO/2D difference map in Figure 11 
gives a smoother charge distribution (lower peaks and 
shallower valleys) relative to the EH difference map 3  be­
cause of the iterative SCF procedure and explicit account 
of interelectron repulsions in arriving at the wave function 
in CNDO/2 theory. However, unlike the EH difference 
map for the 90° conformer of H 2 S2 , Figure 11 fails to re­
veal any buildup of lone-pair density on the sulfurs in the 
S -S -H  plane. This means that the density g a in  with re­
spect to the atoms is clearly not as quasispherical3 - 3 2  ac­
cording to CNDO/2D as one obtains by EH theory, al­
though both the CNDO/2D and EH t o ta l  densities around 
each sulfur have the appearance of being roughly spherical 
in the regions away from the hydrogens. The EH differ­
ence map 3  of H 2 S2  showed that the regions of space with 
lone-pair electron density buildup were approximately 
what would be expected from one electron pair being in 
an sp2  hybrid AO and the other being in the leftover p- 
type AO on each sulfur . 3 3  On the other hand, Figure 11 
resembles more closely the situation where the two lone

Figure 11. Difference density in H2S2 obtained by subtracting 
the constituent atom ic densities centered at the locations of the 
atoms in the molecule from  the total C N D O /2D  density. Contour 
labels are as in Figure 4, with 7 denoting —0.0008, 8 denoting 
— 0.008, and 9 denoting —0.08 e /b o h r3. Positive contours cor­
respond to regions where the e lectrons are more dense than in 
the sum of the densities c f the two sulfurs and two hydrogens, 
negative contours correspond to regions where the electrons 
are deficient with respect to the atom ic densities, and dotted 
contours correspond to points where the density in the molecule 
and the atom ic densities are equal.

pairs are in regions shaped like sp3  hybrids. The question 
of whether the CNDO/2D or EH picture is closer to real­
ity cannot be fully resolved until basis set independent a b 
in it io  density maps are obtained, but a limited basis set 
a b  in i t io  density map of H2S did show a net gain in densi­
ty in the plane of the molecule with respect to the 
atoms . 3 0  Other features of Figure 1 1  to be noted are that 
CNDO/2D gives density buildups in the rr-bonding regions 
along the S-S  and S-H  internuclear axes and in the cylin­
drical tt-bonding region around the S-S axis. The presence 
of these features is quite reasonable, although EH theory 
failed to show a rr-bonding density peak between the sul-
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TABLE II: Comparison of Virtual Orbital and Cl 
Calculations on the First n —► a* Transition in H;S2

D ih e d r a l  

a n g le ,  d e g

ElH" C N D O 2 1 V' C N D O 2D-Cr

Xmax, n m f  X„;ia x , n m / Xmax. n m f

0 3 0 5 0 . 0 1 4 3 1 7 0 . 0 0 8 4 5 7 0.001
3 0 2 9 7 0 . 0 2 6 3 0 7 0 , 0 2 2 4 0 4 0 . 0 0 7

6 0 2 7 6 0 . 0 6 3 2 8 4 0 . 0 6 7 3 5 3 0 . 1 0 2

9 0 2 5 1 0 . 1 3 7 2 5 8 0 . 1 6 6 3 1 0 0 . 1 3 0

1 2 0 2 7 8 0 . 0 1 5 3 0 4 0 . 0 0 3 3 5 3 0 . 0 7 3

1 5 0 3 0 4 0 . 0 0 9 3 4 9 0 . 0 0 0

1 8 0 3 1 5 0 . 0 0 7 3 6 6 0 . 0 0 0 4 2 9 0 . 1 0 1

" Computed by the procedure of ref 2. K Present work; Xmax = 1239.8 
(« 1 , -  .HOMO -  9.06eVl and/ = 0.0245'„i, -  ,||oMO -  9.06 eV! |ri>>.HOMO 
(mi) | - where R  is the transition moment integral between the CNDO/2D 
MO's. r Data from ref lfi. The authors of this paper adopt an S-S-H bond 
angle about 0.3° different from what we use; insignificant differences of less 
than 0 . 0 0 2  au in eigenvalues and 0.005 au in total energies result from this 
geometrical change.

furs. Also the EH map showed that its S-H  bonding peak 
was polarized off the S-H  axis as if3 4  EH theory would 
predict the S -S -H  bond angle to be too large similar to its 
erroneous prediction of linear water . 3 5

Ultraviolet Spectral Properties of Disulfides
Spectral uv and CD data on various disulfide-contain­

ing molecules have shown that, in general, the further the 
dihedral angle is from 90°, the more red shifted is the low­
est energy transition . 2  Thus, disulfides with a dihedral 
angle of about 90°. such as (CHa)2 S2 . exhibit absorptions 
around 250-255 nm. Twisting the CSSC dihedral angle 
open or closed 30° results in a bathochromic shift of 20-40 
nm. Further closing of the dihedral angle can shift the 
first transition all the way to 370 nm . 2  Also, it is known 
that the extinction coefficient of the first transition is at a 
maximum when the disulfide dihedral angle is near 90° 
and diminishes as the dihedral angle is opened or closed. 
These facts can be readily understood on the basis of the 
conformational dependence of the M O’s as obtained at 
several levels of approximation . 2 - 5 1 0 1 1  1 6  In the virtual 
orbital approximation , 2 - 4  1 9  the first transition is regarded 
as an excitation from the HOMO (4a or 3b depending on 
dihedral angle) to the LEMO. In EH theory , 2  the LEMO 
is 4b, and since its energy and shape are nearly indepen­
dent of conformation, the shifts in Amax and oscillator 
strength are mainly cue to the change in energy and char­
acter of 4a and 3b. The same situation is obtained from 
CNDO/2 theory, although here the picture is complicated 
by the crossing of 4b and 5a and the mixing of S-H  a*  
character into the LEMO (Figure 1).

Ideally, complete Cl wave functions should be employed 
in computing spectral properties of disulfides. This has 
been done in two instances, for at least the valence elec­
trons. Linderberg and Michl1 0  obtained CNDO-CI wave 
functions expanded with 3s and 3p AO's on sulfur and 
predicted the first transition of H 2 S 2  with a 90° dihedral 
angle to be at 502 nm with Sichel-VVhitehead parame­
ters3 6  and at 248 nm with Santrv-Segal parameters . 2 0  

Richardson , 1 6  e t  al., included S3d AO’s in their basis set 
and used Santrv-Segal parameters to predict the first 
transition at 310 nm for the 90° conlormer. Both o f these 
CNDO-CI studies successfully showed the first transition 
to red shift and lose intensity as the molecule was twisted 
away from the orthogonal conformation.

In view of the fact that Richardson , 1 6  e t  al., computed

oscillator strengths from dipole velocity integrals and we 
have employed dipole length integrals, this is an opport­
une situation for comparison of the two approaches. Their 
calculations used CNDO-CI wave functions, whereas our 
calculations are based on the virtual orbital approxima­
tion. but both involve treating all one- and two-center 
transition moments after deorthogonalizing the LCAO- 
MO coefficients and both employ Santrv-Segal parame­
ters . 2 0  Since we are mainly interested in the lowest energy 
disulfide n —1- cr* transition, we take the excited state con­
figuration as . . . 3a2 3b 2 4a4b or . . . 3a2 4a2 3b4b, depending 
on the dihedral angle. The energy gap between the filled and 
virtual orbitals is too big to be able to use the CNDO/2 < 
directly in the virtual orbital approximation, but they 
may be scaled as in Table II. Also in Table II are the Xmax 
and oscillator strengths (/ values) predicted by EH 2  and 
the C N D O /2D -C I 1 6  calculations. All methods show the 
proper conformational dependence of the first transition, 
and, significantly, they give similar magnitudes to the f  
values, except EH and CNDO/2D /  values are very small 
at dihedral angles where 3b is the HOMO.

The higher energy transitions should be better predict­
ed by a Cl description of the excited states than with the 
virtual orbital approximation. All the various studies 
using this approximation predict a monotonic blue shift 
for the second longest wavelength transition due to forcing 
the disulfide moiety to assume dihedral angles larger or 
smaller than 90°. On the other hand, CNDO-CI calcula­
tions1 6  show the second transition to undergo a minute 
hypsochromic shift from 308 nm at 90° to 307 nm near 
80°. but below 80° the shift is back toward the red. CD 
studies of disulfides with differing conformation indicate 
that the Cl description is qualitatively more satisfactory: 
at 90° the second transition is believed 2 - 1 0 - 1 5 - 1 6  to be 
nearly degenerate with the first at about 250 nm; at 60° it 
blue shifts to about 240 nm; and in going to still smaller 
dihedral angles the shift is bathochromic . 2 - 3 7  4 0  The 
CNDO-CI , 1 6  EH . 2  and Bergson5 - 1 5  studies are in agree­
ment in predicting a short wavelength, overlapping pair of 
transitions in disulfides with a 90° dihedral angle, similar 
to the degenerate pair of S -S  n —* cr* transitions responsi­
ble for the long wavelength band near 250 nm. There is no 
consensus as to what orbitals are involved in these short 
wavelength transitions: n(p type) —*■ S -R  <r* , 1 6  n(p type) 
“ *■ 3d , 2  or n(sp 2  type) * S-S  cr* . 5 - 1 5  These transitions, 
most likely of the first type with a significant1 6 - 1 9  per­
centage of 3d character mixed in, would be associated 
with the uv absorption observed in the vicinity 205-210 
nm in 90° disulfides . 4 0  At still shorter wavelength in 90° 
disulfides would come the intense S-S <r -  S -S  a*  transi­
tion at about 196 nm . 6

A problem with the Bergson model of disulfide orbitals 
was revealed in W oody’s quantitative calculations on os­
cillator strength and rotatory strength performed using 
transition moment integrals evaluated from the dipole ve­
locity (gradient) operator, but with the virtual orbital ap­
proximation and the crude representation of the four n 
M O ’s . 1 5  The uv and CD spectral data were interpreted 1 5  

in terms of the four disulfide n —*• cr* transitions, without 
explicit calculation of the important S -S  a — S -S  a*  or n 
-* S -R  cr* excitations. The first and second transitions in 

the dihedral angle range 60-90° were assigned by Woody 
as ni » a*  and n4  ► n* and the predicted oscillator 
strengths of these transitions were only slightly smaller 
than experiment. However, the lowest energy transition
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was incorrectly predicted with the Bergson orbitals to gain 
intensity, rather than lose it, as the disulfide is twisted 
away from the 90° conformation toward 0 or 180°.15 Thus, 
the Bergson model does not allow for the proper reorganiza­
tion of orbital shapes resulting from internal rotation.

There have been two attempts to use the Bergson 
model5  to understand the CD spectra of disulfides . 1 0  1 5  

Linderberg and M ichl1 0  successfully explained the low in­
herent optical activity in disulfides with a 90° dihedral 
angle and correctly predicted the sign of the Cotton effect 
for two cyclic polypeptides possessing a disulfide bridge 
with a dihedral angle apparently greater than 90°.41’42 
Woody’s application of the Bergson model confirmed the 
variations in the Cotton effects on a quantitative basis . 1 5  

However, a possibly misleading facet of the Bergson 
model is that it predicts the rotatory strength of the two 
lowest energy transitions at 90° to be e x a c t l y  equal and of 
opposite sign . 1 0 ’ 1 5  The reason for this is that the degener­
ate pair of HOM O’s are equivalent combinations of 3p  ̂ or 
hybrid AO’s in the Bergson approximation, except that 
one is even with respect to C2  rotation, and the other is 
odd. A diminution of inherent optical activity in the 250- 
nm region is, indeed, supported by CD data . 1 0 - 4 3  We has­
ten to point out that exact cancellation of rotatory 
strengths from the two S-S  n —*■ a*  transitions and hence 
complete lack of optical activity near 250 nm may be for­
tuitous. The very important CNDO 1 0  and CNDO-CI 1 0 , 1 6  

calculations demonstrate that cancellation is possible to 
some degree depending quite heavily on the geometrical 
parameters, e.g . , bond angles, involved. In other words, 
the simple picture predicted by the Bergson model1 0 1 5  is 
not always maintained when better wave functions are 
employed.

Ionization Potentials o f Disulfides
The pattern of variation of the MO energy levels of 

H 2 S 2  in Figures 1-3 has a direct bearing on the ionization 
potentials (IP) expected for various dialkyl disulfides 
R 2 S 2 . There are at least two effects of the R groups which 
must be taken into account when interpreting the first 
two IP’s. One is a conformational effect having to do with 
the interaction of the sulfur lone pairs with each other, 
and the other is an electronic effect due to interaction of 
the lone-pair orbitals with the R groups.

The conformational effect has to do with whether the R 
groups are bulky as in (t-Bu)2 S2, which would tend to 
open the C -S -S -C  dihedral angle above the normal value 
near 90°,44 or whether the R group bridges the sulfurs in a 
five- or six-membered ring, which would reduce the dihe­
dral angle considerably below 90‘ ?  Such conformational 
differences would determine (within the framework of 
Koopmans’ theorem45) which regions of a correlation di­
agram (Figures 1-3) are applicable to a given molecule. 
For instance, in molecules with dihedral angles close to 
90°, the first and second IP’s should be and are very close 
due to the near degeneracy of 4a and 3b. As the conforma­
tion approaches either the cis, or hypothetical trans, pla­
nar forms, then there should be a larger split between the 
first and second IP’s corresponding to the larger energy 
difference in 4a and 3b. The uv data3 7  and IP data 1 3  are 
very consistent in indicating a split of 0.85-0.95 eV be­
tween the two highest occupied M O’s at 60° dihedral 
angle. The third highest IP is from the S-S a MO (3a in 
H 2 S 2 ) by most theoretical treatments and hence should be

relatively less dependent on dihedral angle. This is, in­
deed, found to be the case experimentally . 1 3

The second effect of an alkyl group R on the first few 
IP's of the disulfides has to do with how well the R group 
can destabilize the high-lying M O ’s localized on the disul­
fide moiety and/or stabilize the cation formed by ioniza­
tion. Either or both of these mechanisms may be opera­
tive. An experimental fact1 3  is that for a series of R2 S 2  

compounds all with nearly the same C -S -S -C  dihedral 
angle of about 90°, the larger the R group is, the lower are 
the first several IP’s. In other words, increasing the chain 
length or degree of branching in R makes it easier to ion­
ize electrons from the disulfide moiety. EH calculations 
on H 2 S 2  and (CH 3 )2 S 2  show that the methyl groups raise 
the energies of the lone-pair M O’s na and nh (4a and 3b in 
H 2 S 2 ) and the S-S a MO (3a in H 2 S 2 ) . 2 ' 4 6  Thus, via  
Koopmans’ theorem the IP’s from these levels should be 
lower in (CH 3 )2 S 2  than in H 2 S2. This expectation is con­
sistent with the observed first and second IP’s of 8 .8-9.0 
and 9.1-9 . 2  eV in (CH 3 )2 S 2 1 3 - 5 4  compared to 1 0 .0 - 1 0 . 2  

and 10.3-10.5 in H 2 S2 . 1 3 , 5 5  The other electronic mecha­
nism for lowering the IP’s of R 2 S 2  compounds is the stabi­
lization of the cation and concurrent narrowing of the en­
ergy gap between R 2 S 2  and R 2 S 2 + . The stabilization is 
completely consistent with the inductive ability of the 
alkyl groups . 5 6  The larger R groups can more effectively 
delocalize the ionic charge over the periphery of the mole­
cule. This phenomenon is analogous to that found in a 
CNDO/2 study of the gas-phase acidies of some alcohols 
where the negative charge in the alkoxyl anions was found 
to be stabilized by spreading out over the peripheral hy­
drogens; the larger alkyl groups with their greater surface 
area formed the more acidic alcohols . 5 0

We should not conclude this section without noting that 
the a b  in it io  calculations7 - 8  are superior to the semiempir- 
ical ones in regard to the accuracy of the predicted first 
and second IP’s of H 2 S2. The experimental values are men­
tioned above. Our EH calculations2  on the 90° rotamer of 
H 2 S 2  gave values which were too high, 12.50 and 12.61 eV 
(using Koopmans’ theorem). Predictions from the present 
CNDO/2 calculations likewise are too high: 12.78 and 
12.85 eV. Linderberg and M ichl’s CNDO calculation 1 0  

with Sichel-Whitehead parameters3 6  gave 11.1 and 11.2 
eV. Schwartz’s a b  in it io  calculations7  predicted the first 
and second IP’s at 9.67 and 9.72 eV via  Koopmans’ theo­
rem. Veillard and Demuynck’s calculations , 8  while not 
directly giving eigenvalues at 90°, still gave the two high­
est occupied M O’s crossing in the range 10.5-11.0 eV at 
this dihedral angle.

Conformational Preference and Charge Distribution of
H 2 S 2

An important property of the -S -S -  linkage in proteins 
and other molecules is its preferred skew conformation. 
For instance, the X-ray determined structures of insulin5 7  

and other proteins1 2  possess disulfide linkages of P or M 
chirality with C -S -S -C  dihedral angles averaging around 
90°. Unless restricted by a ring structure or external forc­
es , 2  the optimum dihedral angle at the S-S bond of all di­
sulfides is about 90°. As with almost1 1  all previous MO 
treatments3  of disulfides, the present CN DO /2 calcula­
tions yield a minimum in the total energy at about 90°. 
The barriers to internal rotation of 10.9 (cis) and 3.6 kcal/ 
mol (trans) are higher than predicted by EH theory2  and 
agree better with a b  in i t io  results . 3 , 7 ~ 9  Our CNDO/2 bar­
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rier heights are also higher than others have obtained 
from earlier CNDO calculations because in one case the 
3d AO’s of sulfur were apparently not included9  and in 
the other case Sichel-Whitehead , 3 6  rather than Santry- 
Segal, 2 0  parameters were employed . 1 0

Reasons for the 90° conformational preference have been 
established in earlier calculations , 2 - 3  and the present 
CNDO/2 calculations only serve to confirm these. The 
Mulliken 5 8  overlap population between the sulfurs of 
H 2 S 2  peaks at 90° as the dihedral angle is varied from 0 to 
180° as seen in Table III in the supplementary material 
mentioned at the end of this article. This trend in both 
the EH and CNDO/2D data implies the possibility 
of some variation is S-S stretching frequencies as a 
function of dihedral angle recently sought in the 
Raman spectra of disulfides . 5 9  Also apparent in Table III 
is the fact that the EH overlap populations for the S-S 
bond tend to be larger than the a b  in i t i o 1 - 8  and CNDO/ 
2D values, mainly because the a component to the over­
lap population is over four times larger from the EH wave 
function than from CNDO/2D. The overlap populations 
for the S-H  bond do not vary greatly with H -S -S -H  dihe­
dral angle and reach a minimum of 0.408 at 90° by 
CNDO/2D.

The net atomic charges and dipole moments computed 
at the equilibrium geometry of H 2 S2  are most relevant to 
experiment. Nevertheless, these quantities from CNDO/2, 
CNDO/2D, and EH 2  wave functions, which are given in 
Table IV available as supplementary material, display an 
interesting dependence on dihedral angle. The CNDO/2 
and CNDO/2D net atomic charges are expectedly smaller 
in magnitude than the EH values. Deorthogonalization 
brings the CNDO/2 charges into closer agreement with 
the EH values, just as in the case of adenine . 2 2  Signifi­
cantly, the CNDO/2 and CNDO/2D charges show the 
same dihedral angle dependence as do the EH charges: 
the charge on sulfur is least negative at about 90°. This 
corresponds to the enhancement of hyperconjugation or 
back donation which transfers electron density away from 
the sulfurs as the dihedral angle approaches 90°.3 The 
lowering of charge density on the sulfurs in the gauche 
conformations as measured by the net charges (Table IV) 
and by electron density maps3  suggests that the steric size 
of the regions occupied by the lone-pair electrons is actu­
ally greater in the unfavorable planar conformations than 
in the gauche ones. The total occupation of the five S3d 
AO’s is small, but nonnegligible, varying from 0.240 at 0° 
dihedral angle to 0.281 at 90° and 0.249 at 180° by CN DO / 
2D. Deorthogonalization decreases the apparent occupan­
cy of the 3d AO’s and increases that of the 3s AO’s.

The three sets of point charge dipole moments in Table 
IV are mostly smaller than the corresponding values pre­
dicted with the one- and two-center terms included. The 
point charges do not adequately account for the lone-pair 
contributions which make the side of the molecule with 
the hydrogens the positive end of the dipole. Even with 
the one- and two-center terms included, the apparent po­
larity of the molecule seems rather low according to 
CNDO/2 and CNDO/2D. The CNDO/2D M.„t value at 90° 
of 0.29 D is only 0.03 D closer to the experimental value of 
1.18 D 6 0  than in the CNDO/2 p  value. In most other mol­
ecules also, deorthogonalization does not improve predict­
ed dipole moments very much . 2 2 - 2 3 - 3 6  Making the hydro­
gens less electronegative4 6  in CNDO/2 theory would im­
prove the predicted dipole moment.

Epilog
A fairly unified picture of the electronic structure of the 

disulfide moiety has emerged from our comparison of the 
a b  in i t io  and semiempirical MO studies. The main quali­
tative difference between the approximate and rigorous 
MO calculations, namely, the interchange of character 
between closely spaced MO levels of the same symmetry, 
cannot be used to judge the relative accuracy of the calcu­
lations with presently available experimental data. The 
few semiempirical studies which predict alternate views of 
the disulfide M O ’s have been delineated with the purpose 
of showing where improved parameterizations or other re­
finements in the approximate theories may be necessary. 
The unified description of the electronic structure of the 
disulfide moiety has extended the basis for understanding 
and predicting numerous observables, such as uv absorp­
tion, optical activity, ionization potentials, conformation, 
structure, and dipole moments, of not only small model 
compounds, but also of complex proteins, enzymes, anti­
biotics, and other biomolecules with the disulfide linkage.
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The results of fairly extensive numerical calculations of the diffusion and thermal diffusion coefficients 
obtained from Enskog’s theory are presented for binary dense gas mixtures of loaded spheres and of 
rough spheres. The common result of both model theories in the limit of vanishing polyatomic parame­
ters is the smooth hard-sphere value of the transport coefficients. The second-order Chapman-Enskog 
binary diffusion coefficients for rough spheres mixtures and for loaded sphere mixtures are well approxi­
mated over the entire density range by the first-order Chapman-Enskog formulas. Effects due to differ­
ences in masses and differences in eccentricity parameters in loaded sphere molecules are of equal im ­
portance in determining the sign and order of magnitude of the thermal diffusion coefficient. The effect 
due to different molecular diameters is nearly an order of magnitude smaller. In the rough sphere model, 
the effects of different masses and molecular sizes generally outweigh the effects due to different m o­
ments of inertia and usually determine the sign and order of magnitude of the thermal diffusion coeffi­
cient. Calculations for the dense gas D 2 -H T  system for both polyatomic models show strong composition 
and density dependence of the thermal diffusion factor. The form of the trial function has a significant 
effect upon the value of the thermal diffusion factor for rough spheres and the effect of spin anistropy, in 
particular, becomes very important as the density increases. The orientational anisotropy has a negligi­
ble effect upon the thermal diffusion factor for loaded spheres, whereas the spin anisotropy accounts for 
about 1 0 % of the thermal diffusion factor for this model.

I. Introduction
The formal results of the Enskog transport theory of 

dense gas mixtures of loaded spheres1  and of rough 
spheres2  (some mistakes in ref 2  have been corrected in 
ref 1 ) are used herein to obtain numerical estimates of the 
diffusion and thermal diffusion coefficients for these 
model fluids. Since the details and results of the formal 
theory are exceedingly lengthy, we present here only the 
barest outline of the theory and concentrate instead on as­
sessing by numerical computation the role of rotational 
motions in diffusive processes. The formulas used in the 
computations are available in ref 1  and 2  and on micro­
film . 3  It is hoped that the many tables and figures given 
in the following sections will be helpful in predicting qual­
itative trends for real fluids at high temperatures (where 
the attractive interactions are not important).

The loaded sphere molecules are characterized by load­
ed sphere parameters or eccentricity parameters, which 
are reduced moments of inertia defined as a , = 
r„.-anda„ = m„(,£u2 / r „ ,  where m vu [ =  +  m j ]
is the reduced mass for the species v and p ,  £ is the eccen­
tricity or displacement of mass center from geometric cen­
ter, and i ;  is the principal moment of inertia for a mole­
cule of species v. For real molecules that we hope to be 
adequately described as loaded spheres, the eccentricity £ 
is quite small. The eccentricity parameter having a value 
of zero corresponds to the case of a degenerate loaded 
sphere (actually a smooth hard sphere where the centers 
of mass and geometry coincide). Perhaps the largest phys­
ically realistic value of the eccentricity parameter is 0.167 
for the HT molecule in the D 2 -H T  binary system.

The rough sphere molecules are characterized by rough 
sphere parameters, which are reduced moments of inertia 
defined as k\ =  A l\/m \o\2 for A = v ,p . /, is the moment of

inertia, m,\ is the mass, and ox is the diameter of a mole­
cule of species A. The value of k \  may vary from a value of 
zero when all the mass is concentrated at the center of the 
sphere to a value of % when all the mass is evenly distrib­
uted on the surface of the sphere. The limit k„ = ku —► 0 
corresponds to the smooth hard-sphere limit.

The general theory of the dense gas loaded sphere (LS) 
mixture has been applied to a binary mixture. Likewise, 
the general theory of the rough sphere (RS) dense gas 
mixture has been applied to the case of a binary system. 
For these two models the expression for the relative diffu­
sion velocity in a two-component system of species v and p 
has the form

v„ - V„ = - + DtV In T] (1.1)

where £)„„ is the binary diffusion coefficient and D T is the 
thermal diffusion coefficient. d,.„ is a generalized diffusion 
force which for loaded spheres is given by

d , ;LS,=

( p n k T )  '(/)MV P , -  p y p „ )  -  ~  +

— n„Vn,,) +  n ~ lb , „ - ~ — ~ n ,n uV g , v (1.2) 

For rough spheres we have

( p n k T )  \ p , V P „  -  p„V P„) -  -  m ~ \ j  +

n ~ 1b l,tlg , u( n , V n ll ~  n uVn,. ) (1 .3 )
In these expressions n„ is the number density of species v, 
n  is the total number density, p v is the mass density of
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species v, p is the total mass density, Xi> is the external 
force on a particle of species i>, P „  is the hydrostatic pres­
sure due to species v , a v is the diameter of a particle of 
species v, a vu = (a„ +  <rM) / 2 , = ( 2 / 3 ) tt(t„u3 and g„„ is
the contact value of the equilibrium pair correlation func­
tion for a pair of particles of species j and g .

The generalized diffusion force for loaded spheres has 
the additional term proportional to Vg„w. This term arises 
from a particular evaluation of the pair correlation func­
tion in the molecular chaos assumption used to close the 
hierarchy of equations for the singlet distribution func­
tion. In the development of the kinetic equations in the 
formal theory it is assumed that the doublet distribution 
function for a pair of particles, say molecule 1  of species v 
with center of mass located at position r characterized by 
the dynamical variables t, and molecule 2  of species g  
with center of mass located at r +  5 „ i -  5 „ 2  characterized 
by dynamical variables T2, may be written as the product 
of a correlation function which is independent of mo­
menta, and two singlet distribution functions. This as­
sumption has the form
/„„(r.Tj.r +  j„ i -  6 „ i r 2; t )  =

g ^ i r  +  5 ,.i)/r(r,Tl; t ) f ll( r  +  5 ,,, -  ¿ „ 2 ,r 2 ;f ) (1.4) 
For loaded spheres

cients are associated with the particular forms of the driv­
ing forces given here. For comparison of theory and exper­
iment some care must be exercised so that the mass flux 
is expressed in terms of the same driving forces. The theo­
retical and experimental values of the transport coeffi­
cients may then be properly compared as coefficients of 
the same driving forces.

The formulas for the binary diffusion coefficient and the 
thermal diffusion coefficient in terms of the scalar coeffi­
cients arising in the Chapman-Enskog solution technique 
to the order of approximations made are for the loaded 
sphere model

© ,,;LS’ =

( 2  k T ) U1 
n

„ -1/2/LS.-» 00 I 1 LS/-ï 00 1 1 LS/~» 00,
1 , ( +  g *T g C„ 3  )

m - u \ LX \ r  +  k LSC„ (1.5)

n ’ n.2 ItT ^ in  /-r1 -s . 1  0 0  ' ±1>-’ 0 0  J- x l-s /ii ' X “  +  +  V X ; / " ’) -

- ' v x , 0 0  +  +  ^ x 00) ( 1 .6 )

5ri ?i-ei /2 T̂i.k

=  ^ e 2  +  '/¿aft

where k is the unit vector in the direction from the geo­
metric center of molecule 2  to the geometric center of 
molecule 1  at the moment of impact, and e is the unit 
vector in the direction from the center of mass to the cen­
ter o f geometry with £ the distance the center of mass is 
displaced from the center o f geometry. For rough spheres 
whose centers of mass and geometry coincide, £„ = £„ = 
0 , so that

5,1 =  — ZrO,. k 

Su 2 =  Zjff „ k

In writing the molecular chaos assumption it seems con­
sistent to evaluate g „  „ at the point of contact of the two 
molecules, i.e.,  g vu(r +  ¿„ 1 ). If the pair correlation func­
tion for species of different molecular size is evaluated 
somewhat arbitrarily at the midpoint of the line joining 
the centers of mass or geometry, i .e . , = g n ( r  +  %[g„i
-  ¿„ 2 ]) the results are somewhat more symmetric forms 
for the subsequent kinetic equations and the Vg„„ term 
does not appear in the generalized diffusion force. This 
was done in the rough sphere theory. In the loaded sphere 
theory g„M was evaluated at the point of contact of the two 
molecules and the additional term, which is a result of the 
effect of different molecular radii, appears in d,,„. Both 
expressions for d„„ reduce in the low density limit to the 
proper dilute gas expression . 4

It should be pointed out that the choice of where to 
evaluate in the molecular chaos assumption does not 
affect the formulas for either 2D„U or D r for either model. 
The only result is the inclusion of the Vg„u term in the 
generalized diffusion force. For the loaded and rough 
sphere fluids, is a function of n„, n u only, so this term 
is a density gradient term.

Difference in concentration of the species, a pressure 
gradient in the system, different external forces on the 
species, and a temperature gradient can all give rise to a 
mass flux. The theoretical values of the transport coeffi­

and for the rough sphere model

D „ ;rs,=  Z r̂ t ( 2 k T Ÿ /\ m ~ w2( RÿC l.lM +  >/fsc „ 2on) -

+  (jlisCu2n")] (1.7)

D j  RS) =  n~ T Lk T [ m , - u -(RSA l,i ,,° +  ' ¿ X " 0) -

m ; 1 /!(RSA ; *  +  X X , 00)] (1 -8 )
The scalar coefficients, C„ 1 00, . . .. A m200, appearing in 

these formulas are solutions to sets of linear algebraic 
equations of the form

x " = A - r '  (1.9)
Here Y a is a column vector composed of the scalar coeffi­
cients corresponding to the ath transport coefficient, for 
example, for mutual diffusion, to the approximation con­
sidered here for loaded spheres
transpose Y“ =

{C ^ c   ̂ c   ̂ c   ̂c  ^ /'Ï 0 0  /'T 1 0  0 1  /-•! 0 ( 1 /''I 0 0 ,

( 1 .1 0 )
The appropriate Y a for thermal diffusion is obtained by 
substituting A  for C in eq 1.10. The elements of the col­
umn vector x a and of A are given in ref 1  and 2  and in ref 
3 for the models considered here. Equation 1.9 must be 
solved subject to a constraint of the form ^,6,a Y ,a = 0 , 
where the ti,n are constants depending on molecular mass 
and composition. Since the final forms of the solutions to 
eq 1 . 9  for mutual and thermal diffusion are rather un­
wieldy we shall not reproduce them here. Instead we shall 
give in section II much simpler but equally accurate for­
mulas for the mutual diffusion coefficient and we shall 
present in section III numerical computations aimed at il­
lustrating the qualitative and quantitative dependence of 
the thermal diffusion coefficients on density, molecular 
masses, radii, and rotational parameters for the models 
considered. In section IV we examine the predicted ther­
mal diffusion factor for model parameters pertinent to a 
D2-H T  mixture.

In the case of smooth, rough and loaded spheres, the el­
ements of the matrix A involve the contact value of the
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equilibrium pair correlation function g„„. This function 
has the properties that —*■ 1  in the limit of zero density
and g,,u —► co in the limit of the density increasing to a 
state where molecular motion is impossible. We also have 
the symmetry property g uu =  The pair correlation 
functions for loaded and rough spheres are the same as 
the corresponding smooth hard-sphere correlation func­
tions. For our purposes we will use the forms given by Le- 
bowitz and Rowlinson , 5  which are Percus-Yevick formulas 
for these functions for a mixture of hard-sphere molecules. 
For a two-component system of hard spherical molecules 
of radii <r„ and a u, we have

g ,, =  |̂1 +  | b,.,.n+  ^r(3o\, ~  2ct„)5„(,/i„J x

[1 — / ( b,.,.n,. +  J]-2 (1.11)

g„u = ["l +  + g0T(3,tm _  2ff„)6„„/z„J x

[1 -  /(b,,,.n„ + b^n„)Y2 (1-12)

and
g„, =  g „, =  (<r„gw +  a „g ^ ) /2 a „ l, (1.13)

II. Binary Diffusion Coefficients
The values of the scalar coefficients in eq 1.5-1 . 8  de­

pend on the trial function for the distortion 0  of the sin­
glet distribution function / ( r, t, f) from its local equilibri­
um form / le . The equation

/  = / le(l +  0) (2.1)

defines 0 . For our computations, the “ second-order” trial 
function for a fixed binary mixture was chosen to be of the
form6
0, =

+ c - ” ( f -  w j ) +  + 7 -  fi, -) l +

C„_ +  2 C , /3()4 — 7 )e,e,. j> W„d,.„ +

{ [ . V + ■ U "( ! - w,;’)  +  -4„;"(i + 7 — fi h l +

A +  2 A , -  7)e,e„ >:W,V In T

where 1  denotes the unit tensor, W,, the reduced linear 
velocity

W,. =  rn^j2J^F) c,, (2.3)
and ft the reduced angular velocity

fi„ =  l / ( r , / 2 A’D Wl. ( 2 .4 )
c is the velocity of the center of mass of molecule v, V 
the principal (nontrivial) moment o f inertia of species v, 
and <ji,, the angular momentum of molecule v about its 
center of mass. For smooth spheres C„i0 1  = C „ 2 0 0  = 
C„3 0 0  = A „  1 0 1  = A v2 0 0  = A , 3 0 0  = 0. For rough spheres 7  

= % and for loaded spheres 7  = 0 .
The coefficients C„ 1 00, . .  ., A v300 are of course deter­

mined by the theory. They are obtained as the compo­
nents of the column vectors denoted as Y a in eq 1.9. For a 
trial function of the form given by eq 2.2, the A ’s  and the 
C’s are determined by inverting nine by nine matrices. 
The trial function obtained by setting C„i1 0  = C,,i0 1  = 
Y 2 0 0  = C,.3 0 0  = 0  yields the so-called first-order Chap- 
mian-Enskog approximation to the diffusion coefficient. 
For the three models considered here, the first-order re­

sults are
3 /  k T  V '2

“ ■ ■ - a f e d  <**>
where for smooth hard spheres h =  1 , for loaded spheres

h =  4 / t / n / 1 < l 1  (2.6)
and for rough spheres

h
1  +  k,.„

1  +  2  Ktv
(2.7)

The quantity a symmetrical function of a„ and
a u defined by the expression

U,J]n = f  f  (1 +  a ,x 2 + a ŷ-T1'- d.r dv (2.8)

is tabulated in Table I (microfilm, see ref 3). The quanti­
ty iqM is defined by the expression

k,v ~' =  m,tl[(m„K„)~' +  (m „x j_1] (2.9)
We have compared for equimolar systems the diffusion 

coefficients predicted from the second-order theory (by 
solving the 9 x 9  matrix equation) with the first-order re­
sults obtained from eq 2.5. The cases studied involved 
ranging the mass ratios, m „/m u, and radius (or diameter) 
ratios, a J a u, from % to 2 , the density from gas-like to liq- 
uid-like values, and the polyatomic parameters k „  and a „  

over the physically realistical values 0 to % and 0 to 0.167, 
respectively. In all our computations, we found less than 
1% deviation of the first-order predictions (eq 2.5) from 
the second-order predictions. Thus, we conclude that eq
2.5 is accurate to the second-order Chapman-Enskog ap­
proximation. This conclusion is well known6  for smooth 
hard spheres and. therefore, is not surprising, although it 
is a happy conclusion in view of the simplicity of eq 2.5-
2.9.

The diffusion coefficient of rough spheres is smaller than 
that of corresponding smooth spheres (the factor h given 
by eq 2.7 runs from 1 to about 0.71 as the pair /»•„, ku ranges 
from 0,0 to %, %). Thus, in the extreme case the rotation­
al motion of rough spheres reduces the diffusion coeffi­
cient by about 29%.

Loaded sphere behavior provides an interesting contrast 
to rough sphere behavior. The diffusion coefficient of 
loaded spheres is actually greater than that of correspond­
ing smooth spheres. The function decreases with
increasing a „  or a,, and ranges from 4 to about 3.12 as the 
pair a„,a„ ranges from 0,0 to %,%. For the largest realistic 
values, a„ = a u =  0.167, h has a value of about 1.12, an 
increase of 1 2 % over the corresponding smooth sphere 
value.

The self-diffusion limit (molecular parameters of 
species v =  those of species n )  of eq 2.5 was obtained ear­
lier by Brown and Davis7  using an exponential approxi­
mation to the autocorrelation function.

III. Thermal Diffusion Coefficients
Unlike the case of mutual diffusion, the setting of 

T,,110= A , , ! 0 1  = A „ 2 00 = 2 L 3 0 0  = 0  does not lead to a 
meaningful approximation to the thermal diffusion coeffi­
cient. First of all, eliminating these coefficients ignores 
thermal conduction by diffusive motion. Secondly, the 
trends obtained for the thermal diffusion coefficient to 
this low order of approximation disagree even qualitative­
ly with the results of the full second-order approximation 
obtained from eq 2 .2 . Consequently, we must solve the
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Figure 1. DT (SHS) in un its  o f { k T /2 n  m viL) ' / 2 n ~ 1 (2a) ~2 10 -2  
vs. reduced de ns ity  bn: <r„ =  <rM =  a, x „  =  xu =  0.5.

full set of equations represented by eq 1.9. Since this 
leads to rather complicated formulas we shall present here 
a few graphs illustrative of the numerical results, analytical 
details, and formulas being available elsewhere . 1 “ 3  All the 
thermal diffusion computations presented in this section 
are for the special case of equimolar mixtures.

The thermal diffusion coefficient was calculated from 
the loaded sphere formalism in the limit a t. = a„ = 0  and 
from the rough sphere formalism in the limit k ,, = ku =  0 . 
The common limit of these two polyatomic model theories 
is the smooth hard-sphere thermal diffusion coefficient 
/ ) ishsi which again provided a useful reducing quantity 
with which to measure the effects of the polyatomic char­
acter of the two models on thermal diffusion in subse­
quent calculations. These smooth hard-sphere results 
agree exactly with those predicted by McLaughlin and 
Davis , 8  who studied thermal diffusion in a mixture of 
smooth hard-sphere and square-well molecules.

Thermal diffusion coefficients were calculated for the 
two cases: (i) equal radii, m j m ^  -  0.5, 0.667, 0.8, 0.9, 
1.0; and (ii) equal masses, a v/ a ti = 0.5, 0.667, 0.8, 0.9, 1.0; 
for equal mole fractions.

Figure 1 depicts D T(SHS) us. reduced density b n  for case 
i. Dt ,shsi is negative for all mass ratios less than unity. 
The magnitudes of the thermal diffusion coefficient in­
crease with increasing b n  for a fixed value of the mass 
ratio. The thermal diffusion effect decreases to zero as the 
mass ratio approaches unity and the mass difference driv­
ing force vanishes.

Figure 2 is a plot of D TlSHS' vs. reduced density f>„„n for 
case ii. This figure displays the different transport modes 
in dense systems. At low densities transport is pig-a-back, 
and DT'SHSl is negative with the effect enhanced as 
decreases. At high densities Dt ish-> is positive and in­
creases as the species exhibit greater dissimilarity. At high 
densities the collisional mode of transport predominates. 
There is a value of the reduced density (approximately 
b run = 1.4) where the competing effects of the two modes of 
transport just balance and Dt 'hhs vanishes. The effect of 
different radii on thermal diffusion is generally an order of 
magnitude smaller than the effect due to differences in

Figure 2. D T (SHS> In un its  o f ( k T / i r m ) ' ,2n ' o ~ 2 1 0 “ 3 vs. 
re duced  dens ity  bmn :  =  m , x „  =  x „ =  0.5.

Figure 3. D T ILS) in un its  o f ( k T / i rm ) 1>2n _ 1 (2 o j ~2 1 0 “ 2 vs. 
re duced  dens ity  bn: a „ =  0, =  <7„/crM =  1, x „  =  xw =
0.5 (dashed c u rve s ); a „  =  0.10, m„ = mv =  aj/a^ =  1, x„ =  xM 
=  0.5 (so lid  cu rve s ).

masses. Computations, presented elsewhere , 1  for the case 
= mi„/mu = a  for varying a  show that the mass is the 

controlling factor in establishing the magnitude and sign of 
the thermal diffusion coefficient in smooth hard-sphere 
molecules.

The effect of different eccentricity parameters in the 
loaded sphere model is demonstrated in Figure 3. These 
are plots of DTil-Sl us. bn  for combinations of a,, and a^ for 
species of equal masses and equal radii. For fixed values 
of a „  Dt (LSI is negative and increases in magnitude with 
b n  for a„ > a„, is identically zero for a,, = a„, and is posi­
tive and increases with bn  for a „  <  a,,. The magnitude of 
the thermal diffusion coefficient for the case of different 
eccentricity parameters is nearly the same as that for dif­
ferent masses. The effect is greatest when the molecules 
exhibit the greatest dissimilarity, i .e . . when ¡a„ -  a u\ is 
maximal.
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Figure 4. D T ,RKI in un its  o f ( k T / i r i r ) ' ' 2n - 1 (2cr) ~ 2 1 0 -3  vs. 
reduced  dens ity  b n :  kv = 0.1, m„/m̂  = ctj, /rrM = 1, x „ = x„ = 
0.5 (dashed cu rve s ); x „  =  0.3, m „ /m u = <Xi,/crM =  1, x,, =  xM =  
0.5 (so lid  c u rv e s ) .

The rough sphere thermal diffusion coefficient was cal­
culated for different values of the reduced moments of in­
ertia xr and xu. For species of equal mass and molecular 
radius, dissimilar but symmetric mass distributions in the 
spheres give rise to different moments of inertia, and 
hence, provide a driving force that creates a thermal dif­
fusion effect in such systems. Figure 4 shows plots of 
D y  l!S vs. reduced density bn  for combinations of x,, and 
ku for equal masses and equal radii. First we note that the 
effect of thermal diffusion due to differences in moments 
of inertia in the rough sphere model is generally one or 
two orders of magnitude smaller than the effect due to 
different eccentricity parameters in the loaded sphere 
model. At higher densities for moderately large values of 
x, and xu, the qualitative behavior of DT"-S| is the same 
as D-|-lLS’ . That is, for reduced densities greater than ap­
proximately one, for a fixed value of x,„ DTlKSl is negative 
for x(, < x„ and increases in a positive sense with increas­
ing x„, is identically zero for xu = x „ (for all densities), 
and is positive for xt, >  x„ and increases with kh. At low 
densities the qualitative behavior of DTlHSI does not ap­
pear the same. Figure 5 is a plot of D r,HSl vs. xy for the 
dilute gas limit bn =  0. It is not true that a maximum 
thermal diffusion effect corresponds to the greatest dissi­
milarity in the species. Qualitatively speaking, our results 
are in agreement with the results of Trubenbacher9  who 
studied the dilute gas rough sphere binary mixture. It was 
not possible to compare our numerical values with his 
since he studied thermal diffusion in the limit that the 
concentration of one species vanishes and for small differ­
ences in x r and x„.

At this point we wish to examine the effect that loads 
and roughness have on the thermal diffusion effect when 
the species present have different masses or radii. For this 
purpose we define the reduced thermal diffusion coeffi­
cients

, .. D y11' ( k .„k u. b lun. m , / m u.a.,/<ju. n,,.n.,)
= - J - —  --------------------------- —  (3.1)

D y '  \ b n,n. m ,/  m „. <r,,/ a„. n „ )

Figure 5. D-rlRSI in un its  of ( k T / n m )  ' >2n -  ' (2<r) 10" 3 vs.
Kyi : b n  =  0, my/niyi =  <7„/rrM =  1, x „ =  x u =  0.5.

Figure 6. d t i l s i *  vs. reduced dens ity  b n :  a„ =  =  a, a „ / t
=  1 , Xy = Xyj =  0.5.

and
, .. D  r  Ls'(a,,.ou.b,-un. m ,./ m u. a,, la,,. n ,..nu)

D y  3 = -  - -  , - L — — ------------ -------------—  (3 .2 )
D  y*"*'(  b,.y,n. m,./m^. a , ./ n u. n,. )

The loaded sphere thermal diffusion coefficient was cal­
culated for equal eccentricity parameters for case i. Figure 
6  is a plot of U y ' LSl* vs. bn  for case i. The addition of 
equal loads to molecules of different masses results in re­
ducing the thermal diffusion effect. Very little density de­
pendence is exhibited. For a fixed value of a . / } TlLSl* de­
creases as m J m L, tends toward unity. For a fixed value of 
m j m u, the addition of equal loads to the molecules de­
creases / > , lLS l*  as a  increases. The thermal diffusion coef­
ficient for a particular mass ratio may be decreased only 
as much as 15-20% if the molecules have the maximum 
physically realistic load parameters.

Rough sphere thermal diffusion coefficients were calcu-
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Figure 7. D T (RS)*  vs. re duced  de ns ity  bn: x„ =  xw =  x, a j a u =  
1, x „  =  =  0.5.

Figure 8. D x tLSI vs. a, D x lRS) vs. x, in un its  o f ( k T / i r m ) ' / 2 n ~  1 
<t„ h _2 1 0 -3  fo r o- „ / ctm =  0 .667: a „  =  a „ =  a, x „  =  x „ =  k . m „  =  

= m ,  x„ = x„ = 0.5.

lated for the case x,, = xu = x for systems in which the 
species have different masses. Figure 7 is a plot of D T ,RSI* 
vs. bn  for case i. The curves exhibit a definite ordering at 
high densities where the collisional mode of transport 
dominates. At low densities D-r ,RS)* does not vary mono- 
tonically with x for a fixed mass ratio, but exhibits a min­
imum with respect to x (a trait that seems to characterize 
the low density pig-a-back transport with rough sphere 
molecules). Generally speaking, D - JHS> is reduced when 
roughness is added to molecules of different masses. The 
effect varies in magnitude but is only as much as 15% in a 
dense system with m j m u =  0.5 and x at its largest physi­
cally realistic value.

Claypool1 0  gives an expression for the thermal diffusion 
coefficient, derived from the Longuet-Higgins and Pople 1 1  

scheme, for an isotopic mixture of rough spheres. He con­
sidered species of equal molecular size but different mass­
es and moments of inertia. The theory gives the following 
result for the thermal diffusion coefficient

D r =
3  n ,n . , ( m , m ,

8  n a ]2T ( n , m ,  +  n.,n

(m,vkTS ‘ -
1 - I x)\ Z7T /

r/2 k,u + l
V Lv + i

(3 .3)

This expression predicts that thermal diffusion vanishes 
when the masses are identical even though the species 
have different moments of inertia. It also predicts that the 
reduced thermal diffusion coefficient is independent of 
density and is given by (x„u + l)/(2x„u +  1). This behav­
ior is in disagreement with what we have predicted above 
with Enskog’s theory.

The thermal diffusion coefficients for loaded spheres 
with a„ =  a u =  a and for rough spheres with x,, = x(, = x 
were calculated for the case of unequal radii, i.e.,  case ii. 
In Figure 8 , which is a typical plot for one value of o jc r ^  
in case ii, the thermal diffusion coefficients pass from 
negative to positive values as density increases as did 
£)T <s h s i T l n S is because the difference in molecular radii 
is still the only driving force for thermal diffusion. The 
presence of equal eccentricity parameters in loaded

spheres that have different radii tends to decrease the 
value of Dx 'LSl in a negative sense for all physically real­
istic values of the eccentricity parameters. The presence 
of roughness and equal rough sphere parameters in mole­
cules that have different radii tends to increase Dx lKSI in 
the positive sense for all but the highest densities. The 
polyatomic effects are most important at values of 
near unity since the thermal diffusion coefficient is small 
and the polyatomic effects represent a large per cent de­
viation from the SHS results. The polyatomic effects are 
also of most importance for reduced densities in the range
1.0 < b n,n <  1.5. where the thermal diffusion coefficient 
vanishes due to competing transport modes.

To determine whether the effects of different masses 
and different loaded sphere parameters are of equal im ­
portance, DXILSI* was plotted vs. a u in Figure 9. The plot 
displays two different mass ratios for high and low densi­
ties for the case a,, = 0 , which will provide the greatest 
loaded sphere effect. The plot demonstrates a qualitative 
additivity of the effects of different masses and loaded 
sphere parameters. In a system where the masses are 
quite different, e.g., m v/ m i =  0.5, the polyatomic effect of 
dissimilar loaded spheres can reduce the thermal diffusion 
effect by 40-50%. In a system where the mass difference is 
small, e.g., m j m u = 0.9, the effect of dissimilar loaded 
sphere parameters dominates, and the sign of the thermal 
diffusion coefficient can be reversed. This is not surpris­
ing, as earlier we saw that the effects of dissimilar loaded 
spheres was of the same order of magnitude as the effects 
due to dissimilar masses.

Though not explicitly depicted in a figure, the effect of 
introducing loaded sphere character to molecules that 
have different radii is substantial. The effects of different 
loaded sphere parameters are dominating in determining 
the sign and order of magnitude of the thermal diffusion 
effect in situations where the species exhibit a size differ­
ence. This again is not surprising in light of the fact that 
differences in loaded sphere parameters were found to 
produce a thermal diffusion effect on order of magnitude 
greater than simple differences in molecular size.

To determine the importance of considering both mass
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differences and the polyatomic effect of rough spheres dif­
fering in moments of inertia, DX'KSI was calculated for 
case i for different values of k„, Figure 10 depicts 
D r liSl* us. b n  for m^/m^ = 0.5 for k„ =  0.1 and various 
values of k„ .  Differences in rough sphere parameters do 
not have a large effect on the thermal diffusion coefficient 
for this large a mass difference. In fact, even for small dif­
ferences in masses we have found (but not reported here) 
that the maximum effect of different moments of inertia 
is a decrease in the thermal diffusion coefficient by 25%.

The thermal diffusion coefficient was also calculated for 
rough spheres with different rough sphere parameters for 
case ii. Our calculations show that the effects of different 
radii and different rough sphere parameters are not 
strongly coupled. Different molecular radii were found to 
produce a thermal diffusion effect of an order of magni­
tude greater than the effect of different moments of iner­
tia. Except in the region of moderate densities where the 
thermal diffusion effect from unequal radii may vanish 
due to competing pig-a-back and collisional transfer 
modes, or for small values of the radius ratio, the sign and 
order of magnitude of the thermal diffusion effect is deter­
mined by the value of the radius ratio.

IV. Dense Gas Mixtures of D2 and HT
At this point we have made no attempt to model an ac­

tual binary system by either the rough sphere or loaded 
sphere model. Here we examine a dense gas mixture of D2 
and HT for both models. The gaseous system exhibits a 
thermal diffusion effect, and both the dilute gas rough 
sphere model and the dilute gas loaded sphere model have 
been employed in attempts to satisfactorily predict the 
phenomenon.

Trubenbacher9 considered the molecules to be rough 
spheres with different moments of inertia and calculated 
the thermal diffusion factor a  = D t /x „x „ £ ) ^  for the bina­
ry mixture. With v designating the species D2 and m desig­
nating the species HT, he postulated and molecules to be 
of equal mass and equal molecular size with k „ = 0.090 
and ku =  0.068. His prediction of ax = 1.9 x  1 0 '3 is small­
er than the experimental value12 of 0.028 by a factor of 
about 15.

Sandler and Dahler,13 realizing the system lends itself 
to description by the loaded sphere model, postulated the 
D2 molecule as a smooth hard sphere and the HT mole­
cule as a loaded sphere. Masses and molecular radii were 
assumed equal. Using a calculated value of the eccentrici­
ty parameter for HT of a h = 0.167, they calculated a ther­
mal diffusion factor approximately twice the experimen­
tally observed value. When they used aM as an adjustable 
parameter to predict a proper rotational relaxation time 
for HT, a “ semiempirical”  value of a(, was determined to 
be a u = 0.092. This produces a value of « T = 0.026, which 
is in excellent agreement with experiment.

Our purpose in examining the dense gas rough sphere 
mixture model and the dense gas loaded sphere mixture 
model for the D2-H T  system is not to determine the suc­
cess or failure of the models in predicting the dilute gas 
experimental value of the thermal diffusion factor; this 
question was answered quite well by Trubenbacher and 
Sandler and Dahler. We performed the calculations to 
give a concrete basis on which to compare the results of 
the dense gas theories, and also as a further check on our 
calculations in the dilute gas limit. We were unable to 
compare our calculations for the dense D2-H T  system to 
any experimental data.

The molecules D2 and HT have a very small mass dif­
ferences ( m n 2 ~  m m -  =  4.0294 -  4.0250 = 0.0044 au) 
which by itself is incapable of adequately explaining the 
thermal diffusion effect. We calculated the diffusion coef­
ficient and thermal diffusion factor for the dense gas 
D2-H T  system for the models: (i) D2 and HT are smooth 
hard spheres with a v/ a v = 1, mt/m ( = 4.0294/4.0250. (ii) 
D2 and HT are rough spheres with k„ = 0.090, kh = 0.068, 
and = a„/<x„ = 1. (iii) D2 and HT are rough
spheres with k„ = 0.090, ku =  0.068, m „ / m „  = 4.0294/ 
4.0250, and ff,,/crM = 1. (iv) D2 and HT are loaded spheres 
with a„ = 0, a„ = 0.167, m^/m^ = <r,,/<7„ = 1. (v) D2 and 
HT are loaded spheres with a„ = 0, a, = 0.092, m v/ m u =
CT„/(7U =  1.

The thermal diffusion factor is given in Table II (micro­
film, see ref 3) for cases i-v  for reduced densities in the 
range 0 < bn  < 3 for various compositions. For case i a T 
varies only with density, that is, it is composition inde­
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pendent. The thermal diffusion factor for this case is posi­
tive and increases quite rapidly with density. At very low 
densities aT for cases ii and iii has little dependence upon 
the composition, varying only about 7% for b n  = 0, but is 
a strong function of composition at higher densities. In 
case ii for rough spheres of equal mass, a T decreases from 
small positive values at low densities to large negative 
values at high densities. This density dependence may 
very well be the effect of the different transport modes 
characterizing the low and high density ranges. Case iii 
includes the effect of the small mass difference on the 
rough spheres. We see that for this case of a very small 
mass difference and small value of r „ and the individu­
al effects due to the mass difference and different mo­
ments of inertia superimpose qualitatively and add in a 
nearly quantitative manner to produce a net thermal dif­
fusion effect. Previously we saw that this was not the case 
for large values of k,, and k„, where a coupling of the mass 
difference and different moments of inertia produced a 
net thermal diffusion effect quite different than would be 
expected if the two effects were independent. At high den­
sities the very small mass difference determines the sign 
of the thermal diffusion factor.

For cases iv and v, o:T varies only about 10% over the 
entire range of compositions at low densities and less than 
5% at high densities. aT is positive and increases quite 
rapidly with density for all compositions. The agreement 
of our calculations at zero density and the results of San­
dler and Dahler13 is excellent.

All our reported rough sphere calculations were per­
formed in the spin anisotropic approximation which in­
cludes the vector W -ilQ in the expansion of A and C in 
the Chapman-Enskog scheme. A lower order approxima­
tion does not include this term, but only retains terms of 
the form a-W, b-W (5/2 -  W 2), and h-W (3/2 -  fi2) in the 
expansions of A  and C. These two approximations are re­
ferred to, respectively, as the Kagan-Afanas’ev and Pid- 
duck approximations.14 For cases ii and iii the binary dif­
fusion coefficient and thermal diffusion factor were calcu­
lated for equal mole fractions in the Pidduck approxima­
tion so we could compare the results without Kagan-Afan­
as’ev (KA) calculation and determine the sensitivity of 
the transport coefficients to the choice of the trial func­
tions. As reported in section II, we found the value of the 
binary diffusion coefficient was virtually the same in both 
approximations. The thermal diffusion factor was quite 
sensitive to the effect of spin anisotropy. In cases ii and 
iii, aT calculated in the KA approximation was decreased 
in the negative sense from the values given by the Pid­
duck approximation. At zero density in case ii the Pid­
duck approximation gave a value of « T = 1.54 X 10~3. 
Our calculation in the KA approximation is 1.25 X 10~3, 
about 19% smaller. For case iii at zero density the Pid­
duck approximation gave a value of nT = 2.03 x  10 3. 
Our calculation in the KA approximation is aT = 1.75 X 
10-3 , nearly 14% smaller. At higher densities the effect of 
spin anisotropy is much larger. For case ii at b n  = 3, the 
Pidduck approximation gave a value of <x = -11.54 x 
10~3 while our KA calculation is k t  =  -31.78 X 10~3. For 
case (iii) at bn  =  3 the values of aT were found to be 45.29 
X 10-3 and 25.88 X  10-3 for the Pidduck and KA approx­
imations, respectively. These results illustrate the fact 
that the effects of spin anisotropy are very important in 
the dense rough sphere fluid, and perhaps warrant an ex­
tension of these calculations to test the effect of still high­
er approximations on the thermal ciffusion coefficient.

The fact that our result for case ii at zero density is some­
what lower than the result given by Trubenbacker9 is not 
surprising in view of the fact that he used a lower approx­
imation than the Pidduck, namely, a-W +  b-W (5/2 -  
W 2 ).

All our reported loaded sphere calculations include the 
effects of both an orientational anisotropy term W-ee, and 
a spin anisotropy term W-fifi as expansion vectors for the 
functions A and C determining the diffusion and thermal 
diffusion coefficients. When orientational anisotropy is ne­
glected the expansions for A and C have the KA form. 
When both orientational and spin anisotropy are neglect­
ed we have the Pidduck approximation. We performed the 
calculations for case iv and v for equal mole fractions in 
both the spin isotropic or Pidduck approximation and the 
orientation isotropic or KA approximation. The expansion 
vector W-ee was not included in the dilute gas theory of 
Sandler and Dahler13 as previous evidence indicated it 
contributes a small amount to the value of transport coef­
ficients. This was substantiated by our calculations in the 
dilute gas limit. Inclusion of the term leaves the binary 
diffusion coefficient essentially unchanged and lowers the 
thermal diffusion factor by less than 1% over the entire 
density range. The effect of spin anisotropy in the loaded 
sphere diffusion coefficient is also negligible. The effect on 
the thermal diffusion factor is greater in case iv than in 
case v, indicating that the effect increases with eccentrici­
ty parameter. The effect of spin anisotropy decreases with 
increasing density. For case iv at zero density the Pidduck 
approximation gives a value of « T = 0.0474 and the KA 
approximation a value of 0.0556, some 17% higher. For the 
case b n  = 0, the Pidduck value of « T is 6.32 whereas the 
KA value is 6.81, an increase of less than 8%. The differ­
ences between the Pidduck and KA approximations for 
case v are somewhat smaller, being 12.2% at zero density 
and only 5% at b n  =  3.

We observe the thermal diffusion factor to increase rap­
idly with increasing density which suggests that at densi­
ties characteristic of the liquid phase we may expect the 
establishment of a concentration gradient one or two or­
ders of magnitude larger than in very dilute gas systems. 
The tendency to establish a larger concentration gradient 
in the liquid system could then be employed to perhaps 
effect better separations while enjoying the advantage of 
the small volume in the liquid state.
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