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Ring Opening of Chemically Activated Cyclopentyl and Methylcyclobutyl Radicals1

W. P. L. Carter and D. C. Tardy*

Department of Chemistry, University of Iowa, lowaCity. Iowa 52242 (Received December 21. 1973)

The endothermic ring opening of vibrationally excited cyclopentyl radicals generated in the gas phase by 
adding H to cyclopentene has been studied. The results obtained were combined with literature results 
to test activated complex models for the ring-opening reaction, and the data were fit by a model which 
gives a thermal A factor of 1014 0±0-4 sec-1, and a critical energy of 34.6 ± 0.6 kcal/mol. The exothermic 
ring opening of vibrationally excited methylcyclobut-l-yl generated by adding H to methylenecyclobu- 
tane in the gas phase was also studied. Assuming a model for the ring-opening activated complex which 
corresponds to a thermal A factor of 1014-1±0-4 sec-1, the critical energy is calculated to be 31.7 ± 0.7 
kcal/mol. These results suggest that the critical energies for ring openings of cycloalkyl radicals may be 
relatively insensitive to ring strain.

Introduction
An interesting class of free-radical isomerizations is the 

ring opening of cycloalkyl radicals and their reverse, the 
internal addition of radical centers to a double bond on 
the same molecule. In addition to being of interest to or­
ganic chemists,23 these reactions are also of theoretical in­
terest.215 An incompletely resolved question, for example, 
is how does the critical energy fcr the ring opening (or the 
internal addition) depend on the ring size, and how does 
it compare with analogous reactions in a cyclic systems. It 
has been suggested215 that if the transition state has about 
the same strain as the cyclic radical, then the ring-open­
ing critical energy should be independent of ring strain. In 
that case it is reasonable to expect that this critical ener­
gy should be about the same as that for the 13 scission de­
composition of acyclic radicals, which is 31-33 kcal/mol.3 
However, it is conceivable that the strain of the transition 
state could be less than in the cyclic radical because the 
ring is opening and thus strain is being relieved; it is also 
conceivable that the strain in the transition state is more 
because examination of models suggests that the ring has 
to be quite puckered for significant overlap in the forming 
irbond.

Some quantitative gas-phase studies of ring opening or 
internal addition reactions have been reported.26’4 7 Ther­
mal work gives cyclopropyl a ring-opening activation ener­
gy of about 22 kcal/mol4 and cyclobutyl about 18 kcal/ 
mol5 and indicates that cyclopentyl has a ring opening en­

ergy of less than about 38 kcal/mol.6 From chemical acti­
vation work, a critical energy for cyclopentyl opening of 
about 33 ± 3 kcal/mol has been calculated.7 However, de­
spite this work, more work is needed. The activation ener­
gy of 18 kcal/mol for the ring opening of cyclobutyl5 is un­
reasonably low, and that work5 has been suggested as unre­
liable.26’6 Corrections have been suggested which increase 
the ring opening energy of cyclobutyl to a more reasonable 
35 ± 5 kcal/mol.2 In addition, in the chemical activation 
study of the internal addition forming cyclopentyl,7 only 
an average rate constant is experimentally measured. In 
order to obtain an estimate of the critical energy, the rate 
constant must be calculated using RRKM8 theory; this 
requires a vibrational frequency model for the isomeriza­
tion activated complex as well as the critical energy and 
at present no reliably tested way to obtain frequency as­
signments for cyclic activated complexes is available.

The gas-phase chemical activation studies reported here 
are aimed at solving these problems. The ring opening of 
cyclopentyl was studied by forming vibrationally excited 
cyclopentyl by the addition of H atoms to cyclopentene. 
The reactions believed important in this system are shown 
in Figure 1. The radicals formed are at a much lower en­
ergy than those in the previously reported chemical acti­
vation study of this reaction.9 With an idea of the isomer­
ization rate constant at two different energies, RRKM 
theory can then be used to test the activated complex 
models, and thus a more reliable critical energy can be
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Figure 1. Reaction scheme for H + cyclopentene. For the stud­
ies made by Watkins7 the minimum energies for cyclopentyl and 
1-penten-5-yl radicals were 57.3 and 42.7 kcal/mol, while in 
this work the energies were 36.3 and 21.6 kcal/mol, respective­
ly. M depicts any molecules which will stabilize the excited radi­
cals.

obtained. Such a test is possible because essentially two 
parameters determine RRKM calculated rate constants: 
the critical energy and the activated complex model. With 
two different rate constants, these two quantities can be 
unambiguously determined. Indeed, the nature of the ac­
tivated complex model which best fits the data should 
also be of interest.

The ring opening of cyclobutyl was studied in this work 
by forming virbrationaly excited methylcyclobutyl-1 by 
the addition of H to methylenecyclobutane (Figure 2). As 
this is studied at only one energy, an activated complex 
model for this reaction could not be tested. However, the 
nature of the model which fits best for the cyclopentyl 
system should give some clues as to the best model for the 
methylcyclobutyl-1 system, so a fair estimate of its criti­
cal energy should be possible.

Experimental Section
Hydrogen atoms were generated by the mercury(3Pi) 

photosensitized decomposition of hydrogen molecules9 re­
sulting from irradiation (through a 90-99% opaque filter) 
by a G8T5 germicidal lamp. The lamp was in a quartz 
well in a 20-1. Pyrex reaction vessel attached to a stan­
dard, mercury-saturated, Pyrex vacuum system with 
grease-free stopcocks and a Barocel electronic manometer. 
Photolyses were done at room temperature with the fol­
lowing mixtures: (1) cyclopentene and cis-2-butene in hy­
drogen; (2) cyclopentene and ethylene in hydrogen; (3) 
methylenecyclobutane and ethylene in hydrogen. The 
mixture ratios for the qualitative runs are shown in Tables 
I and II. Hydrogen gas was purified through a liquid nitro­
gen cooled silica gel trap before use. Ethylene and cis-2- 
butene (Matheson, CP) were taken from their tanks and 
not further purified except by being pumped on while 
condensed in a liquid nitrogen trap. The samples of cyclo­
pentene (Chemical Samples Co., 99.9%) and methylene­
cyclobutane (Chemical Samples Co., 98%) were found to 
have no impurities interfering with the products of inter­
est and were not further purified.

After each run, the condensable gases were trapped by 
pumping out the reaction vessel through a glass-wool 
filled trap cooled with liquid nitrogen, and trapped again 
in a similar way for the vapor-phase chromatography

Figure 2. Reaction scheme for H + methylenecyclobutane. The 
methylcyclobutyl-1 radical has a minimum energy of 42.3 kcal/ 
mol. M dipicts any molecule which will stabilize the excited rad­
icals.

TABLE I: Experimental Data for the H +  
Cyclopentene System

% reactants®
Pressure, ------------------------------------

Torr S /D C a H E t Bu C 5

0 . 0 3 8 9 .  I e 9 9 . 0 0 . 4 0 . 6
0 . 0 5 4 8 1 1 . 7 9 9 . 0 0 . 4 0 . 6
0 . 0 7 5 1 1 . 9 9 9 . 0 0 . 4 0 . 6
0 . 1 1 3 1 5 . 0 9 9 . 0 0 . 4 0 . 6
0 . 1 4 0 1 6 . 4 9 9 . 0 0 . 4 0 . 6
0 . 1 5 6 1 6 . 3 9 9 . 0 0 . 4 0 . 6
0 . 1 5 6 1 6 . 3 9 9 . 0 0 . 4 0 . 6
0 . 1 5 7 1 7 . 0 9 9 . 0 0 . 4 0 . 6
0 . 2 1 5 1 6 . 3 9 9 . 0 0 . 4 0 . 6
0 . 3 0 0 1 7 . 3 9 9 . 0 0 . 4 0 . 6
0 . 3 5 3 2 1 . 7 9 9 . 0 0 . 4 0 . 6
0 . 6 8 9 3 0 . 5 9 9 . 0 0 . 4 0 . 6
0 . 7 8 5 3 0 . 0 9 9 . 0 0 . 4 0 . 6
1 . 6 0 3 5 . 3 9 9 . 0 0 . 4 0 . 6

1 . 4 4 4 8 . 0 d 9 9 . 0 1 . 2 0 . 8
3 . 3 9 8 8 . 8 9 7 . 8 1 . 4 0 . 8
4 . 0 9 8 5 . 1 9 7 . 7 1 . 4 0 . 9
5 . 9 9 1 2 6 . 4 9 7 . 7 1 . 4 0 . 9

1 1 . 1 2 3 4 . 0 9 7 . 3 1 . 4 0 . 9

1 S tabilization/decyclization . b R eactan ts: H  == hydrogen, E t =  e thylene,
B u = cis-2-butene, C 5 = cyclopentene. c M ethylcyclopentane/1-hexene, cor­
rected for d isproportionation. d E thy lcyc lopen tane/l-hep tene , corrected for 
d isproportionation .

(vpc) injection system. Noncondensable products were not 
analyzed. All analysis were done by vpc. 1-Hexene, meth- 
ylcyclopentane, 1-heptene, ethylcyclopentane, 2-methyl-
1-hexene, and 2-ethyl-l-pentene were identified by com­
parison of vpc retention times of reaction products with 
authentic samples. The cyclopentene runs were analyzed 
using a squalane column, while the methylenecyclobutane 
runs were analyzed with both squalane and hexamethyl- 
phosphoramide columns. Products retained longer than 
heptenes were not analyzed.

Results and Discussion
The presence of cis-2-butene or ethylene in the reaction 

mixtures was to produce methyl or ethyl radicals to trap

The Journal of Physical Chemistry. Vol. 78. No. 16. 1974



TABLE II: Experimental Data for the H +  
M ethylenecyclobutane System

%  reactants^
Pressure, ----------------------------------------

Critical Energies for Ring Openings of Cycloaikyl Radicals

T orr S /D C “ H Et Ct

2.14 0.309'; 99.0 0.62 0.40
3.0 0.421 97.5 1.6 0.9
5.03 0.693 97.5 1.6 0.9
9.80 1.45 97.0 2.0 1.0
9.83 1.37 96.9 2.0 1.1
9.95 1.37 96.0 2.9 1.1

14.9 2.20 97.5 1.6 0.9
20.0 2.87 99.0 0.6 0.4
42.3 5.44 96.7 2.2 1.1
79.0 9.32 97.6 1.6 0.8
99.9 11.96 97.7 1.6 0.8

See Table I, footnote a. tj Reactants: H  = hydrogen, Et = ethylene, C5
=  m ethylenecyclobutane. c l,l-M ethy lethy lcyc lobu tane /(2 -m ethy l-l-hex - 
ene +  2-ethy l-l-pen tene), corrected for d isproportionation.

the C5 radicals. Methyl radicals were generated after the 
addition of H to cis-2-butene by the following reactions

H + C— C = C — C —*- C— C— C-— C* (1)
C— C— C— C* —* C— C=C  + C* (2)

C— C— C— C* + M —*- C— C— C— C —* —*
other products (3)

As the rate of reaction 2 is approximately 2 X 107 sec-1,3 
this method of producing methyl radicals is only useful at 
pressures at or below about 0.5-1.0 mm, where reaction 3 
does not predominate over 2. Ethyl radicals are generated 
when ethylene is present by the following reactions

H + C = C  — * C— C-* (4 )
C— C-* — * e = C  + H (5 )

C— C-* + M — C— C- + M (6 )

As the rate of reaction 5 is about 4 X 107 sec“1,3 this tech­
nique is useful for producing ethyl radicals at pressures 
above 1-2 mm, where decomposition of excited ethyl is 
not important.

Cyclopentene Runs. Cyclopentene + hydrogen mixtures 
gave, upon photolysis, a number of C5 products, including 
a large yield of a compound whose vpc retention time is 
appropriate to cyclopentane. There were no major C6 or 
C7 products observed. Three new peaks on the vpc were 
observed when the reaction mixtures contained cfs-2-bu- 
tene in addition to cyclopentene and hydrogen. One was 
identified as 1-hexene, considered to result from the 
methyl trapping of l-penten-4-yl, and another product 
was identified as methylcyclopentane, from methyl + cy­
clopentyl. Table I gives the cyclopentyl/l-penten-5-yl con­
centrations calculated from the yields of their trapping 
products. Corrections were made for disproportionation 
assuming disproportionation/combination ratios of 0.10 
for methyl + l-penten-5-yl and 0.31 for methyl + cyclo­
pentyl.10 The third C6 product, whose yield varied from 
V10 that of methylcyclopentane at 1.6 mm pressure to 
about y5 at 0.038 mm, was not identified, but is believed 
to be a result of methyl adding directly to cyclopentene. 
Other new products in the runs with cis-2-butene were 
those expected to result from the H + cis-2-butene reac­
tions.

When ethylene was present in the reaction mixture in­
stead of cts-2-butene, the C6 products were not observed, 
and were replaced by four vpc peaks appropriate to C7 hy­
drocarbons. One product was identified as 1-heptene from 
the combination of ethyl and l-penten-5-yl, and another 
was identified as ethylcyclopentane, from ethyl + cyclo-

1575

Figure 3. Plot of stabilization/decyclization, S/DC (cyclopentyl/ 
1-penten-5-yl), as monitored by methyl (O) or ethyl (A) trap­
ping v̂ s. 01, the collision frequency in the H + cyclopentene sys­
tem. The line corresponds to the optimized calculation.

pentyl. The cyclopentyl/l-penten-5-yl ratios calculated 
from the yields of these products are shown in Table I. 
Correction for disproportionation assumed disproportiona­
tion/combination ratios of 0.08 for ethyl + l-penten-5-yl 
and 0.27 for ethyl + cyclopentyl.10 A known ratio mixture 
of ethylcyclopentane and 1-heptene was injected into the 
vpc and it was verified that the vpc area ratios corre­
sponded to the actual mole ratios of these compounds. 
The two other C7 products were not identified; they oc- 
cured at about Vio the yield of ethylcyclopentane and are 
presumed to result from the direct addition of ethyl to cy­
clopentene.

A plot of stabilization/decyclization (the cyclopentyl/
l-penten-5-yl radical concentrations obtained by both 
methyl and ethyl trapping) vs. collision rate is shown in 
Figure 3. The low pressure ethyl trapping run can be con­
sidered unreliable because it was done at a pressure low 
enough so that a significant amount of the excited ethyl 
radicals formed decompose before they can be stabilized. 
If this run is ignored, the ethyl trapping and the methyl 
trapping runs agree moderately well.

Methylenecyclobutane Runs. Methylenecyclobutane/ 
hydrogen mixtures gave several C5 hydrocarbons upon 
photolysis, two of these occur in large yields and have re­
tention times appropriate for 2-methyl-l,3-butadiene and 
methylcyclobutane; though none of these C5 products 
were unambiguously identified. When ethylene was pres­
ent in the reaction mixture, three additional products cor­
responding to C7 hydrocarbons were observed. Two of 
these were poorly resolved but were identified as 2- 
methyl-l-hexene and 2-ethyl-l-pentene believed to result 
from the ethyl trapping of the radicals formed when 
methylcyclobutyl-1 opens (see Figure 2). The other peak, 
is believed to be 1-methyl-l-ethylcyclobutane, resulting 
from the ethyl trapping of methylcyclobutyl-1. Though no 
authentic sample of that compound could be obtained, 
this belief is supported by several observations. (1) A plot 
of the yield of this product/(2-methyl-l-hexene + 2-ethyl-
l-pentene) vs. pressure is linear with a zero pressure in­
tercept near zero. The slope is identical when using two 
different types of vpc columns. This pressure dependence 
is consistent with the assumption that this product results 
from the trapping of an initially formed radical which is 
thermodynamically less favored than its isomers. (2) The 
vpc retention time of this product on a boiling point col­
umn is what would be reasonably expected for 1-methyl-

The Journal of Physical Chemistry. Voi. 78. No. 16. 1974
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Figure 4. Plot of stabilization/decyclization, S/DC (methycyclo- 
butyl-1-2-methyl-1-buten-4-yl + 2-ethyallyl), as monitored by 
ethyl trapping i/s. co in the H + methylenecyclobutane system. 
The line corresponds to the optimized calculation.

1-ethylcyclobutane. (3) Relative to the C7 olefins, this 
compound is retained for a significantly shorter time on a 
vpc column with double bond characteristics (hexa- 
methylphosphoramide) than on a boiling point column 
(squalane). This suggests that this product is not an ole­
fin. The only C7 nonolefin product other than 1-methyl-l- 
ethylcyclobutane expected in this system is ethylcyclopen- 
tane, however, it has a retention time too long to be iden­
tified with the observed peak.

Table II gives the methylcyclobutyl-l/(2-methyl-l- 
buten-4-yl + 2-ethylallyl) ratio calculated from the ob­
served C7 products. Corrections for disproportionation 
were estimated from disproportionation/combination ra­
tios of 0.31 for ethyl + methylcyclobutyl-1 and 0.08 for 
ethyl + either of the ring-opened radicals.10 A plot of this 
ratio (stabilization/decyclization) vs. collision rate is 
shown in Figure 4.

Calculations
In order to obtain estimates of the energy parameters 

from observed stabilization yields, steady-state RRKM8 
calculations were done on these systems. The principles of 
calculating decomposition and stabilization yields in sys­
tems with decompositions, isomerizations, and inefficient 
stabilizations are described elsewhere.11-12 Required for 
these calculations are the following.

(1) The heats of formation at 0°K of the radicals and 
the activated complexes is required. Heats of formation of 
radicals were obtained using C-H bond dissociation ener­
gies of 96.2 kcal/mol for propane and 1-pentene,13 of 93.4 
kcal/mol for cyclopentene,14 and of 87.1 kcal/mol for 
allyl-H.15 Except for the cyclobutanes, the 0°K heats of 
formation of H- and the hydrocarbons are obtained in the 
API tables.16 The 0°K heat of formation of methylcyclo­
butyl-1 of 44.6 kcal/mol is calculated using a 298°K heat of 
formation of methylcyclobutane of - 0.6 kcal/mol,17 a 
C-H bond dissociation energy of 93.6 kcal/mol (96.8 kcal/ 
mol for cyclobutane,18 corrected to tertiary by subtracting
3.2 kcal/mol13), and a 298°K heat content of 3.2 kcal/ 
mol.19 The heats of formation of the formation complexes

in the cyclopentyl system are obtained from a H -I- cyclo­
pentyl critical energy of 2.0 kcal/mol,13 and a n-propyl + 
acetylene critical energy of 9.0 kcal/mol.7 The 0°K heat of 
formation of the H + methylenecyclobutane addition 
complex is obtained using a 298°K heat of formation of 
methylenecyclobutane of 30.0 kcal/mol,17 a H addition 
critical energy of 2.0 kcal/mol,13 and a 298°K heat con­
tent of 4.1 kcal/mol. The heats of formation of the isom­
erization complexes were treated as adjustable parame­
ters. The appropriate energies are presented in Appendix
I.

(2) The sum of states of the activated complexes and 
the density of states of the radicals are also required for 
RRKM calculations.8 These are obtained from the vibra­
tional frequencies. Methods of frequency assignments19-20 
and frequency lists19 are given elsewhere. The cyclopentyl 
radical frequencies are based on those of cyclopentane,21 
and the methylcyclobutyl frequencies are based on those 
of cyclobutane22 and methylenecyclobutane.23 Several dif­
ferent vibrational assignments of the ring-opening activat­
ed complexes were obtained using normal mode calcula­
tions described elsewhere.24 Calculated frequencies are re­
lated to bond numbers associated with the forming or 
breaking bonds through bond order-force constant corre­
lations.24-25 The frequencies used are listed in Appendix
II.

(3) The rate constants are proportional to the reaction 
path degeneracies. Both ring opening and internal addi­
tion reactions have path degeneracies of 2; all others con­
sidered here have a degeneracy of 1.

(4) An energy transfer model for the collisional stabili­
zation of the excited radicals is needed to perform the 
steady-state calculation. In the experiments reported here, 
hydrogen was used as the bath gas so these radicals are 
stabilized by collisions with hydrogen. Collision numbers 
(in sec '1) are obtained by multiplying the pressure (in 
Torr) by 3.56 x 107 sec-1 Torr-1. This is calculated using a 
Lennard-Jones potential26-27 with cross sections of 2.97 
and 5.70 A, and e/k values of 33.3 and 310°K for hydro­
gen26 and all C5 hydrocarbons,28 respectively. Hydrogen is 
not a strong collider;12-29 one collision with hydrogen in 
general will not remove enough vibrational energy to 
quench the unimolecular reaction. Energy transfer models 
of weak colliders are given by probabilities of the excited 
species going from one energy state to another upon colli­
sion. In these calculations, a step ladder model with step 
size of 400 cm' 1 (1.144 kcal/mol) was assumed for hydro­
gen, i.e., one collision with hydrogen causes a change in 
internal energy of 1.144 kcal/mol. Details on obtaining the 
detailed probabilities for step ladder and other models are 
given elsewhere.30

The calculated stabilization yield ratios are compared 
with experiment; the adjustable energy parameters are 
varied until an optimum set is obtained. With an opti­
mum set of energy parameters any change in an adjust­
able energy causes the square of the per cent deviation of 
the calculated yield ratios relative to the experimental 
yield ratios to increase. Although the energy levels used in 
the calculation are spaced at 400 cm' 1 (1.144 kcal/mol), 
the energy parameters could be changed in increments of 
100 cm' 1 (0.29 kcal/mol).

Cyclopentene System. Shown in Figure 1 are the reac­
tions believed to be important. The critical energies of the 
isomerization of I to II and of the decomposition of II are 
considered to be unknown energy parameters. In addition, 
it is necessary to consider the vibrational assignment of
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the ring-opening activated complex to be another un­
known “parameter,” as there is much uncertainty as how 
to assign the vibrational frequencies of cyclic activated 
complexes. Clearly, the data obtained in this study, the 
ratios of stabilization yields of cyclopentyl to l-penten-5- 
yl, are not enough to test all these unknowns. However, 
such a test is possible if we make use of the earlier chemi­
cal activation study of this system done by Watkins and 
Olsen (WO),7 where vibrationally excited l-penten-5-yl 
was produced with a minimum excitation of 42.7 kcal/mol 
by the exothermic addition of n-propyl to acetylene form­
ing 1-penten-l-yl which undergoes a rapid 1,5 H shift to
II. This excitation contrasts with the much lower mini­
mum excitation of 21.7 kcal/mol for l-penten-5-yl ob­
tained in the H + cyclopentene system. A knowledge of 
the rate constant for a reaction at two energies gives us an 
ability to test the activated complex model not possible 
with just one chemical activation study. With a more reli­
able activated complex model, a better estimate of the 
critical energy is possible. WO did their experiments using 
acetylene as the bath gas; acetylene is probably not a 
strong collider, but is probably more efficient than nitro­
gen, which was found to have an efficiency of 0.5512 in 
chemical activation systems. An efficiency of 0.75 for 
acetylene was assumed, as suggested by some thermal en­
ergy transfer studies;31 the correction was made by multi­
plying WO’s collision rates by the assumed efficiency.

Optimization calculations were done on both the H + 
cyclopentene system and WO’s n-propyl + acetylene sys­
tem. The calculations on the H + cyclopentene system 
were done assuming the mechanism of Figure 1, where 
back isomerization and decompositions to form cyclopen­
tene and ethylene were allowed. In WO’s system, back 
isomerization could be neglected because of thermody­
namic considerations and because of the high pressures 
they employed. The optimized isomerization critical ener­
gies for the two systems would agree only when an ring­
opening activated complex model corresponding to partial 
single bond and partial double bond numbers of 0.2 and
1.8 was used.24 In that case, the ring-opening critical en­
ergy was 34.6 kcal/mol and the internal addition was 19.7 
kcal/mol. WO also measured the decomposition of II; and 
we use their data to calculate its critical energy to be 26.3 
kcal/mol. This corresponds to a critical energy for the ad­
dition of allyl to ethylene of 13.7 kcal/mol, about 6 kcal/ 
mol higher than the usual radical + olefin additions,32 in­
dicating that about 6 kcal/mol. though not all, of the al- 
lylic stabilization of allyl15 must be destroyed in the acti­
vated complex.

If a collisonal efficiency for acetylene of 1.0 is assumed 
(instead of 0.75), the data are fit by a ring-opening com­
plex with bond numbers of 0.1 and 1.9, a ring-opening 
critical energy of 34.9 kcal/mol, and an allyl + ethylene 
addition critical energy of 13.2 kcal/mol. If the efficiency 
of acetylene is assumed to be 0.5, then the data are fit by 
bond numbers of 0.35 and 1.65, a ring-opening energy of
34.0 kcal/mol, and an allyl + erhylene energy of 14.3 kcal 
/mol. These models bracket the A factor by a factor of
2.5.

Methylenecyclobutane System. The scheme of expected 
reactions in the H + methylenecyclobutane system are 
shown in Figure 2. From energetic considerations, decom­
positions are not believed to be important in this system. 
The stabilization yields of IV and V had to be measured 
together, so their interconversion rate was not a consider­
ation. Because of the thermodynamics of the isomeriza-

TABLE III: Ring-Opening Critical Energies“
Chem ical 

Therm al activation
E  act ^c rit

Cyclopropyl 22s
Cyclobutyl 18»

35 ±  5d
Methylcyclobutyl-1 31.7 ±  0.77
Cyclopentyl <37.7' 34.6 ±  0.6/
C-C — C~C -^C=C~C + C ' 33.9» 33.0»

“ All energies in kcal/m ol. b Reference 4. »R eference 5. d Reference 2.
» Reference 6. '' T h is  work. 0 Reference 3.

tion of III to IV, the reverse reaction can be ignored, and 
the system can be treated as a simple stabilization-de­
composition competition,12 where “decomposition” corre­
sponds to eventual formation of the stabilization products 
of IV and V. The activated complex for the ring opening 
could not be tested, so it was assumed to have partial 
bond numbers24 of 0.2 and 1.8, as this is what the cyclo­
pentene data indicate. With that, the ring-opening critical 
energy is calculated to be 31.7 kcal/mol. An activated 
complex model with bond numbers of 0.1 and 1.9 gives a 
ring opening critical energy of 32.6 kcal/mol, while bond 
numbers of 0.35 and 1.65 give a ring-opening critical ener­
gy of 31.2 kcal/mol.

Conclusion
Table III gives the critical energies for the various 

strained ring-opening reactions compared with an analo­
gous acyclic decomposition process using data obtained in 
this work and in the literature. Note that all except cyclo­
propyl have about the same critical energy, indicating 
that even in the very strained cyclobutyl system the ring 
strain does not have a dramatic effect on the C-C rupture 
reaction. In view of the problems in the thermal studies of 
the cyclobutyl ring opening,25-6 it is not clear how reliable 
the reported 22 kcal/mol activation energy for the opening 
of cyciopropyl is. Clearly, the cyclopropyl system should 
also be restudied to see if it really constitutes a major 
break in the trend found in the cyclopentyl and cyclobutyl 
systems; work along these lines is currently underway in 
this laboratory.

Note Added in Proof. After this manuscript was sub­
mitted it was learned that Professor B. S. Rabinovitch had 
completed a similar study; his results, which will be sub­
mitted for publication, are in agreement with ours.

Acknowledgment. Monies from the Graduate School, 
University of Iowa, for the purpose of computer calculations 
at the University Computer Center were greatly appre­
ciated.

Appendix I . Energy Values
The minimum energy of excitation which the formed 

radical contains (Emin) and the critical energy for reaction 
of the radical (£<>) can be calculated from the equations

Emin — E form* — ER 

£o = Ereact* — £ r
where the asterisk designates an activated complex and 
the following heats of formation

The Journal of Physical Chemistry, Vol. 78, No. 16, 1974



1578 W. P. L. Carter and D. C. Tardy

K + 0
A//f° =  67.29 kcal/mol

c—c—c- + (=C* 88,45

U 30.97

o II o o 0 1 o 45.84

u * 65.5733

C—C—O—C—c 72.1533
c=c—c*

H + I Ic—c 88.90

c—c—c 
I 1c—c

46.58

c—c—c 
1 : 78.32:):!I :
C— C

Appendix II. Vibrational Frequency Models
Complexes

2950 (8) 
631 

1479 
1300 
720
150 (2)

I. H + Cyclopentene Complex 
1300 1118 965 906 (2)
417 200 115 1496

1471 1338 1322 1305
1290 1222 1040 829
1423 1214 1102 786

A dapted  from frequencies of cyclopentene.34

II. Cyclopentyl Ring Opening 
2950 (9), 1513, 1487, 1449, 1441, 1319, 892, 1268, 1257, 
1215, 1193, 1187, 1064, 1035, 944, 843, 796, 620, 480, 1573, 
1013, 926, 921, 534, 375, 252, 157

III. H +  Methylenecyclobutane
2950 (8) 1340 1490 1415 1395
1197 954 944 895 1130
1061 890 836 1425 1385
1248 1167 728 526 373
1070
130

879
150 (2)

870 800 354

A dapted  from  frequencies of m ethylenecyclobutane.23

IV. Methylcyclobutyl-l Ring Opening 
2950 (9), 1595, 1473, 1467, 1460, 1458, 1367, 1312, 1295, 
1098, 1080, 961, 918, 842, 673, 484, 1042, 1028, 1611, 992, 
903, 777, 197, 502, 395, 340, 168

B. Radicals

2950 (9) 
1330 
1021 (2) 

871

I. Cyclopentyl Radical 
1465 1447 1431 (2)
1302 1293 1285 (2)
720 (2) 575 1043 (2)
624 (2) 282 (2)

1350 (2) 
1210 ( 2 ) 

890 (2)

A dapted  from  frequencies o f cyclopentane.35

II. Methylcyclobutyl Radical
2950 (9) 1465 1462 (2) 1447 1444
1374 1265 1260 1223 (2) 1205
1168 1148 1146 1104 1011
950 (2) 943 918 901 745
651 (2) 373 354 130
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Analysis of External Activation Systems with Multiple Isomerizations and 
Decompositions1

W. P. L. Carter and D. C. Tardy*

University of Iowa, Department of Chemistry, Iowa City. Iowa 52242 (Received November 21, 1973)

A general method for the steady-state analysis of complex external activation systems with multiple 
isomerization and decompositions is developed. This method is used for both “strong” and “weak” colli­
sions. The algorithm for such an analysis is discussed.

Introduction
Unimolecular isomerization of vibrationally excited 

species produced in the gas phase by external activation 
has recently been receiving attention.2"5 In some cases, 
such as chemically activated free radicals,3”5 quite com­
plicated networks of interacting isomers are possible. In 
such systems, it is desired to obtain methods of calculat­
ing the observed product yields. Steady-state calculations 
of product yields at various pressures using rate constants 
calculated by RRKM theory6 and various energy transfer 
models7-8 have been found to oe very useful in systems 
where isomerization is not important.8-9 Such compari- 
sions of theory with experiment can be used to obtain 
critical energies, test activated complex models, or test 
energy transfer models. However, especially in the case of 
systems with more than two interconverting isomers, such 
calculations are usually not done with the same degree of 
accuracy because of the lack of simple expressions for use 
in obtaining the steady-state populations. This is espe­
cially true in systems where the strong collision approxi­
mation is not valid; the iterative technique that has 
been used in nonisomerizing systems7'9 has been found by 
us to be generally unsatisfactory in studying isomeriza­
tions, especially when isomerization is fast compared to 
decomposition and stabilization. Even for strong colli­
sions, solving by hand the algebra of the steady-state 
equations for a system with isomerizations is usually tedi­
ous and error-prone. A method is described here where the 
pressure dependence of product yields can be computer 
calculated without the need for first manipulating the 
steady-state equations by hand. This is useful for systems 
with weak as well as strong collisions.

Theory
Consider a system of interconverting isomers at various 

levels of excitation. The state of that system is specified 
by both its energy level and its isomeric form. Although in 
general there is an extremely large number of energy lev­
els in a given range, it is necessary to use a structure of 
equally spaced levels, each level characterized by a statis­
tical weight reflecting the actual number of quantum lev­
els in its neighborhood. It is useful to distinguish between 
activated and stabilized energy levels. A stabilized level 
corresponds to an energy low enough so that once the 
species is in that level there is no significant probability of 
a unimolecular reaction even after a number of collisions. 
Clearly, such a state can exist only if the temperature is 
low enough so that thermalized species have little proba­
bility of reacting. This is assumed to be the case in the 
external activation systems under discussion here.

For each state i, the energy is given by E, and the iso­

meric form is given by n and the following steady-state 
relation is assumed (input = output)

fi +  '7—. kfjHj + 
i

uYvPijrij =  { X X -*  +  Z f y i  +  (1)
3 d j

(where all summations are over only activated states), rn 
= the concentration of species with form n and energy E). 
If n ^  rj but Ei = Ej then ktj is the rate constant for 
isomerization of isomer rj to n at energy Ep otherwise, ktj 
= 0. kid is the rate constant for decomposition from state 
i via path d. In general, there may be more than one way 
a species can decompose. ktd = 0 if path d is not a decom­
position undergone by isomer p. ft is’.the input flux into 
state i due to the external activation reaction. If n = rj, 
then Ptj is the probability of isomer n going from energy 
Ej to energy £; upon collision with a bath gas molecule; 
otherwise, Ptj is zero. Such collisions occur with the pseu- 
dounimolecular rate constant w, proportional to the gas 
pressure. It is useful to define a quantity s;

^  =  1 -  2 ZPji (2)
3

This is the probability of going from state i to a stabilized 
state upon collision.

The quantities that are actually measured are the total 
amount of decomposition via path d

D£ = Z k t\  (3)
i

or the amount of isomer p that is stabilized
SP = Z stn{ (4)

U\ri =p\
(to calculate stabilization, one sums only over levels of the 
isomer under consideration). It may also be of interest to 
determine the isomerization flux of isomer p going to iso­
mer q

f lu x  {p — ► q) —  Z  kjifii
(<<! j y-r. = p,r  . = <j)

1 J

These quantities must be calculated since they are related 
to the measured quantities of an experiment. From 
RRKM theory,6 ktj and ktd can be calculated from any Et. 
We will assume that ft is also known since it can be calcu­
lated10 in most chemical activation systems. The proba­
bilities Ptj depend on the energy transfer model chosen; 
calculations of these probabilities are discussed else­
where.7 Thus, it remains to determine, from eq 1, the 
steady-state populations m. Once these populations have 
been calculated, the pressure dependence of any function 
of the decomposition or stabilization yields of isomeriza-
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tion fluxes can be calculated and compared with experi­
ment.

The populations can be found by a matrix inversion 
technique. Although the energy levels can go up arbitrari­
ly high, sufficiently high levels will not be significantly 
populated, so one need only consider a finite number of 
states. Then (1) can be recast into matrix notation

f =  J K,(w)n (5)

JuJco) can be partitioned such that its submatrices are

=

( H k j t  + w + H k j )  -  p {j if r t = r,  (6)
j d

II 1 ar if r t * r j ;Ei = E,

J i j  =  0 if r, * r };Ei * Ej
Therefore

n =  J w- » f  (7)
Since J^lco) can be inverted by standard numerical tech­
niques, the problem has in theory been solved. Due to the 
size of Jw(u), number of energy level times the number of 
isomers, more efficient ways than brute-force inversion 
must be used.

It is useful to treat the strong collision case separately. 
Under the strong collision assumption, all collisions stabi­
lize, i.e., all Pjj =  0 and s, =  1. Thus each energy level is 
independent of the others. For each energy E, eq 8 gives 
the steady-state relation for isomer p. (Here, p and q 
index isomeric form only.) The symbols are analogous to 
those in eq 1

f P(E) + £ k PQ (E)nQ(E) =
Q

( 2 > / ( £ ) + Z k j E )  + co)np(E) (8)
d q

Therefore, for each energy level the steady-state popula­
tions of the various isomers are given

n(£) = Js~1 (E, w)t(E) (9)

where the submatrices of J,(.E,co) are

Jpp(E, co) =  £ fe rf(E) + w + ! > / ( £ )
Q d

JpQ(E) = -  kPq(E) for p * q
In this case, the arrays have their dimension equal to the 
number of isomers, r, rather than c times r. Thus one 
solves i r X r matrix inversions rather than one tr X tr 
matrix inversion. In the weak collision case, where differ­
ent energy levels interact, such a simplification can not be 
made; it is still necessary to invert the full. J u,(co). How­
ever, there is a similarity in the form of J w(co) and J s{E,w) 
as shown by eq 10 and 11.

/?!*(£) + co — fc12 {E)

J S(E, co) - k n (E) k2*(E) + co

(10)

J »  =
'kj* + co(I -  P t) -  k12 

— k21 ko* + co(I -  P 2)

h (IDwhere
kp*(E) = 2 X ( £ )  + ]> > /(£ )  (12)

q d
Physically, kp*(E) refers to the total rate of unimolecular 
reaction out of a given state of isomer p. The subarrays of 
Ju,(&:) are arrays over the activated energy levels of a sin­
gle isomer.

Steady-State Populations. Strong Collision
Although the strong collider steady states can be calcu­

lated evaluating the elements of J s(E,w) at each energy 
level for each pressure and numerically inverting it for 
each energy level, clearly such a calculational technique 
would be less efficient than it could be if a general formu­
la were involved. Thus one wants to be able to invert J  
symbolically and obtain, if not one simple equation, at 
least a series of assignment statements for computing n 
from J  and f. However, solving the linear equations by 
hand for an isomerization network of even moderate com­
plexity is usually prohibitively tedious. Described is a 
method by which a computer program is used to obtain 
the assignment statements that the steady-state program 
would use to obtain n, and thus the decomposition and 
stabilization yields, from J  and f.

This method is most easily explained by means of two 
examples. First consider a system of two interconverting 
isomers, where each isomer can be formed by an external 
activation mechanism and either decompose or be stabi­
lized with rate constants kt and co, respectively

k, +  U) k,7 k2 +  CO

---------- (1) ^  (2) ----------

4  '  4
Let J n  = &2i + k i  + co, etc. The steady-state relation is

■ / r — Jn  /?12 ’ «1 ' (13)
. f i .

--1C\1 . ,l2 .
or solving for the steady-state populations

«1 " 'J i t /?12 - 1r/i_
«2 . _ ~ &21 ^22 i >

 
i__

Any matrix may be partitioned such that11 its inverse is 
also subdivided, i.e.

an ai2 - 1 ' b n bn
&2l *22 _ b2i b22.

The a ’s and b’s can be either scalars or matrices and are 
related by the following relations.11

btl =  an"1 + al l"lal2(a22' ) ' la21al l"1

b2i — — (a^O la2ian 1

^12 =  ~ a l t  l a l 2 (a 220  1

^22 — (a22̂ ) 1
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where
a22, — ^22 ~ a21all a12

Equations 14 and 15 result for the solution to ni and n2.

«i and n2" are obtained using statements analogous to 
statements 16-19, respectively

«1 *—  )/i (16')

ni -  f t i r ^ i  +

a ll 13'12 (a2 2 la21all ^1 — a ll’ la12(a22^ ’ %  (14)
i .e .

2̂1 n \ + f2 (17')

n2 = -  (a22') 'Ia21a11- 1f1 + (a22')-1f2 (15)
Instead of expressing equivalence, eq 14 and 15 can be 

thought of as assignment statements used by a computer 
program. In that case, the same values in m  and rc2 are 
obtained by the following

n, (16)

n2 -<----- a21n, + f2 (17)

n2 ■* (a22' )■ *n2 (18)

1 -* nt + an ^aj2n2 (19)
Thus eq (statements) 16-19 provide a scheme for arriving 
at rii and n2 from the matrix in eq 13 where

n<i ■* &21wl + / 2 (17 .1 ')

and
n3 * ^31wl + fs  (17 .2 ')

«2"  ( V " ) ' V '  (18')

ih + (1 / J n )kl2'n2" (19')

i.e.

nx +— nx + ( l /J n )(fe12W2 + k n n3) (19.1')

where J 22" ' = J 22" -  k2T '(l/Jn )k i2". Equation (state­
ment) 18' requires the inversion of J 22/". If we let

Oji _  J jj

^22 — T22 

=  — k \2

(hi -  — ^2i
Now consider a more complex system consisting of three 
interconverting isomers. Using the terminology developed 
for two isomers the scheme is shown below.

Let J n  = kil + &3i + ki + u), etc. The steady-state rela­
tion is

A

fi
=

A

J 11 h 2 <13

2̂1 • ^22 _  &23

— 3̂1 . — &32 ^33

«1

n2

yiz

(20)

Equation 20 involving three simultaneous equations can 
be partitioned, as shown by the dotted lines, into one eq 
21 involving two simultaneous equations.

fl22 2̂3
fl32 a 33

and use the relations between the as  and b’s used earlier, 
statement 18' can be replaced by

n2 -f—  (1 / a 22)w2 (18.1')

n3 «32^2 + h  (18.2')

n3 *— ( l / a 33')w3 (18.3')
where

a33 — a 3 3  ~  f l 3 2 ( l / a 2 2 ) f l 2 3

yvz ■*—  Wj + (1/022)033113 (18.4 ')

Note that if this system had more than three species, Ò33' 
would not be a scalar, and additional inversion statements 
would replace (22.3). But in this case, the statements 
20-23 above constitute a complete algorithm for obtaining 
n from Js(£,a>) and f. Clearly this scheme can be general­
ized to any number of interconverting species, particularly 
the more specific case when some of the k's and f s  are 
zero.

A computer program producing the assignment state­
ments for the solution of any specific isomerization net­
work using these general principles is not complicated. A 
pseudo-Fortran “program” to perform these operations is 
given in the Appendix.

Steady-State Populations. Weak Collision
Recognizing the similarity of J u,(u>) to Js(E,u) shown by 

eq 10 and 11, the inversion of Jw can be considered analo­
gous to the inversion of J s; where the elements of Jw are 
square matrices rather than scalars. However, each of the 
operations on the scalars in eq 20-21 have corresponding 
valid matrix-vector operations, where J n , kJ2, etc. are 
considered to be square matrices and fi, n2, etc. are vec­
tors whose dimension is the number of energy levels. 
(Note that commutivity of scalars has not been used in 
the strong collision example.) Therefore, this method can 
be applied to solving the weak collision steady state, 
where (for example) J n , J 22' are inverted by standard
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matrix inversion techniques. This method is much more 
efficient than the brute-force inversion of J w(co), especial­
ly considering that the off-diagonal submatrices (such as 
k12) are themselves diagonal, so multiplication operations 
are rapid and much less storage space is required than if 
all of JU,M  had to be stored at once, as would be required 
for a standard inversion procedure.

The assignment statements obtained for the strong col­
lision problem readily indicate how to code calls to ma­
trix-vector operation routines for obtaining the weak colli­
sion populations, as the operations in both cases are anal­
ogous.

Conclusion
It is now feasible to calculate decomposition and stabi­

lization yields, and isomerization fluxes in external acti­
vation systems with multiple isomerizations of any com­
plexity with any reasonable energy transfer model. The 
scheme presented here can be used in obtaining isomer­
ization and decomposition energy parameters and in test­
ing models for activated complexes in systems where oth­
erwise such analysis would be very difficult or approxi­
mate.3 Microscopic rate constants are calculated from the 
activated complex models and the energy parameters 
using RRKM theory;6 the assignment statements ob­
tained as described above are used to obtain steady-state 
populations needed for the calculation of decomposition or 
stabilization yield ratios, which are compared with experi­
mental values. The Fortran programs used are available 
from the authors.12

Acknowledgment. The authors wish to thank the Grad­
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Appendix. Program for Obtaining Assignment 
Statements

The main features of the computer program producing 
assignment statements for use in obtaining steady-state 
populations is given below. Correct Fortran syntax is sac­
rificed in places to improve clarity. The following symbols 
are used, and are assumed to be appropriately defined be­
fore the subroutine given below is entered: N = number of 
isomers; I, J, K  index isomers; R(D = name of isomer /  
(i.e., location R(I) contains characters giving isomer 
name); F(I) = name of input flux if external activation 
input into isomer I (If no such input, F(I) must contain 
blank characters); L(I,I) = symbol corresponding to iso­
mer I, but not the same as R(/); L(I,J) = rate constant 
name for isomerization of isomer J  to I (If no such isomer­
ization, L(/,J) should be blank). A statement such as 
WRITE = ', L(I,D, etc. refers to writing the charac­
ters in R(I), the character “ = ”, etc. On the other hand, 
the statement WRITE . . ., J, . . .  says to write the integer 
which is the current value of J. The program follows.

SlJbhoUTlHIi  EXAttl 'LE (1., !•, F, L)
I M P L IC IT  INTEGER*!! (A-Z)
DIMENSION R (N) , F  (N) , L (N, N)
DATA n L AN K / * */
LOGICAL SUM 

C
DO 10 K=1,N-1
WRITE L  (K, K) , • = 1 . 0 / '  , L  <K,K)

DO 11 I = K+ 1 , N 
DO 12 J  = K+1 ,N
IF  ( ( L ( I , K )  .EQ.BLANK) .OR. ( L ( K , J )  .EQ.  BLANK)) G O T O  12 
I F  ( I . N E . J )  GO TO 121

C I = J
WRITE L < I , I )  , ' = • , L  (1 ,1)  , , L ( I , K )  *• , L ( K ,K )

X L ( K ,1)
GO TO 12

C I * J
121 I F ( L ( I , J ) . N E . B L A N K )  WRITE ' X ’ , 1 , J , '  = ’ , L ( I , J )  , '  + ' , L  ( I ,K )  , 

1* ' , L ( K , K ) , ' * ' .  L  (K , J )

I F { L ( I , J ) . E Q . B L A N K )  WRITE ' X ' , I , J , ’ = 1 , L ( I , K ) , ' * ' , L ( K , K ) , 
' , L ( K , J )
L {I , J )  = ' X ' , I , J

C I . E . ,  I F  1=2,J=3 THEN SET L ( 2 , 3 )  = ' X23 ’
12 CONTINUE 
11 CONTINUE 
10 CONTINUE

WRITE L (N,N) , '  = 1 . 0 / '  , L  (N,N)
C

DO 20 K = 1, N
I F  (? (K ) .EQ .BLANK)  GO TO 20 
WRITE R (K) ' , L ( K , K )  , , F (K )
F (K) = R (K)
I F  (K .EQ .N )  GO TO 20 
DO 21 I=K+1 , N
I F  (L (I ,K) . EQ. BLANK) GO TO 21
I F  ( F ( I )  .EQ .  BLANK) GO TO 201
WRITE R (I) , '  = 1, F ( I ) , ' » ' , L ( I , i ) r l * , l H(K)
F ( I )  =R (I)
GO TO 21

201 WRITE R (I) ,• = • , L  <I,K) , r R (K)
F ( I ) = R ( I )

21 CONTINUE 
20 CONTINUE 

C
DO 30 K = N -1 ,1 , - 1  
SUM= . FA L S E .
DO 31 I=K+1,N
IF  ( ( L ( K , I )  .EQ.  BLANK) .OR. ( F ( I )  . EQ. BLANK)) GO TO 31
I F  (SUM) GO TO 311 
SUM=-TRUE.
WRITE 'X =' , L ( K , I )  , R ( I )
GO TO 31

311 WRITE 'X  = X + ' , L  (K , I )  *• ,R  (I)
31 CONTINUE

IF  (SUM.AND. (P (K) .NE .BLANK) ) WRITE R ( K) = 1, R (K) , '+ •  ,
X L (K , K ) , '*  X'

I F  (SUM. AND. (F (K) . EQ . BLANK) ) WRITB R ( K) , 1 = • , L (K,  K) ,
X . «* X'

30 CONTINUE
C NOW ALL ASSIGNMENT STATEMENTS HAVB BBEN WRITTEN 

RETURN 
END
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The photolysis of NO2 has been studied using the pulsed ruby laser. As reported earlier the NO and O2 is 
formed where the energy of the photons of wavelength 6943 À corresponds to 41.2 kcal, while the disso­
ciation energy of NO2 (to NO + 0  atom) corresponds to 71.8 kcal. The process required the assumption 
of energy pooling of some type and the consecutive absorption of two photons was postulated. The pro­
duction of oxygen by NO2 photolysis was anticipated to be dependent on the square of the intensity of 
the laser pulse. Results reported here confirm this relationship over a range of intensity from 2 X 1018 to 
6  X 1018 photons per pulse. Fluorescence around 4000 A is observed which is of short duration with intensity 
and lifetime dependent on pressure. At constant pressure the intensity of fluorescence is also approximately 
dependent on the square of the intensity of the laser pulse. The fraction of fluorescence emission is esti­
mated to be less than ICR11 of the laser pulse intensity.

Introduction
A previous study done in this laboratory demonstrated 

two-photon consecutive absorp-ion as being the most 
probable mechanism for the photodissociation of NO2 
using a pulsed ruby laser at 6943 A.1 Additional data re­
ported here confirmed this and also examined associated 
phenomenon, that of multiphoton induced fluorescence.

The dissociation of N 02 by ON-O bond cleavage re­
quires 3.14 eV, while the laser energy corresponds to 1.785 
eV.2 The pooling of the energy of two photons would give 
more than enough energy to dissociate the NO2 into NO 
+ 0 .

Several mechanisms including one, simultaneous ab­
sorption of two photons; two, reaction of two singly excit­
ed N 02; three, reaction of a singly excited NO2 with a 
ground state N0 2; and four, consecutive absorption of two 
photons were examined. All but the last, the consecutive 
absorption of two photons (mechanism four), were elimi­
nated since for mechanism one, there would have been too 
low a yield of 0 2 to otherwise account for the observed 
product; for two, an (N02) pressure squared dependence 
would have been expected whereas a first-order depen­
dence on (NO2) was observed at lower pressures and the 
yield of O2 would have been lower than that observed; and 
for three, although energetically possible this third mech­
anism has never been observed as would be expected in 
other normal photolysis experiments of N 02 with wave­
length above the dissociation limit.

In earlier experiments direct evidence that the reaction 
was second order with respect "o laser intensity had not 
been observed. This evidence along with the observation 
of a fluorescence in the blue region of the spectrum was 
found and is reported below.

Experimental Section
The same Korad K-l laser system was used as before 

except that the cryptocyanine dye passive Q switch had 
been replaced by an electronic Q switch providing much 
greater reproducibility and nearly eliminating all prob­
lems with multiple pulsing. Energy of the laser output 
was found to be 2.28 J (or 8  X 7018 photons/pulse) with a 
half width duration of 10 nsec.

Laser intensity was varied by firing the laser through 
optically flat Pyrex plates held at set angles in slotted 
aluminum channeling mounted on an optical rail. This 
apparatus was calibrated using a Spectra-Physics continu­
ous mode He-Ne laser, monitoring the transmitted inten­
sity with a filtered RCA 1P21 photomultiplier.

The 0 2 formed was analyzed using a CEC 21-130 mass 
spectrometer. The sample was flowed through a U-tube at 
liquid nitrogen temperature before entering the mass 
spectrometer. All the N 02 was frozen out on the walls, 
and the 0 2 and Ar were measured without interference at 
m/e 32 from the 14N180+ peak which ordinarily would 
make impossible measurement of small amounts of 0 2 in 
N02. Back reaction of 0 2 with either NO or solid N2O3 
was estimated to be negligible under the conditions used 
in the time period from start of photolysis to end of analy­
sis (20 min). The fluorescent emission was observed using 
an RCA 8575 photomultiplier, following the decay on a 
Tektronix 7904 oscilloscope and photographing the trace 
with the C51 camera unit. The fluorescence unit was of 
conventional arrangement with the important exception of 
the roles of the primary and secondary filters being re­
versed. Therefore the exciting light beam passed through 
a cutoff filter with wavelengths above the cutoff wave­
lengths being transmitted and the fluorescent light was 
passed through a filter combination with a window of 
3700-4400 A, wavelength much smaller than the exciting 
beam. The filters used for excitation were two Corning 
CS2-64; for emission they were two Corning CS4-72, a 
Corning CS5-57, and a Kodak Wratten 38A.

Gases were handled as mentioned previously, and the 
equilibrium constants of Harris and Churney were used 
for correcting the pressure of NO2 for the N0 2-N2C>4 equi­
librium.3 The gas mixture was 2/ 3(N0 2 + N2C>4) and 1/s 
Ar.

Results
The results were obtained using two methods of analy­

sis. The 0 2 produced by N 02 photolysis was analyzed 
using the mass spectrometer. By varying the laser intensi­
ty we measured 0 2 produced as a function of laser intensi­
ty, Iy. A log-log plot (Figure 1) of 0 2 us. /L gives a
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d L/ i 0 ) (i l/ i 0)

Figure 1. Figure 2.

straight line with a least-squares slope of 2.00 (a = 
±0.053).4 This was done at a constant total pressure of
23.2 Torr, corresponding to (NO2) = 14Torr.

A weak emission of light in the range of 3700-4440 A 
from the flask irradiated with the laser light was observed 
and the integrated fluorescent intensity, Ip, measured by 
photographing the oscilloscope display. The log-log plot 
(Figure 2) of Ip vs. IL gave a straight line of least-squares 
slope 2.45 ( i t = ±0.063). The total pressure used for these 
measurements was 65.1 Torr, corresponding to (NO2) = 
32 Torr. The higher pressure was used to obtain sufficient 
intensities to perform the log-log plot, since the efficiency 
of fluorescence was very low. At this point it can be noted 
that the scatter in the data is within the estimated limits 
of instrumental and experimental error; it is fairly diffi­
cult to perform these measurements with greater accura­
cy. This emission was observed through filters in a wave­
length band of 3700-4400 A.

A plot of Ip vs. (NO2) was also done (Figure 3) and 
shows that an intensity maximum is reached around 
(NO2) = 40 Torr. The observed lifetimes varied from 40 to 
140 nsec over the pressure range studied, with lifetime in­
versely proportional to pressure.

Discussion
The results of the laser experiments determining oxygen 

produced at various intensities of the laser were given in 
the log-log plot (Figure 1). The slope of the least-squares 
line through these points was 2.0, or the oxygen produced 
was proportional to the square of the intensity of the laser 
pulse. That we get an experimental value of 2.0 for O2 
production confirms the previous indication of two-photon 
consecutive absorption taking place, the mechanism being 
given by

yi
NO; +  h v L — V NO;*

yo
NO;* + /¡yL — *■ (NO;**) — *■ NO + O 

NO;* +  M —A». NO; + M

Here M can be any quenching species and A is the 
pseudo-first-order quenching constant where X = /i(J(M) 
and (M) is assumed to be constant.1 This is rapidly fol­
lowed by

O IO 20 30 40 50 60 70 80 90 IOO

PN02 ( i n t o r r )

Figure 3.

NO; + 0  ----*- NO + O;

The short-lived intermediate NO2** will be quenched 
very little at the pressures of interest, however, quenching 
of the NO2* during the 10~8 sec pulse duration must be 
considered for an accurate appraisal of the situation. An 
equation describing the amount of O2 produced has been 
previously developed using the three rate equations for the 
mechanism above.

± d(N02*)/df = y1(N02)

± d(02)/d i =  y2(N02)

-  d(N02*)/df = [y2 + A](N02*)

and assuming that (NO2) is essentially constant in time 
(which it is under the experimental conditions used, less 
than 1% of the NO2 being excited).

(0 2) = 7------- f f i * l l i ------ y *
(y2 ± Aj ± X2 ± . . .  )

r  e -  1

(y2 ± Aj ± ,\2 ± . . . )T .
Letting quenching of NO2* equal to zero gives the relation

(02) = y1(N02)T 1 e  - y2r  -  1 '
y2T
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Using a power series expansion for e~x and keeping the 
first three terms gives the simplified equation for the low- 
pressure limit description of O2 formation

(o2) = n r2(N02)r2/2
where 71 = 07 ~  0.15 cm-1 atm -1 ;5 72 = h.012, (*2
st 3.5 cm 1 atm“1;1 T = time of laser pulse = 10“8 sec; 
(N02) = pressure of N 02. This predicts an A, dependence 
on 0 2 production as was found.

One possible phenomena was that of the energy of two 
photons “pooling” in some manner that would allow emis­
sion of radiation with wavelengths smaller than that of 
the laser to be observed. A very weak emission was ob­
served and demonstrated a two-photon dependence as in­
dicated by the log-log plot of h  us. IL.6

The quantum efficiency, <t>f, was estimated for the pro­
cess

NO,** —*- NO, + hv¥

where 17 > ¡7 , <7 = frequency of fluorescent light, jq, = 
frequency of laser light, and the quantum efficiency is de­
fined as

no, of hv7 observed 
F — no. of possible N 02** formed

The number of N02** formed is estimated from the rela­
tion describing oxygen formation, assuming that every 
N 02** dissociates and one 0 2 is formed. The number of 
photons is estimated by integrating the signal with re­
spect to time to get the total signal in coulombs, then di­
viding this by the gain of the photomultiplier tube, the 
quantum efficiency of the tube in that wavelength region, 
and the transmittance of the filter combination and final­
ly by multiplying by 1.602 X 1019 (the number of elec- 
trons/coulomb) and by ~3 X 103 which is the estimated 
geometric factor assuming inverse square dimunition of 
the light intensity and assuming no effective diffusion of 
fluorescing species from the beam path. This leads to a 
value of </>f ~  6 X 10“9 or less than 10“ 11 of the laser 
pulse is converted to fluorescent light.

The collision-free radiative lifetime of N 02* below its 
dissociation limit is about 5 X 10“6 sec.7'8 Since an 
N02** above its dissociation limit, probably in the 2B2 
upper electronic state, will live for a lifetime of approxi­
mately 2 X 10“13 sec,9-10 one might expect a quantum ef­
ficiency for fluorescence on the order of (2 X 10"13/5 X 
10“6 ~  4 X 10“8). The estimated experimental quantum 
efficiency is therefore in the neighborhood of one-tenth of 
that predicted. Characteristic of this emission would be 
its very short lifetime since no N 02** will last longer than 
the time of a few vibrations. The experimentally deter­
mined relatively long lifetimes of 4 X 10“8 to 1.4 X 10“7 
sec indicate that the N 02** is quenched prior to emission 
or that N 02* is vibrationally quenched before absorbing 
the second photon. These lifetimes are compatible with 
the collision-limited lifetimes calculated using the known 
quenching constants of Myers, Silver, and Kaufman.11 
Using values from the literature for the vibrational energy 
of N 02* one sees that some combination of three-four vi­
brational quanta must be lost to yield an N 02* that will 
have the radiative lifetime observed.7’8 This fact coupled 
with the knowledge that an N 02* during the 10“8 sec 
laser pulse will undergo ~5 X  104 times as many collisions 
as an N 02** during its 2 X  10“13 sec lifetime leads 
one to conclude that the mechanism for the dual­

photon-induced fluorescence in the spectral region ob­
served must be

N 02 + hvL — *■ N 02*

NO,* + M —* N O ,' + M
NO,' + hvL — ► NO,”

NO,”  NO, + hvp

with vd > ¡7 > 17 and where N02' is somewhat vibration- 
ally deactivated, but still in the 2Bi electronically excited 
state, and vd is the frequency of light necessary to disso­
ciate N 02. That the fluorescence process reached its peak 
at a much higher pressure than the 0 2 formation is indic­
ative of the role quenching has in enhancing this phenom­
ena.

The marked decrease in If with increasing pressure 
after reaching its maximum value may be attributed to 
the increasing concentration of N20 4 present at higher 
pressures. The N20 4 apparently has a very high efficiency 
for quenching the 2Bi state to the ground level. Also, 
N20 4 may have an added effect in this scheme since the 
reaction

NO,** + N20 4 — »- N 02' + 2NOz

may yield an electronically excited N 02 lower in energy 
by at least the strength of the 0 2N-N02 bond (about 13.0 
kcal/mol).12 This brings the excitation energy below the 
dissociation limit with one collision and may be one rea­
son that the two-photon process peaks at a higher pressure 
than 0 2 production.

No short-lived fluorescence was observed, as might have 
been expected from N 02* with excitation energy greater 
than the dissociation. This is not to imply that this and 
other photon effects were not occurring, but simply were 
not detectable using our present experimental apparatus. 
Nevertheless, this technique, for example, did allow the 
observation of a rare photochemical phenomena without a 
great deal of interference from the laser beam since the 
observations were performed at wavelengths both far from 
the laser line and of much greater energy than the laser 
line.

In summary we can write a general mechanism for pro­
cesses induced by the laser photolysis of N 02 as follows

N 02 + hv{ —»- N 02*

S M —*- NOz + M 
M —► N02' + M 

hv2 —* N02**

i  — * NO(2II) + 0 (3P)
no2** \

(+  M —*■ N 02" + M

O + N 02 — ► NO + 0 2

N 02' -1- /:' F, --- ► N 02"

N 02" —*- NOz + hvT

where N 02*, N 02', and N 02” are all 2Bi excited states 
but differ in vibrational energy, and N 02** is in the 2B2 
state. For reactions where competition can take place the 
relative rates are determined by laser intensity and pres­
sure. Under our conditions about 20% of the N 02* react to 
form 0 2.
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Further work on the spectral distribution of this fluores­
cence and the effects of quenching (for example, Kr us. 
CO2 and particularly that of N2O4) on enhancing one 
pathway over the other is underway.
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The cross disproportionation of several alkyl radicals has been measured using a novel technique that eli­
minates most of the uncertainties characterizing previous gas-phase results. The radicals are prepared in 
the condensed phase at 90 K by the H atom addition to a mixture of two olefins. The concentrations are 
adjusted so that one of the two radicals produced is in great excess. The other radical, then, is involved 
only in cross and not in autodisproportionation. From the results of a number of measurements, it is 
shown that alkyl radical disproportionation is governed almost completely by steric factors whereby the 
hydrogen acceptor-donor characteristics of each radical of the cross-disproportionating pair are indepen­
dent of the counter radical. The cross disproportionation of an alkyl radical containing a double bond 
shows that the double bond has an orienting effect on the approach to and reaction with a second radi­
cal.

Alkyl radicals are intermediates in many reactions such 
as alkane pyrolysis, hydrogen atom addition to olefins, 
and photolysis and pyrolysis of appropriate carbonyls. The 
elementary reaction steps in the reaction of two alkyl rad­
icals are combination and disproportionation. As an illus­
tration, the reactions between the two radicals, teri-butyl 
and sec-butyl are

c h 3— Ò—  CH3 + CH3— c h 2— c h —  c h 3 — »

CH,
ÇH3

CH3— C— CH— CH2— CH3 (A)

c h 3 c h 3

c h 2= c — c h 3 + c h 3— c h 2— c h 2— c h 3 (b )

c h 3

c h 3c h — c h 3 + c h 3— c h 2— c h = c h 2 (C)

c h 3

CHjCH— CH3 + CH3— C H = C H — CH3

c h 3

The combination reaction is given by A. In the dispropor­
tionation reaction B, the tert-butyl acts as hydrogen 
donor, and the 2-butyl radical as acceptor. There are nine 
“available” and equivalent primary hydrogens in the tert- 
butyl radical, all leading to isobutylene. The donor radical 
in C is 2-butyl. The transfer of a primary hydrogen leads 
to 1-butene and that of either of the two secondary hydro­
gens gives 2-butene. The hydrogen transfer is accompa­
nied by olefinic bond formation. Only hydrogens on the 
carbon adjacent to the carbon with the unpaired electron 
are transferable.

The disproportionation-combination ratios for a num­
ber of straight as well as branched chain alkyl radical 
pairs have been measured and reviewed.1 It has been sug­
gested that the kp/kc ratio is strongly related to the num­
ber of transferable hydrogens. Kraus and Calvert,2 in ob­
servations on butyl radicals (t-CéHg, ¿-C4H9, and S-C4H9), 
reported an excellent correlation for various butyl radicals 
on this basis if it is assumed that the specific rates for 
combination are equal for all radical pairs. Bradley, in his 
discussion of the mechanism of disproportionation in alkyl 
radical reactions stated that “the disproportionation rate 
constant must be referred to the number of ‘available’ hy­
drogen atoms.”3 We shall refer to this as the “available 
hydrogen hypothesis” for disproportionation. It has been
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shown that the available hydrogen hypothesis is, in fact, 
not very satisfactory. There is, however, a paucity of accu­
rate data on alkyl radical interactions.

Georgakakos, Rabinovitch, and Larson4 have investi­
gated two larger, branched radicals, 4,4-dimethyl-2-pentyl 
and 2,4-dimethyl-2-pentyl in their reactions with several 
smaller radicals. Terry and Futrell,5 as well as Falconer 
and Sunder,6 have extended some of these data on the 
small radical disproportionation-combination reactions.

To provide additional and more precise information, we 
have investigated the interaction of a number of alkyl 
radical pairs in condensed olefin films at cryogenic tem­
peratures. A convenient route to alkyl radical preparation 
for this purpose is by way of addition of atomic hydrogen 
to an olefin. Atomic hydrogen may be prepared by ther­
mal dissociation on a tungsten filament. The elementary 
reaction step of addition of a hydrogen atom to an olefin is 
characterized by a low activation energy [about 4800 
J/mol (1200 cal/mol) for propylene]. For condensed ole­
fins, the reaction between H and the olefin gives the alkyl 
radical unaccompanied by “cracking” reactions. We have 
previously developed a model for the reaction of atomic 
hydrogen, produced in the gas phase, with condensed ole­
fins at low temperatures.7 Reaction occurs within a few 
molecular layers of the surface to produce alkyl radicals. 
The secondary processes observed are alkyl radical-alkyl 
radical and hydrogen atom-alkyl radical disproportiona­
tion and combination reactions. The former predominate 
in matrices where diffusion is rapid, while the latter are 
the major secondary reactions when high viscosity matri­
ces are employed.7 The two sets of disproportionation- 
combination reactions can be independently observed by 
adjusting the viscosity of the matrix. Both the sec-butyl, 
sec-butyl and the H atom, sec-butyl disproportionation- 
combination reactions were previously observed in this 
way.8 In the work reported here, the matrix is chosen such 
that diffusion is not rate controlling and that hydrogen 
atom-alkyl radical reactions are negligible.

The disproportionation reactions for sec-butyl radicals 
are

2 H-

H H HI
Ç— C- c —-C— H —*■ C—
H H H H

— - c  —
C— C— C— C

C— C— C— C

The products are 1-butene, ci's-2-butene, trans-2-butene, 
and butane. The ratio of trans to cts-2-butene observed at 
90 K is 40, approximately the equilibrium value.8 For the 
higher homologs, the trans/cis ratio is somewhat less, 
about 30 for 2-pentene or 2-hexene, for example. Through 
the use of the pure cis form of the preparative olefin, the 
reaction products are distinguishable. In contrast, if 1- 
butene were used as the source of the sec-butyl radical, it 
is evident that the analysis of reaction products of the 
radical disproportionation would be uncertain because of 
the loss of information due to the identity of one of the 
products, 1-butene, with the 1-butene used as the sec- 
butyl source. A powerful tool for investigating reactions of 
alkyl radicals which can be prepared from olefins by H 
atom addition at low temperatures is thus available.

The radical-radical reactions reported here are those in 
the condensed phase at low temperatures. Comparison of 
these results with those of the gas phase is considered

valid. Effects due to the hydrocarbon matrix appear to be 
negligible.

We have applied a navel technique, which includes the 
use of cis-2-butene at low temperatures, to examine sever­
al cross disproportionation reactions. The number of 
available hydrogens has been varied from 3 through 8 by 
the use of the appropriate alkyl radical. A detailed de­
scription of the rationale of the procedure is appropriate. 
Represent two olefins by A and B, the radicals by AH and 
BH, alkanes by AH2 and BH2, and product olefins by A' 
and B', where A' and B' may include several species. 
Suppose that AH has i available hydrogens and BH has
m. The exposure of a mixture of A and B to H atoms then 
gives the following reactions

A + H — * AH (1)

B I H — ► BH (2 )

AH + AH —♦  A' + a h 2 (3 )

BH + BH B' + b h 2 (4 )

AH + BH —  A' ■f b h 2 (5 )

AH + BH ->- B' + a h 2 (6)

in addition to the three possible combinations. The avail­
able hydrogen hypothesis would require that ke/ks = m/l. 
From the above, [d(B')/df]/[d(BH2)/df] = [MBH)2 +
MAH)(BH)]/[fe4(BH)2 + fe5(AH)(BH)].

If (BH) (AH), then the expression reduces to (B/)/ 
(BH2) = ks/kf,. The inequality (BH) (AH) can readily 
be attained by adjusting the initial olefin mixture, A and 
B, so that &i(A)(H) 2> fe2(B)(H). The utility of cis-2-bu- 
tene as the B in the above scheme is apparent. In reaction 
6, for example, the product B' is a mixture of 1-butene 
and irans-2-butene with only negligible cis-2-butene. 
Thus, the product analysis is virtually unambiguous and 
the ratio k6/k5 is measured by (1-butene + trans-2-bu- 
tene)/n-butane. Experimentally, a mixture of «s-2-butene 
with a considerable excess of a second olefin is condensed 
as a film with propane as a diluent. The measurement of 
the products A', AH2, B', and BH2 formed in the dispro­
portionation reactions provides an approximate measure 
of the relative radical (AH and BH) concentrations and 
serves as the experimental basis for establishing the con­
dition, (BH) <  (AH) where in the given instance (BH) is
2-butyl. The absence of 3,4-dimethylhexane, formed in 
the combination reaction, is a further indication that this 
condition has been met and that reaction 4 can be ne­
glected. Hence, the only significant reactions involving 2- 
butyl radicals are those of cross disproportionation and 
combination.

In order to assess the cross disproportionation of two 
alkyl radicals with the technique described, one radical 
must be present in large excess. The 2-butyl radical con­
centration was less than 5% of that of the total alkyl radi­
cals in all cases. The reaction scheme as given is now par­
ticularized for cis-2-butene and the 2-butyl radical. AH 
will be retained to designate the probed radical,

A + H — » AH (7 )

H H
/

C— C = C — C + H — *■ — C— C— C— C—  (8 )

AH + AH —*■ A' + AH2 (9 )

AH + C —  C— C— C — ► A' + — C —  C— C— C—  (10)
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AH C— C—C—C ah2 + c—c= c—c\ (11)
B +. C _ [ , («A*1 +F lkB -  kA

ah2 + 0 1 o ! o o
 

*

(12)
^  ( e - * A >  _ e -fcc‘)] / ( * + kn)e-kS  ( 2 3 )  

kC k A  J

ah2 •+
H H\  /  c—c= c—c (trace)

With regard to rates of hydrogen atom addition, it has 
been found that at 90 K the rate of addition to cis-2-bu- 
tene is equal to that of irans-2-butene, but these rates are

The ratio (CC=CC + CCC=C)/C4H10 is a measure of 
k6/k5, the acceptor-donor propensity of the radical AH 
with respect to 2-butyl.

The ratio of product butenes to butane changes with 
the extent of reaction because some of the product bu­
tenes react. Further, the establishment of the ratio of pri­
mary hydrogen to secondary hydrogen abstraction from 
the butyl radical is measured by the ratio of 1-butene to 
trans-2-butene. Product reaction would lead to incorrect 
results if 1-butene and trans-2-butene differed in reaction 
rates. In fact, they do differ. Therefore, all data are de­
rived from extrapolation to zero conversion.

That extrapolation to zero conversion is required is 
shown by a consideration of the reaction system. The sim­
ple assumption is made that the system may be consid­
ered equivalent to a stirred reactor. The system is taken 
to be cis-2-butene diluted with an inert diluent such as 
propane. ci.s-2-Butene will be denoted by A, trans-2-bu- 
tene by B, 1-butene by C, and n-butane by F. The radical 
formed by H atom addition to these butenes, 2-butyl, is 
designated by R. Reactions of R are

R + R 

R + R

B + F

d(A)/d/ =  -frA(A) 

d(B)/df = -/?b(B) + ^n(R )2 

d(C)/d/ =  - M C )  + feI2(R)2 

d(R)/d/ = - 2 (k n  + &i2)(R)2 + M A ) +

M B )  +  M C )
d(F)/d/ = (kn  + /?12)(R)2

(13)

(14)

(15)

(16) 

(17)

It is noted that k \, ku, and kc include an H atom concen­
tration at the surface and a factor equal to the reciprocal 
of the film thickness. A steady-state approximation is rep­
resented by d(R)/di = 0. Further, very little error is made 
by neglecting fee(B) and fec(C) in (16). This leads to

(R)2 = M A )

d(B)
At

d(C) 
d t

- M B )  +

=  - M e )  +

2 ( /? u  +  /?12)

M i l  ( A )
2 ( fe j i  +  /? i2)

M iz(A )

(18)

(19)

( 20 )

(21)

The ratios of interest are B/C and (B + C)/F. Equations 
13,19, 20, and 21 give

_  , , , - k . t  -k„tB fen k c -  k A e A -  e ^

2(& h  +  k l2) 

d(F)/d/ = M A )/2

‘ 12 k n  -  k A - k n t

lower by a factor of 10 compared to 1-butene. Hence, kA = 
ks < kc . Equations 22 and 23 become

B + C

B

C

k . k

h ü  
&12

(kc K ) t

a m i

1 -  e 

t

<.kA~kC'>t
(24)

«'ll +  k \2  g ÄA< 1

MA M 2 1 ( Ä A  - k C>t (25)

-  e

(k\\ + k i2)(kc ka )
It is evident that extrapolation to zero conversion (zero 
time) leads to B/C = fen/M  and (B + C)/F = 1. The 
stirred reactor is a limiting case. In actual systems, diffu­
sion effects are operative. For low conversions, the prod­
uct ratio is essentially unperturbed by diffusion consider­
ations. It is to be noted in this regard that if the rate of 
production of the probe radical (2-butyl in most cases dis­
cussed) is slow, concentration gradients will tend to be 
small and 3[(B + C)/F]/3(conversion) will be either zero 
or very small. On the other hand, fast production leads to 
larger values of concentration gradients and the derivative 
with respect to conversion will not show a zero value. In 
the latter case, extrapolation to zero conversion is easily 
made.

We note that care must be used in the choice of A to 
ensure the predominance of one radical species AH. Un­
less the olefin is symmetrical, comparable quantities of 
two radical species can be produced in the H atom addi­
tion reaction. Therefore, A must be either a symmetrical 
olefin, or one in which the addition of an H atom is known 
to produce predominantly one radical species. A number 
of results in which appropriate olefins have been utilized 
will be described.

Experimental Methods and Results
Research grade olefins were used throughout. Where 

necessary, gas chromatographic purification was em­
ployed. The cis-2-butene used contained no detectable 
isomeric impurities after purification. The experimental 
techniques used in this study have been described in de­
tail elsewhere.8 Briefly, hydrogen atoms produced on a hot 
filament (1400 K) interact with a condensed phase of an 
appropriate olefin in an inert diluent at 90 K. Typically, a 
5% olefin in propane mixture was used. Following the 
reaction, the entire mixture, approximately 0.5 X 10~3 
mol, was analyzed. The procedure consisted of prelimi­
nary separation into various fractions using gas chroma­
tography with a 6 m, 0.63 cm o.d., squalane (20% by 
weight on Chromosorb P) column at 298 K. Analysis of 
the individual fractions, in particular the four carbon 
fraction, was accomplished with a 15 m, 0.63 cm o.d., 
3,3'-oxydipropionitrile (20% by weight on Chromosorb P) 
column at 298 K. These procedures were tested with 
standardized mixtures and found to be suitable for accu­
rate quantitative analysis.

The autodisproportionation reaction Of 2-butyl is of in-
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Figure 1. Autodisproportionation of 2-butyl radicals at 90 K. Ex­
trapolation of the product ratio, C4H8/C4H10, to zero conversion.

Figure 2. Cross disproportionation of 2-pentyl with 2-butyl radi­
cals at 90 K. Extrapolation of the product ratio, C4H8/C4HR0, to 
zero conversion.

TABLE I: Product Yields'* from  th e  
A utodisproportionation  o f  2 -B u ty l R adicals at 90 K

%
conversion

(cts-2- C4Hs/
C.Hs) 77-C4UlO l-C iH a i-2-C4H 8 C4Hia 1-C4H8A-2-C4H8

2.2 1556 612 408 0.66 1.50
1.7 778 418 219 0.82 1.91
1.4 1157 643 353 0.86 1.82
0.40 166 93 51 0.87 1.82
0.30 202 123 62 0.91 1.98
0.30 269 163 80 0.90 2.03
0.18 74 45 24 0.93 1.88
0.17 107 65 35 0.94 1.87
0.02 46 29 16 0.99 1.80

Extrapolated value 0.99 1.9 ± 0.1
a U nits 10 ~9 mol.

terest, and can be easily resolved if cis-2-butene is the ole­
fin reactant. If AH in (11) is taken as 2-butyl, then (11) 
and (12) become

H \  / C2(C— C— C— C) —► C— C— C— C + C =C
c ' '  X H

(26)
—»- c—c—c—c + c—c—c=c

The ratio of products with respect to conversion of the 
reactant is given in Table I and plotted in Figure 1. The 
ratio butenes/butane approaches 1 at low conversion as 
required by the stoichiometry. The departure from 1 at 
higher conversions is an indication of H atom reaction 
with product olefins. Further, the ratio of 1-butene to 
trans-2-butene decreases with increasing conversion since
1- butene is more reactive to H atoms at 90 K than trans-
2- butene. Previous determinations of the 1-butene/trans-
2-butene ratio indicated an approximate value of 1.5.2,4 
The present results give 1.9 ± 0.1, Table I. The hypothe­
sis that the removal of H from the primary and secondary 
position occurs in a strictly statistical manner requires 
modification.

The results for the cross disproportionation of a number 
of radicals with 2-butyl are given in Table II. The olefin 
serving as the source of the indicated radical by H atom 
addition is shown in the column labeled source. The bu­
tenes/butane column is the experimental value found in 
the cross disproportionation reaction of the radical with
2-butyl. AHH is simply the rario of the number of avail-

Figure 3. Cross disproportionation of 3-ethyl-2-methyl-3-pentyl 
with 2-butyl radicals at 90 K. Extrapolation of the product ratio, 
C4H8/C4IT 0, to zero conversion.

% CONVERSION ( cis- 2-C 4 H 8 )

Figure 4. Cross disproportionation of 3-ethyl-3-pentyl with 2- 
butyl. Extrapolation of the product ratio, C4H8/C4H10, to zero 
conversion.

able hydrogens from 2-butyl with the number of available 
hydrogens from the radical under consideration. The ex­
trapolation technique for determining the correct ratio of 
H donor products to H acceptor products in a cross dis­
proportionation is shown in Figure 2 for 2-pentyl, in Fig­
ure 3 for 3-ethyl-2-methyl-3-pentyl, and in Figure 4 for 3- 
ethyl-3-pentyl.

The autodisproportionation of 4-penten-2-yl at 90 K 
gives relative product yields as shown in Table III. The 
ratio 1,4-C5H8/1,3-C5H8 is 3.8. A statistical hydrogen 
transfer would give 1.5. The autodisproportionation of 3-
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TABLE II: C ross-D isproportionation  R ate R atios for Som e Alkyl R adicals w ith  2-B u ty l R adicals at 90 K

Available
hydrogens

(C tH s/C ,H ,0)

E n try R adical Source A HH M easured ;i-C4H8/i-2 -C .H 6)

l c c c c cis CC=CC 1.9 ± 0.1
c . c

2 c c c c CCC=C 3 1.67 1.14 2.0 ± 0.1
c c
c . c

3 c c c c CCC=C 4 1.20 0.80 1.9 ± 0.1

4 c c c c c CCCC=C 5 1.00 1.00 2.0 ± 0.1
c  . c

5 c c c c c CCC c = c 5 1.00 0.75 1.9 ± 0.1
c c

c c c c
6 c c c c c c c c = c c 5 1.00 0.69 1.9 ± 0.2

7 c = c c c c - = c c c = c 5 1.00 0.73 1.9 ± 0.1

8 c c c c c c c c c c c = c 5 1.00 0.99 2.0 ±  0.1

9 c = c c c c c c = c c c c = c 5 1.00 0.79 2.0 ± 0.1

10 c c c c c = c 6 0.833 1.20 1.7 ± 0.2
c c
c c

11 c c c c c c c c = c c 6 0.833 0.70 2.0 ± 0.1

c c c c
12 c c c c c c c c = c c 6 0.833 0.59 2.0 ±  0.1

c
c c

c c c = c
c

13 c c c c c c c c = c 7 0.714 0.61 2.1 ±  0.1
c
c

c c c c
14 c c c c c c = c c 7 0.714 0.61 1.9 ±  0.1

c c
15 c c c c o o li o o 8 0.625 0.62 2.1 ±  0.1

TABLE III: P roduct D istr ib u tion  in  th e  
A utodisproportionation  o f  4 -P en ten -2-y l 
R adicals at 90 K

P roduct R elative  concn0

l-Cr,H10 4.97
trans-1,3-C 5H8 1.00
cis-1,3-CsHs 0.043
M - C 5I V  3.93

“ A t zero conversion. h P roduct l,4-CfiH8 is determ ined from th e  stoichio­
m etric relation  [1-CbH io] = [1.3-CbH h] +  [I^ -C bH s].

methyl-3-pentyl radicals results in product yields shown 
in Table IV. The ratio 2-ethyl-l-butene/3-methyl-2-pen- 
tene is 1.8 and the statistical (available hydrogen) value 
would be 0.75.

Disproportionation-combination ratios in the system 2- 
methyl-2-butyl with 2-butyl at 90 K can be determined 
from the results of the analysis of reaction products as 
shown in Table V.

Finally, 2,3-dimethyl-3-pentyl radical can be prepared

TABLE IV: P roduct D istr ib u tion  from  th e  
A utodisproportionation  o f  3 -M eth y l-3 -P en ty l 
R adical at 90 K

P roduct R elative  concn

3-Methylpentane 2.8
3-Methy 1-2-pen tene“ 1 . 0
2-Ethyl-l-butenef> 1 . 8

0 Cis and tran s  forms. '' Calculated from  the  stoichiom etric relation  (3- 
m ethylpentane) =  (3-m ethyl-2-pentene) +  (2-ethyl-1-butene).

by the H atom addition to 3,4-dimethyl-2-pentene or al­
ternatively to 2-ethyl-3-methyl-l-butene. Results ob­
tained, insofar as product distribution in the cross dispro­
portionation with 2 butyl, were identical. The autodispro­
portionation of the C7H15 radical is particularly inter­
esting since this radical has primary, secondary, and terti­
ary hydrogens available for transfer. The results are shown 
in Table VI for two temperatures, 90 and 143 K, and for 
the two radical sources. Statistical transfer of available 
hydrogens would give the ratio for 2-ethyl-3-methyl-l-bu-
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TABLE V: P roduct D istr ib u tion  from  th e  
D isp rop ortion ation -C om b in ation  R eaction s o f  
2-M eth yI-2-b uty l and 2 -B u ty l R adicals at 90 K

P roduct R elative  concn

2-Methylbutane 4493.0
3,3,4,4-T etramethylhexane 2.87
1-Butene 8.80
frcms-2-Butene 4.24
n-Butane 21.77
3,3,4-Trimethylhexane 1.00
3,4-Dimethylhexane <0.01

D isproportionation—com bination ratios ^disp/^comb

2-Methyl-2-butyl +  2-methyl-2-butyl 1566 .
2-Methyl-2-butyl +  2-butyl 35
2-Butyl1 + 2-butyl 11“

“ Reference 8.

TABLE VI: P roduct D istr ib u tion  from  th e  
A utodisproportionation  o f  2 ,3 -D im eth y l-3 -p en ty l
at 90 and 143 K ‘

2-E thyl-3-m ethyl- i-3,4-D im ethyl-2- 2,3-Dim ethyl-
Tem p, K  l-b u ten e fc pentene0 2-pentene^

90 3.00 (1.84) 0. 20
90 (3.00) 1.88 0 . 18

143 3.00 (1.93) 0 . 20
a P roduct olefins a re  shown in  th e  colum ns. W here th e  p repara tive  olefin 

is th e  sam e as th e  p roduct olefin, th e  p roduct olefin is shown in  parentheses 
and  has been calculated on  th e  basis of th e  stoichiom etric relation  [product 
a lkane] =  [product olefin]. b R elative  yield.

tene:3,4-dimethyl-2-pentene:2,3-dimethyl-2-pentene = 3:
2:1. The ratio found is 3.0:1.9:0.2.

Discussion
The mechanism of alkyl radical reactions, particularly 

those of disproportionation and combination, has elicited 
much interest because of the fact that the disproportiona­
tion occurs at rates that are similar and, in the case of 
branched radicals, even considerably greater than that of 
combination. It had been previously proposed that radical 
combination exhibited no activation energy. However, it 
has been shown that the disproportionation reaction 
has a lower activation energy than that of combina­
tion.7’9 It must be emphasized, nevertheless, that 
the activation energy differences are in the range 800-2000 
J/mol (200-500 cal/mol). We examine here disproportion­
ation and particularly cross disproportionation. A general 
discussion of the mechanism of disproportionation in 
terms of the four center and the head-to-tail complexes 
has been given by Benson.10 The four center hypothesis is 
not considered to be a reasonable alternative. The low ac­
tivation energy of the disproportionation does imply that 
it is a concerted type of process, the exchange of hydrogen 
occurring simultaneously with the formation of the défin­
ie bond.

It is the purpose of this section to examine alkyl radical 
cross disproportionation reactions to gain some insight 
into their mechanisms. The number of available hydro­
gens will serve as a reference for comparison of a number 
of disproportionation reactions. The deviation from the 
available hydrogen hypothesis will be useful in assessing 
the characteristics of the radical species with which these 
deviations can be correlated.

The ratio of 1-butene to frans-2-butene is 1.9 in the 2- 
butyl with 2-butyl disproportionation. This would be 1.5

TABLE VII: P roduct D istr ib u tio n  from  th e  
A utodisproportionation  o f  5 -H exen-2-yl a t 90 K

P ro d u ct R elative  concn

1-Hexene 4.18
¿raras-l,4-Hexadi3ne 1.00
cts-l,4-Hexadiene 0.046
1,5-Hexadienef‘ 3.13

a P roduct 1,5-hexadiene is determ ined from th e  stoichiom etric relation 
l-CeHio = 1,4-CeHio +  1,5-CcHio.

TABLE VIII: T em perature Effect on  
C ross-D isproportionation  R ates o f  4 -M eth y l-2 -p en ty l
(AH) w ith  2 ,3 -D im eth yI-3 -p en ty l (BH) R adicals 
(Eq 5 and 6)

B '
B H - ----------------------------------------------------

(2,3-Di- (2-Ethyl- (2,3-Di- (3,4-Di-
Tem p, m ethyl- 3-m ethyl- m ethyl-2- m ethyl-2-

K  pentane) 1-butene)“ pentene)“ pen tene)“ ks/ki>

90 1.28 1.00 0.071 0.588 1.29
143 1.27 1.00 0.066 0.588 1.30

“ R elative concentration  a t  zero conversion.

on the available hydrogen hypothesis, three primary and 
two secondary hydrogens being available. Reference to 
models suggests that steric effects could be significant in 
accounting for the difference. Thus, in the 2-butyl radical, 
the solid angle swept out by that methyl group not adja­
cent to the “free electron” carbon in its rotation about the 
-C(H)-C(H2)- axis is about a factor of 9 larger with re­
spect to the carbon with abstractable secondary hydrogens 
than with respect to the carbon with the abstractable pri­
mary hydrogens. No doubt the efficiencies of the primary 
hydrogens and secondary hydrogens as donors depend on 
the configuration of the acceptor radical. We suggest, 
however, that the geometry of the donor radical deter­
mines the relative efficiency of the donor effect of the pri­
mary and secondary hydrogens. Thus, Table II shows the 
ratio of 1-butene to 2-butene to be 1.9, approximately in­
dependent of the other radical in the disproportionation 
reaction.

The autodisproportic nation of 2,3-dimethyl-3-{5entyl 
radicals affords a comparison of primary, secondary, and 
tertiary hydrogen transfer. Three possible olefins are 
formed, 2-ethyl-3-methyl-l-butene, 3,4-dimethyl-2-pen- 
tene, and 2,3-dimethyl-2-pentene. They are uniquely asso­
ciated with the transfer of primary, secondary, or terti­
ary hydrogen, respectively. On the available hydrogen hy­
pothesis, they should be in the ratio of 3.0:2.0:1.0 but, in 
fact, are found to be 3.0:1.9:0.2. The primary to secondary 
transfer ratio from the point of view of available hydro­
gens is 1.5, the same as for the 2-butyl radical. The ratio 
found is 1.6, somewhat lower than the 1.9 value for 2- 
butyl. The larger size and complexity of the 2,3-dimethyl-
3-pentyl compared to the 2-butyl radical introduces steric 
effects blocking the approach of the reacting radical to 
both the primary and secondary hydrogens. This can be 
seen from models. The steric effect is especially large with 
tertiary hydrogens. The available number ratio of primary 
to tertiary hydrogens for the 2,3-dimethyl-3-pentyl radical 
is 3, but the ratio of the two types of hydrogens trans­
ferred in the autodisproportionation is 15.

The experimental results are explicable for the most 
part as steric effects. There remain, however, some excep­
tions. The 2-pentyl radical, with five abstractable hydro­
gens, shows a ke/ks ratio, referenced to 2-butyl, of 1.0,
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TABLE IX: A cceptor Donor R atios for Som e Alkyl R adical Pairs
R adical designation

[(AH)a/(AH),i -  
B H f

[(CH )a/(C H ),i -> 
B H f

[(AH)a/(A H )d C H P

(AH) (BH) (CH) M easured Calcula ted ft

c
c = c c c c c c c c c c c c c 0 . 7 9 0 . 6 2 1 . 2 1 1 . 2 7

c c c c c c c
c

c c c c 1 . 2 0 0 . 6 2 1 . 8 8 1 . 9 3

c c c
c c c c c c c c c c c c c c 0 . 7 5 0 . 5 9 1 . 3 3 1 . 2 7

" [( A H ):i A ! T ), • B H ] is the  ra tio  l .. k . for the  cross d isproportionation  of the  radicals AH and  B H , where (AH)a represents the  rad ical AH acting as th e
hydrogen acceptor and (AH),j as the  hydrogen donor, e tc . !l From th e  relation  [(AH);l/(A H )d - B H ]/[(C H )a/(C H ):i — BH]  -  f(AH)a/(AH)[i —- C H ],

precisely that expected on the available hydrogen basis. 
The similarity of the two radicals would dictate these re­
sults. The radical 3,3-dimethyl-2-butyl with three abstrac- 
table hydrogens, all of which are primary, shows a large 
disparity from the statistical value (1.14 as compared to
1.67 for k^/ks). It might be suggested that in this case the 
terf-butyl group exerts a steric effect in shielding the free 
electron carbon from reacting effectively as an acceptor. 
This is seen also with the 3-methyl-2-butyl radical (0.8 as 
compared to 1.2 for k$/k5).

Four different radicals, each with five available hydro­
gens, have been examined in cross disproportionation with
2-butyl. 2-Pentyl, as noted, is equivalent to the 2-butyl 
radical. 4-Penten-2-yl is a comparatively poorer hydrogen 
acceptor (equivalently, a better hydrogen donor). Here the 
explanation invoked must be other than steric. The effect 
of the olefinic bond must be either to make the free elec­
tron carbon a poorer hydrogen acceptor or to enhance the 
reactivity of the available hydrogen of that radical in the 
disproportionation. One possibility for the latter case 
might be a hyperconjugation effect involving the secon­
dary hydrogens. The resonance stability of a conjugated 
system formed when a secondary hydrogen is donated may 
be presumed to enhance the secondary hydrogen lability. 
However, the data show, Table III, that in the autodispro­
portionation of 4-penten-2-yl, the ratio of 1,4-pentadiene 
to 1,3-pentadiene is about 3.8. The available hydrogen hy­
pothesis, if operative, would give 1.5. It is the primary hy­
drogens in the 4-penten-2-yl radical that are donor en­
hanced. As noted, this is all the more surprising from the 
point of view that the formation of the conjugated diene 
would be expected to be favored energetically.

A further informative comparison is that between the 
pair 2-hexyl (CCCCCC) and 5-hexen-2-yl (C=CCCCC) in 
their disproportionation with 2-butyl. For 2-hexyl, the 
C4H8/C4H10 ratio is 0.99 while for 5-hexen-2-yl it is 0.79 
(Table H). Again, the contrast between 2-hexyl and 5- 
hexen-2-yl is also striking and similar to that between 2- 
pentyl and 4-penten-2-yl. The products of the autodispro­
portionation of 5-hexen-2-yl radicals is given in Table VII. 
The product ratio, l,5-hexadiene/l,4-hexadiene, is seen to 
be 3.0 (the available hydrogen hypothesis would give 1.5).

The radicals 4-methyl-2-pentyl and 3-ethyl-2-methvl-3- 
pentyl are also in the five available hydrogens category; 
the former has three primary and two secondary hydro­
gens, the latter four secondary and one tertiary. Both give 
the same butenes/butane ratio in cross disproportionation 
with 2-butyl. Insofar as donor effectiveness is concerned, 
primary is greater than secondary which, in turn, is great­
er than tertiary hydrogen. On the basis of donor effective­
ness, it would be expected that 4-methyl-2-pentyl should

show a smaller butenes/butane ratio than that of 3-ethyl-
2-methyl-3-pentyl. The equivalence of these two radicals 
shows clearly that steric effects involving both radicals of 
the disproportionating pair determine the course of the 
reaction.

The series of radicals observed with six available hydro­
gens is quite interesting. The propyl radical, the first of 
these, is conspicuous because of all the radicals studied, it 
is the only one showing a positive deviation from the 
available hydrogen ratio as measured with 2-butyl. The 
propyl radical is reacting as a better hydrogen acceptor, 
poorer hydrogen donor, than all others. Minimal steric ef­
fects with respect to the approach of the counter radical,
i.e., 2-butyl, to the available hydrogens is postulated as 
the basis of a reasonable explanation. The other six avail­
able hydrogen radicals are 3-ethyl-3-pentyl with six secon­
dary hydrogens, and 2,3-dimethyl-3-pentvl with three pri­
mary, two secondary, and one tertiary hydrogen. The de­
viation of the acceptor/donor ratio from the available hy­
drogen factor of 5/6 shows values of +0.4, -0.1, and -0.3, 
for propyl, 3-ethyl-3-pentyl, and 2,3-dimethyl-3-pentyl, 
respectively.

Two radicals, 3-methyl-3-pentyl and 2,3-dimethyl-2- 
butyl, with seven available hydrogens have three primary 
and four secondary hydrogens, and six primary and one 
tertiary hydrogens, respectively. Both showed the same 
deviation, 14%, from the available hydrogen ratio of 5/7. 
The radical 2-methyl-2-butyl, with eight available hydro­
gens, shows no deviation from the available hydrogen 
ratio.

The temperature effect on the distribution of products 
in the cross disproportionation reaction was evaluated by 
comparing the results at 90 and 143 K for a pair of radi­
cals, 2,3-dimethyl-3-pentyl and 4-methyl-2-pentyl. The 
results are shown in Table VIII. It is evident that, at least 
over the range 90-143 K, temperature effects on the reac­
tion are either absent or so small as to be negligible. An 
activation energy as small as 400 J/mol (100 cal/mol) 
would have been detected. The absence of a temperature 
effect for the disproportionation reactions, whether the 
donor-acceptor aspect or the relative donor effect of pri­
mary, secondary, or tertiary hydrogens are considered, 
Tables VIII and VI, demonstrates that the reactions are of 
the steric type. This conclusion is supported further by 
the finding that the order of increasing donor effect is ter­
tiary, secondary, primary hydrogen, opposite to the effect 
expected on the basis of bond strengths.

If cross disproportionation reactions are controlled by 
steric effects, and this is the interpretation required by 
the data, the structure of both radicals must be assessed 
in the reaction. However, an important conclusion is
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drawn from the data of Table II. Regardless of the config­
uration of the second radical, the ratio of the donor effect 
for the different hydrogen species of the first radical is in­
variant. It is seen that the ratio of 1-butene to 2-butene, a 
measure of the donor effect of primary to secondary hy­
drogens in the 2-butyl radical, is 1.9 ± 0.1. The radicals of 
Table II represent a wide variation in structure. The bu- 
tenes/butane ratio spans the range 0.59-1.2. Nevertheless, 
the trans-2-butene/l-butene ratio remains constant. In 
the steric interaction of the hydrogen acceptor and hydro­
gen donor radicals, the donor rates of the primary and 
secondary hydrogens are affected proportionately by sub­
stitution of an acceptor radical with a different acceptor 
characteristic. We generalize this to include tertiary hy­
drogens as well.

A most interesting finding is that if the acceptor-donor 
ratio for radical AH with respect to radical BH is ob­
tained and if the acceptor-donor ratio for radical CH is 
obtained with respect to radical BH, the acceptor-donor 
ratio for radical AH with respect to radical CH is found to 
be given by dividing the first by the second ratio. If the 
acceptor-donor ratio for radical AH with respect to radi­
cal BH is designated as AHa/AHd —* BH, then the above 
theorem is

(27)

That this relationship holds is shown in Table IX for three 
radical pairs spanning the extremes of the acceptor-donor 
ratios measured. The strong inference is that the relation­
ship is general for alkyl radical disproportionation.

The implication of this relationship is that the specific 
rate constant of a cross disproportionation reaction is de­
composable into two factors characteristic of each of the 
two radical reactants. Equations 5 and 6 are rewritten, 
and included herewith will be equations involving the rad­
ical CH.

AH + BH A + BH,
AH, B (28)

CH + BH

AH + CH

C + BH,
CH2

A + 
AH2

+ B 

CH2
+ c

(29)

(30)
(AH2)/(A) is the acceptor-donor ratio for AH and, when 
measured against BH as the probe radical, is determined 
from a measurement of the ratio B/BH2. When more than 
one species of B is produced (as in the case of the 2-butyl 
radical, where tram-2-butene and 1-butene are the B’s), B 
represents the total product olefins from BH. From eq 28 
AH2/A = k[/ke. It is hypothesized that kf = kaAH kdBH 
where kaAH refers to the radical AH as a hydrogen accep-
tor and kdBH to BH as a hydrogen donor. Similarly, ke =
kdAHkaBH. Thus, we have

r AH* —► bh]I k < k AHkdBH
(31)L a h ,  JI k. ' fedAH£aBH

r c h > bh! (32)
LCHd J k i ki Cnk aBli

TABLE X: P roduct D istr ib u tion  from  th e  
A u todisproportionation  o f  2 -M eth y l-2 -b u ty l 
R adicals at 90 K

2 -M eth y lb u tan e / 2 -M eth y l-l-b u ten e /
% conversion 2 -m ethy l-l-bu tene 2-m ethyl-2-butene°

0.50 1.238 4.16
0.20 1.245 4.07
0.17 1.252 3.96
0.15 1.247 4.04

Mean values 1.245 4.08
a T he  2-m ethyl-2-butene form ed in  th e  d isproportionation  reaction is 

calculated from th e  stoichiom etric relation (a t zero conversion) [2-methyl- 
bu tane] =  [2-m ethyl-l-butene] -j- [2-m ethyl-2-butene].

"AHa
-AH d

h ±
ki

feaAHfedCH
^ AHfeaCH

(33)

from which eq 27 follows. The cross disproportionation 
reaction is essentially determined by steric effects. The 
probability of reaction is related to the achievement of a 
favorable configuration of the reacting pair, and is ex­
pressible as a product of probabilities for each of the reac­
tants.

Some radicals, the simplest being 2,3-dimethyl-3-pent- 
yl, have three types of C-H bonds, primary, secondary, 
and tertiary, which can donate hydrogen in a dispropor­
tionation reaction. The donor effectiveness, based on pri­
mary H as 1, is secondary 0.9 and tertiary 0.2, for 2,3- 
dimethyl-3-pentyl. As in the case of 2-butyl discussed pre­
viously, these values are a reflection of steric effects, and 
it is to be expected that the order of donor effectiveness 
should be primary > secondary > tertiary. It is further 
noted that these ratios are independent of the acceptor 
radical. It has been shown that the ratio of 1-butene to 
irans-2-butene is 1.9. The donor effectiveness of the pri­
mary to the secondary H is as 1 to 0.8. The greater com­
plexity of 2,3-dimethyl-3-pentyl compared to 2-butyl with 
increased inaccessibility of the primary hydrogens in the 
former radical explains the difference in the primary-sec­
ondary effectiveness ratios for the two radicals. The 2- 
methyl-2-butyl radical has six primary and two secondary 
hydrogens that can participate in a disproportionation 
reaction. Although only the transfer of a secondary hydro­
gen gives an olefin distinct from the initial olefin from 
which the radical is derived by H atom addition, never­
theless reliable results may be derived from the stoichi­
ometry of the disproportionation reaction since the sum of 
the product olefins must equal the sum of the product al­
kanes. Table X shows the product distribution at essen­
tially zero conversion. On a per atom basis, the donor ef­
fectiveness of primary to secondary hydrogen is 1 to 0.8, 
the same as for 2-butyl. The acceptor-donor ratio of 2- 
methyl-2-butyl with respect to 2-butyl shows an apparent 
equivalency between the two radicals for hydrogen trans­
fer. That is, the k6/k5 ratio (Table II) is equal to 0.62 as 
would be expected on the simple available hydrogen hy­
pothesis. The 2-methyl-2-butyl radical has six primary 
and two secondary hydrogens while 2-butyl has three pri­
mary and two secondary hydrogens. It has been shown 
that for donor effectiveness, primary > secondary. There­
fore, an average donor effectiveness per transferrable H 
atom in the 2-methyl-2-butyl radical should exceed that of
2-butyl. As noted, however, this is not the case. Either the 
acceptor effectiveness of the 2-methyl-2-butyl radical is 
greater than the 2-butyl, or the donor effectiveness of both 
types of hydrogen in the 2-methyl-2-butyl radical is di­
minished compared with the hydrogens of the 2-butyl. The
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TABLE XI: C ross-D isproportionation  R ate R atios  
for S om e Alkyl R adicals (AH) w ith  2 -M eth y l-2 -b u ty l 
R adicals (BH) at 90 K (Eq 5 and 6)

AH ks/kb AH kb/kb

CCCC 1.62 C=CCCCC 1.21

CCC 1.88 CCC 0.88
C

second alternative is favored from structural consider­
ations. Only about a 10% reduction in donor effectiveness, 
compared to 2-butyl, is required.

We consider now the ferf-butyl radical, as probed with 
the 2-methyl-2-butyl radical, Table XI. It is found that 
[(ferf-butyla/tert-butyld) —*■ 2-methyl-2-butyl] = 0.88 
compared to 8/9 or 0.89 on the available hydrogen hy­
pothesis. Again, since there are nine primary donatable 
hydrogens in tert-butyl and six primary and two secon­
dary hydrogens in 2-methyl-2-butyl, a compensation effect 
related to steric properties must occur. Assigning the 
value 1 to the donor effectiveness of primary H in 2- 
methyl-2-butyl, the secondary H is found to have a value 
of 0.8 per atom. Therefore, [6(1) + 2(0.8)]/9X = 0.88 where 
X is the compensation factor, and is 0.95. That is to say 
that on a relative basis the donor effectiveness of the pri­
mary H in the teri-butyl would have to be 0.95 compared 
to 1 for the primary H’s of 2-methyl-2-butyl. This as­
sumes, of course, that the acceptor factor for tert-butyl is 
equal to that of 2-methyl-2-butyl. If the assumption is 
made that the H donor property of the primary H’s of the 
two radicals are equal, then the acceptor factor for tert- 
butyl would be 5% higher than that of 2-methyl-2-butyl.

Gibian and Corley1 in a review article on disproportion­
ation-combination of reactions of free radicals point out 
that “The cross disproportionation between two secondary 
radicals, isopropyl and 3,4-dimethyl-2-pentyl, shows a 
twofold preference for abstraction by isopropyl rather than 
from it.’’ It is also noted that the effect is more likely to 
be steric than energetic.

We find the 2-propyl radical to be anomolous in that of 
all the radicals studied, this was the only one showing a 
positive deviation of the acceptor/donor ratio, with re­
spect to 2-butyl, from the available hydrogen hypothesis. 
The ratio was found to be 1.2 compared to 0.83 on the 
AHH. As has been repeatedly noted, the available hydro­
gen hypothesis neglects steric effects, including both 
donor and acceptor factors. If account is taken of these 
effects, the acceptor factor of 2-propyl must be 57% great­
er than that of 2-butyi to give the experimental value. It 
is not reasonable to postulate that the donor effectiveness 
of the primary hydrogens of the 2-propyl radical is 64% of 
that of the primary hydrogen of 2-butyl.

Aliphatic radicals containing one olefinic bond are of 
especial interest. The 2-pentyl radical, with an acceptor- 
donor ratio of 1.0 in disproportionation with 2-butyl, con­
trasts with 4-penten-2-yl in which the ratio is 0.73. The 
better donor, poorer acceptor characteristic of the 4-pen- 
ten-2-yl with respect to 2-pentyl cannot be explained on a 
steric basis. Indeed, it would appear that the rigidity of 
the olefinic bond, together with two less hydrogens of 4- 
penten-2-yl compared to 2-pentyl, should show less steric 
hindrance for the 4-penten-2-yl compared with the 2-pent- 
vl radical, and hence result in better acceptor characteris­
tics of the 4-penten-2-yl radical. This, of course, is con­
trary to observation. The double bond does not interact

with the unpaired spin in an allylic manner, as would be 
the case for 3-penten-2-yl. The high electron density asso­
ciated with the olefinic bond of the 4-penten-2-yl would 
show a repulsive interaction with the free electron of the 
interacting partner, 2-butyl, to give a bias in favor of the 
opposite end of the molecule, viz.

C
C
l

c= c—c—c—c —*• • c 
c

This concept is further supported by the fact that the 
ratio of product 1,4-CsHg to 1,3-C5H8 is 3.8. On a per 
atom basis, normalizing the primary H to 1, the ratio of 
primary to secondary donor effectiveness is 1 to 0.39. For 
secondary hydrogen, this is considerably lower than any 
other case examined. Also, it must be noted, that dona­
tion of the secondary hydrogen results in the more stable 
conjugated diene. Nevertheless, transfer of primary hydro­
gen is highly favored.

The effect of the position of the double bond in rela­
tionship to the unpaired electron was determined through 
the use of the 5-hexen-2-yl radical. Here there are two 
carbons intervening between the double bonded carbon 
and the unpaired spin, compared to one in the 4-penten- 
2-yl radical. The 2-hexyl radical cross disproportionating 
with 2-butyl reacts almost identically with the 2-pentyl 
radical in its acceptor-donor ratio of 1, Table II. The ex­
perimental value for the acceptor-donor ratio of 5-hexen- 
2-yl is 0.79 (Table II), somewhat higher than the 0.73 ratio 
found for 4-penten-2-yl. The reduced influence of the dou­
ble bond is also evidenced by the fact that the product 
ratio 1,5-CeHio to 1,4-CgHio is 3.0 (Table VII) in the au­
todisproportionation of 5-hexen-2-yl radicals. The ratio of 
primary to secondary donor effectiveness (with the pri­
mary H normalized to 1) is 1 to 0.50, considerably higher 
than that of 4-penten-2-yl. It is concluded that the effect 
of the double bond is not of a short range character and 
could be consistent with the long range electrical forces 
postulated for the required orientation effects.

Summary
A new technique for determining cross radical dispro­

portionation at low temperatures in the condensed phase 
has been developed. It is capable of increased accuracy 
over similar determinations in the gas phase. Many subtle 
characteristics, unavailable to the usual gas-phase work, 
can be determined. Advantage is taken of the facts that 
(1) radicals can be prepared easily and cleanly by H atom 
addition to appropriate olefins; (2) in a system with two 
alkyl radical species present, one of which is in large ex­
cess, the cross disproportionation reaction can be studied. 
The 2-butyl is the “low concentration” radical most useful 
as a probe; (3) m-2-butene is an excellent source of 2- 
butyl radicals at low temperatures. Other radicals can be 
used as probes provided their disproportionation products 
can be determined unambiguously.

The data obtained are consistent with much of the rele­
vant gas-phase work. Over a limited range of temperature, 
90-143 K, no temperature effect has been found.

The conclusion that the alkyl radical-radical dispropor­
tionation reactions are almost completely a manifestation 
of steric effects is rather firmly based.

Disproportionation reactions are characterized by rate 
constants that are products of the hydrogen transfer effec­
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tiveness of one radical with the hydrogen acceptor effec­
tiveness of the other. Where hydrogen transfer effective­
ness of two or more hydrogen types within a given radical 
can be compared, the ratios are found to be invariant with 
respect to the identity of the second radical. Both hydro­
gen transfer and hydrogen acceptor characteristics are ste- 
ric in origin.

Finally, the presence of a double bond in an alkyl radi­
cal is not negligible in its effect on disproportionation 
reactions. A tentative explanation of a bias in the orienta­
tion of approach due to electrical forces has been ad­
vanced.

Crystals of hydrocarbons, carboxylic acids, amines, and amides are used to obtain a self-consistent set of 
empirical interatomic potentials for the atoms of which polypeptides and proteins are constituted. Simple 
mathematical forms are adopted for the empirical potential energy functions, and their parameters are de­
termined by a combination of a priori calculations and minimization of the potential energies of the crystal 
lattices. The partial charges on all atoms are computed by the CNDO/2 (ON) procedure. The coefficients 
of the attractive (1/r6) term of the Lennard-Jones 6-12 potential are computed by the Slater-Kirkwood 
method, and the coefficients of the attractive (1/r10 *) term of an empirical general hydrogen bond potential 
were derived from previous CNDO/2 calculations of hydrogen bond strengths. The coefficients of the re­
pulsive (1/r12) terms of both the Lennard-Jones potential and of the general hydrogen bond potential were 
obtained by varying these coefficients until the energy-minimized lattice constants agreed as closely as 
possible with the observed ones. The heavy atoms of the individual molecules in the unit cell were treated 
as rigid bodies, with no internal degrees of freedom. Their movement in the potential energy minimization 
procedure was governed by the crystal symmetry operators. The coordinates of the heavy atoms of the mol­
ecules were taken directly from the X-ray data, and a procedure was adopted to obtain the coordinates of 
the hydrogen atoms. The total potential energy function was then used to compute the binding energy of 
the lattice; in a few cases, some interatomic force constants were computed for interactions between specif­
ic pairs of atoms. The computed lattice constants, binding energies, and interatomic force constants are in 
good agreement with experimental values. Some discussion of the factors governing the determination and 
the resulting precision of the parameters of the computed potential function is presented.

I. Introduction

In order to calculate conformational energies of macro­
molecules, it is necessary to have accurate potential energy
functions and parameters.3-6 In recent years, considerable
effort7-13 has been devoted to the calculation of the inter­
molecular potential energy between molecules in crystals in
order to obtain suitable interatomic potential functions.
Thus far, more attention has been paid to the packing of
crystals of nonpolar molecules, using empirical interatomic
potentials to approximate molecular interactions.7-8’10’12
However, in order to study polypeptide or protein confor­

mations, heteroatomic interactions (including electrostatic 
and hydrogen-bonding contributions)9'14’15 must be includ­
ed in the total intermolecular potential.

In this paper, we present a method for determining the 
parameters of empirical potential energy functions for in­
teratomic interactions between atoms of molecules in crys­
tals. X-Ray diffraction data on crystals of hydrocarbons, 
carboxylic acids, amines, and amides are used, and the pre­
cision of the derived potential energy parameters is as­
sessed by comparing calculated and experimental values of 
lattice constants, lattice binding energies, and (in some 
cases) interatomic force constants. Several reviews of inter-
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and intramolecular forces16-21 should be consulted for gen­
eral background and for a discussion of earlier work in this 
field.

II. Theory
A. General. In the first paper of this series,113 we pre­

sented a method for obtaining parameters of empirical po­
tential functions for pairwise-additive interatomic interac­
tions. The equations of static equilibrium (used together 
with the heat of sublimation) were applied to the single­
crystal coordinates and cell constants of benzene found 
from high-resolution X-ray diffraction data, and the pa­
rameters of the Lenr.ard-Jones 6-12 potential were ob­
tained. Further studies with this method (unpublished) in­
dicated that the equations of static equilibrium would be 
exceedingly difficult to adapt to heteroatomic molecules22 
where there are usually more unknown potential energy pa­
rameters in these equations than available independent ex­
perimental data, and thus we have approached the problem 
in an alternative manner. The procedure used here, and 
discussed briefly elsewhere,4 is similar in some respects to 
that used by Williams83’6 for hydrocarbons and Ferro and 
Hermans9 for heteroatomic molecules. However, there are 
several major differences from the approaches of Williams 
and Ferro and Hermans which will be considered in the 
Discussion section of this paper.

In the procedure used here, the partial charges on each 
atom are computed by the molecular orbital CNDO/2 (ON) 
method,14 the London-van der Waals attractive term is ob­
tained by the Slater-Kirkwood method, and the repulsive 
term of the Lennard-Jones 6-12 nonbonded energy is com­
puted by minimizing the lattice binding energy with re­
spect to the lattice constants of a number of crystals (ad­
justing the repulsive terms until the energy-minimized lat­
tice constants best fit the experimentally observed lattice 
constants). In crystals containing hydrogen bonds, the at­
tractive term of a “general hydrogen bond” (GHB) poten­
tial143 was taken from previous CNDO/2 computations143 
of hydrogen bond strengths, and the repulsive term was ob­
tained by the same energy minimization procedure used to 
compute the repulsive term of the 6-12 nonbonded energy. 
The total intermolecular potential obtained in this way 
combines theoretically determined quantities with experi­
mentally adjusted quantities, and is self-consistent with re­
spect to all contributions to the total potential energy. The 
coordinates of the heavy atoms (i.e., C, O, N, and S) are 
taken directly from the X-ray data for the crystal struc­
tures treated here, and the positions of the hydrogens are • 
generated as described in section IID. No intramolecular 
interactions are calculated, and no torsional potentials are 
included. A small set of crystals (pentane, benzene, anthra­
cene, pyrazine, bipyridine, thianthrene, acetic acid, succin­
ic acid, adipamide, oxamide, and methylamine) was first 
used to obtain a preliminary set of parameters; then the set 
was expanded to include these crystals as well as the fol­
lowing additional ones to obtain the final refined set of pa­
rameters: hexane, formic acid, oxalic acid, suberic acid, 
formamide, and iV-methylacetamide. Finally, the final set 
of parameters was tested in the treatment of the crystals: 
octane, sebacic acid, butyric acid, o-phenazine, suberam- 
ide, and succinamide. The structures of all of the molecules 
(except sebacic acid, adipamide, and suberamide), together 
with their partial charges, are shown22 in Figures 1-3. The 
application of the parameters determined here to crystals 
of amino acids appears in the next paper of this series.24

TABLE I: D esign ation  o f  A tom  Types

Atom
type  D escription

H, Aliphatic hydrogen
H-2 Primary and secondary amine or amide 

hydrogen
H;i Aromatic hydrogen
H4 Hydroxyl or carboxylic acid hydrogen
H5" Sulfhydryl hydrogen; taken as H36
Cr, Aliphatic carbon
C7 Carbonyl, carboxylic acid, or peptide bond carbon 
Cs Aromatic carbon
C9" Aliphatic carbon (but with three heavy atoms at­

tached, e.g., as C“ of amino acid): taken as C6b
C,o Carbon (with asterisk) in C—C*~~̂

C

or C— C* ; taken as Cs
C

Cu" Carboxylate ion carbon; taken as Cih 
C12 Not used
N13 Primary or secondary amide nitrogen 
N i4 Uncharged primary or secondary amine nitrogen, 

or (only in the GHB term) primary or secondary 
amide nitrogen (Nn) as hydrogen (Ho) acceptor 
in a hydrogen bond

Ni5n Nitrogen of charged NHy group; taken as Nu*
N, c Not used
On Carbonyl or carboxylic acid (C=0) oxygen 
Oi8 Hydroxyl or carboxylic acid (C-O-H) oxygen 

O
II

O, / 1 -C -0*-C ester oxygen (with asterisk); taken as Ois6 
S2o Sulfur, as found in sulfur-containing heterocyclic

ring systems, sulfhydryl groups, and thio ethers 
S21“ Disulfide sulfur; taken as S206
n T h is atom  type  appears in th e  next paper24 of th is series. b T h is  assign- 

m en t will be used in ref 24.

The initial nonbonded repulsion parameters (including 
those for hydrogen bonds where applicable) were obtained 
as follows: aliphatic C6 and Hi from n-pentane and refined 
further using hexane and other molecules containing Ce 
and H] type atoms, aromatic Cs and H3 from benzene and 
anthracene, ring N j4 from pyrazine and bipyridine, ring S20 
from thianthrene, each of the parameters for the H4, C7, 
On, and Ois atoms (as well as the repulsive term of the hy­
drogen bond function) of the COOH group from acetic and 
succinic acids, amide N13 and H2 from adipamide and ox- 
amide, and the H2—N14 hydrogen bond term from methyl- 
amine. Refinement of this initial set (in particular the Cfi, 
C7, and Ois parameters) was obtained by including a sec­
ond set of molecules as described above. The remaining 
parts of the total potential energy function were obtained 
by a priori considerations, as will be outlined in section 
IIB. All of the resulting parameters were then used to com­
pute (energy-minimized) lattice constants, binding ener­
gies, and some interatomic force constants, which were 
then compared with experimental values.25 It must be em­
phasized that the experimental sublimation energies and 
force constants are not used in determining the parameters 
of the potential function, but are used only as a check on 
the interatomic potentials derived here.

Before outlining the details of the method used to obtain 
the repulsive parameters of the potential function, it is nec­
essary to discuss six basic assumptions which are adopted 
in this work as well as in the work of others.7-9’1213
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Figure 1. The structures and CNDO/2 (ON) partial atomic charges (in electronic units X1000) for the molecules:23 (A) pentane, (B) hexane, (C) 
octane, (D) benzene, (E) anthracene, (F) pyrazine, (G) a-phenazine, (H) 2,2'-bipyridine, (I) thianthrene. The asymmetry in the charges of thian- 
threne arises from a slight deviation of the heavy-atom geometry from symmetry, in the crystal.
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Figure 2. The structures and CNDO/2 (ON) partial atomic charges (in electronic units X1000) for carboxylic acid molecules:23 (A) formic, (B) 
acetic, (C) butyric, (D) oxalic, (E) succinic, (F) suberic.
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Figure 3. The structures and CNDO/2 (ON) partial atomic charges (in electronic units X1000) for various amine and amide molecules:23 (A )  

formamide, (B) A/-methylacetamide, (C) oxamide, (D) succinamide, (E) methylamine.

2 used here, the net calculated long-range electrostatic in­
teractions are equivalent to those with a dielectric constant 
of ~4. On a microscopic scale, the true dielectric constant 
varies with distance in a complex manner. Since we are 
seeking a universal and self-consistent set of interatomic 
potentials, we ignore the variation of the dielectric constant 
from crystal to crystal, which would only complicate the 
computations, and also would require a drastic change in 
the hydrogen-bond potential.14*1

In the data in the tables reported here, a number of unit 
cells (specified in the tables) was taken so that, in general, 
the longest interaction distance was greater than 10 A.37

2. London-van der Waals Attraction. Since there is in­
sufficient information in the crystal data to determine all 
the energy parameters uniquely, we have computed the Ckl 
coefficients from the London (or Slater-Kirkwood) formu­
lation,38 where the nonbonded interaction is given by the 
Lennard-Jones 6-12 expression

* W r „ )  =  E  ' E  ' (AkI/ r {j 12 -  Ckl/ r </) (2)
1=1 J=1

where k and 1 refer to particular atom types. The prime sig­
nifies that H—X interactions, where H and X are hydro­
gen-bonding types of atoms and are treated in section IIB4 
on hydrogen bonding, are excluded from the summations. 
The coefficient, Ckl, of the attractive term is obtained
from38

3 r eK ]
-  2 U i / i J

a ka  i (3){ak/NkY ^  + (a,/iV,) i/2 
where ak and a/ are the experimentally determined polariz­
abilities,39 and Nk and Ni are the effective number of elec­
trons for atom types k and l, respectively, and are taken 
from Scott and Scheraga.38 The values of a.k and IV* used 
are given in Table II. The fundamental constants, e,-#, and 
me have their usual meanings. Having fixed the Ckl coeffi­
cients, this leaves only the repulsive coefficient to be var­
ied; this is discussed in paragraph 3 of this section.

3. Repulsive Nonbonded Interaction. Different types of 
atoms (e.g., hydrogen, oxygen, nitrogen, etc.) are in contact

TABLE I I :  P olarizab ilities and Nk o f  V arious A tom s“
Atom a X  10 24, c m 3 N k

H a l )  types 0.42 0.85
C8 and C8 0.93 5.20
C, 1.51 5.20
' —'unsn tu  rated 1.65 5.20
N„ 0.87 6.10
N,4 0.93 6.10
Oi7 0.84 7.00
Ois 0.59 7.00
s2„ 0.34 14.8

a References 38 and 39. b These values of a and  N k  were used initially  for 
th e  arom atic hydrocarbons. All a ttem p ts  to  find reasonable fits to  la ttice  
constants, w ith resulting binding energies in agreem ent w ith  available sub­
lim ation d a ta , failed; hence, th e  values for Ce, which gave b e tte r  agreem ent 
w ith experim ental values, were subsequently  used.

with one another in the various crystals studied.33 These 
closest contacts between atoms in a crystal are generally re­
pulsive interactions,33 since the whole crystal must be in a 
state of equilibrium between short-range repulsive forces 
and attractive forces, and both forces must be in balance 
for the potential energy to be a minimum. By considering 
those interatomic interactions which exhibit the largest re­
pulsive effect in a particular crystal, we can select particu­
lar pairs of atoms which are in close contact and use them 
to determine the Akl coefficients of eq 2. We do not mean 
that only a few repulsive coefficients are used for any one 
crystal; indeed, all interactions are included for every crys­
tal. Rather, we can use a knowledge of the types of atom 
which are in nearest-neighbor contact to select crystals 
whose energies will be most sensitive to these different re­
pulsive terms. The repulsive coefficients Akk (where the su­
perscript kk indicates that both atoms k and l are of the 
same type) of eq 2 are then determined by obtaining a best 
fit to the lattice constants of the crystals of many mole­
cules, by energy minimization, as described in section IIIB. 
From the definition of the depth of the potential well, tkk 
at the minimum position,113 (rgkk), the parameter Akk can 
be written as
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A kk = - e kk( r kk)n  (4)

The fences around the rgkk parameter are used only to 
imply that this is an average value derived from many dif­
ferent crystals whose structures were determined at differ­
ent temperatures. The mean-value law is then used to find 
the position of the minimum for the cross terms, i.e.

(rgkl) = (<r «> + <rg" > )/2  (5)
However, the energy, tkl, is calculated from the values of 
Chl, obtained from eq 3, for each atom-atom type interac­
tion, using the expression

- e kl =  < 7 7 2  (r gfe!)G (6)
Thus, for each Akk, all cross terms (i.e., Akl) may be found 
easily from

A kl = - e k,( r kl ) 12 (7)
and eq 5 and 6.

4. Hydrogen-Bond Interactions. In a previous paper,14c 
we found that the properties of hydrogen-bonded dimers 
could be well represented by a general hydrogen bond 
(10-12) potential (GHB) of the following form

B GHB 7 h - • • x) =
n M

5Z (^ 'h-'-x/^ h-’-x12 ~ B n. . .x / r n. . . x )̂ (8)
i=i i--1

where the sum over i is taken only over the hydrogen-bond­
ing atoms [i.e:, H(N), H(O), 0  or, in some cases, N] among 
the n atoms in the 0th molecule, and the sum over j  is 
taken only over the donor (H) or acceptor (X) atoms among 
the M atoms of other molecules [H(N) or H(O) atoms al­
ways interact with O or N atoms for hydrogen bonding; in 
the case where H(N) interacts with H(O), for example, a 
normal nonbonded parameter would be used]. Thus, while 
the interacting H and X atoms (treated by eq 8) are exclud­
ed from the summations in eq 2, they are included in the 
summations of eq 1. The H’s considered here are those in 
amide, amine, acid, or alcohol groups, the X’s are acid, al­
cohol, carbonyl, or amine oxygen, or nitrogen, acceptor 
atoms, and A'a-x  and Bh- x depend on the type of hydro­
gen bond formed.14c When used with all the other interato­
mic interactions in the molecules forming the hydrogen 
bond (which was simply a dimer in the previous study14c), 
this potential was shown to give a good fit to both quantum 
mechanical (CNDO/2) results, and experimental dimeriza­
tion energy and dimer structure.140 The fit was achieved140 
by making the A' and B coefficients consistent with gas- 
phase electron diffraction data on the acetic acid dimer, 
and with thermodynamic data for the stability of the 
dimer, as well as with the attractive part of the CNDO/2 
curves. We will retain the earlier values140 of Bh- x for the 
different types of hydrogen bond, and (by minimizing the 
binding energy of the crystal) will adjust the A'H...X values.

In the earlier paper,140 we compared the total empirical 
energy of a dimer with the CNDO/2 energy. Since the 1/r6 
term (of eq 2) arises from quantum mechanical theory (i.e., 
with the molecules sufficiently far apart so that the elec­
tronic clouds of the atoms are not in contact), and since 
this term is not included in the CNDO/2 calculations, it 
was not rigorously correct to use140 eq 2 when comparing 
the empirical and CNDO/2 energies. Since the N and O 
atoms in, e.g., an N-H—0 hydrogen bond are within 3-4 A 
of each other, the use of a 6-12 potential for the N—O in­

teraction (in the evaluation of the GHB potential for the 
H—0 interaction) was probably incorrect, i.e., the molecu­
lar orbital interactions in the range of distances found for 
closest approach of the heavy atoms in the hydrogen bond 
may not follow the 1/r6 attraction, nor do the very close re­
pulsive interactions follow the 1/r12 repulsion. Apparently, 
the GHB term helps correct for these inconsistencies in the 
fit to the CNDO/2 energies and also for the discrepancies 
reported140 for the close-contact repulsions determined by 
the CNDO/2 method (i.e., atoms were found to approach 
one another too closely, when compared to experimental 
contact distances).

It should be noted that we have not included in our em­
pirical potential a contribution from the energy of interac­
tion between the dipole induced in an atom by nearby 
charges with those charges. Nor have we allowed the partial 
atomic charges to vary140 as a function of the H—X dis­
tance as a hydrogen bond is formed in the crystal. Proba­
bly, some contribution to the energy from these terms is 
absorbed into the GHB function, although it is difficult to 
make a quantitative estimate of these effects at this time. 
It is also clear that no cooperativity (whereby the forma­
tion of one hydrogen bond enhances the subsequent forma­
tion of a second hydrogen bond in some cooperative man­
ner) is explicitly included in our potential functions.

5. Total Intermolecular Potential. The total intermolec- 
ular potential, UTot, is taken as the sum of all the interato­
mic interactions just described, and it is this sum that is 
minimized in the energy minimization part of the fitting 
procedure described in section IIIB.

During the energy minimization (in which the lattice 
constants are varied, which implies that the ry’s are var­
ied), the different components of the total intermolecular 
potential energy will contribute to different extents. Thus, 
it is necessary to consider the relative contributions of each 
component, for a given set of coefficients of the potential 
function. If we use the interatomic force F (i.e., the nega­
tive of the first derivative of Ut0t with respect to rtJ) as an 
indication of the relative contributions of the various com­
ponents of the potential, then

p  _  a ^Tot 332 .0q lq i 
d r u  D r l f *

6 Ckl 12A'„,.----- —  +  ---------- H-------------------------------—  Kaf
r ,  .7 y 13 r H. . . x ii

where the summation symbols have been omitted for con­
venience. From eq 9, we see that, for hydrocarbons (where 
the hydrogen-bond coefficients are zero, and the partial 
atomic charges are insignificantly small), the repulsive 
forces are very sensitive to changes in ry (varying as 1/ry13). 
However, for crystals for which a hydrogen-bond term 
must be included, the term 12A'h...xA h- x13 dominates 
over the term l2Akl/rlJ13 because the H—X distance in a 
hydrogen bond (~1.6- 2.0 Â) is smaller than the usual van 
der Waals contact distances (—3.5 A or greater) for most 
heavy atoms. In some crystals containing hydrogen bonds 
(e.g., succinic acid), this bond is the dominant contribution 
to the force along only one crystal lattice axis. Thus, AkL 
can be determined for such crystals by examining the effect 
of variation in Ahl on the force along axes perpendicular, or 
nearly so, to the direction of the hydrogen bond. Finally, 
the contribution of the GHB potential to the force will be 
greater for the carboxylic acids (i.e., the H4—O17 interac-

12 A kl
v  13

10 B „...
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tion) than for amides (i.e., the H2—O17 interaction) because 
the former is a stronger hydrogen bond (see Table V).

We have not found it necessary to introduce spurious or 
“dummy” atoms to take lone-pair electrostatic contribu­
tions into account.9 In all cases, the interatomic interac­
tions are taken between the coordinates of the atoms in­
volved in the interaction, i.e., the positions of both the at­
tractive and repulsive interactions were placed directly on 
the atom and not moved into the bond.8a

C. Intramolecular Energy. The intramolecular energy, 
which is the contribution from the internal energy of each 
individual molecule to the total energy of the crystal and is 
a function of the dihedral angles of the molecule,40 is not 
included in the energy which is minimized, as already dis­
cussed in section IIA4. Hence, the heavy atoms (i.e., all 
atoms except some hydrogens) were held fixed at the posi­
tions given by the X-ray data, and no internal rotations in­
volving movement of heavy atoms were allowed. However, 
in the case of molecules which have methyl (-CH3) or hy­
droxyl (-OH) groups, the positions of the hydrogens are 
usually not well determined by X-ray studies, and rotation 
about the bond which varies the positions of the hydrogens 
is therefore carried out to find the hydrogen conformation 
of lowest intermolecular energy. Each case in which the hy­
drogens are rotated is discussed separately as it arises in 
the analysis of the molecules studied here.

The use of the intermolecular potentials obtained in this 
study to calculate intramolecular interactions in amino 
acids and polypeptides is presented elsewhere.29'41-43

D. Geometry. The geometry for each molecule is taken 
from the X-ray diffraction coordinates for the heavy atoms 
(i.e., carbon, oxygen, nitrogen, and sulfur). The hydrogen 
atom positions are deduced from structures of similar mol­
ecules, determined by electron44'45 and neutron diffrac­
tion.46-50 Data for placing hydrogens are available for all of 
the molecular groups studied here. The bond lengths and 
bond angles for the different types of hydrogens used here 
are given in Table III. Aside from the rotation of-CH3 and 
-OH groups (mentioned in section IIC), we have not found 
it necessary to move the hydrogens (i.e., change the bond 
lengths or bond angles from those given in Table III) to ob­
tain good fits to the crystals studied here, even though al­
ternative positions of the hydrogens were examined in 
some cases.

E. X-Ray Data. The molecular crystals chosen for study 
were picked from hundreds of known X-ray and neutron 
diffraction structures. As far as possible, the criteria used 
for choosing the crystals studied here were the following,
(a) There should be no water of hydration or miscellaneous 
anions 01 cations (such as Cl- , Br_, Na+, etc.) in the crys­
tal. (b) The bond lengths and bond angles must be in rea­
sonable agreement with similar data from other crystals; 
the diffraction pattern must yield a sufficiently large ratio 
of data to parameters (i.e., a ratio of five or six to one), and 
the resulting R factor must be relatively low (e.g., 20% 
would be a marginal structure), (c) The crystal must have 
only one crystallographic asymmetric molecule per unit 
cell, so that all other molecules in the unit cell can be gen­
erated by crystal symmetry operators (rotations and trans­
lations) acting on the first molecule. For hydrogen-bonded 
systems, the asymmetric molecule is a monomer, except 
when an inversion center lies between the two monomers in 
the hydrogen bonded dimer; in the latter case, the asym­
metric molecule is a dimer, (d) The crystal must have some 
relevance to protein structure or be a model for the various

TABLE III: B ond L ength s and Bond A ngles 
Involving H ydrogen A tom s

Bond T ype Length, A

C-H 1c H2 (aliphatic) 1.09"

A h . (glycine) 1.00'-'"'
- c h 3 1.09"
^ C -H  (aromatic) 1.09"

-)C-H 1.006
N-H -NH. 1.004

A n - h 1.004
-NH;,+ LOO«-4

O-H -O-H 1.00«
Bond angles Type Angle, deg

H-C-H ^CH, (aliphatic)! 107.0

A c H2 (glycine) c '/ 107.0
—CH:i (tetrahedral) 109.5
^ C -H  (aromatic) g
X \

X-C-H Y—)C-H 
z /

h

H-N-H -NH; 120.0'
X-N-H X-NH; (X ^  H) 120.0«

X-NH3+ (tetrahedral) 109.5«
X \

; n - h  (y ^  h ,
y /  X =  C')

1 2 4 . O' a-

X-O-H X-O-H 110.0
a E lectron44’45 and  neu tro n 46 -50 diffraction d a ta  give values for C -H  bond 

lengths in m ethyl and  m ethylene groups o f around  1.09 ±  0.03 A. W hile 
m ost X -ray  results are shorte r (see original papers on th e  molecules stud ied  
here), we have chosen 1.09 A as a best value for these  groups as well as  for 
C -H  bond lengths in arom atic  rings. 6 T he position o f th is  hydrogen is n o t 
well defined in  th e  lite ra tu re , and  th e  bond leng th  has been  chosen to  be  
som ew hat sho rt in  o rder to  avoid  com plications in th e  interm olecular energy 
which m ay arise from  th e  uncerta in ty  abou t its  position. c Found in am ino 
acids s tud ied  in th e  accom panying p aper.24 d N eu tro n  diffraction results give 
N -H  distances a round 1.0 ±  0.05 A.46 -50 e N eutron  d iffraction results give 
O -H  values near 1.0 ±  0.02 Â.47,48 f  T h e  p lane defined by  th e  a tom s H -C * -H  
bisects th e  C -C  *-C  angle, and  is perpendicular to  th e  C -C  *-C  plane. 0 T he 
hydrogens on  arom atic  rings a re  positioned on th e  vecto r bisecting th e  angle 
betw een th e  heavy atom s. h T h e  hydrogen is positioned on  th e  vector which 
runs th rough  th e  centra l carbon atom  to  th e  m idpoin t of th e  triangle  de ­
fined by  th e  heavy a tom s (X , Y , and  Z). 1 H ydrogens on  am ide n itrogens 
were chosen to  lie in th e  p lane defined by  th e  -C  ( = 0 )  N  atom s, in agreem ent 
w ith  th e  neu tron  diffraction results for s im ilar molecules.46 T h is  result has 
been confirm ed in m ore re c en t18'40 neu tron  diffraction studies. ' In  section 
IV F6, i t  was found necessary to  investigate  n onplanar -N H j configurations. 
In  th a t  case, th e  tw o hydrogens were placed te trah ed ra lly  (i.e., a t  109.5°) 
w ith  respect to  th e  X -N  bond. In  a ll o th e r am ides, th e  value 120.0° was 
used . k Y -N  bond angle is 115° if Y = C“  and  X  = C '.

functional groups found in proteins (such as amides, car­
boxylic acids, etc.), (e) The crystal must contain close con­
tacts between atoms whose Ahl coefficients are to be deter­
mined.33

It should be noted here that, although very precise lat­
tice constants are obtainable experimentally, the determi­
nation of atomic positions within the unit cell are generally 
much more difficult to obtain with good precision (i.e., 
there is only modest precision in bond lengths and bond
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TABLE IV: P aram eters o f  th e  6-12 N onbonded P oten tia l

A tom  pair“
Q k k  b

kcal A6/m ol
A k k c  x  10-.,
kcal Â12/m ol,

_ ek k  d  

kcal/m ol ( W e A
_  eA-fc d , f  

kcal/m ol { r j < h ) 4 . e . i  A

H,-- -H, 45.5 1.410 0.037 2.92 0.123 2.40
Ho-• ■H, 45.5 0.843 0.062 2.68 2.40
H r- ■H, 45.5 1.439 0.036 2.93 2.40
H r- •H; 45.5 1.169 0.044 2.83 2.40
c v - ■c, 370.5 90.603 0.038 4.12 0.120 3.40
c 7- ■’ C7 766.6 104.898 0.141 3.74 3.40
c v - ■c, 370.5 47.530 0.073 3.70 3.40
N , r ••n 13 363.1 73.254 0.045 3.99 0.204 3.10
Njr - N , 4 401.0 37. 494 0.107 3.51 3.10
0,7- ■ O ] 7 369.0 17.019 0.200 3.12 0.233 3.04
OlS • O,» 217.2 12.563 0.094 3.24 3.04
S20 • ' Sil) 249.0 36.318 0.043 3.78

<l T he subscripts are described in  Table  I . '' T he Cl:l coefficients of all cross term s are calculated from  eq 3. '  T h e  A kl coefficients o f all cross te rm s are  calculated 
from  eq 5-7. d tkk is the  energy a t th e  m inim um  of the  potential, i.e., a t  (r%kk) (or rkk of re f 59). * (rskk) is  th e  position of th e  m inim um  of th e  p o ten tia l for the  
param eters derived in th is work; rkk is the  position of th e  m inim um  of ref 59. f  F rom  ref 59.

TABLE V: P aram eters for General 
H ydrogen Bond Potential'*'/

Bh - x ,
D onor and 

acceptor a tom s
A'

kcal Â12/m ol
kcal

Â10/m ol
Fminjk

A kcal/m ol

H - ■•On 12,040 4014 1.90 - 1.11
H r •On 13,344^ 5783-d 1.66 -5 .92
H r ‘ 'O18 13,033 4610 1.84 -1.71
H,- ••N h 32,897' 8244' 2.19 -0.55

n T he  crystals used to  ob tain  these param eters were (H : ■ • ■ On) formam ide, 
oxamide, and  adipam ide; (H i ■ • • On and H 4 • • • Oia) acetic acid and succinic 
acid; (Ha* * *N h) m ethyJam ine. b r m¡n =  (1.2A ' / B ] 1/-, and  is the  value of 
rn ...x  a t  which Um\n occurs. T h is  is n o fth e  hydrogen-bond d istance found 
for any energy-m inim ized crystal; ra ther, all in teractions m ust be included 
to  ob ta in  th e  observed distances. c U m¡n = — i t  is th e  lowest
value of th e  po ten tia l energy, and  occurs a t r rain- d T hese values are in very 
close agreem ent w ith  those found previously for formic acid dim ers.140 
All GHB param eters (including th is  one) have been refined in th e  present 
paper. e These values are also used for th e  H 2 1 • -Ni3 ty p e  of hydrogen-bond 
in teraction. * R eference 14c.

angles compared to the precision of the lattice constants). 
Since we use the reported atomic coordinates for the heavy 
atoms, the errors inherent in these coordinates will reflect 
themselves, along with other errors, in our minimum-ener­
gy variables (i.e., the lattice constants, a, b, c, a, ¡3, y). Fur­
ther, since each crystal may have been studied under dif­
ferent physical conditions (e.g., temperature), different 
methods of collecting and analyzing the data, and to differ­
ent degrees of reliability (i.e., R index), it is clear that all 
the data used here are not of comparable quality. By using 
a considerable number of crystals, it is hoped that any ab­
normal structural deviations, that a particular (possibly 
poorly) refined crystal structure might contribute to the 
determination of our potential energy coefficients, are min­
imized. The discrepancy indices R, reported for each crys­
tal, are given in Tables VI-VIII.

F. Force Constants. The second derivative of the total 
empirical potential energy function with respect to a par­
ticular interatomic distance gives the force constant for 
that interaction at any given distance between the atoms of 
interest. The force constants obtained from these poten­
tials will be compared to similar constants obtained from 
spectral data and to force constants for pairs of isolated 
atoms obtained from Hartree-Fock and Thomas-Fermi- 
Dirac repulsive potentials fitted with analytical func­
tions.01"’- It will be shown that, in the range of contact dis­
tances observed in molecular crystals, the agreement be­
tween our empirical force constants and those obtained 
from the more rigorous atomic theory51'52 and from the

limited experimental data on benzene53 and naphthalene54 
is very good. Reliable force constant data are not available 
for other interatomic interactions in the crystals studied 
here.

In order to understand the origin of the forces involved 
in hydrogen-bonding interactions, it would be necessary to 
make an assumption as to which atoms must be included in 
the reduced mass (i.e., whether the reduced mass is that of 
the three or four atoms involved in the hydrogen bond or 
that of the two complete molecules involved in the hydro­
gen bond); this assumption is also required in order to ob­
tain the force constant. Most likely the masses of the whole 
molecules will determine the frequency (i.e., force con­
stant) to some extent when the molecules have compact 
molecular frames or are rigid (such as aromatic molecules 
and H2O). On the other hand, as the number of bonds 
about which relatively unhindered rotation can take place 
increases, the vibration of interest may tend to become a 
localized one, and its force constant would become more 
difficult to interpret or calculate. No attempt will be made 
in this paper to correlate the derived potentials with the 
force constants for hydrogen bonds; however, unpublished 
results of work carried out in this laboratory indicate that 
our interaction potential for hydrogen bonds may be some­
what stiff, resulting in a force constant at equilibrium 
which is too high.

III. Procedure
A. Generation of Crystal. The basic principles and equa­

tions for generating the positions of the molecules in a unit 
cell and, from this, constructing a microcrystal from re­
peating unit cells may be found elsewhere.8’113 First, the 
cell coordinates of the heavy atoms of the 0th molecule are 
converted to cartesian coordinates8 by multiplying by a 
transformation matrix,8 made up of the experimental unit 
cell lattice constants a, b, c, a, 0, and 7 . Hydrogen atoms 
are then generated onto the 0th molecule as described in 
section IID. In order to generate the other molecules from 
the 0th molecule, all molecules are treated as rigid bodies 
(with three rotational and three translational degrees of 
freedom). Three translational degrees of freedom are used 
to position the center of mass of the other molecules in the 
unit cell (i.e., the translational operators are taken as frac­
tions of the unit cell axis), and the three rotational degrees 
of freedom are used to orient each molecule relative to the 
0th with a rotational matrix operator (with diagonal terms 
±1 and off-diagonal terms 0 for these crystals). The trans-
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Figure 4. A two-dimensional schematic representation of the unit 
cell (containing the 0th molecule) with one additional unit cell gener­
ated in each direction. The symmetrically balanced interactions are 
illustrated; i.e., the molecules outside of the dashed lines are not in­
cluded in the calculations of the interactions with the 0th molecule.

lational and rotational operators are defined uniquely by 
the crystal symmetry, and are not allowed to change as the 
lattice constants are varied during energy minimization. 
Only those lattice constants which are themselves indepen­
dent55 are taken as the independent variables which are al­
tered during energy minimization. For each change in the 
independent variables during energy minimization, the ge­
ometry and conformation of the molecules and the relative 
positions of the molecules in the (altered) unit cell (i.e., the 
translational and rotational operators) are kept constant, 
but the actual distances between their centers of mass vary.

The crystal (i.e., binding) energy is calculated as indicat­
ed at the beginning of section IIB. During the minimization 
of this crystal energy, the space group remains invariant 
while the size and shape of the unit cell are changed to ob­
tain a minimum in the crystal lattice energy. The number 
of unit cells taken along any axis was such that the distance 
from the 0th molecule to the edge of the microcrystal was 
generally greater than 10 A in both directions37 along each 
axis. This size microcrystal is large enough to incorporate 
the compressive effect of the crystal33 and also to yield 
~90% or greater of the lattice binding energy.56 Since the 
0th molecule is generally not found crystallographically to 
be at the center of the unit cell (see Figure 4), it is not sur­
rounded by symmetrically arranged molecules in the mi­
crocrystal when an integral number of unit cells is generat­
ed. Such asymmetry (i.e., edge effects) will lead to errors in 
the lattice binding energy because of unbalanced interac­
tions. Thus, some of the molecules in the generated cells 
are eliminated by symmetry conditions in the computation 
of the energy. As illustrated in the two-dimensional sche­
matic representation of Figure 4, those molecules outside of 
the dashed line (in practice this is carried out in three di­
mensions, using the translational operators) must be elimi­
nated in order to obtain an arrangement of molecules 
around the 0th molecule, which is symmetric in the transla­
tional operators. Hence, in all the crystals considered here, 
the 0th molecule was always surrounded by an arrange­
ment of other molecules such that the forces operating on 
the 0th molecule are balanced in all directions in the crys­
tal.

B. Computation of Repulsive Parameters. The crystal 
energy was minimized with respect to a, b, c, a, ft and 7 for

various values of Akl of eq 2 and A'h- x of eq 8, with all 
other parameters of the potential function computed first, 
as described in section IIB. The optimal set of values of Akl 
and A'h- x was then obtained as the one which gave the 
minimum value of the root-mean-square deviation <x, de­
fined as

if -,1/2
(1/N) (Z4calcd -* L obsd)2 (10)

i=i -1
where l = a, b, c, a, ft 7 , or any subset of these being varied, 
and N  is the total number of such quantities for a given 
crystal. The deviations of the lattice axes are in angstrom 
units, while those of the angles are in radians. Thus, two 
separate, but nested, minimizations were carried out: (a) 
for each set of energy coefficients, the crystal lattice energy 
was minimized (through at least one cycle of the minimiz- 
er) with respect to the lattice constants (only those that are 
independent were varied), viz.

d^Tot _  d^Tot _  9^Tot _  0 (11)
9 a  9 b 9y

A root-mean-square deviation, a, was then calculated for 
the cell lattice of minimum energy, (b) The deviation, a, 
was then minimized with respect to the repulsive coeffi­
cients,57 Akk or A 'h.-x , v iz .

——  {[aoted -  « calcd]2 + . . . + [yotad -  ycalcd]2} = 0 dA.kk
(12)

This procedure was carried out for each separate crystal for 
the particular set of Akk's being determined from that crys­
tal, and the final set of coefficients represents an average 
over a selected set of crystals,25 and tested on other crystals 
(see section IIA).

The minimization procedure was the same as that used 
previously.116'58 The number of independent variables (lat­
tice constants) in the energy minimization cycle depends 
on the symmetry of the particular crystal, which is always 
maintained (as described in section IIIA). Further, care was 
taken to assure that the number of different Akk (and 
A'h- x) coefficients to be varied in the a minimization cycle 
did not exceed the number of independent data (lattice 
constants).

As a check on the minimization procedure, we have ex­
amined the variation of the crystal lattice energy with lat­
tice constants (for the optimized set of repulsive parame­
ters) around the position of the computed energy mini­
mum. In every case examined in detail (viz., hexane, ben­
zene, anthracene, and adipamide), the attainment of the 
minimum was verified by the fact that the magnitude of 
the first derivative of the energy with respect to each vari­
able was nearly zero (i.e., ~ 0.001 kcal/A).

After the optimum repulsive parameters were deter­
mined from the selected set of crystals and tested by ener­
gy minimization on the second group of crystals, the values 
of a were within the experimental errors in the data and 
procedure associated with each crystal. The final sets of 
nonbonded and hydrogen-bond parameters are given in 
Tables IV and V, respectively. The nonbonded parameters 
are compared with earlier ones59 in the Table IV. It must 
be emphasized that the parameters in Tables IV and V 
have no meaning by themselves; they must be combined 
with the electrostatic potentials used here, to give the total 
empirical potential.
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It should be pointed out here that the crystal binding en­
ergy is not an input parameter in this method, but rather is 
a computed result of the energy minimization. Thus, one 
test of the success of this approach is to compare the agree­
ment between the calculated binding energies and observed 
values of the sublimation energy. Similarly, comparison of 
interatomic force constants computed from our total po­
tential function with those computed from spectra provides 
an additional test of the validity of the potential energy 
functions and coefficients. In the procedure adopted here, 
all types of hydrogens have the same Ckk coefficient, while 
the Akk coefficients are allowed to vary for different types 
of hydrogen atoms. The implication of this is that the po­
larizability of all types of hydrogen atoms is the same, and 
that no change in polarizability occurs when the hydrogen 
is attached to polar or nonpolar heavy atoms. Although it is 
realized that this approximation is not rigorously valid, the 
polarizability data for all these types of atoms are not 
available. Therefore, we have had to resort to variations in 
partial charge and in repulsive coefficients to represent the 
different types of atoms. In future work, it may become 
possible to distinguish among the Ckk’s for different types 
of hydrogen atoms.

The separation of the heavy atoms (C, O, N, and S) into 
different types is consistent with the differences in their 
polarizabilities (e.g., the polarizabilities of carbonyl and hy­
droxyl oxygens differ).

The number of unit cells used in the initial computa­
tions to obtain the optimum set of repulsive parameters 
was smaller (i.e., such that the distances from the 0th mole­
cule were at least ~7 A or greater) than that used in the 
final computations of lattice constants, binding energies, 
and force constants for all of the crystals (cutoff distance 
> 10 A).37,56 Thus, the possibility exists that some of the 
compressive effect might be absent from the computed re­
pulsive parameters, and manifest itself as a smaller volume 
per unit cell than that observed in each individual crystal. 
However, no trends toward negative errors in the computed 
volumes are detected (see section IV); therefore, the initial 
use of a limited crystal size (to conserve computer time) 
does not appear to have introduced any detectable errors in 
the computed repulsive parameters.

As a check on the sensitivity of the Akk coefficients to 
variation in the lattice constants, we have examined the 
range over which the individual coefficients could be al­
tered without producing a value of a for the energy-mini­
mized cell of more than ~20% (i.e., with no value of Aa, Ab, 
etc., greater than ~ 10%). The results of this test will be 
presented in section IVC (Figure 6) for pyrazine. However, 
it must be realized that, even though a specific Akk may be 
insensitive to changes in the lattice constant of a particular 
crystal, it may be very sensitive to such changes in another 
crystal. For example, for formamide, no significant change 
is detected in the lattice constants of the energy-minimized 
cell for a variation of (rgNl3"'Nl3) over a range of about 3.9-
4.3 A but, for oxamide, this range is reduced to 3.98-4.02 A 
(with all other parameters of the potential function held 
constant). Obviously, those crystals in which a given con­
tact distance is very short will have the most influence on 
the repulsive coefficient for that particular pairwise inter­
action (see point e in section HE). While some crystals are 
more important than others in their influence on a particu­
lar repulsive coefficient, the final values of all the Akk coef­
ficients are determined by all of the crystals used to obtain 
these coefficients.

IV. Results
A. Aliphatic Hydrocarbons. The CNDO/2 (ON)14 partial 

charges of the atoms of the molecules pentane,60 hexane,61 
and octane62 are shown in Figure 1. The crystal structure of 
pentane60 was used to obtain initial repulsive coefficients 
for the C6—Ce and Hp-Hi nonbonded interactions, even 
though it is recognized that these experimental data (avail­
able at only one temperature) are not of highest precision. 
The cross terms (here, C v Hi) are computed by the proce­
dure described in section IIB3. Starting from the Akk coef­
ficients of Ooi, et al.,59 and the Chk coefficients given in 
Table IV, the Akh coefficients were varied until a best fit 
(i.e., lowest value of a) of the experimental lattice constants 
(i.e., a, b, and c) of pentane was obtained. [It should be 
noted that the parameters of Ooi, et al.,59 result in an en­
ergy-minimized cell (citing data not reported here) whose 
cell dimensions are ~ 20% smaller than the observed ones]. 
Since the crystal lattice requires three variables for its de­
scription {viz., a ^  b 9* c, with a = 0 = y = 90°), the two 
unknowns AC6"'C6 and AHl'' Hl were computed. A slight re­
finement in the Akh coefficients was made by using hex­
ane61 and then recycling through pentane again to get a 
best fit of both crystals. Two different sets of ACe'"c<i and 
AHi'"Hi coefficients were found which fit the lattice con­
stants of pentane and hexane equally well. However, when 
other crystals (viz., acetic acid, N-methylacetamide, and 
adipamide) were examined, one of these sets of AC6“'C6 and 
Ah!-hi coefficients gave considerably better fits (when 
used in combination with the coefficients for other types of 
atoms) than the other, thereby enabling a unique choice to 
be made; it is this set which is given in Table IV.

The methyl end groups of pentane and hexane were ini­
tially positioned so that the dihedral angles xi = X2 = 60° 
(i.e., the staggered conformation; see Figure 1A and IB for 
definitions of xi and X2)- In order to test whether these are 
the optimum positions for the methyl hydrogens, the two 
methyl end groups were rotated about their respective C-C 
bonds. The lattice parameters and heavy-atom coordinates 
were fixed at the experimentally observed values, and the 
crystal energy was calculated at 30° intervals in xi and X2 
(using the optimized parameters given in Table IV). It was 
found that the conformation of pentane which yielded the 
lowest crystal energy was indeed that with staggered meth­
yl groups (i.e., with Xi = X2 = 60°), as shown in the xi~X2 
energy contour diagram of Figure 5. These methyl groups 
appear to be sufficiently tightly packed in the crystal so 
that rotation would require a cooperative motion of methyl 
groups on different molecules. Because of intermolecular 
interactions (i.e., even without including an intrinsic tor­
sional contribution for the -CH2-CH3 rotation), the barrier 
to rotation of the methyl groups is seen in Figure 5 to be 
slightly greater than 2.0 kcal/mol. This result is in agree­
ment with general trends which indicate that the barrier to 
rotation in the solid phase is generally nearly twice that 
found in the gas phase63 (since the generally accepted tor­
sional barrier for a methyl group in the gas phase is ~3.0 
kcal/mol,64 that in the solid phase would be expected to be
3.0 + 2.0 or 5.0 kcal/mol). The oscillatory motions of the 
methyl groups are coupled with one another, as can be seen 
by the asymmetry of the elongated loop in the central low- 
energy region in Figure 5; however, the coupling of the mo­
tions is not strong and may be overcome by thermal vibra­
tions at room temperature.

The parameters determined from pentane and hexane 
(and subsequently refined further using other molecules as
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Figure 5. Energy contour diagram for the molecule pentane, in the 
crystal. The binding energy was computed as a function of Xi and 
X2, using the experimental heavy-atom X-ray structure and lattice 
parameters. The energy (expressed in kcal/mol) was normalized to 
zero at the minimum (i.e., X i = X2 = 60°), indicated by the open 
triangle.

indicated above), and recorded in Table IV, were then ap­
plied to octane.62 Before minimizing the energy of the oc­
tane crystal, the rotational minima of the methyl groups 
were found, as described above for pentane. The intermo- 
lecular barriers to rotation of the methyl groups in both 
hexane and octane were only slightly less {viz., ~1.5 kcal/ 
mol) than that found for pentane, and the minima were 
again found to be at xi = X2 = 60° in both molecules.

The results of these computations, and a comparison of 
our lattice fits with those of other authors are shown in 
Table VI. It would appear that the potentials used by other 
authors, which have a larger number of adjustable parame­
ters (i.e., most other workers used a two-parameter repul­
sive potential of an exponential form for each pairwise in­
teraction, compared to the single coefficient of the l/r ,y'2 
term used here), yield fits to the lattice parameters of the 
normal hydrocarbon crystals which are equivalent to those 
obtained here. Our lattice binding energies for hydrocar­
bons agree to within ~ 10% of the experimental sublimation 
energies [without correction for temperature {i.e., heat ca­
pacity), nor rotational isomerization].

Another way to compare the computed and experimental 
lattice parameters is in terms of the volume of the unit cell. 
From Table VI, it can be seen that the volumes have an 
error of 1-4%, which is about the magnitude of the error in 
the crystallographic parameters {i.e. the atomic coordinates 
are much less precise than the lattice constants).

B. Aromatic Hydrocarbons. The molecules benzene65-69 
and anthracene70 were used to obtain parameters for aro­
matic C8*"C8 and Hr-Hs interactions. The low-tempera­
ture structures {viz., those at —135° for benzene65 and at 
—178° for anthracene70) were selected for this purpose in 
order to minimize the effects of thermal motions. There are 
no bonds about which rotation takes place in these mole­
cules. The CNDO/2 (ON) partial charges are given in Fig­
ure ID and IE, and the repulsive coefficients (obtained by 
minimizing the deviations between the computed and ex­
perimental lattice parameters, as described previously) are 
given in Table IV.

The results of the energy minimization are shown in 
Table VI together with the results of other workers. As was 
found for the aliphatic hydrocarbons, the fits to the lattice 
parameters are very good, having deviations of ~ 2% of the

<r , N | 4-Ni4>
Figure 6. Dependence of lattice deviation on (r8Nn "Nn) in the crys­
tal of pyrazine. Aa, A b, ard A c  are the deviations of the lattice pa­
rameters of the energy-minimized cell from the experimental lattice 
parameters. Urot is the minimized crystal lattice energy for the po­
tentials of Table IV, except ANl4'"Nl4 which changes for each value 
of (rgN«-N»).

lattice constant. The binding energies are slightly smaller 
than the experimental sublimation energies for the crystal 
temperatures used, and this may be a result of using ali­
phatic polarizabilities to calculate the Ckk coefficients. We 
have investigated the use of aromatic carbon atom polariz­
abilities, and (upon minimization) found much larger bind­
ing energies {viz., approximately twice the value reported 
here) and considerably poorer fits to the lattice constants 
{viz., ~10% in a). The aliphatic Ckk coefficients, used here 
for aromatic carbon and hydrogen (370.5 and 45.5, respec­
tively), may be compared to those obtained by Williams8 
(437 to 602, and 36 to 71), Kitajgorodskij7 (358 and 57), 
Mason20 (522 and 68), and Ferro and Hermans9 (600 and 
23). Williams8 shifted the center of repulsion and attrac­
tion for a bonded hydrogen atom (in aromatic hydrocar­
bons) 0.07 A into the C-H bond (by taking a C-H bond 
length of 1.097 — 0.07 = 1.027 A) in order to obtain a good 
fit to the lattice parameters. Similarly, Mason20 introduced 
a shift of 0.3 A into the C-H bond. We have not adopted 
this procedure since we wish to obtain atom-centered po­
tentials. Other theoretical results for benzene71 and anthra­
cene72 are also compared in Table VI.

C. Heterocyclic Compounds. The molecules pyrazine,73 
bipyridine,74 and thianthrene75 were used to obtain param­
eters for ring nitrogens and ring sulfur atoms. These pa­
rameters were then tested on «-phenazine.76

The molecule pyrazine [see Figure IF for structure and 
CNDO/2 (ON) partial charges] has two ring nitrogen 
atoms. The parameters for carbon and hydrogen were fixed 
at the values found for benzene and anthracene (see Table
IV), and the repulsive coefficient of only the nitrogens {i.e., 
4 N14-N14) was allowed to vary to obtain the best fit of the 
lattice. The fit to the lattice constants (shown in Table VI, 
using parameters of Table IV) is not very satisfactory.

In order to see why a better fit is not obtained, we inves­
tigated the dependence of the deviations in the lattice con­
stants on the parameter <rgNl4'"Nl4), which is directly relat­
ed to the coefficient ANl4'"Nl4. For each value of (rgNl4~Nl4) 
(and the corresponding cross terms), the binding energy 
was minimized with respect to the lattice constants (with­
out, of course, carrying out the second minimization of eq 
12). The results are shown in Figure 6 (the value of
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(rgNh"Nm) which minimizes a being ~3.45 A). It is immedi­
ately apparent that the lattice constant a is most sensitive 
to the value of (rgNl4- Ni4). At values of (rgNi4- Nl4) greater 
than ~.3.45 A, the value of a deviates much faster than does 
that of b, whereas c is relatively insensitive to the N14—N14 
repulsive coefficient. The shortest contact distances in this 
crystal are N 14—H3 (2.60 A) and H3—H3 (also 2.60 A), 
whereas the shortest N u —N 14 distance is much larger (3.80 
A). In fact, the N14—H3 distance is considerably less than 
the sum of the van der Waals radii (2.75 A) for these atoms, 
as calculated with parameters of Bondi,77 and it is this 
short N 14—H3 contact distance which strongly influences 
the N 14—N 14 repulsive coefficient at values of (rgNl4'"Nl4) 
larger than 3.5 A. Conceivably, this short N 14—H3 contact 
distance may result from a possible C-H—N hydrogen 
bond. The poor fit to the lattice constants, at values of 
(rgN|4'"N|4> less than 3.5 A, is apparently due to the shrink­
age in the interplanar distance along the b axis, and arises 
from the use of Cg—Cg and H3—H3 repulsive coefficients 
which were determined from low-temperature X-ray data 
for benzene and anthracene. The interplanar stacking dis­
tance in these latter crystals was ~3.6 A which is considera­
bly smaller than the interplanar distance of ~3.8 A found 
in pyrazine. Thus, when the b axis of pyrazine contracts, 
the a axis is forced to expand (because the attractive forces 
are weaker along the a axis then along the b axis). At larger 
values of (rgNl4’"Nl4>, the deviation in b from the observed 
experimental value approaches zero, but, since only the 
value of (rgNl4"Nl4) is allowed to increase, the packing ar­
rangement is not correctly reproduced, and the result is 
that shown in Figure 6.

The ANi4'"Ni4 coefficient, reported in Table IV, was ob­
tained by further refinement using bipyridine, and finally 
tested on a-phenazine. It is interesting that the cell vol­
umes of pyrazine, bipyridine, and a-phenazine are not seri­
ously in error, even though the individual lattice constants 
show somewhat large deviations from the experimental 
values. This must indicate that the relative effective vol­
umes of the potentials (the effective volume that an atom 
sweeps out being directly related to the repulsive parame­
ters) are reasonable. Our results on pyrazine (in which no 
effect of the lone-pair electrons was included) are as good 
as those of Ferro and Hermans9 (see Table VI) who posi­
tioned their potentials so that they included the effect of 
the lone-pair electrons (parameter set II of ref 9); thus we 
do not feel that this modification is necessary.

Thianthrene has sulfur atoms in a condensed ring system 
and, similarly to pyrazine, the repulsive coefficient of only 
S20—S20 and the related cross terms were allowed to vary to 
achieve a best fit of the lattice constants. The carbon and 
hydrogen parameters were those determined earlier for 
benzene and anthracene. The lattice fit is reasonable (i.e., 
~3% in lattice deviations), although the higher tempera­
ture (25°) at which the thianthrene data were taken, com­
pared to the low-temperature data of benzene and anthra­
cene, manifests itself as a 6% shrinkage in the lattice vol­
ume of the energy-minimized crystal. Again, no attempt 
was made to account for lone-pair effects.

In general, the results for the aliphatic and aromatic hy­
drocarbons, and for the heterocyclic compounds, are satis­
factory. In most cases, the lattice constants which were var­
ied were sensitive to the variation in the parameters of the 
potential function, and the fits to the lattice constants, 
which reflect this sensitivity, were as good as those ob­
tained by other authors (see Table VI).

Figure 7. Dependence of force constant, fH3-H3 on distance, 
rH3-H3. The solid line was obtained from the second derivative of the 
Lennard-Jones 6-12 H3 —H3  potential with respect to rH3...H3. The 
squares were obtained from experimental data53'54 on benzene and 
naphthalene, and the circles from experimental data on polyethyl-

Figure 8. Dependence of force constant, fH-c. on distance, rH...0. 
The solid and dashed lines were obtained from the Lennard-Jones 
6-12 potentials for aromatic H3—C8 and aliphatic H,—C6 interac­
tions, respectively. The solid rectangles are experimental data53'54 
for benzene and naphthalene, and should be comparable to our data 
for H3—C8 interactions.

D. Force Constants for Carbon and Hydrogen Interac­
tions. A further check of the potentials obtained above may 
be made by examining the corresponding force constants 
for the interaction of each pair of atoms at the intermolecu­
lar contact distances observed in the crystal, and compar­
ing these to results found by fitting spectral frequencies of 
crystal vibrations. Harada and Shimanouchi53’54 studied 
the far-infrared spectra of benzene and naphthalene crys­
tals. The important intermolecular interactions were con­
sidered to be those between hydrogen atoms of different 
molecules, as well as carbon-hydrogen interactions of dif­
ferent molecules. They assumed an exponential form for 
the repulsive interaction potentials (with no attractive 
terms), and varied the coefficients of the repulsive term to 
obtain values of the nonbonded force constants, which best 
reproduced their experimental intermolecular lattice 
frequencies. Some representative values of their force con­
stants, as well as those found for polyethylene,78 obtained 
using a similar technique, are shown in Figures 7 and 8 for
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Figure 9. Dependence of force constant fc...c on distance, rc...c. The 
curves were obtained from the derivatives of the Lennard-Jones 6- 
12 potentials for aromatic C8—C8 (solid line), carbonyl C7—C7 (long- 
dashed line), and aliphatic C6—C6 (short-dashed line) interactions, 
respectively. The so id triangles are values for both the Thomas- 
Fermi-Dirac and Hartree-Fock force constant data,5162 which are 
nearly identical with each other for C—C interactions.

H3—H3 and H3—C8 types of interactions, respectively. The 
agreement with the force constants (obtained here from the 
second derivative with respect to distance of the 6-12 non- 
bonded potential for H3—H3 interactions) is very good (see 
Figure 7). The H3—C8 force constants of Harada and Shi- 
manouchi53,54 lie between (and are in good agreement with) 
the curves (Figure 8) which we obtained for the aromatic 
and aliphatic force constants. Since no C8—Cg interaction 
force constants were obtained from the study of the crystal 
vibrations,53-54 no comparison can be made for these quan­
tities. Instead, we show in Figure 9 the repulsive force con­
stants of Bonham, et al,,51>52 which were obtained by fitting 
Hartree-Fock (HF) and Thomas-Fermi-Dirac (TFD) re­
pulsive potentials with analytical functions and calculating 
the force constant curves from these functions. The HF 
and TFD results (for neutral atoms) compare quite favor­
ably with our results for aromatic Cg—Cg interactions over 
the range (3.2-3.6 A) of interactions which can be consid­
ered to apply to our parameters (i.e., only over the range of 
close contact distances found in the molecular crystals 
studied here). In particular, the repulsive potential energy 
at interatomic contact distances shorter than the intermo- 
lecular contact distances in the crystals studied here would 
not be expected to be well represented by the r~12 term 
used here. This point will be discussed in a future paper.29

E. Carboxylic Acids. The CNDO/2 (ON) partial charges 
and structures of the acids considered in this section are 
shown in Figure 2. The acidic unit (i.e., -COOH) is treated 
as four different atoms, the carbonyl oxygen (O17), the hy­
droxyl oxygen (Ois), the carbonyl carbon (C7), and the aci­
dic hydrogen (H4). The repulsive coefficients Akk for each 
of these four atoms were derived using crystal data from 
both acetic79 and succinic80 acids. The coefficients of the 
potentials for the methyl and methylene groups (i.e., those 
involving C& and Hi) were fixed at one of the two sets of 
values (see below) found from the aliphatic crystals, and 
the general hydrogen-bond potential (H4—O17) was initial­
ly taken as that found by McGuire, et al.Uc The H4 atom 
was held fixed cis to the carbonyl oxygen throughout the

1609

Figure 10. Dependence of crystal binding energy and deviation, a 
(i.e., the square root of the sum of the squares of the deviations), of 
the lattice constants on dihedral angle for rotation of the methyl 
group of acetic acid. The solid curve is the binding energy (normal­
ized to zero at the lowest energy value) after one cycle of energy 
minimization (with respect to the lattice constants) for each 10° ro­
tational position of the methyl group, and for a 111 cell index. The 
dashed curve was obtained by computing the binding energy as a 
function of methyl rotation (without minimization), with the molecular 
structure and lattice constants fixed at their experimental values, 
and for a 111 cell index (also normalized to zero at the lowest ener­
gy value). The dotted curve is the deviation, a, of the lattice con­
stants, a, b, and c.

calculations, and was chosen initially to have the same 
value of /1H4-H4 as had been found for H3—H3 interactions. 
After refinement of the parameters, rotation of this hydro­
gen atom led to no improvement in either the binding ener­
gy or the lattice fit. The initial estimates of Akk for the 0 — 
0  nonbonded interactions were taken from Ooi, et al.,59 
and the repulsive term was increased by ~ 20% to compen­
sate for the cell contraction observed with the parameters 
of Ooi, et al.59 The initial values of Akk for the C7—C7 inter­
actions were taken to be those obtained for C8 type atoms 
from the aromatic crystals. The value of Akk for C7—C7 was 
varied around the starting value only after the parameters 
for O17 and Oi8 were optimized using both acetic and suc­
cinic acid crystals, and subsequently fixed at the starting 
value because no close (sensitive) contacts of the C7—C7 
type (or those derived from cross terms) occur in these 
crystals (i.e., the crystal packing patterns of the molecules 
of carboxylic acids are relatively insensitive to the C7 pa­
rameter). However, there is a close C7—C7 contact in oxam- 
ide, formamide, and succinamide, and these amides (in 
particular oxamide) served to determine the Akk coefficient 
for C7 (see section IVF1). The Akk parameter for H4—H4 in­
teractions was also found to remain near that for H3—H3, 
and was adjusted after the parameters for the oxygens had 
been determined in the calculations.

The two acids, acetic and succinic, were chosen to deter­
mine the parameters for the atoms of the acid group be­
cause they have different hydrogen-bonding arrangements 
in their crystal lattices. Acetic acid has a linear hydrogen- 
bond network with a single O-H—0 hydrogen bond to each 
of two molecules. On the other hand, succinic acid forms a
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cyclic hydrogen-bond complex at each end of the monomer. 
The atomic framework of the succinic acid molecule is 
nearly planar, and the axis from the first carboxyl carbon 
to the second one on the other end of the molecule lies 
roughly in the direction of the c axis. We expect the general 
hydrogen bond term to dominate the crystal packing along 
this direction. However, the two perpendicular axes should 
be sensitive to changes in the Akk coefficients. This expec­
tation is borne out by the sensitivity of the a and b lattice 
constants of succinic acid to changes in the Akh coefficients 
for the O17 and Ois atoms [because of close Hi—On con­
tacts (2.6 Â), Hi—Ois contacts (2.7 Â), and Hi—H4 contacts 
(2.75 Â)].

As indicated in section IVA, two sets of values of ACfi'"Cfi 
and AHi-Hi were obtained from the hydrocarbon crystals, 
and a choice between them could not be made on the basis 
of the hydrocarbon crystals alone. The acetic acid data 
helped to make this choice unambiguous (and also to deter­
mine the Akk coefficients for O17, Ois, and H4) because of 
the following short contact distances: Ht—O17 (2.5 Â), Hr - 
•H4 (2.4 Â), H4-C 7 (2.6 Â), Hi-Ois (2.65 Â), and Hr -C6 
(2.85 Â). IV-Methylacetamide and adipamide also helped to 
remove the ambiguity about the choice of the ACb"’C(5 and 
Ahi-Hi coefficients. In the acetic acid crystal, the H4—C7 
interaction is directed across the hydrogen bond, and a is 
not very sensitive to variation in the repulsive coefficient 
for this interaction; thus, the acetic acid crystal was not a 
suitable one for determining the C7—C7 repulsive coeffi­
cient. The final parameters for the atoms of the carboxyl 
group are a best fit for both acetic and succinic acids, with 
oxamide (in particular) serving to further define Akk for the 
C7 atom.

The positions of the methyl hydrogens of acetic acid 
were not well defined in the crystal data, although Nah- 
ringbauer79 suggested that a methyl hydrogen is cis to the 
carbonyl oxygen in acetic acid. This result also agrees with 
some semiempirical molecular orbital calculations81 on the 
rotation of the methyl group in acetic acid. However, for 
the initial and final sets of values of Akk, we found that the 
best fit and lowest crystal energy was obtained with a 
methyl hydrogen trans to the carbonyl oxygen; it is shown 
in this conformation in Figure 2B, and was maintained in 
this way in the computations. The dependence of the crys­
tal lattice binding energy (for the final set of Akk parame­
ters and for a 111 cell index) on the dihedral angle x (for 
H1C6-C7O17) is shown in Figure 10, along with the devia­
tion cr {viz.f the square root of the sum of the squares of the 
deviations) of the lattice constants. In accordance with the 
arguments presented in section IIA4, no intramolecular en­
ergy or torsional terms were included when x was varied. 
Although the difference in intermolecular energy between 
X  ~  10° and ~60° is only 0.04 kcal/mol in favor of ~60° 
(see Figure 10), the fit of the energy-minimized lattice con­
stants is better at 60°, as indicated by the value of a. The 
existence of an apparent sixfold rotational potential (i.e., 
two minima per 120°) arising from the intermolecular in­
teractions in the crystal is interesting, since one might have 
expected a similar potential to arise from the intramolecu­
lar forces. Indeed, the maximum barrier to rotation found 
here from calculations of the crystal energy [~0.45 kcal/mol 
without energy minimization (dashed curve) and ~0.30 
kcal/mol with energy minimization (solid curve); see Figure 
10] is nearly the same as that (0.48 kcal/mol82) arising from 
intramolecular forces, as found in a gas-phase microwave82 
study of acetic acid (where the cis conformation was found

to be favored). From the experimental crystal data,79 it is 
quite possible that the intramolecular energy is more im­
portant than the intermolecular crystal lattice energy in 
determining the average positions of the methyl hydrogens, 
and it tends to keep the methyl hydrogen cis. We report the 
results of the fitting for the trans conformation in Table 
VII (and the corresponding carboxyl group parameters in 
Table IV); the difference in fit is only slightly different for 
the cis conformation, and will not have any significant ef­
fect on the values of Akk for the H4, O17, and Ois atoms.

Before discussing the results obtained from the calcula­
tions of the energies of the carboxylic acids (given in Table 
VII), we consider for the first time the contribution of the 
electrostatic energy of the polar atoms to the total interato­
mic potential (the electrostatic contribution to the lattice 
binding energy in the hydrocarbons was small, and played 
only a minor role in the determination of the parameters of 
the potential function there). In section IIA5,33 we argued 
that the shortest contact distances between atoms should 
have repulsive nonbonded forces, since the attractive dis­
persion (and some electrostatic) forces of the surroundings 
compress the molecules together, and that the first intera­
tomic contacts hold the molecules in the observed orienta­
tions. When many different types of atoms are present in a 
crystal, it is imperative (in order to be able to compute pa­
rameters with good precision) that the important close con­
tacts be those related to the Akk parameters which are 
being determined in the minimization procedure. Only 
then will the energy and packing of molecules in the crystal 
be sensitive to those particular interactions. The effect that 
the electrostatic and nonbonded contributions have in de­
termining the total interatomic potential is shown for se­
lected interatomic interactions in Figure 11.

In Figure 11 A, the various energy contributions to the 
total interatomic potential between two carbonyl oxygens 
is shown. The distance of closest contact for these atoms 
{i.e., distance between On of the 0th molecule and On of 
molecule 1) for the carboxylic acids is shown as short let­
tered vertical strokes on the figure. Although these contact 
distances lie to the right of the position of the minimum of 
the curve for the nonbonded potential, both the force 
( + 1.85 kcal mol-1 Â-1 at ro-o = 3.3 Â, but not shown) and 
force constants (shown on the calculated / r curve) are posi­
tive, i.e., repulsive. This is a result of the large positive (re­
pulsive) electrostatic contribution to the total interatomic 
energy (the charges on both the carbonyl oxygens of acetic 
acid being -0.362). The computed force constant curve / r 
lies between those obtained from the Hartree-Fock (HF) 
and Thomas-Fermi-Dirac (TFD) potentials51'52 in the 
range of contact distances considered here.

In Figure 11B, showing the contributions of the different 
components of the energy to the interatomic potential for 
Hi—Oi7 interactions, we see a reversal of the above effect. 
Now, because of the negative (attractive) electrostatic en­
ergy (the charge on each hydrogen of acetic acid being 
+0.063 and that on O17 being —0.362), some of the contact 
distances are found to the left of the minimum in the curve 
for the nonbonded potential; in fact, in the case of the mol­
ecules formic acid83 (a), acetic acid79 (b), and succinic 
acid80 (c), the nonbonded energy has become positive at the 
distances observed in the crystals. The curve for the non­
bonded energy is shifted to the right because of the nega­
tive electrostatic energy, and the force (+2.1 kcal m ob1 
Â-1 at 2.5 Â, and —0.3 kcal mol-1 Â-1 at 3.0 À, but not 
shown) is repulsive at the close contacts {i.e., ~2.5 Â), as
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Figure 11. Energy, force, and force constant curves as a function of interatomic distance. (A) Urot (total interatomic energy) = Uet (electrostat­
ic energy) + IIib (nonbonded energy) for the interaction of two O 17 atoms, f, is the force constant curve obtained from J ox. fHF and fnm are 
the Hartree-Fock and Thomas-Fermi-Dirac force constant curves obtained from the data of Bonham, eta/.51,52 (B) Same as in A except for 
the H-i—O 17 interaction. (C) i-be, i, and Ffor the C6—0 17 interaction. Fis the force curve obtained from Ur0t for C6—0 17. In A, B, and C, a sig­
nifies the shortest intermolecular (contact) distance for the particular atom types in formic acid; b, in acetic acid; c, in succinic acid; d, in su­
beric acid; e, in sebacic acid; and f, in oxalic acid.

expected for interactions of this type. The Hj—On interac­
tions are very important for determining the value of Akk 
for O17—O17 in acetic acid, since we have held Ahk for Hi 
constant and varied Akk for O17—O17 for this molecule.

The 6-12 nonbonded interaction between Cr (methyl 
carbon) and O17 is shown in Figure 11C, along with the 
force (F) and force constant curves. As in Figure 11 A, the 
electrostatic repulsive terms make the force repulsive over 
the whole range of C8—0 i7 distances (since the C8 and 0 17 
charges of acetic acid are —0.163 and —0.362, respective­
ly)-

From Figure 11, it is clear why acetic and succinic acids 
were excellent choices for determination of the Akk param­
eters for the atoms of the carboxyl group. In two types of 
interactions {viz., Cg—O17 and Hi—O17), both acetic and 
succinic acids have the shortest, and thus most important, 
contact distances for determining Akk. For example, for 
acetic acid, the Hj—O17 and Cg—O17 interactions lead to the 
largest positive force constants among those of the carbox­
ylic acids treated here. The O17—0 17 contact distance is 
longest for acetic acid because of the extended (rather than 
cyclic) hydrogen-bond arrangement. It should be pointed 
out that the contribution of the electrostatic terms to the 
total lattice binding energy is only ~ 10% (i.e., the 6-12 
nonbonded and GHB contributions make up most of the 
energy). Thus, even though the charges of two particular 
atoms may interact strongly (with either positive or nega­
tive electrostatic energy), these interactions are always 
counterbalanced by other electrostatic energies of opposite 
sign to give a net electrostatic contribution to the lattice 
binding energy which is relatively quite small.

Further refinement of the Akk coefficients for the atoms 
of the COOH group was achieved using formic acid, oxalic 
acid, and suberic acids.

1. Acetic Acid. As mentioned earlier, acetic and succinic 
acids were used to obtain the parameters of the carboxyl 
group. The optimized lattice parameters of acetic acid

(using the parameters of Table IV) are given in Table VII. 
The excellent fit (i.e., ~1% deviation) obtained for this 
molecule is found for most of the other acids except oxalic 
and formic (which will be discussed in sections 4 and 5, re­
spectively). In order to assess the dependence of the lattice 
constants on the Akk coefficients, we first examine the ef­
fect of temperature on the observed lattice constants. If 
one compares the lattice constants at the two temperatures 
+5 and —190° at which the cell dimensions were ob­
tained,79 it is observed that the parameter a (viz., 13.31 at 
+5° and 13.21 at —190°) is larger by ~0.10 Â at the higher 
temperature. The parameter b also increases by ~0.16 Â, 
while the parameter c is relatively independent of tempera­
ture (viz., 5.77 Â at both temperatures). The volume 
change, between these two temperatures, is ~15 A3, which 
is quite large. The hydrogen-bonding network is complicat­
ed, but is directed to some extent along the c axis, and is 
probably responsible for the fact that c is relatively inde­
pendent of temperature, but that a and b vary with tem­
perature. The temperature independence of the lattice con­
stant in the direction of the hydrogen-bonded networks is 
also observed for other crystals studied here. With the tem­
perature dependence as a guide, i.e., with the observation 
that a and b do vary with temperature (and are less in­
fluenced than c by the hydrogen bonding), we see that the 
Ahk coefficients for the atoms of the carboxylic acids can be 
determined with precision, in terms of the good fits to the 
experimental values of a and b (i.e., a and b are sensitive to 
changes in the Akk coefficients). Further, the A'h4...Oi7 coef­
ficient of the GHB function was allowed to vary but was 
found to remain very close to the value found140 by fitting 
CNDO/2 energies for dimers.

Table VII also shows the small deviation in the distance 
between hydrogen-bonded atoms (viz., ArH4...Oi7ca!cd) in the 
energy-optimized crystal from that in the observed struc­
ture.79 The origin of the deviation between the calculated 
binding energy and experimental84 sublimation energy
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(viz., —14.3 kcal/mol compared to +9.96 kcal/mol) is not 
clear, especially since the energy of dimerization for acetic 
acid in the gas phase85 has been found to be 14.4 kcal/ 
mol. Since we find that the calculated lattice binding ener­
gies (for the energy-minimized cell) of all the other carbox­
ylic acids studied here agree within ~ 10% of the reported 
sublimation energies, we can only surmise that either ex­
perimental difficulties {e.g., dimer formation which might 
have influenced the reported sublimation energy) or large 
quantum effects (such as large changes in zero-point energy 
in going from the solid to the gas phase) may be partially 
responsible for the discrepancy observed here.

2. /3-Succinic Acid. The CNDO/2 (ON) partial charges 
and structure of succinic acid80 are shown in Figure 2E. 
This molecule was also used in the refinement of the pa­
rameters of the carboxyl group, as mentioned earlier. The 
results of the energy minimization (using the potential 
coefficients of Table IV) are given in Table VII. A head- 
to-tail aspect of association (involving cyclic hydrogen 
bonds) is observed with a zig-zag aliphatic chain configura­
tion. In the computations, the H4 atoms were held fixed cis 
to the carbonyl oxygen, because the cyclic hydrogen-bond 
network makes this position the only reasonable one. The 
hydrogen bonds are directed primarily along the c axis, and 
this axis exhibits a very small deviation from the observed 
value in the calculations carried out here. The calculated 
binding energy is very close (i.e., ~3% deviation) to the ex­
perimental value,86 and the deviation of the length of the 
hydrogen bond in the energy-minimized lattice from the 
experimental value is very small (0.02 Â).

3. Butyric Acid. The CNDO/2 (ON) partial charges and 
structure of butyric acid87 are shown in Figure 2C. The 
final optimized lattice parameters (using the potential 
coefficients of Table IV) are given in Table VII. The end 
methyl group was found to be best positioned in a 
staggered conformation (i.e., x = 60°), similar to the al­
kanes. The molecule lies in the 6 = 0 plane and forms cyclic 
hydrogen-bonded dimers. From Table VII, it can be seen 
that, even though the energy optimized lattice constants a 
and c differ slightly from those obtained from the X-ray 
data, these deviations do not affect the length of the hydro­
gen bond; i.e., the asymmetric units (viz., the dimers) have 
shifted ever so slightly with respect to one another, but the 
operator defining the inversion center maintains the ob­
served lengths of the hydrogen bonds. A rough estimate of 
the structural inaccuracy is obtained by comparing the lat­
tice constants determined by two different groups of work­
ers. For example, Strieter and Templeton87 found a = 8.01 
± 0.08, b = 6.82 ± 0.02, and c = 10.14 ± 0.03 Â; 3 = 111° 
27' ± 15' (at t = —43°), while Scheuerman and Sass88 found 
the values a = 8.08 ± 0.02, b = 6.83 ± 0.02, c = 10.10 ± 0.02 
Â; ¡3 = 111° 9' ± 12' (at —30°). These discrepancies are too 
large to arise from the small difference in temperature, and 
are not much less than the deviations of our computed lat­
tice constants from those observed by Strieter and Temple­
ton.87

4. a-Oxalic Acid. The CNDO/2 (ON) partial charges and 
structure of oxalic acid89 are shown in Figure 2D. The crys­
talline form considered here was a-oxalic acid, and the 
structure determination89 is rather old. The hydrogen- 
bonded chain system is extended (rather than the cyclic 
dimer type of succinic and butyric acids), and links the 
molecules together to form a puckered layer structure 
throughout the crystal. The results of minimization of the 
lattice energy are given in Table VII. The deviations in the

lattice constants for this crystal are the largest observed for 
the carboxylic acids. There are no unusually small contact 
distances in the observed structure. We find a significant 
shrinkage in both the a and b lattice constants and an ex­
pansion in the c lattice constant. The result is a crystal 
structure which is much less puckered than the original, 
with a hydrogen-bond length (viz., 1.68 A for H4—O17 in­
stead of 1.8 A in the observed structure) more in line with 
those of other carboxylic acids. The binding energy calcu­
lated for the optimized structure is in good agreement with 
experimental data;90 finally, the volume of the calculated 
unit cell is nearly identical with that found from the X-ray 
cell dimensions. Rotation of the H4 atom away from the po­
sition cis to the carbonyl oxygen and minimization of the 
lattice energy produced no significant improvement in the 
fit. It is clear that anhydrous oxalic acid (which packs as an 
extended chain with the molecules linked in a puckered 
layer structure) does not take up a structure similar to the 
other (hydrated) oxalic acids91 (which pack in a cyclic 
head-to-tail structure similar to succinic acid), and this 
may be an indication of some anomalies in the structure. 
No explanation for the deviations found here is available at 
this time.

5. Formic Acid. The X-ray structure and CNDO/2 (ON) 
partial charges of formic acid83 are shown in Figure 2A. 
The hydrogen-bonding network is similar to that of acetic 
acid, being extended rather than cyclic. The standard de­
viation from the experimental results is given in Table VII. 
The fit to the lattice constants (i.e., a = 0.25) is not partic­
ularly good in this case, and it was decided to investigate 
the effect of varying the position of the hydrogen, H4, as a 
function of the dihedral angle for rotation about the C-OH 
bond. The results of this study (i.e., minimization of the 
lattice energy as a function of lattice constants for each po­
sition of H4) were not clear cut. For example, the lattice 
binding energy was most negative for H4 cis to the carbonyl 
oxygen, but the lattice fit was poor (this is the result pre­
sented in Table VII). As H4 was rotated, the fit to the lat­
tice parameters improved (the standard deviation became 
approximately half of that for the cis conformation) but the 
lattice binding energy became less negative (by ~ 20%). 
Since the position of H4 was not found in the X-ray study, 
we expect it to be cis to the carbonyl oxygen as found in the 
gas phase by microwave spectroscopy.92 The high experi­
mental barrier to rotation92 of 17 kcal/mol also indicates 
that the conformation should be planar. The experimental 
sublimation energy93 is in good agreement with our calcu­
lated binding energy. It is possible that errors in the X-ray 
structure83 itself may be responsible for the large devia­
tions found here. For example, the gas-phase electron dif­
fraction data94 on monomeric formic acid give a C7-O18 
bond length of 1.36 A (1.32 A in the dimer) compared to 
1.26 A found83 in the crystal data considered here. The 
other bond lengths and bond angles are nearly the same in 
each study. Further, an X-ray study of a 1:1 addition com­
plex of formic acid and formamide95 gave a C7-O18 bond 
length of 1.32 A, in agreement with the gas-phase dimer 
value. It is also of interest that the hydrogen-bond distance 
between oxygens in the gas-phase dimer94 was found to be 
2.70 A, compared to 2.5 A in the crystal. Our energy-mini­
mized hydrogen-bond distance was 2.67 A, in good agree­
ment with the gas-phase dimer result.

6. Suberic Acid. The CNDO/2 (ON) partial charges and 
structure of suberic acid96 are shown in Figure 2F, and the 
results of the energy minimization are given in Table VII.
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The packing arrangement is similar to that of succinic 
acid, but the molecules are somewhat less rigidly held (i.e., 
there are larger vibrational amplitudes as indicated by the 
X-ray thermal parameters perpendicular to the direction of 
hydrogen bonding) because of the longer aliphatic section 
of the molecule. The molecules lie in the a-c plane. Thus, 
the observed deviation in the c axis is difficult to interpret 
in terms of large vibrational amplitudes. The binding ener­
gy is ~7% smaller than the experimental value86 and the di- 
carboxylic acid cyclic hydrogen bonding arrangement was 
very well maintained.

7. Sebacic Acid. The CNDO/2 (ON) partial charges and 
molecular structure of sebacic acid97 are the same as those 
of suberic acid, and are not shown in Figure 2. The molecu­
lar packing is similar to that of succinic acid, except that 
the hydrogen bond is directed along the a axis. The results 
of the optimization of the lattice are given in Table VII. 
The fit of the energy-minimized lattice to the X-ray one is 
nearly equivalent to that of suberic acid (i.e., the c axis de­
viates somewhat more than a or b. It is not clear why the 
value for the sublimation energy86 is ~ 12% lower than the 
calculated lattice binding energy. Since only one cell was 
taken in both the a and c directions, it may be that some 
(■—10%) energy was lost. This marginally small cell size was 
used to simplify the computations for this large molecule. 
The length of the hydrogen bond is again in excellent 
agreement with the starting (i.e., X-ray) result. As in the 
case of suberic acid, no reason can be proposed for the ex­
pansion in the c axis upon minimization.

8. Conclusion from Calculations on Carboxylic Acids. 
The results on the carboxylic acids are on the whole very 
good (with the exception for oxalic and formic acids noted 
above), even though there are two different types of hydro­
gen-bonding arrangements, viz., cyclic dimer and noncy- 
clic. The exceptions, formic and oxalic acids, are both un­
usual molecules, being the smallest members of the mono- 
and dicarboxylic acid groups, respectively. It is desirable 
that their crystal structures be reinvestigated, using the 
more refined X-ray and neutron diffraction techniques 
available today; the difference found for formic acid in the 
addition compound with formamide95 supports the sugges­
tion that the structure of formic acid should be reinvesti­
gated.

The transference of the parameters, Akk, found from ali­
phatic hydrocarbons to the long-chain dicarboxylic acids 
seems to be acceptable, with no appearance of large devia­
tions which are easily related to these coefficients. Thé po­
sitions of hydrogens which must be rotated in order to find 
minimum-energy positions, and the resultant barriers to 
rotation from intermolecular interactions in the crystal, are 
found to be in agreement with the limited available experi­
mental data.

The fact that several crystals have hydrogen-bonding 
networks which are directed along a single axis, and that 
small deviations are observed in the lattice constant in this 
direction, provides a good indication that the GHB param­
eters correctly reproduce the observed hydrogen-bond 
lengths. The fact that, in these cases, the other two lattice 
constants are also fit very well indicates that the total po­
tential is correct to within the uncertainty cited.

F. Amides and Amine. The CNDO/2 (ON) partial charg­
es and structures of some amides and methylamine98 are 
shown in Figure 3. Suberamide" and adipamide100 are not 
shown in Figure 3, but their charges for equivalent atoms 
are the same as those of succinamide, whose structure101 is

Interatomic Interaction between Atoms of Molecules in Crystals

shown. In determining the Akk coefficients of the atoms of 
the amide unit, -CONH2, the coefficients of the atoms of 
the carbonyl group (C7= O i7) were initially taken to be the 
same as in the COOH group and the Akk parameters for 
these atoms were varied only later. This approximation was 
used and found to be satisfactory until oxamide was exam­
ined, at which time the ACl'"Cl coefficient was refined fur­
ther, and all previous calculations were then repeated with 
the new ACl'"Cl coefficient. Initially, then, the repulsive pa­
rameters for only two new atoms [nitrogen (N13) and hy­
drogen (H2)] and that for the H2—O17 general hydrogen 
bond potential remain to be determined from the crystals 
of the amides. The H2—O17 interaction was reconsidered 
here since it had not been adjusted to experimental data on 
amides in our earlier paper.14c Initially, crystal data for the 
molecules oxamide102 and adipamide100 were chosen to de­
termine the potentials of the amide group, and later form- 
amide and N-methylacetamide were included because of 
the sensitivity of their structures to the parameters of the 
amide atoms, which was observed when the crystal energy 
of these molecules was minimized. Methylamine was cho­
sen for the determination of the Ni4-H 2—N14 hydrogen- 
bond parameter. The H1; C6, C7, and O17 interatomic po­
tentials were fixed at the values found previously from the 
combined results for the aliphatic hydrocarbons and car­
boxylic acids. The amide group was always maintained pla­
nar even though the positions of the amide hydrogens were 
not determined precisely in the experimental data. An ini­
tial estimate of Akk for the Ni3—N13 nonbonded interaction 
was taken from Ooi, ei al,59 (by increasing this repulsive 
term by ~20% over the original value reported by Ooi, et 
al.59), and of Akk for H2—H2 from the results obtained here 
for the carboxyl hydrogen (H4). An initial value of the 
ArH2-Oi7 coefficient was obtained by adjusting it (holding 
the Akk parameters fixed for all the other interactions in­
volved) until a gas-phase formamide cyclic dimer resulted, 
with a total energy minimum at an H2—O17 distance of 1.9 
A. This GHB term, together with all other amide Akk coef­
ficients, was refined further on the crystals of formamide, 
oxamide, and adipamide.

Before presenting the results of the energy minimization, 
the choice of molecules (by the near-neighbor contact crite­
ria) must be considered. As was previously argued for the 
carboxylic acids, the shortest contact distances are the 
most sensitive to the repulsive parameters which are being 
varied. In Figure 12 are shown the shortest contact dis­
tances, found in the crystals of the amides studied here, for 
the N13—N13, Ni3—Oi7, and Ni3—Hx interactions. These 
three interactions are simply examples for illustrative pur­
poses only; the other types of contacts (e.g., N13—C7, etc.) 
are also important, and it must be remembered that the 
complete potential from all interatomic interactions con­
tributes to the packing and energetics of these crystals. In 
Figure 12A, the closest N13—N13 contacts are seen to be 
those for oxamide and adipamide, and the most distant, 
that in Ai-methylacetamide. In sections 1 and 3 on oxamide 
and formamide, respectively, we will see that molecular 
stacking in planes (i.e., parallel planes of dimers in a non­
hydrogen-bonding direction) plays a significant role in de­
termining this parameter. On the other hand, the N13—O17 
contact across the hydrogen bond is closest for /V-methyla- 
cetamide, but clustered about 2.9 A for all the other amide 
N13—O17 distances. Since this interaction distance is crucial 
to the formation of a hydrogen bond (i.e., the H2—O17 GHB 
term depends on the N13—O17 distance), it is not surprising
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Figure 12. The same as Figure 11, but for interactions involving nitrogen: (A) N13—N13 interaction; (B) N13—0 17 interaction; (C) N13—H! inter­
action. In A, B, and C, a signifies the shortest intermolecular (contact) distance for the particular atom types in formamide; b, in N-methylaceta- 
mide (NMA); c, in oxamide; d, in succinamide; e, in adipamide; and f, in suberamide.

to find the small spread in N13—On distances. The closest 
N 1 3 —Hi contacts are those for succinamide and adipamide, 
again making these appear to be good choices for determin­
ing the parameters of the amide group. The curves shown 
in Figure 12 for Dnb and fr for interatomic interactions are 
obtained from the final coefficients given in Table IV, 
which are a best fit to the amides, oxamide, adipamide, 
formamide, and A/-methylate tamide, for which the Ahk 
coefficients were varied. The N 1 3 —N 1 3  interactions are re­
pulsive (¿.e., the force, not shown in Figure 12, is +2.4 kcal 
mol-1 A-1 at 3.5-Â separation) at the observed contact dis­
tances, and the force constant curve compares favorably 
with the Thomas-Fermi-Dirac curve, but not so favorably 
with the Hartree-Fock curve, in this range. The 
N 1 3 —O 1 7  contacts are even more repulsive (i.e., the force, 
not shown in Figure 12, is +6.0 kcal mol-1 A-1 at 2.9-Â sep­
aration), with the force constant curve fitting closely to the 
Thomas-Fermi-Dirac curve. Since the N 1 3 —O1 7  nonbond- 
ed energy terms are repulsive at the hydrogen-bond contact 
distance, the stability of a hydrogen bond (i.e., H2—O 1 7 ) 
must arise primarily from a slightly net negative electro­
static energy, with a negative energy contribution from the 
GHB term of the 10-12 potential for the H2—O17 interac­
tion. The hydrogen-bond potential will be discussed in sec­
tion 2 on adipamide, and in the Discussion section (V) in 
more detail. Thus, oxamide, adipamide, formamide, and 
/V-methylacetamide were chosen for the determination of 
the relevant parameters here, and these were then tested 
on succinamide and suberamide.

1. Oxamide. The CNDO/2 (ON) partial charges and 
structure of the oxamide molecule102 are shown in Figure 
3C. There is a distinct difference in the crystal packing of 
oxamide from the packing of the other amides. The mole­
cule lies very nearly in the b-c plane, and the stacking in 
the a direction is such that the carbonyl group of the mole­
cule in the a = 0 plane is antiparallel to the carbonyl group 
of the molecule in the next layer up along the a axis in the 
b-c plane. This alignment has the unique feature of making 
the C7—O17 and C7—C7 contact distances shorter (i.e., 3.1

and 3.3 A, respectively) than is found in the other amides. 
The properties of the C7—C7 contact, which is much shorter 
for oxamide than for any of the other amides, are illus­
trated in Figure 13. Indeed, it was found that the C7—C7 re­
pulsive interaction plays an important role in oxamide, and 
placed a limitation on the Akk parameter for C7 which was 
not found in either the carboxylic acids or the other am­
ides. For this reason, it was necessary to repeat the previ­
ous calculations on the carboxylic acids, using the C7—C7 
parameter determined for oxamide, and recomputing the 
other Akk values. The results reported previously (in Ta­
bles VI and VIII) were all obtained with the final refined 
parameter set (of Table IV) and so have already had this 
refinement included (as mentioned in section IVE, the 
energies of the carboxylic acids are relatively insensitive to 
the C7 parameter; therefore, the carboxylic acid data 
changed very little in this recalculation).

While the Akk parameters for N13—N13 and H2—H2 were 
being varied, it was found that <r was sensitive to changes in 
(rgN|3'"Nl''<) of the magnitude of ±0.1 A. This sensitivity 
arises from the close planar packing between molecules. On 
the other hand, a was insensitive to changes in (rgH2"'H2) of 
the order of ±0.3 A. This sensitivity enables us to deter­
mine the value of ANl3'"Nl3 very precisely, but the value of 
/IH2-H2 iegs go The GHB coefficient for H2—O17 was found 
to vary only slightly (i.e., ~0.03 A in the position of the 
minimum of the GHB potential) from the adjusted value 
selected initially using the formamide dimer, and was re­
fined further using adipamide. In Figure 14, we show the 
total GHB function, the 6-12 nonbonded energy for H2—C7 
and N 1 3 —O 1 7 , the electrostatic energy for H 9—O 1 7  interac­
tion, and the force for the total (i.e., GHB plus electrostat­
ic) H2—O17 interaction. It can be seen that the force rises 
very steeply near the minimum of the H2—O17 curve, and 
will dominate the forces in the direction along the hydro­
gen bond. The total energy of any hydrogen-bonded molec­
ular system is made up of contributions from all the near­
neighbor atoms, and is not completely dependent on the 
GHB term.
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Figure 13. The same as Figure 11, but for C7—C7 interactions in am­
ides. The small letters designate the same molecules listed in Figure 
12.

The resulting fit to the lattice constants of oxamide is 
given in Table VIII. It can be seen from Table VIII that the 
calculated binding energy (~ —20 kcal/mol) is considerably 
less than the experimental value103 (— 27 kcal/mol). It is 
not clear why this discrepancy exists. The volume and hy­
drogen-bond lengths are very close to the experimental 
values.

2. Adipamide. The CNDO/2 (ON) partial charges of 
adipamide are the same (for equivalent atoms) as those of 
succinamide shown in Figure 3D. Unlike succinamide and 
suberamide (see section IVF5), whose crystals contain eight 
hydrogen bonds per molecule, adipamide packs in the crys­
tal with only six hydrogen bonds per molecule. The amide 
hydrogens on one end of the molecule link two other mole­
cules through hydrogen bonds to their carbonyl oxygens, 
while the carbonyl oxygen on the same end hydrogen bonds 
to yet a third molecule. This same bonding also appears at 
the other end. Thus, each adipamide molecule is surround­
ed by, and linked through hydrogen bonds to, six other 
molecules. The molecules lie nearly flat in the b-c plane, 
with the hydrogen-bonding network directed along the b 
and c axis. The stacking interactions between planes influ­
ences the c axis primarily, which in turn is relatively insen­
sitive to the hydrogen-bond interactions. Adipamide has 
some close contacts between atoms such as Hi—Oi7 (2.65 
A), Hi- N 13 (2.95 A), H i—H2 (2.65 A), and Hr ..C7 (2.85 A) 
which helped in the refinement of the Hi—Hi, C6—C6, H2-- 
•H2, N13—N13, and O17—O17 parameters. The fit to the lat­
tice constants (using the final parameters of Table IV) is 
given in Table VIII, and is seen to be excellent. The calcu­
lated binding energy is of the correct order of magnitude 
(by considering the successive addition of methylene 
groups to oxamide) if one takes a contribution of ~1.8-1.9 
kcal/mol per methylene group to the binding energy for 
each methylene group added to oxamide. The value of ~1.8 
kcal/mol for each methylene group also agrees with that 
computed from the differences in binding energies between 
crystalline hexane and octane.

3. Formamide. The final optimized lattice constants of

Figure 14. Dependence of various energy contributions U, and force 
F, on distance r,j.

formamide104 are given in Table VIII (using parameters of 
Table IV). Although the lattice fit (i.e., a = 0.13) is not as 
good as for some of the other amides, the contraction in the 
a and c axis, together with the expansion in the b axis, 
nearly cancel; hence the computed volume of the unit cell is 
close to the observed one. In fact, the computed hydrogen- 
bond lengths (two of which are given in Table VIII) agree 
very well with the experimental values. It was found that 
this structure was the most sensitive of all the amides to 
variation in the AH'2'"H'2 coefficient. The H2—H2 contact at 
2.55 A and other related cross terms, were helpful in reduc­
ing the uncertainty in this parameter. We have examined 
other packing arrangements of formamide by changing the 
positions of the carbonyl hydrogen (i.e., by changing the 
N-C-H bond angle) as well as those of the amide hydro­
gens (i.e., the C'-N-H bond angle), and find that minor im­
provement in the lattice fit is possible. However, in order to 
maintain consistency throughout, the positions of the hy­
drogens given in Table III were retained for this and all of 
the other amide crystals. The relatively large value of <r 
may be due to possible uncertainties in the molecular ge­
ometry, but no attempt was made here to alter the heavy- 
atom geometry. The binding energy reported in Table VIII 
is derived from data for acetamide,105 with a group incre­
ment for -CH3 subtracted away (i.e., Affacetamide = —18.5 
kcal/mol, and AH_ch3 * —1.5 kcal/mol), and is not a reli­
able value.

4. N-Methylacetamide. N-Methylacetamide106 has two 
methyl groups which must be rotated in order to achieve 
the lowest lattice binding energy and the corresponding 
conformation. In Figure 15, the lattice binding energy 
(computed with the final parameters of Table IV, and with 
the experimental heavy-atom geometry and lattice con­
stants), normalized to zero at the lowest value found in a 
10° (/>,>/' grid (see Figure 3B for definition of 4> and \p), is 
plotted as a function of <p] and i/1. The minimum is near (p1 
= 60°; i/3 = 45°, and these values of the dihedral angles for 
rotation of the methyl groups were chosen for the final 
minimization of the lattice energy, the results of which are 
given in Table VIII and compared to the experimental sub-
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Figure 15. Energy contour diagram for the binding energy of a 111 
cell index crystal of W-methylacetamide, as a function of the dihedral 
angles for rotation of the two methyl groups. The energies are in 
kcal/mol, scaled to zero at the minimum (▲ ) of <p1 and \ f ' equal to 
60 and 45°, respectively. The heavy-atom X-ray geometry and the 
lattice parameters were the experimental values, and were held 
fixed as 4>1 and i/'1 were varied.

limation energy.107 It can be seen from Figure 15 that each 
methyl group passes over a barrier, around 0° in either 01 
or ip1, of ~2.5 kcal/mol, and that the highest energy region 
(at <l>1 = 0°; i/-1 = 0°) is one with a barrier of approximately 
twice the individual barriers (i.e., ~4.5 kcal/mol at (j)1 = 0°; 
i/.1 = 0°). This implies that, in the crystal, the rotation of 
the methyl groups is only moderately strongly coupled, and 
that the barrier to rotation is sufficiently high so that it 
cannot be easily overcome by thermal energy; thus, the 
methyl hydrogens will be locked (i.e., with methyl hydro­
gen oscillations of ~±30°) into the conformation shown in 
Figure 3B. The conformation of the methyl groups of N- 
methylacetamide can be compared to that obtained by mo­
lecular orbital and ab initio calculations on the isolated 
molecule.14®’108 The molecular orbital calculations (i.e., 
EHT,14a CNDO/2,14® and ab initio108) gave the conforma­
tion of lowest internal energy at tp1 = 60°; \pl = 0°. How­
ever, the energy difference upon varying xp1 from 0 to 60° 
(for (j)1 = 60°) is only 0.18 kcal/mol by EHT,14a 0.30 kcal/ 
mol by CNDO/2,14® and 1.1 kcal/mol by ab initio calcula­
tions.108 The energy difference upon varying <p1 from 0 to 
60° (for ip1 = 0°) is 0.30, 0.24, and 0.7 kcal/mol, respective­
ly, for the three methods. From Figure 15, it can be seen 
that the intermolecular interactions in the crystal will 
probably dominate in determining the conformation of the 
methyl groups, these energies being somewhat larger than 
the intramolecular terms, with the intramolecular energy 
serving to make xp1 approach 30°.

Table VIII shows the final fit to the lattice constants, 
using the coefficients of Table IV. It is not clear from an 
examination of the crystal packing why the a axis expands 
and the b axis contracts. The plane of the A'-methylaceta- 
mide molecule is that defined by the a-c axes, with the hy­
drogen bond directed nearly parallel to the a axis. One pos­
sible reason for expansion along the a direction may be the 
close Hi—Hi contact (viz., 2.15 A) between the IV-methyl 
group of one molecule with the C'-methyl group of a second 
molecule in the a-c plane, or possibly the Hi—O17 contact 
(viz., 2.85 A) between adjacent molecules. These close con­
tacts helped resolve the uncertainty arising from the ap­
pearance of two sets of repulsive coefficients for the Hi—Hi 
and Ce—C6 interactions, as described in section IVA. It was

apparent from our study of this molecule that the parame­
ters AHi-Hl and AC6'"C6 are sensitive to the packing, and 
helped define the limit of uncertainty in these coefficients. 
The fit to the lattice constants (using the final parameters 
of Table IV) is given in Table VIII, and is seen to be good.

5. Succinamide and Suberamide. The molecules succi- 
namide101 and suberamide99 are diamides, and form similar 
end-to-end arrangements of their hydrogen-bonding net­
work. The CNDO/2 (ON) partial charges and structure are 
shown for succinamide in Figure 3D. The partial charges of 
suberamide are the same as those of succinamide for equiv­
alent atoms, with only slightly different charges for the two 
extra methylene groups in suberamide (viz., —0.10 for C6 
and 0.050 for Hi). In all respects, the energy-minimized fits 
(using parameters of Table IV) to the lattice constants, as 
given in Table VIII, are excellent. The deviations in hydro­
gen-bond lengths are very small, and the volume is very 
close to the observed value. It should be noted that the un­
certainty in the X-ray lattice constants of these molecules 
is given99’101 as several hundredths of an angstrom, which is 
not as good as for some other crystals considered here. No 
variation of Ahk coefficients were allowed for these mole­
cules.

6. Methylamine. The CNDO/2 (ON) partial charges and 
structure for methylamine98 are shown in Figure 3E. This 
molecule, being an amine rather than an amide, was includ­
ed as a check on the parameters for the hydrogen-bonding 
nitrogen (N14), which is considered to be equivalent to the 
ring nitrogen in pyrazine, but (in this paper) is allowed to 
hydrogen bond to type H2 hydrogen atoms. Thus, the Ni4- 
••H2 GHB repulsive parameter was determined with this 
molecule. Since the coordinates of only the heavy atoms are 
available from the X-ray data, there is considerable ambi­
guity as to the position of both amine and methyl hydro­
gens. We have chosen tetrahedral geometry for the methyl 
hydrogens, and have considered two different geometries 
for the amine hydrogens. Although it seemed reasonable to 
assume that the amine hydrogens should be tetrahedral, or 
nearly so, we studied the planar amine group first. In this 
case, the methyl group was rotated about the N-C axis (for 
a particular -NH2 orientation), and the crystal energy cal­
culated (by initially fixing the A 'h 2- n , 4 GHB repulsive 
coefficient at the value found previously for A,h2-Oi7), 
maintaining the experimental values for the positions of 
the N and C atoms and for the lattice constants.98 It was 
found that the maximum difference in energy between the 
lowest and highest value for methyl rotation (independent 
of the -NH2 orientation), not shown in Figure 16, was only 
0.3 kcal/mol. We next fixed the methyl group at its lowest- 
energy conformation, and rotated the planar amine group. 
The lattice binding energy was very sensitive to rotation of 
the amine group, and is shown by the solid curve in Figure 
16. [This curve was obtained after the H2—N14 GHB term 
had been adjusted (see below) for the tetrahedral configu­
ration of the amine group]. The lowest binding energy 
found for the planar amine was —4.6 kcal/mol at x = 130 
and —50°. We next placed the two amine hydrogens in the 
tetrahedral configuration, and again repeated the calcula­
tion of the binding energy upon rotation of the amine 
group. The results were similar to the dashed curve of Fig­
ure 16; the dashed curve was obtained only after variation 
of the A'hj-Nh coefficient. When a minimum was found in 
the I/bind vs. x curve, we optimized the H2—N14 GHB term, 
holding all other Akk values constant. Both curves shown in 
Figure 16 are for the optimized coefficients. There are two
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Figure 16. Crystal binding energy of methylamine, calculated as a 
function of the dihedral angle for rotation of the -NH2 group. The 
solid curve corresponds to a planar arrangement of the hydrogens 
on the nitrogen. The dashed curve corresponds to a tetrahedral con­
figuration of the hydrogens. The dihedral angle x is taken to be zero 
when t V  is cis to H21 (see Figure 3E).

minima in the dashed curve of equal depth at x = 160° and 
X = —100°, with energies of —6.1 kcal/mol. It is apparent in 
Figure 16, both from the lower energy and the lower inter- 
molecular barrier to rotation of the amine group, that the 
puckered amine group (i.e., tetrahedral arrangement of two 
hydrogens) is the preferred configuration. While the posi­
tions of the hydrogens are not very well defined in the X- 
ray structure,98 the observed positions appear to be closer 
to our minimum-energy one at —100° rather than 160°. For 
X = —100°, the hydrogens of the amine and the methyl 
group are staggered with respect to one another, and hy­
drogen bonds are formed between the amine hydrogens 
and two nitrogens of neighboring molecules. The high bar­
rier to rotation of the amine group [~8 kcal between x = 
—100° and x = 160° (see Figure 16)] suggests that two dif­
ferent orientations should be expected to be observed in 
the methylamine crystal. With tetrahedral arrangements of 
the hydrogens at both the methyl and amine groups, the 
energy-minimized fit to the observed lattice constants is 
excellent (see Table VIII).

V. Discussion
From the results presented in Tables VI, VII, and VIII 

for 23 molecular crystals, several conclusions can be drawn. 
It is apparent that the procedure used here results in an in­
teratomic potential which is applicable to a number of dif­
ferent types of molecules, and gives values of a upon energy 
minimization which are, on the whole, remarkably small. 
The few structures, where agreement with experimental 
data is outside the average value of a for the remaining 
crystals studied, are those whose atomic coordinates may 
possibly contain some errors, although we cannot rule out 
the possibility that the omission of noncentral forces from 
our potential functions may be the origin of the discrepan­
cies in these few cases. It appears that there is no need to 
include components of the potential, other than those used 
here, to determine crystal lattice constants and lattice 
binding energies to the precision reported here. The calcu­
lated binding energies are generally in good agreement with 
observed sublimation energies, implying (in particular for 
the hydrocarbons where the partial charges and their con­
tribution to the energy are negligible) that our use of the

London (Slater-Kirkwood) formulation to obtain the at­
tractive (l/r6) coefficients of the nonbonded potential (in­
stead of determining these coefficients from the crystal 
data) is reasonable. At this time, we have no explanation 
for the large deviation between the lattice binding energy 
and the experimental sublimation energy of oxamide, since 
the agreement is excellent for V-methylacetamide and rea­
sonably good for formamide when the same potentials are 
used.

The relative sizes of the contributions to the lattice bind­
ing energy from various components of the potentials (i.e., 
the 6-12 nonbonded, electrostatic, and general hydrogen 
bond terms) are of interest since, if, e.g., the GHB term 
dominated the total energy, the remaining terms would not 
be sensitive to variations in the lattice constants in the di­
rection of the hydrogen-bonding atoms. In this respect, it 
can be seen in Figure 14 that the GHB term [for the opti­
mum GHB position (~1.9 Â) of the H2—Oi7 hydrogen 
bond] is only ~ —1.1 kcal/mol. In the case of formamide, 
there are three such hydrogen bonds per molecule in the 
crystal; thus, the contribution of the GHB term to the lat­
tice binding energy (i.e., including only close contacts) is 
one-half of ~ —3.3 kcal/mol or ~ —1.7 kcal/mol out of the 
total lattice binding energy of ~ —19 kcal/mol. The contri­
bution of the total electrostatic energy to the energy of the 
crystal of formamide was found here to be —3.8 kcal/mol. 
Thus, even for this small molecule, the 6-12 nonbonded en­
ergy is ~ —13.5 kcal/mol. For V-methylacetamide, there are 
two H2—O17 hydrogen bonds per molecule in the crystal, 
giving a GHB contribution to the binding energy of —1.1 
kcal/mol. Since the total electrostatic contribution for the 
crystal is —1.6 kcal/mol, there is a net 6-12 nonbonded en­
ergy of ~ —8.6 kcal/mol (out of a total of —11.3 kcal/mol 
computed for the energy-minimized lattice).

Partitioning the total energy into component parts in the 
case of the carboxylic acids is also possible in the same way. 
Here, the H4—O17 GHB term is 5.9 kcal/mol at the opti­
mum GHB position of ~1.66 Â. Then, applying the above 
procedure to succinic acid, where there are four such hy­
drogen bonds per molecule in the crystal, the total GHB
contribution to the binding energy is ----12 kcal/mol. Since
the total electrostatic contribution to the binding energy is 
—2.3 kcal/mol, there is a 6-12 nonbonded energy contribu­
tion of —14.7 kcal/mol to the computed binding energy of 

29 kcal/mol. Of course, errors arise in this approach 
from the omission of the small nonbonded repulsive terms 
for the O17—O18 and H4—C7 contacts across the hydrogen 
bond. However, it appears that this approximate treatment 
is applicable to a variety of crystals. It is clear from the 
above analyses that one can partition the total energy into 
its various components, but one must consider the total po­
tential as being self-consistent, and not any one component 
independent of the other contributions. It should be em­
phasized here that no angle-dependent terms are included 
either in the GHB potential or in any of the other compo­
nents of the total potential energy. Yet the hydrogen-bond­
ing network is maintained very closely to that observed. 
Thus, it does not appear that angle-dependent terms are 
required if all interactions of the type described here are 
included.

Although a direct comparison of this work with that of 
other authors is difficult, because of differing functional 
forms, etc., we can comment to some extent on the major 
differences in technique and relate them to the results pre­
sented in Table VI. For example, Williams8 studied many

1617
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TABLE IX: Comparison of Values of e and (rg) with Those of Other Authors
Param eters T h is  work R ef 12a

— €Hi. ..H i6 0 . 037 0 .0045 (0.0025)!

•H‘> 2 .92 2 .936 (3.548)7
— €C6--••C6 0 . 038 0 . 196 (0.185)/
(r,gCs' ” 4. 12 4. 228 (3.616)/
— ec8--' • Cr 0 .073
( r gCs” ' C»> 3.70
— €017 Oi7 0 .200 0 ..230»
<rg° ' 7""O ") 3 .12 3 .00»
-  €N14- N u 0 .107 0 . 194»

3.51 3.60»
•■S20 0.043
•Ssô 3. 78

R ef 9* R ef 7ac R ef 8d4 R ef 112 R ef 110

0.033 0.060 0.010 0.027*
3.36 2.80 3.37 3.08*
0.049 0.060 0.095
4.16 3.80 3.88
0.095 0.095
3.90 3.88
0.325 0.124* 0.106*
3.10 3.25* 3.32*'
0.165 0.076* 0.081
3.52 3.807 3.60
0.361 0.333'
3.91 3.90»'

a D a ta  used in th is  work were determ ined prim arily  from  m iram olecular interactions. b Assumed sho rt interatom ic cutoff d istances of 7.0, 6.5, an d  6.0 Â 
for C • • * C, C • • • H, an d  H  • • • H  interactions; these could influence the  a ttra c tiv e  coefficients. c T h e  values o f e for C • • • C and  H  • • • H  types of in teractions 
were assumed  to  be th e  same. d M oved repulsion cen ter 0.03 Â in to  th e  C -H  bond, and  used  cutoff d istances of 6.0, 5.5, and  5.0 Â for C • • • C, C • * • H , and  
H* • - H  interactions. e Only those in teractions com parable to  th e  work of o ther au tho rs are listed. € is th e  d ep th  of th e  po ten tia l a t  th e  m inim um , (rgkk). 
f  Reference 12b; param eters  for a 9 -6  potentia l. 5 Reference 12c. h Reference 7e; param eters  determ ined from  COi crystals. * M idpo in t values o f m axim al an d  
m inim al sets of coefficients, derived  from  virial coefficients. 1 R eference 111.

hydrocarbons (both aromatic and aliphatic) and obtained 
several sets of attractive and repulsive coefficients (using 
an exponential repulsive term which contained two vari­
able parameters instead of the one-parameter function 
used here), all of which gave reasonable fits to the lattice 
constants and binding energy upon energy minimization. It 
seems that the procedure adopted here is nearly as good, 
even though we allow only the repulsive coefficients to 
vary. By using short artificial interatomic distance cutoffs 
(as both Williams8 and Ferro and Hermans9 have done), 
the attractive forces become asymmetric with respect to 
the Oth molecule (see Figure 4), and could lead to errors in 
the computed lattice constants. We have taken care to bal­
ance the interactions with the complete molecules interact­
ing with the Oth one (by translational operators), and in 
this way have avoided errors which might have arisen from 
arbitrary cutoff distances. Because of electrostatic contri­
butions to the potential of polar molecules,109 we have re­
tained interactions with whole molecules which are at least 
10 A or greater from the Oth one.

The application of the molecular orbital (CNDO/2) 
method to obtain reasonable electronic distributions of 
partial atomic charges has enabled us to extend the treat­
ment beyond the hydrocarbons, and study polar and hy­
drogen-bonding molecules. Ferro and Hermans,9 using Del 
Re a charges and molecular orbital ir charges, also studied 
some non-hydrogen-bonding polar molecules but, to our 
knowledge, no one has systematically studied hydrogen­
bonding systems by the methods described here. Tables 
VII and VIII give the deviations in the computed hydrogen 
bond lengths from the experimental values (with our hy­
drogen positions) for energy-minimized crystals of acids 
and amides. It can be seen that the deviations are very 
small, and the hydrogen-bonding network (whose distance 
dependence is related to the GHB term) is maintained 
closely in every case.

A further test of the parameters derived here was the 
comparison of the force constants, / r, for H—H and C—H 
interactions with those obtained by Harada and Shiman- 
ouchi53'54 by fitting the crystal lattice frequencies. The 
agreement is excellent in light of the different approaches, 
suggesting that our nonbonded parameters will correctly 
reflect the crystal properties which depend on the second 
derivative of the energy. It is not yet clear that the hydro- 
gen-bonding terms of our potential will be as successful in

fitting spectra, but this problem is very complicated, and 
will require further study.

Further, we have compared the parameters obtained 
here with those obtained by other a u t h o r s , 7_9’12 4 io ~ ii2  a n c j  

these results are presented in Table IX. The depth, e, and 
position of the minimum, (r0), can often be compared di­
rectly with those of other authors, but the shape (or curva­
ture) at the minimum will depend on the function used. 
One must also be cautious about comparing these terms if 
the centers of repulsion and attraction have been moved 
into the bonds. In our case, having fixed the dispersion 
coefficients, we have adjusted only one parameter in the 
nonbonded function. Thus, if different (e . g attractive) 
coefficients are used by other authors, or if they determine 
them in some way from crystal data, then the values of e 
and (ro) will again be different. In general, the values of 
(ro> vary, with some coefficients seeming to be similar in 
magnitude from author to author and others deviating to a 
greater degree. The values of e are significantly different 
from author to author, and it is difficult to find a trend for 
a given pair interaction. While we have not extrapolated 
our crystal data to 0°K, and have assumed theoretical 
[CNDO/2 (ON)] values for charges and a 10-12 type hydro- 
gen-bond functional form, it appears that th parameters 
that we have obtained, when used in the context of the 
total set of interatomic potentials, give very good values of 
a and binding energies for a large number of different mo­
lecular crystals. It must be emphasized that it is the total 
potential which determines the properties of the crystals 
computed here; therefore, one should not mix individual 
parts of our total potential with the complementary parts 
of the total potential of other authors.

The application of these potentials to the calculation of 
conformational energy in macromolecules (e.g., polypep­
tides and proteins) will be presented elsewhere.29 Care 
must be exercised in using these potentials found from 
crystal data for the polypeptide conformational problem, 
and the reader is referred to ref 29 for an examination of 
this problem.
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Intermolecular Potentials from Crystal Data. IV. Application of Empirical Potentials to the 
Packing Configurations and Lattice Energies in Crystals of Amino Acids1

F. A. Momany,2® L. M. Carruthers, and H. A. Scheraga*2b

Department of Chemistry, Cornell University, Ithaca, New York 14850, and Department of Biophysics, Weizmann Institute, Rehovoth, Israel 
(Received December 11, 1973)

Previously derived empirical intermolecular potentials are used to compute the minimum-energy packing 
configurations ar.d binding energies of crystals of various amino acids. The total potential energy function 
includes contributions from electrostatic, dispersion, nonbonded repulsion, and hydrogen-bonding interac­
tions. The heavy atoms of the individual molecules in the unit cell are treated as rigid bodies, with no inter­
nal degrees of freedom. The positions of hydrogens on methyl, amino, hydroxyl, and carboxyl groups were 
allowed to vary by rotating each of these groups about the bond connecting it to the rest of the molecule. 
The intermolecular barriers to such rotations are computed and compared with experimental data. The po­
sitions of all other hydrogens were obtained by the procedure of the previous paper. The minimum-energy 
lattice constants are in good agreement with experimental values. The results indicate that these intermo­
lecular potentials will be applicable to the computation of the conformations of polypeptides and proteins.

I. Introduction
In the previous paper3 (paper III), the parameters of an 

empirical potential energy function were obtained; they 
were used to compute energy-minimized lattice constants 
and binding energies, and the results were compared to ex­
perimental data for crystals of aliphatic and aromatic hy­
drocarbons, heterocyclic compounds, carboxylic acids, 
amines, and amides. In this paper, we test this empirical 
energy function further, by using it to carry out similar cal­
culations on crystals of amino acids. The molecules treated 
here were selected on the basis of the following three crite­
ria. (1) The crystals should not contain halogen atoms (e.g., 
hydrobromides, etc.) or water (hydrates) since, in both 
cases, these additional moieties would have to be treated as 
independent bodies, thereby complicating the computa­
tions unnecessarily. (2) Zwitterion structures could be in­
cluded, with the assumption (subsequently found here to 
be a valid one) that the nonbonded potentials obtained 
previously3 from uncharged molecular species could be 
transferred to molecules having charged groups, and that 
the electrostatic interactions could be computed from the 
molecular orbital partial atomic charges [CNDO/2 (ON)] 
for all atoms, including the charged groups. (3) The geome­
try obtained from the experimental X-ray (or neutron) dif­
fraction data had to be reasonable, the same criterion ap­
plied earlier;3 i.e., there should be no abnormal4 bond 
lengths or bond angles (suggesting strain or poor crystal re­
finement) in the crystal structure. A number of different 
amino acids satisfied these conditions, and were chosen for 
study here. They are a-, (3-, and 7-glycine, perdeuterio-a- 
glycylglycine, N-acetylglycine, L-alanine, L-glutamine, L- 
glutamic acid, L-aspartic acid, L-threonine, L-tyrosine ethyl 
ester, jV-acetyl-jV'-methyl-L-prolineamide, glycyl-T.-aspar- 
agine, and diketopiperazine. While this group does not in­
clude an example of each type of amino acid, it is felt that 
it contains sufficient diversity to enable us to verify that 
our empirical intermolecular potentials3 are applicable to 
amino acid crystals.

A preliminary report on calculations similar to these has 
already been presented.5 Ferro and Hermans6’7 have also

carried out computations on several heteroatomic molecu­
lar crystals6 to obtain parameters for empirical energy 
functions, and have applied their parameters to study the 
crystal packing of two dipeptides.7 Their results will be 
compared with ours in the Discussion section.

II. Procedure
The potential functions, parameters, positions of hydro­

gen atoms, and the procedure for minimizing the energy of 
a crystal are the same as those of paper III.3 Rotatable 
groups containing hydrogen atoms {viz., -NH3+, -CH3, and 
-OH) were rotated or placed in their conformations of low­
est crystal energy (keeping the heavy-atom geometry and 
lattice constants fixed at their experimental values) prior 
to the minimization of the energy of the crystal. Then, the 
lattice constants were varied, with the rotatable groups 
fixed in their predetermined intermolecular minimum-en­
ergy conformations. The molecules were treated as rigid 
bodies, except for the rotations of hydrogens mentioned 
above.

The nonbonded and general hydrogen bond (GHB) pa­
rameters are those given in Tables IV and V, respectively, 
of paper III.3 The atom types (designated by subscripts) 
are described in Table I of paper III.3 In particular, N15 in 
the -NH3+ group is treated as an Ni3 type nitrogen, while 
atom types C9, C10, Cn, and O19 were assumed to be similar 
to types C6, Os, C7, and Ojg, respectively. The use of sepa­
rate designations of these new atom types (N15, C9, C10, 
Ci 1, and O19) was based on the possibility that they might 
differ in atomic polarizability or in repulsive interactions 
from N13, C6, Cg, C7, and Oig, respectively. However, dur­
ing the course of this study, such differences did not 
emerge, and we retained the nomenclature of Table I of 
paper III3 simply to call attention to the chemical differ­
ences in these atoms.

The partial atomic charges are those obtained from the 
CNDO/2 (ON) molecular orbital method; they were com­
puted for the molecgles studied here, using the experimen­
tal heavy-atom coordinates, together with the positions of 
hydrogens which were determined as described in paper
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TABLE I: Parameters for H2 • • ■ Oia General Hydrogen 
Bond Potential

B  H r-O is.
D onor and  kcal r min/  U min.r

acceptor a tom s kcal A 12/m o l A I0/m o l A kcal/m ol

H2. . . 0 18 5890 2624 1.64 -3.09
a T h e  c rystals used to  te s t th is  set o f p aram eters  were L.-threonine and  L- 

aspartic  acid. b r rain = (1.2 A 'Z B )1/*, and  is th e  value o f rH2—Oi8 a t  which 
Umin occurs. c l / mm =  —0.067 B 5/ A ,r°; i t  is th e  lowest value o f th e  G H B 
energy, and  occurs a t  r min.

III.3 The CNDO/2 (ON) partial charges of the isolated gly­
cine molecule (obtained by rotating the -NH3+ and COO- 
groups) were examined in order to investigate the effect of 
conformation on the partial charges of the atoms of these 
groups; an average charge for each atom (averaged over 
several conformations) was assigned.8’9

Aside from the partial charges for the dipolar ions (zwit- 
terions), the only required parameters not given previously 
in paper III3 are the repulsive term, A'h2-Oi8> an(i the at­
tractive term, Bh2-Oi8> of the GHB potential of eq 8 of 
paper III3 for the H2—Oig interaction. The parameters for 
this potential were taken directly from McGuire, et al.,10 
and are reported in Table I. Since small variations in 
A'H2-Oi8 did not improve the fit to the experimental lattice 
constants of threonine or aspartic acid, the parameters of 
the H2—Oi8 GHB potential (which indicate that this hy­
drogen bond is a relatively weak one) were kept at those 
shown in Table I.

The reader is referred to the original X-ray and neutron 
diffraction papers for discussion of the atoms in closest 
contact in each crystal; these play an important role in de­
termining the crystal configuration and the binding energy.

The nomenclature used here is that recommended by an 
international commission.11

I I I .  Results
A. a-, (3-, and y-Glycine. Three polymorphic forms of 

crystalline glycine are known, and have been studied by 
X-ray diffraction methods. The ordinary form, a, crystal­
lizes readily by slow evaporation of neutral aqueous solu­
tions.12 The (3 form13 crystallizes by adding ethyl alcohol to 
a concentrated aqueous solution of glycine; these crystals 
readily transform into the a form in moist air, and must be 
kept in a dry atmosphere in order to obtain diffraction pat­
terns. The third form, 7 -glycine,14 is crystallized by slow 
cooling of aqueous solutions of glycine made acidic with 
acetic acid or basic with ammonium hydroxide; the 7 form 
is also obtainable by appropriate treatment of the (3 form 
with water. The 7 -glycine crystal is strongly piezoelectric 
along the c axis and has trigonal (i . e P3z) crystal symme­
try. Glycine is in the zwitterion form in all three crystals, 
and the bond lengths and bond angles in the three mole­
cules are nearly identical. The differences between these 
three crystalline forms of glycine are primarily in the three- 
dimensional frameworks of their hydrogen bonds, there 
being differences of only several degrees in their internal 
conformations (dihedral angles).

The CNDO/2 (ON) partial charges and the molecular 
structures of the three polymorphic forms of glycine are 
shown in Figure 1 (A -C). In order to position the tetrahe- 
drally arranged -NH3+ hydrogens, the heavy-atom coordi­
nates and the lattice constants were held fixed at their ex­
perimental values, and the binding energy of the crystal of 
each polymorphic form was calculated at 10° intervals in

Figure 1. The CNDO/2 (ON) partial charges (in electronic units X 
1000) for a-glycine (A) [/3- and 7 -glycine (B and C) have the same 
charges], glycylglycine (D), and A/-acetylglycine (E).

Figure 2. Dependence of the binding energy of the crystal on <j>1 
(see Figure 1B for definition of 4>1) for fixed positions of all other 
atoms of a-, ¡3-, and 7 -glycine (curves A, B and C, respectively). The 
energy was normalized to zero at the lowest value for each crystal.

the dihedral angle <]>' (defined in Figure IB) for rotation of 
only the NH3+ hydrogens about the C'Ca-NH3+ bond. 
The calculated dependence of the binding energy on <j>1 is 
shown in Figure 2. All three glycine crystals show broad 
low-energy regions in 4>l with the minimum near 60° {i.e., 
the staggered conformation). This minimum-energy posi­
tion of the -NH3+ group agrees with a recent neutron-dif­
fraction result for a-glycine15 in which a nearly perfect 
staggered conformation for the -NH3+ protons was found. 
The differences between the polymorphic forms manifest 
themselves as the -NH3+ is rotated out of the minimum- 
energy region. For example, a-glycine appears to have an 
intermolecular barrier to rotation of ~25 kcal/mol, while 
the (3 form has one of only ~4 kcal/mol. The computed bar­
rier of the (3 form may be compared with some experimen­
tal values16 {viz., 8.0 and 6.1 kcal/mol) found for the rota­
tion of the -NH3+ group in crystals of (3-alanine and gly­
cine, respectively, from nmr measurements of line width at 
various temperatures. However, the value for a-glycine 
agrees more closely with the barrier obtained from neutron
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TABLE II: In term olecu lar H ydrogen B ond  L en gth s in  G lycin e C rystals
B ond length/* A

21 • - - o n j22—o rs ,j...o

C rystal E xp tl6 Calcdc E x p #  C alcd ' E x p t f  Calcdc

a-Glycined 1.793 1.899 1.867 1.891 2.137 2.137
/3-Glycine 2.177 2.198 1.846 1.866 1.776 1.885
7-Glycine' 1.986 1.969 1.896 1.919 1.813 2.023

n rH2'-..o is th e  d istance from th e  H 1 a tom  of th e  N il group to  its nearest oxygen in the  crystal for </>! -  60°. Sim ilarly for rp .-.-.o  and n i  :...((. (H 1 is the 
hydrogen h aving  th e  sm allest positive d ihedral angle y.) h F rom  th e  X -ray  d a ta  for the  heavy atom s (with our hydrogen geom etry) and  th e  experim ental la ttice  
constants. c Com puted by  m inim izing th e  energy of the  crystal as a function  of la ttice  constants; these are th e  m inim um -energy values. d These distances differ 
slightly (i.c., by  —0.04 A) from  those found in ref 15 because of our choice of an  N —H  distance of 1 . 0 0  A, an d  th e  te trah ed ra l geom etry ab o u t th e  —N il ,  
group. e In  7 -glycine, th e  n itrogen atom  is surrounded by  five oxygen atom s a t  short distances. W e have listed only th ree  d istances for com parison w ith the  
a and ft s tructures, which have a fou rth  close oxygen th a t  is n o t considered by  us as a hydrogen-bonding oxygen.

scattering librational frequencies (viz., 20 ± 7 kcal/mol for 
rotation of the -NH3+ group in crystalline L-alanine17).

It is not clear why these differences in barriers to rota­
tion in the a and ¡5 forms occur, since the environment of 
the oxygens surrounding the -NH3+ group is somewhat 
similar in each polymorphic form (see Figure 5 of ref 14 for 
a stereoscopic representation of the hydrogen-bond projec­
tions). In Table II, where the hydrogen bond lengths (H— 
0 ) for <j>1 = 60° are listed, it appears that there are two 
short and one slightly longer hydrogen bonds in each crys­
tal, the two shortest being nearly linear with respect to the 
N-H—0 atoms (see Table 6 of ref 13). The longer the H—0 
distance, the weaker is the hydrogen bonding. A fourth 
oxygen is located near the -NH3+ group, but we do not 
consider it to be involved in the hydrogen bonding because 
of its small N-H—0 angle. Both the experimental and cal­
culated values indicate that there are hydrogen bonds of 
nearly the same length in each crystal, but this does not ac­
count for the difference in barrier to rotation of the -NH3+ 
group between crystals. The answer must lie in the total 
packing arrangement, and not just in the hydrogen-bond­
ing environment. In fact, in both a- and /8-glycine, the two 
shortest hydrogen bonds hold the nearly flat molecules [the 
0 ,0"C/C“N atoms being nearly coplanar, and \p (defined in 
Figures IB) being ~19° in a-glycine and 25° in /3-glycine] 
together to form extended sheets (see Figure 7 of ref 13). 
On the other hand, 7 -glycine, although having bond 
lengths and bond angles that are nearly identical with 
those of the a and /? structures, packs very differently in 
the crystal. For example, the dihedral angle 1p is slightly 
smaller (viz., 13° in 7 -glycine), making the molecule flatter, 
and the environment of the oxygens around the -NH3+ 
group is nearly tetrahedral for three oxygens, but two other 
oxygens are also close to the -NHS+ group. Table II shows 
the near equivalence of the hydrogen-bond lengths of the 
three closer oxygens. The packing arrangement of 7 -glycine 
(i.e., P32 crystal symmetry) shows a threefold screw axis 
parallel to the c axis with the successive molecules being 
held together by lateral hydrogen bonds, rather than the 
sheets found for the a and /3 forms. These packing differ­
ences must be the cause of the differences in barrier 
heights shown in Figure 2.

Experimentally, 7 -glycine crystals change irreversibly 
into a-glycine crystals upon heating to ~165°,18 and the es­
timated18 heat of transition is ~600 cal/mol. The ¡5 form 
changes into the a form by heating to ~ 1Q0° or by grinding 
or mechanical shock, and may change into the 7 form in 
the presence of water vapor. The experimental results on 
the a and /3 forms correlate well with our calculated bind­
ing energies (see Table III) where we find the difference in 
energy between the a and /3 forms to be ~1.5 kcal/mol. 
However, the difference in binding energy between the /3

and 7 forms is found to be ~13 kcal/mol. This large differ­
ence arises from electrostatic interactions in the 7 form. 
The total contribution to the binding energy from the non- 
bonded and GHB interactions is very close for the a, 8, and 
7 forms. However, the electrostatic contribution of the 7 
form is ~12 kcal less negative than that of the a and /3 
forms. The origin of this large difference is not understood, 
but may arise from the manner in which the threefold 
screw-axis packing brings five oxygen atoms together (at 
0 —0  distances of 3.20, 3.33, 3.47, 3.99, and 4.01 A, respec­
tively) leading to a large repulsive electrostatic contribu­
tion, which is not compensated for by the three close H2— 
O17 attractive electrostatic interactions.

The reasonableness of the CNDO/2 (ON) partial charges 
of the glycine molecule is indicated by the fact that the cal­
culated dipole moment of glycine [computed here from 
CNDO/2 (ON) charges to be 10 D] agrees moderately well 
with that found from experimental data for glycine in 
water, viz., 13 D.19

Table III shows that the energy-minimized lattice con­
stants and volumes are in excellent agreement with the ex­
perimental values for the three glycine crystals, being at 
most -~5% larger in volume. In minimizing the energy of the 
7 -glycine crystal, the lattice constants a and b were allowed 
to vary independently. However, it can be seen in Table III 
that they did not deviate to any great extent from the ex­
perimental values; thus, the P3z symmetry was retained 
very closely. This is the only crystal treated in these two 
papers,3 for which this relaxation of the crystal symmetry 
requirement was allowed in the energy minimization pro­
cess.

At first sight, our computed binding energy of —26 kcal/ 
mol for a-glycine seems to be much smaller than the value 
of —103 kcal/mol, computed by Shimura20 using data on 
the free energy of hydration of glycine. Shimura’s value20 
would be a reasonable one if unit positive and negative 
charges were located on the N and O atoms, respectively, 
giving rise to a large electrostatic contribution to the bind­
ing energy. However, as shown in Figure 1A, the results of 
the CNDO/2 method suggest that unit charges are not lo­
calized on the N and 0 atoms; instead, the charges are 
spread out over the molecule in such a way as to reduce the 
electrostatic contribution to the binding energy. Thus, our 
value of —26 kcal/mol (for a process in which a molecule in 
the gas phase, carrying the charge distribution of Figure 
1A, is transferred to the crystal, without a change in the 
charge distribution) might be expected to be closer to the 
value expected if unchanged, molecules were transferred 
from the gas phase to the crystal, where they remain un­
charged. While we cannot calculate the change in energy 
for such a process because we do not know how uncharged 
molecules would pack in a crystal, we cite the estimate of
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-21 to -25 kcal/mol, made by Takagi, et al.,21 for this pro­
cess. Takagi, et al.,21 also report a value of 31 kcal/mol for 
the heat of sublimation of glycine, and they attribute this 
value to the transfer of a zwitterion in the crystal to the un­
charged state in the gas phase. While one might question 
the charge distribution reported in Figure 1A, we would not 
expect it to be so much different from the one shown there 
so as to lead to a very large electrostatic energy and hence a 
very large binding energy, as found in ionic crystals. The 
relatively low binding energy, computed here for glycine, is 
compatible with similar values found for the other crystals 
listed in Table III.

B. Perdeuterio-a-glycylglycine. The structure of perdeu- 
terio-Q--glycylglycine22 was chosen because both X-ray23’24 
and neutron22’25 diffraction results are available for this 
molecular crystal. The deuterium atoms were treated as 
normal hydrogens in the calculations reported here since 
the structure is the same in both cases,22-25 i.e., the calcula­
tions were performed for the hydrogenated rather than the 
deuterated molecule. The CNDO/2 (ON) partial charges 
and molecular structure (for the zwitterion form) are 
shown in Figure ID. As found for the glycine crystals, the 
staggered conformation of the -NH3+ group was found to 
be the one of lowest energy. This result is shown in Figure 3 
together with the variation in the lengths of two hydrogen 
bonds (i.e., F ^ —On and H22—Oi7) with dihedral angle. 
The third hydrogen bond distance follows curve B very 
closely, and is not shown. The calculated barrier to rotation 
(for 4>i1) in this crystal is only ~2.5 kcal/mol, somewhat 
lower than that found experimentally (8.0 kcal/mol) for /}- 
alanine16 and considerably lower than that (20 kcal/mol) 
found by neutron scattering.17 The position at which the 
energy is a minimum corresponds to a conformation in 
which the hydrogen-bond lengths are of nearly equal value. 
The results of the neutron diffraction work22’25 indicate 
that the -NH3+ group (-ND3+ in their studies) has nearly 
tetrahedral geometry (the CNH bond angles being 106- 
111°), and a conformation25 with if i1 ~ 72°. The difference 
between this observed value and our calculated value of 
60° may be due to some intramolecular interactions not in­
cluded here. This result confirms our use of tetrahedral ge­
ometry for the -NH3+ group.

The energy-minimized lattice constants are in excellent 
agreement with experimental results, as given in Table III. 
The computed binding energy of —39 kcal/mol is ~13 kcal/ 
mol more negative than that for a-glycine, suggesting that 
the CONHCH2 moiety contributes 13 kcal/mol to the 
binding energy.

C. N-Acetylglycine. The CNDO/2 (ON) partial charges 
and molecular structure of N-acetylglycine26 are shown in 
Figure IE. In the crystal structure analysis,26 the hydrogen 
atoms of the methyl group of the acetyl moiety were found 
to be in a disordered or random conformation (i.e., they ex­
hibited large thermal amplitudes of libration). The other 
hydrogens were partially observed in the X-ray study, and 
the carboxyl hydrogen was found in the trans (i.e., H trans 
to 0 “) position as shown. Before minimizing the energy of 
this structure, the rotation of the methyl group was exam­
ined to see if it had a preferred conformation. Figure 4 
(curve A) shows how the binding energy of the crystal 
varies with the dihedral angle for rotation of the methyl 
group. The dihedral angle i/i1 is that for rotation about the 
FFC-C'N bond (see Figure IE), ar.d thus the energy mini­
mum at 60° corresponds to a conformation in which a hy­
drogen is cis to the carbonyl oxygen. This result is in excel-

( deg )

Figure 3. Dependence of the binding energy of the crystal and hy­
drogen-bond distance on <j>p for fixed positions of all other atoms of 
a-glycylglycine. The energy (solid line, curve A) was normalized to 
zero at the lowest value. Curves B and C represent the variation of 
the H21—0 17 and H22—0 17 distances, respectively, with cj>-,1 (see 
Figure 1D).

O 2 0  40  60  80  100 120
^ (deg)

Figure 4. Dependence of the binding energy of the crystal (curve A) 
on i/V  for fixed positions of all other atoms of A/-acetylglycine. 
Curve B is an extended Hiickel energy for the same rotation but for 
the isolated molecule. Curve C is the same as B but from a CNDO/2 
calculation. The energy was normalized to zero at the lowest value 
for each curve.

lent agreement with those of previous molecular orbital cal­
culations on isolated model amides,27 which are also shown 
in Figure 4 (curves B and C). The barrier to rotation about 
the H1C-C'N bond is small, both for the isolated molecule 
(•—-0.25 kcal/mol, intramolecular27) and for the molecule in 
the crystal (~0.75 kcal/mol, intermolecular). This implies 
that there is probably a very large librational motion of the 
methyl group at room temperature, and agrees with the X- 
ray observations and conclusions26 that the methyl groups 
are in a random array at room temperature.

The energy-minimized lattice constants and binding en­
ergy are given in Table III. The fit to the observed lattice 
constants is reasonably good, even though the hydrogen- 
bond lengths increased to 1.69 A for the H4—O17 interac­
tion and decreased to 1.97 A for the amide H2—O17 interac­
tion. The binding energy of ~ -24  kcal/mol can again be 
used to estimate the contribution of a glycine peptide group 
to the total energy, by subtracting out the value for acetic
acid (v iz .,----14 kcal/mol3). The resu lt,----10 kcal/mol
contribution to binding from the CONHCH2 moiety, is in 
reasonable agreement with the value (~13 kcal/mol) found
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above from o-glycylglycine, considering that the energy de­
pends on the different packing patterns for the different 
molecules.

To conclude the consideration of glycine residues, it can 
be seen that the data obtained by energy minimization 
techniques are in agreement with the experimental lattice 
constants, hydrogen bonding, hydrogen positions, and in- 
termolecular torsional barriers, and the zwitterion can be 
treated equally as well as the uncharged species by this 
technique.

D. L-Alanine. The CNDO/2 (ON) partial charges and 
molecular structure of L-alanine17’28 are shown in Figure 
5A. In this structure,28 both the side-chain methyl group 
and the -NH3 + end group must be rotated about their re­
spective bonds defined by the pertinent heavy atoms in 
order to find the best packing arrangement. The binding 
energy of the crystal was calculated in 10° increments be­
tween <p1 = 40-90° and x = 40-80°, holding the coordinates 
of the heavy atoms and the lattice constants fixed at the 
observed X-ray values. The low energy positions were 
found to be rp1 «  50-60° and x ~ 60-70°. Since the com­
plete <pl, x space was not examined, it was not possible to 
compare the barriers to rotation with those found by neu­
tron scattering.17 The computed torsional angles do, how­
ever agree with those found by Lehmann, et al,17 (cp1 = 58°; 
X = 58°), and values of <p1 = 50° and x = 70° were used in 
the energy minimization.

The energy-minimized lattice constants, binding energy, 
and hydrogen bomd lengths are given in Table III; these 
agree well with the observed values.28 The calculated bind­
ing energy of L-alanine is only ~0.2 kcal/mol lower than 
that of a-glycine. Since the volume of the unit cell is larger 
for L-alanine, it appears that the added methyl side chain 
interferes with the very closely packed arrangement found 
in a-glycine, and tends to make the packing between mole­
cules somewhat looser. For this reason, the additional non- 
bonded contribution to the energy, resulting from the 
methyl group, is compensated for by a reduction in binding 
energy because of the more loosely packed structure.

E. L-Glutamine. The CNDO/2 (ON) partial charges and 
molecular structure of L-glutamine29 are shown in Figure 
5B. This molecule has one rotatable -NH3+ group; the 
side-chain amide hydrogens were placed in the plane de­
fined by the heavy atoms (N-C(=0)C) and were not rotat­
ed in this study, because of the high barrier to rotation 
about the amide bond.27 The value of cp1 of lowest energy 
was <pl ~ 80°, and the barrier to rotation was only ~5 kcal/ 
mol in this case.

The energy-minimized lattice constants and binding en­
ergy are given in Table III. The fit to the observed lattice 
parameters is again very good. The binding energy (—31 
kcal/mol) is only 5 kcal/mol more negative than that of ala­
nine, and would appear to be somewhat less than would be 
expected for the increased number of possible hydrogen­
bonding atoms. However, the hydrogen bond lengths 
(shown in Table III) of L-glutamine appear to be somewhat 
longer and weaker than those found in alanine (which is 
consistent with the low barrier to rotation of the NH3+ 
group), indicating a looser packing arrangement and, con­
sequently, a lower crystal energy than might otherwise be 
expected.

F. L-Glutamic Acid. The CNDO/2 (ON) partial charges 
and molecular structure of L-glutamic acid30 are shown in 
Figure 5C. As described previously, the -NH3+ group was 
rotated in 10° increments to its position of minimum lat-

Figure 5. The CNDO/2 (ON) partial charges (in electronic units X 
1000) for L-alanine (A), L-glutamine (B), L-glutamic acid (C), and l -  

aspartic acid (D).

tice energy, which is 01 ~ 40° in this molecule. The barrier 
to rotation was ~3.2 kcal/mol in this crystal.

The side-chain acid group was taken to be uncharged, in 
accordance with the experimental conclusions,30 and the 
carboxyl hydrogen was taken to be in the trans conforma­
tion (i.e., H trans to O ).30 The carboxyl hydrogen forms a 
short hydrogen bond (i.e., rH4...Oi7exptl = 1-58 A) to a C-ter- 
minal COO- oxygen, while the side-chain carboxyl oxygen 
forms a hydrogen bond to the -NH3+ group of another 
molecule with a normal amide hydrogen bond length 
(rH2-Oi7e,lptl = 1-93 A). The two other amide hydrogens 
form normal hydrogen bonds to different C-terminal COO- 
oxygens. The energy-minimized crystal (with lattice con­
stants and crystal energy given in Table III) has an H4—O17 
hydrogen-bond length of 1.69 A, which is in agreement with 
other carboxylic acids,3 but is somewhat longer than that 
(i.e., 1.58 A) found in the X-ray results used here for L-glu­
tamic acid. The expansion of the energy-minimized cell 
along the b axis probably arises from the elongation of this 
hydrogen bond, and might possibly be reduced by allowing 
the side-chain carboxyl hydrogen to be slightly out of the 
plane of the carboxyl group. However, we have not adjusted 
the position of this hydrogen.

The overall fit to the observed lattice constants is fairly 
good. The difference in binding energy between L-gluta­
mine (—31 kcal/mol) and L-glutamic acid (—35 kcal/mol) is 
primarily due to the more attractive hydrogen-bond energy 
of the side-chain carboxyl group compared to that of the 
side-chain amide group.

G. L-Aspartic Acid. The CNDO/2 (ON) partial charges 
and molecular structure of L-aspartic acid31 are shown in 
Figure 5D. The -NH3+ group was again rotated in 10° in­
crements and the energy of the crystal plotted, as shown in 
Figure 6. The minimum in the energy was found near <pl ~ 
60°, with a barrier to rotation of ~4 kcal/mol. Two of the 
intermolecular H2—O17 distances, shown in Figure 6 as a 
function of <pl, also are shortest near cp1 ~ 70° and are near­
ly equal in H2—O17 length. In the nonstaggered conforma­
tion (i.e., 01 ~  0°), an intermolecular H2—H i contact dis­
tance (H2 from the 0th molecule, and Hi from a neigh­
boring molecule) is quite short (2.04 A), contributing a re­
pulsive energy of ~3 kcal/mol which nearly accounts for 
the value of the barrier near rp1 ~  0°.
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Figure 6. Dependence of the binding energy of the crystal on </>1 for 
fixed positions of all other atoms of L-aspartic acid. The energy (solid 
line, curve A) was normalized to zero at the lowest value. Curves B 
and C represent the variation of H21—0 17 and H22—0 17 distances, 
respectively, with 0 1 (see Figure 5D).

The uncharged31 side-chain carboxyl hydrogen was held 
in the trans conformation (i.e., H trans to O'3).31 In this po­
sition the calculated length of the intermolecular carboxyl 
(H4—O17) hydrogen bond is 1.58 A, which increases to 1.67 
A when the energy of the crystal is minimized. The energy- 
minimized data are listed in Table III. The fit to the ob­
served lattice constants is very good. The binding energy is 
only slightly less than that of L-glutamic acid, indicating 
that the contribution of the extra side-chain methylene 
group of glutamic acid is ~1.5 kcal/mol in excellent agree­
ment with trends in methylene energies observed for hy­
drocarbons and carboxylic acids in paper III.3

H. L-Threonine. The CNDO/2 (ON) partial charges and 
molecular structure of L-threonine32 are shown in Figure 
7A. The two rotatable groups in threonine are the -NH3+ 
and side-chain methyl. The hydroxyl hydrogen is taken to 
be in the extended conformation (i.e., HO trans to C^C") 
which allows it to make a very good hydrogen bond (with 
rH4-Oi7 = 1-74 A) to a carboxyl oxygen of another molecule 
in the crystal (see ref 32). Figure 8 shows the energy of the 
crystal (with the heavy-atom coordinates and lattice con­
stants held fixed at their experimental values) calculated as 
a function of both (p1 and X2.21- The position of minimum 
crystal energy was found at cp1 ~  60°, X2.21 ~  90°. There is a 
distinct coupling between the two rotating groups, and the 
energy contours of Figure 8 show some asymmetry, but the 
coupling energy is relatively weak (the energy would in­
crease by only 0.5 kcal/mol in passing from the minimum- 
energy conformation to that for which cp1 = 60° and X2.21 = 
60°). Examination of Figure 8 also shows that the barrier to 
rotation (along the path of lowest energy for <p') for the 
-NH3+ group is ~5 kcal/mol, while that for rotation of the 
side-chain methyl group is much less (being only ~0.5 kcal/ 
mol). The conformations found here for these two rotatable 
groups (viz., (p1 = 60° and X2.21 = 90°) correspond to posi­
tions of the hydrogen atoms which agree with those esti­
mated from the X-ray data, even though the intramolecu­
lar energy could shift the dihedral angles (in particular the 
methyl group) slightly away from tnese positions.

The energy-minimized lattice constants and binding en­
ergy are given in Table III. The fits to the observed quan-
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Figure 7. The CONDO/2 (ON) partial charges (in electronic units X 
1000) for L-threonine (A) and L-tyrosine ethyl ester (B). The partial 
charges in parentheses in (B) are for the charged -NH3+ hydrogen 
atoms and the O-  of the tyosyl group. The third -NH3+ hydrogen 
(H2) is attached to the nitrogen, but is shown here near the H4 hydro­
gen of the phenolic -OH group.

Figure 8. Dependence of the binding energy of the crystal on <p' and 
X2,21 (calculated at 15° intervals in these dihedral angles for fixed 
positions of all other atoms of L-threonine). The energy was normal­
ized to zero at the minimum, indicated by the triangle. The lines are 
contours of constant energy, in units of kcal/mol.

tities are very good, and the lengths of the hydrogen bonds 
remain close to the values observed in the X-ray study.

I. L-Tyrosine Ethyl Ester. The CNDO/2 (ON) partial 
charges and molecular structure of L-tyrosine ethyl ester33 
are shown in Figure 7B. The X-ray diffraction study33 
could not determine whether the amino and side-chain hy­
droxyl groups are charged or uncharged. The molecular 
packing is such that the phenolic hydroxyl oxygen of one 
molecule is very near the amino nitrogen of another mole­
cule, and the positioning of the hydrogens thus becomes 
crucial. The following procedure was, therefore, used to ob­
tain the positions of the hydrogens. First, the CH3 hydro­
gens of the ethyl ester group were positioned by the coordi­
nates of the heavy atoms (as described for methylene hy­
drogens in paper III3 of this series), leaving the methyl hy­
drogens to be placed. The methyl group was then rotated 
through 120° about the C-C bond, and the binding energy 
calculated at each 10° in dihedral angle. The position of 
the hydrogens which had the lowest crystal energy was 
found to be the staggered conformation (i.e., the dihedral 
angle for rotation around the O ] 9Cs-Cf;H 11 bond being 
»60°), the barrier to rotation being ~4 kcal/mol. This re­
sult was independent of the positions of the -OH or -NH3+ 
hydrogens. Second, the phenolic hydroxyl hydrogen was 
positioned in either of two conformations in the plane of
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the phenyl ring (at X6 = 0 and 180°)9 (the hydrogen was 
kept in the plane of the ring, since conjugation effects 
would make this the favored position). For each conforma­
tion, the NH2 group (chosen, in this step, to be planar and 
with the angle H-N-C = 120°) was rotated through 180° 
about the N-C“ bond (i.e., <jd was varied), and the crystal 
energy calculated. It was immediately found that the hy­
droxyl hydrogen had to be positioned as shown in Figure 7 
(i.e., at X6 = 0°), the second position (x6 = 180°) being of 
very high energy because of steric contacts between the hy­
droxyl hydrogen and the -NH2 group. It was also obvious 
that the planar configuration of the amino group was not 
the preferred one in the crystal, giving a negative, but rela­
tively weak binding energy (viz., -18 kcal/mol) for the con­
formation shown in Figure 7. The energy-minimized lattice 
parameters also showed large deviations (viz., Aa = 0.27, 
Ab =  0.63, and Ac = —0.08 A) from the experimental data, 
and it was concluded from this that either the amino group 
was nonplanar, with the nitrogen forming a hydrogen bond 
to the hydroxyl hydrogen, or the amino group was charged 
(i.e., -NH3+, with the phenolic hydroxyl hydrogen being 
placed on the amino group). Considering first the possibili­
ty that the amino group might be nonplanar, the tetrahe­
dral -NH2 was rotated about the N-Ca bond, but the bind­
ing energy and fit to the lattice parameters improved only 
slightly. Next, the hydroxyl hydrogen was removed, making 
the phenolic oxygen more negatively charged, and trans­
ferred to form the tetrahedral -NH3+ group [and the 
CNDO/2 (ON) partial atomic charges were recalculated]. 
When the -NH3+ and methyl groups were subsequently ro­
tated, a decided improvement in both the binding energy 
and fit to the lattice parameters (compared to the previous 
configurations) was obtained. It thus seems clear that the 
hydroxyl and amino groups of this crystal are charged. The 
partial charges shown in parentheses in Figure 7 pertain to 
the molecule with charged hydroxyl and amino groups. The 
hydrogen-bonding arrangement is shown in ref 33 and, 
with the charged groups described above, all three hydro­
gens on the -NH3+ group point toward three tyrosyl ring 
oxygens of other molecules. The energy-minimized lattice 
constants given in Table III pertain to the charged states of 
these two groups. The fit to the observed lattice constants 
is excellent.

J. N-Acetyl-N'-methyl-L-prolineamide. The CNDO/2 
(ON) partial charges and molecular structure of N-acetyl- 
iV'-methyl-L-prolineamide34 are shown in Figure 9. There 
are no ionizable groups in this molecule. The pyrrolidine 
ring is puckered, with the 7 -carbon atom displaced in the 
direction of the carbonyl carbon atom of the proline resi­
due. This molecule contains two rotatable methyl groups. 
The packing arrangement is such that the intermolecular 
methyl contacts are important, the one weak [i.e., relatively 
long (rH...oexptl -  1-90 A)] intermolecular amide hydrogen 
bond being somewhat less important in the crystal packing 
than in the case of the zwitterion crystals, where extensive 
hydrogen-bond networks are encountered.

The rotation of the two methyl groups is represented as 
an energy contour plot in Figure 10. The minimum shown 
is the lowest-energy position for </>21 and 1pi1 taken in 30° 
increments. It is clear that the staggered conformations of 
these methyl groups is favored for (pz' (the low-energy path 
for rotation having a barrier height of ~ 2.0 kcal/mol) and 
for i/'i1 (the barrier height being ~ 1.0 kcal/mol, and the en­
ergy difference between if/]1 = 60° and 90° being small). 
This broad low-energy range of 021,’/'x1 values implies that

Figure 9. The CNDO/2 (ON) partial charges (in electronic units X 
1000) for /V-acetyl-Af'-methyl-L-prolineamide.

(deg)
Figure 10. Dependence of the binding energy of the crystal on <p2 1 
and \p i1 for fixed positions of ail other atoms of /V-acetyl-A/'-methyl- 
L-prolineamide. The energy was normalized to zero at the minimum, 
indicated by the solid triangle. The lines are contours of constant en­
ergy in units of kcal/mol.

considerable librational motion should be observed, with 
the methyl groups preferentially in a staggered conforma­
tion (with respect to the backbone atoms).

The energy-minimized lattice constants and binding en­
ergy are given in Table III. The fit to the experimental data 
is fairly good, and the length of the hydrogen bond is main­
tained close to the observed value.

K. Glycyl-L-asparagine. The CNDO/2 (ON) partial 
charges and molecular structure of glycyl-L-asparagine35 
are shown in Figure 11. The zwitterionic form is found,35 
the neutral side chain being held in the planar amide con­
formation, as described for L-glutamine. The -NH3+ group 
was allowed to rotate to find the conformation of lowest 
crystal energy, this being a staggered one with <¡>1 1 » 40° 
and a barrier to rotation of only ~2 kcal/mol. The aspara-
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Figure 11. The CNDO/2 (ON) partial charges (in electronic units X 
1000) for glycyl-L-asparagine.

gine side chain -NH2 group was fixed by the planar heavy- 
atom positions and was not allowed to rotate.

The hydrogen-bonding network is extensive in this crys­
tal (the -NH3+ group having three oxygen neighbors, the 
amide -NH having one, and the side-chain -NH2 having 
two), and the H2—On distances are all near 1.9 A. The en­
ergy-minimized lattice constants and crystal energy are 
given in Table III. The fit to the experimental data is very 
good; in particular the volumes agree exceptionally well. All 
hydrogen-bond lengths are found to be within 0.1 A of the 
values determined with the experimental lattice parame­
ters and our hydrogen geometry.3

L. Diketopiperazine. The CNDO/2 (ON) partial charges 
and molecular structure of diketopiperazine36 are shown in 
Figure 12. This cyclic anhydride of glycylglycine is of inter­
est here since its molecular packing has been investigated 
by computational methods by other authors.37 Unfortu­
nately, these authors used atomic coordinates which differ 
from those found experimentally,36 and they calculated the 
crystal energy by allowing only for rigid body translation of 
the molecules, but did not allow the lattice constants to 
vary; thus, we cannot compare their results directly with 
ours which are shown in Table IV. Our binding energy of 
« —20 kcal/mol is close to that found by Giacomello and 
Giglio37 (viz., —23.6 kcal/mol), and gives ~ —10 kcal/mol for 
the CONHCH2 moiety, in agreement with the results in 
sections IIIB and C.

We may obtain some indication of the magnitudes of the 
errors in these calculations on diketopiperazine crystals by 
comparing the cartesian coordinates (and bond lengths 
computed therefrom) obtained from the X-ray data with 
those computed from the unit cell coordinates (converted 
to cartesian coordinates using the lattice constants of the 
energy-minimized crystal). The deviations between the ex­
perimental and calculated coordinates and bond lengths 
are given in Table IV, and reflect the deviations in the en­
ergy-minimized lattice constants. The interesting point is 
that the calculated bond lengths agree with the experimen­
tal ones within the limits of precision of the X-ray data, 
and are nearly the same as those given by Giacomello and 
Giglio37 in their calculations with different geometry. The 
values of Arij in Table IV (which is an alternative measure 
of the RMS deviation, a = 0.12, of Table III) represent the

55

Figure 12. The CNDO/2 (ON) partial charges (in electronic units X 
1000) for diketopiperazine.

TABLE IV: C om parison o f  E xperim ental and  
C alcu lated  C artesian C oordinates and B ond  
L en gth s for D ik etopip erazine Crystals

A tom

D eviations in cartesian coord inates/■ À
A* X 1 04 Av X  104 Az X 1 04 A db

c 7 +  58 +  145 + 2 1 1 0 .026
C e +  8 - 2 5 7 - 1 5 0 .026
n i3 +  63 - 9 0 +  185 0 .021
o „ +  108 +  276 +  394 0 .049

Bond lengths and  deviations, Â

B ond length r i f  (obsd) Tijd (calcd) A r i f A Ti j t

c 7- c 6 1 . 499 1.508 0 .009 0.030
C7—O j7 1.239 1.253 0 .014 0.001
Cr-N.s 1.326 1.344 0.018 - 0 . 0 0 6
C 9—N 13 1.448 1.468 0 .020 0 .022

a D ev iation  (calculated — observed) betw een X -ray  cartesian  coordinates 
and  those obtained  using u n it cell coordinates and  la ttice  constan ts  found 
a fte r energy m inim ization. b Ad = (Ax2 +  Ay2 +  A z2) l/ 2. c R eference 36. 
d C alculated using th e  la ttice  constants found a fte r energy m inim ization, 
and  th e  u n it cell coordinates given in ref 36. e Ar = r^j (calcd) — r*y (obsd). 
f  Calculated as in  d using d a ta  and  results of ref 37.

limit of precision that one can expect to obtain from calcu­
lations of intermolecular interactions between amino acids, 
using the potentials presented here.

IV. Discussion
The agreement between the experimental and energy- 

minimized lattice constants and the initial and final hydro­
gen-bond lengths and orientations for the amino acid crys­
tals studied here is excellent. Thus, this test of the parame­
ters derived in paper III3 indicates that they may be used 
with confidence in conformational energy calculations on 
long-range interactions in polypeptides and proteins.

We have seen that, by allowing groups such as -CH3 and 
-NH3+ to rotate and thereby position their hydrogen 
atoms, we are able to fit the energy-minimized crystal 
structures very well without moving any heavy atoms. It 
was necessary to adjust the positons of the hydrogens since 
their coordinates are generally not obtained very precisely 
from the X-ray data. However, we have not altered the po­
sitions of the heavy atoms even though we most probably 
would have obtained even better fits to the observed lattice 
constants if these extra degrees of freedom had been al­
lowed.

In each case in which the -NH3+ group was rotated, the 
maximum number of hydrogen bonds and shortest H—0 
distance were generally found at the minimum of the crys­
tal energy. The reproduction of the hydrogen-bond lengths
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was excellent, indicating that the “general hydrogen-bond” 
potential used in paper III3 is satisfactory for both charged 
and uncharged groups, the differences in hydrogen-bond 
strength arising only from the different partial atomic 
charges.

The magnitudes of the binding energies for all of the 
amino acids studied might appear, at first sight, to be much 
too low (for ionic type species, such as zwitterions). How­
ever, the charge migration into the heavy atoms near the 
charged group makes the net excess charge on an -~NH:!+ or 
-COO-  group about ±0.5 electronic units (by the CNDO/2 
(ON) method), rather than a full charge unit, i.e., the 
charge is spread out over many atoms and is not localized 
on any one. This diffuseness tends to make zwitterions be­
have in the crystal much like any other uncharged species, 
and results in values for binding energies close to those 
found3 for carboxylic acids and amides. The partial charges 
obtained in the CNDO/2 (ON) calculations give fair agree­
ment with dipole moment data for these molecules. It is 
conceivable that, by including a polarization energy term 
(for induced charge redistribution in these ionic species), 
the binding energy will become more negative; however, we 
would expect an increment in binding energy of only a few 
kilocalories at most, leading to values which are still much 
lower than the binding energies in ionic crystals.

There are no other data on these molecules, obtained by 
other authors, with which we may compare our results. 
However, Ferro and Hermans7 have carried out a similar 
calculation on the crystal packing of D J.-acetylleucine-N'- 
methylamide and D,L-acetylamino-n-butyric acid N'-me- 
thylamide, in which they allowed for intramolecular rota­
tions about single bonds as well as for translational and ro­
tational degrees of freedom of the molecules and for varia­
tion in the lattice constants. The partial charges which they 
used are in general agreement with those presented here, 
and the fits to the crystal lattice were generally good. It is 
clear that the parameters used in this work have given ex­
cellent fits to crystals without these extra degrees of free­
dom. It appears that the potentials obtained in paper III3 
can be applied in conformational energy calculations on 
polypeptides and proteins. The use of these potentials for 
this purpose will be published elsewhere.9 However, two 
points must be emphasized very strongly here. (1) It is the 
total potential, and not simply a portion of it, which must 
be used; i.e., whereas individual components of the total 
potential (e.g., the partial charges or the general hydrogen 
bond potential) need not correspond to similar components 
of other authors, it is the total potential which yielded the 
fit to experimental data, as reported here. (2) The adapta­
tion of this total potential (obtained from intermoleculax 
interactions in crystals) to conformational energy calcula­
tions on polypeptides and proteins (which involve, among 
other things, some intramolecular interactions between 
nearby atoms in the chain, and some torsional potentials)

requires some additional treatment which will be presented 
elsewhere.9
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Thermal dehydration spectra of octacalcium phosphate (OCP) are obtained with a mass spectrometric 
technique at linear heating rates. Infrared spectra of vacuum-pyrolyzed OCP are obtained, as well as 
BET surface areas and pyrolysis weight-loss measurements in Vacuo. Infrared results indicate a growth of 
OH and HPO42'  concentrations at temperatures above ~'200°, growth of P2O74 concentration at high­
er temperatures reaching a maximum near 500° and falling off near 700°, and a concommitant loss of 
OH- and P2O74 in the 600-800° region. Six discrete processes are identified in the thermal dehydration 
spectra. One of these, occurring near 200°, is interpreted as the disappearance of the OCP lattice, accom­
panied by a large loss of water and growth of OHT and HPO42'  concentrations. The activation energy 
for this process is measured to be 59 ± 5 kcal/mol. A second, occurring about 700°, accompanied by si­
multaneous loss of OH- and P2O74- , is probably the reaction Caio(P0 4)6(OH)2 + Ca2P207 —► 
4Ca3(P04)2 + H2O. The activation energy for this process is found to be 122 ± 11 kcal/mol.

Introduction
This is one in a series of studies of the state of water asso­

ciated with bone mineral and various synthetic calcium 
phosphates. In previous work, Dry and Beebe measured 
heats of adsorption of water on anorganic bone and a syn­
thetic hydroxyapatite (HA), and found values ranging 
from 22 to 11 kcal/mol.2a Holmes and Beebe found evi­
dence for considerable internal water in synthetic amor­
phous calcium phosphate (ACP) but for only surface 
water in HA.2b Sedlak and Beebe3 recently studied the in­
ternal water in ACP by an extension of the programmed 
temperature desorption (TPD) method developed by 
Cvetanovic and Amenomiya.4 Sedlak has established the 
validity of the TPD technique for obtaining approximate 
activation energies for bulk-dehydration processes in sol­
ids.® Prior to the work in this laboratory the use of TPD 
had been confined to surface descrption phenomena. The 
intention in the present work was to apply these methods 
to octacalcium phosphate (OCP) in order to learn more 
about the decomposition processes and binding energy of 
water in this highly hydrated material.

Fowler, Moreno, and Brown6 have reviewed the litera­
ture on OCP, which indicates the occurrence of this sub­
stance in association with other calcium phosphates both 
in vitro and in vivo. These authors have studied the pyrol­
ysis of OCP using ir spectroscopy, weight loss, and chemi­
cal analysis to characterize the pyrolysis products up to 
900°. Weight loss up to 700° approximates that expected 
from the formula for OCP: CagH2(P04)6-5H20 , on the as­
sumption that water is the sole gaseous pyrolysis product.

In the present study we follow the dehydration of OCP 
by the mass spectrometric thermal analysis (MTA) tech­
nique which is closely related to TPD or to the original 
flash desorption method.7 In MTA the sample is heated in 
vacuo, so that (in our apparatus) the temperature rises at 
a linear rate. Gaseous decomposition products are moni­
tored with a mass spectrometer, most of the interest in 
this work being in H20. It has been shown4’7 that in a 
first-order desorption, under conditions obtained in our 
apparatus, the shift in the temperature of a peak (TM) in 
the MTA spectrum, with heating rate /?, obeys the equa­
tion

In (7V//?) = Ea/R T m +  In (E.JAR)
where E\ is the activation energy for the desorption, A is 
the Arrhenius frequency factor, and R is the gas constant. 
Thus, if the results of a series of experiments at different 
heating rates are plotted in the form In (Tm2//3 v s . 
1/T m , a straight line is obtained with slope EA/R. Recent­
ly Lord and Kittelberger have shown8 that the same 
graphical method can be used to obtain activation ener­
gies in second (and probably higher) order processes. For 
fixed 0, the position of a peak (7m) is sensitive to the ini­
tial concentration of reagent in higher order, but not in 
first-order reactions; this phenomenon can be used to de­
termine reaction order.9 Wightman has shown that in a 
situation where a distribution of activation energies exists, 
a rather broad, flat-topped desorption peak occurs.10

The present work, therefore, extends the earlier work of 
Fowler, Moreno, and Brown,6 and allows the measure­
ment of the activation energies of the discrete dehydration 
processes.

Experim ental Section
The MTA runs were carried out in a two-chamber high- 

vacuum system shown in Figure 1. The sample chamber is 
a 36-1. aluminum cube with Viton-A O-ring seals. This 
chamber is pumped by a 7-in. oil diffusion pump (CVC) 
baffled by a liquid nitrogen cooled trap (Granville-Phil- 
lips), and the estimated pumping speed at the throat of 
the sample chamber is 400 l./sec in the 10~7 Torr range. 
The sample chamber walls are partially shrouded by an 
additional liquid nitrogen trap to reduce background pres­
sure. Base pressure in this chamber is 1 x 10~8 Torr from 
a Bayard-Alpert gauge, and rises to a typical maximum of 
5 X 10 ~ 7 Torr during a run.

The sample chamber is separated from the detector 
chamber by a 2-in. bore “butterfly” valve (Edwards High 
Vacuum). This chamber is a 3-1. copper-biazed stainless 
steel cylinder sealed with Conflat flanges and OFHC cop­
per gaskets (Varian), and pumped by an 8 l./sec ion 
pump (Varian). This chamber houses a quadrupole mass 
spectrometer (EAI Model 250) equipped with a copper- 
beryllium particle multiplier. With all settings optimized,

The Journal of Physical Chemistry. Vol. 78 No. 16. 1974



1632 C. W. Anderson, R. A. Beebe, and J. S. Kittelberger

Figure 1. MTA apparatus: 1, ionization gauge; 2, monitor ther­
mocouple; 3, oven; 4, sample compartment; 5, butterfly valve; 
6, ionizer assembly; 7, quadrupole filter; 8, mass spectrometer 
control panel; 9, thermocouple gauge; 10, vacuum chamber; 11, 
sensing and power cables; 12, ion pump; 13, temperature pro­
grammer; 14, detector/multiplier; 15, two-channel recorder. Figure 2. MTA spectra of H20 lost from OCP.

this instrument is capable of detecting a partial pressure 
ofN2 of 10"14Torr.

The sample oven is a cylinder 3.7 cm in diameter by 6.3 
cm long made of OFHC copper with a 1.0-cm diameter 
sample cavity bored 3.0 cm deep on the oven axis. The 
heater consists of 12 spirals of 0.38-mm tantalum wire in 
series, mounted in longitudinal holes around the sample 
cavity, and insulated by thin-walled alumina tubes. Oper­
ating at maximum temperature (~  1800°K) and 120 V ac, 
this heater dissipates more than 300 W. The oven is posi­
tioned within a stainless steel radiation shield by four thin 
stainless screws; the whole oven assembly is mounted on 
an adjustable stainless arm so that the sample cavity is 
coaxial with the mass spectrometer ionizer axis. Tempera­
ture measurement and control are achieved with two 
chromel-alumel thermocouples screwed into the copper 
oven, which agreed, after calibration, to within the preci­
sion of the measuring equipment, ±0.2°. In order to deter­
mine the magnitude of any thermal lag which may exist 
between the copper oven and the powdered sample, about 
10 mg of which is spread thinly directly on the oven floor 
in a typical run, we have compared dehydration peak 
temperatures obtained in this apparatus with those ob­
tained in a TPD apparatus11 for the same sample and 
heating rates. In TPD, the sample is heated in a stream of 
helium which is preheated in a baffle at the front of the 
oven; no thermal lag exists with this arrangement.11 Peak 
temperatures obtained by the two methods at identical 
heating rates agree within ±1° at the highest heating 
rates, ensuring, we believe, that any thermal lag which 
may exist between oven and sample in our MTA appara­
tus is no greater than the least uncertainty in locating the 
peak maxima, which is shown below to be ±1°.

Ten heating rates between 0.5 and 30°/min are provided 
by a Hewlett-Packard Model 240 temperature program­
mer. In this unit a voltage derived from a motor-driven 
potentiometer is opposed to the output from one of the 
thermocouples; the amplified error is used to gate an SCR 
which powers the oven heaters. The limiting source of 
error in sample heating rate appears to be the nonlinearity 
in the emf vs. temperature curve for chromel-alumel. 
This has a very slight S-shape in the temperature region 
studied, with a variation in slope of ±3%, which is the 
variation we find in sample heating rate during the course 
of a run. The actual heating rate is obtained for each peak 
as the tangent to the thermocouple emf vs. time plot at 
the exact time of the peak.

In order to facilitate this determination of heating rate,

the mass spectrometer signal and the signal from the sec­
ond thermocouple are simultaneously plotted on a two- 
pen recorder. During each run the temperature pen is cal­
ibrated frequently against a Leeds & Northrup potentiom­
eter. The overall uncertainty in determining the tempera­
ture of a peak depends on a number of factors, sharpness 
of peak, spectrum noise, recorder scale, etc., but for no 
peak reported here does this exceed ±2°, and it drops to 
±1° in favorable cases.

The OCP sample studied here was prepared by the slow 
hydrolysis of CaHP04-2H20 in 1 M  sodium acetate at 
38°.12 Chemical analysis of the sample gives 30.7 wt % Ca 
(EDTA titration13), 55.5 wt % PO43- (spectrophotometric 
phosphomolybdate method14), or a Ca/P molar ratio of 
1.37 ± 0.04; the expected ratio for stoichiometric OCP is 
1.33. No carbonate analysis was performed, but the ir 
spectrum shows no detectable carbonate or bicarbonate 
bands.

Infrared spectra were obtained on samples dispersed to 
about 5 wt % in dried KBr, and pressed in a small hand 
press. Where H2O is of special importance, an identical 
pellet of pure KBr can be used in the reference beam. 
Spectra were recorded on a Perkin-Elmer Model 237.

The ir spectrum of the unheated OCP samples is shown 
below in Figure 3, and is identical with spectra reported 
previously by Fowler, Moreno, and Brown.6 Our sample 
shows shoulders at 3570 and 633 cm-1, suggesting the 
presence of traces of HA.

X-Ray powder diffraction patterns of the sample also 
confirm its identity as OCP. In particular, the 18.7-A re­
flection15 most characteristic of OCP is very strong in the 
X-ray patterns of the OCP studied here. To complement 
the MTA spectra obtained here, the surface area of the 
OCP has been determined by BET nitrogen adsorption.16 
The samples were outgassed at 10"5 Torr overnight at the 
temperatures indicated in Table I, which summarizes the 
results.

Results
a. MTA Studies. The dehydration spectrum of OCP ob­

tained with the mass spectrometric apparatus is shown in 
Figure 2. We have reproduced here runs at heating rates 
of 3, 10, and 30°/min in order to show how the peaks shift 
with heating rate. Background spectra of the empty oven 
are featureless except for a burst of water from the heaters 
and another from the alumina insulators which occur im­
mediately after starting the run (at temperatures below 
100°); these have been suppressed in Figure 2. The peaks

The Journal of Physical Chemistry. Voi. 78. No. 16. 1974



Temperature Dehydration Studies of Octacalcium Phosphate

Figure 3, Infrared spectra of OCP heated to various tempera­
tures in vacuo: A, unheated; B, 157° C, 271°; D, 625°; E, 800°. 
The absorbance scale is logarithmic.

TABLE I: Effect o f  D egassing T em p eratu re on  
Surface Area o f  OCP as M easured by BET M ethod

O utgassing tem p, °C Surface area, m V g

2 2 4 . 7
1 0 0 3 . 6
2 0 0 5 . 2
3 0 0 5 . 4 ,  5 . 7
5 0 0 7 . 0 ,  6 . 5

are numbered in order of appearance from low to high 
temperature as I through VI. The spectra in Figure 2 have 
been normalized to the height of peak II, not to unit sam­
ple weight. The spectra, thus, do not allow observation of 
changes in the area of peak II with d.

We find that the area under peak I decreases somewhat 
with increasing evacuation time before the start of the 
run, and the position of the maximum is also sensitive to 
these prepumping conditions.

Peaks III and IV are least pronounced at low /3, and in­
crease in area as increases. Peak VI appears with small­
er area at the greatest heating rates. No quantitative 
measure of the areas under the overlapped peaks was at­
tempted; while curve shapes for simple, single-step de­
sorption processes are understood,8’9 there is no a priori 
reason to suppose that the processes under investigation 
are simple and single step.

b. Weight Loss. Samples of the OCP studied here lost 
10 ± 1% in weight during the course of a run to 850°, es­
sentially all of which was H2O, since the mass spectrome­
ter detected negligible amounts of other gaseous effluents 
(such as CO2) during a run. An unknown fraction of the 
weight loss can easily occur during pumpdown before the 
start of heating. Thus, the spectra in Figure 2 cannot be 
assumed to record all of the water lost from the sample; 
very loosely-bound water will not be recorded by this 
high-vacuum technique. For reference, however, a stoi­
chiometric OCP contains 9.16% water of hydration, with 
additional loss possible via pyrophosphate formation and 
desorption of surface water.

c. Infrared Studies. To assist the interpretation of the 
dehydration spectra, we have recorded, at room tempera­
ture, infrared spectra of samples heated under high vacu­
um to various temperatures in the sample oven of the 
MTA apparatus. All of the spectra shown in Figure 3 are 
of samples held at the temperature indicated for 7-8 hr

1633

Figure 4. Infrared band intensities of OCP samples heated to 
various temperatures; H20, O; HPO42 -, •; O H - , O; P20 74 -, 
©.

and heated to this temperature at 15°/min. These spectra 
are in essential agreement with those reported by Fowler, 
Moreno, and Brown.6

We have monitored the concentrations of four species 
during the course of these pyrolyses; H2O, OH- , P2O74 - , 
and HPO42 -. To do so we have measured the intensities 
of the ir bands at 1630 cm-1 for H20 , at 3570 cm-1 for 
OH- , at 725 cm-1 for P2O74 -, and at 870 cm-1 for 
HPO42 -. The band assignments have been dis­
cussed.6’17’18 The reported band intensities were mea­
sured with a planimeter and normalized either to unit 
sample weight or to unit area under the phosphate ir band 
between 500 and 700 cm-1. The two methods of normali­
zation agree within the reliability expected for this kind of 
procedure. Before reporting our findings here, we caution 
the reader that this method of determining ion concentra­
tions in a pyrolysis experiment is beset with several dif­
ficulties, and cannot be regarded as completely quantita­
tive. For example, extinction coefficients vary with envi­
ronment, a well-known problem for the 3570-cm-1 OH- 
line.19 The qualitative trends indicated by the ir intensi­
ties in Figure 4, however, are certainly meaningful. Other 
bands could have been used to monitor the ion concentra­
tions. As a check, we have measured the intensities of the 
633-cm-1 OH- libration. For all spectra, OD(3570)/ 
OD(633) = 0.26 ± 0.06. The errors, we feel, can be due 
entirely to the area measurement.

This figure shows a simultaneous increase in both 
HPO42- and OH- in OCP samples heated to 157°, and to 
271°. OH- then remains reasonably constant to 625° and 
falls off in samples heated above 625°. HPO42- falls off 
above 271° in the region where P2O74- rises. H2O falls off 
steadily, and is nearly absent from samples held for 8 hr 
at 450° or higher.

Since the heating time in all the above ir pyrolysis 
studies (~8 hr) was considerably longer than the duration 
of a typical MTA run (~  1 hr at ¡3 = 15°/min), we have con­
ducted two ir experiments in which the total heating time 
was approximately 1 hr.

In the first a sample was heated at 15°/min to 359° and 
cooled immediately to room temperature. The ir spectrum 
of this sample showed significant increases in OH- and 
HPO42- over the amount present in the original material 
and less of these ions than found in samples heated to 
271° for 8 hr. In this same experiment no P2O74- was 
found.

In the second experiment a sample was heated to 800°
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Figure 5. Ln(7"M2/ß) vs. 1000/Tm for peak II in the MTA spec­
trum of OCP.

Figure 6. Ln(TM2//3) vs. 1000/Tm for peak VI in the MTA spec­
trum of OCP.

T A B L E  II
ß, d eg /m in Peak I I  Tu, °C Peak V I Tu, °C

3.3 218 721
5.4 220

10.4 228 743
10.5 228 742
13.8 746
16.2 230
18.3 747
2 2 . 1 231
24.6 752
31.6 236

at 15°/min and cooled immediately. The resulting ir 
showed more of both OH ' and P2O74'  than in the sample 
heated for 8 hr at 800°, but significantly less than in the 
sample heated at 625° for 8 hr. The loss of OH and 
P2O74'  between 600 and 800° would thus appear to be 
coupled.

In comparing our results with those found in other py­
rolysis studies, the reader should bear in mind that our 
samples were heated in vacuo at 10" 7 Torr.

d. Activation Energies. Attempts were made to deter­
mine Ea for all six peaks appearing in the MTA spectrum 
of OCP by plotting In (TM2//3) vs. 1/TM. Only for peaks II 
and VI are these plots satisfactory; for the others there is 
such a large standard deviation in the slope of the line 
that we feel the results are meaningless. The data for 
peaks II and VI are recorded in Table II. The plots for 
peaks II and VI are presented in Figures 5 and 6. The slope 
of the least-squares line gives an activation energy of 59 
kcal/mol with a standard deviation of 5 kcal for peak II. 
For peak VI EA = 122 kcal/mol with a standard deviation 
of 11 kcal.

D iscussion
The infrared studies show that at fairly mild tempera­

tures (150-350°) the concentrations of HP042'  and OH ' in­
crease. This suggests that the simultaneous increases in 
both may arise from a single chemical reaction

FLO + P O /' = HP04-- + OH“

in which some of the water of hydration is consumed. This 
could arise from the formation of separate phases of 
CaHP04 and hydroxyapatite

Ca.H-l POj)6 • 5H,0 — 1/.Ca„,(P04)6(0H)2 + 3CaHP04 + 4RO 

CaHP04 has been found as a pyrolysis product of OCP in

this temperature region in some studies,12 but not in oth­
ers.6 This may be due to different experimental conditions 
such as partial pressure of water and duration of pyrolysis. 
Our results indicate no discrete CaHP04 phase; the dou­
blet at 1350-1400 cm-1 characteristic of CaHP046 never 
appears in our ir spectra. It is worth noting that those 
studies which found CaHP04 used X-ray diffraction,12 
while no conclusive ir evidence has been found for 
CaHP04 in a pyrolysis study.12

Another possibility, favored by some authors,20 is the 
formation of a defect, or calcium-deficient apatite; for ex­
ample

CaJii(POA'5H,0 —  Ca8H3(P04)'60H • 4H20

Since the MTA technique is a nonequilibrium technique, 
and since we have no X-ray patterns of pyrolyzed sam­
ples, we cannot draw much information from our data on 
the question of what solid products are formed in this 
temperature range. With the infrared results in mind, we 
propose the following assignment of the MTA spectrum. 
Peak I is the first step in the loss of water of hydration. 
Given the sizable area under this peak together with the 
fact that some loosely held water is lost during pump- 
down, we can state that at least 20% of the total dehydra­
tion is associated with this step. Fowler, et al., found 
roughly 50% of the weight loss occurred below 150°.6 The 
tendency of TM to shift to higher temperatures with great­
er prepumping time is due, we conclude, to the fact that a 
distribution of values of EA exists for this process. Loss of 
water with low EA during pumpdown would shift TM to a 
higher value.

Peak II, the largest in the spectrum, occurs near 220°; 
HP042~ and OH ' are being formed in the same tempera­
ture range. OCP heated to 200° begins to lose its structur­
al identity, and HA and CaHP04 have been reported to 
appear near this temperature.12 We assign this peak as 
the loss of the bulk of the water of hydration in OCP. The 
activation energy associated with this process, 59 kcal, is 
considerably greater than the 20-30 kcal activation ener­
gies found for desorption of water from HA surfaces,21 so 
that we believe peak II cannot be due to a desorption pro­
cess.

Peaks III and IV grow in area as the heating rate is in­
creased. This fact suggests that the water lost here can 
also be removed by a competitive chemical reaction; at 
low heating rates more of the water is removed by the 
competitive mechanism, while at high heating rates more
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of it is lost in peaks III and IV. We note that peaks V and 
VI decrease in area as d increases suggesting that reac­
tions V and VI are the terminal steps in the alternate 
mechanism. Our proposed assignments for peaks III and 
IV are two additional stages in the loss of water of hydra­
tion. The greater the heating rate the more undecomposed 
OCP remains at these elevated temperatures. Peak V we 
assign as the water loss associated with the formation of 
pyrophosphate

2HP042- —► P2074- + h2o
which is known to occur in this temperature region.6-22 
Fowler, et al., for example, find a maximum yield of pyro­
phosphate in OCP samples pyrolyzed at 550°,6 very nearly 
the temperature of peak V at low (3. Peak VI occurs in a 
temperature region where the present infrared study and 
earlier work6 indicate losses of P2O74- and OH . Fowler, 
et al.,6 have suggested that the reaction

Ca10(PO4)6(OH)2 + Ca2P207 —► 4Ca3(P04), + H,0 .
accounts for weight loss near 700°. In the present study we 
find a simultaneous decrease in P2O74" and OH in sam­
ples heated to 800°; if peak III were due to simple dehy- 
droxylation no decrease in P20~4~ would be expected. In 
addition the ir spectrum of samples heated to 800° shows 
bands at 1120, 972, 950, 602, 589, 550, and 541 c m '1 
which have been reported in d-CasfPO^.6 We find an ac­
tivation energy of 122 kcal for this reaction which is 
known to be very slow.6 Our assignment of peaks III-VI is 
consistent with the observation that peaks III and IV in­
crease in area with increasing /3, while peaks V and VI de­
crease with increasing ¡3. Quantitative measure of the 
areas of these peaks is not possible, but it is worth noting 
that the weight loss during a complete MTA run seems 
independent of 13.

Our weight-loss studies give a 10% decrease in weight 
on heating to 850°, which corresponds to about 5.5 mol of 
water per mole of OCP. This finding is in essential agree­
ment with data reported by Fowler, et al.6 From Table I, 
the specific surface area of the OCP is on the order of 5 
m2/g. Using 11 A2 as the cross sectional area of the water 
molecule,2 a close-packed monolayer of adsorbed water on 
the OCP would represent less than 0.01 mol of H2O per 
mole of OCP. Adsorbed water, thus, represents a negligi­
ble fraction of the 10% weight loss. We suggest that this 
dehydration can be understood by the following set of 
reactions, consistent with the above assignment of peaks

Cag(HP04)2(P04)4 • 5H.0

I
Ca8( HP04 )■> + v( P04)4 _ v( OH) v + (5 -  X )H >0

I
Ca8(P207)(i+.v,2)(P04)4 _ ,v(OH).v + (1 + V/2)HoO

Ca8(P20 7XP04}4 +  X /2H 20

for a total loss of 6 mol of water. Since l + X / 2  + X /2or 
1 + X of the 6 mol of water are lost in the last, slow steps, we 
can readily see how only the 4 mol of water of hydration 
plus approximately 1 of the 2 mol of water available for

loss in the last two (slow) steps would show up in our 
weight loss measurements, in which the total heating time 
was <6 hr. Fowler, et al., also observed 10% weight loss6 in 
pyrolyses of much longer duration but heated their sam­
ples in a muffle furnace at atmospheric pressure.

Not much is said in this discussion about the crystalline 
phases formed in the decomposition of OCP. Our experi­
ments were not designed to produce maximum yields of 
the decomposition products, and we have limited struc­
tural information. There is evidence for HA in the parent 
sample, and increasing amounts of it above 200°. There is 
evidence for (S-CasfPO^ at the highest temperatures 
reached in our experiments. Evidence on the formation of 
discrete phases of CaHP04 and Ca2P207 is less clear in 
the present study.

Note Added in Proof. In preparing the manuscript, we 
overlooked a relevant reference on this subject.23 Newesely 
cites evidence for one of the five water molecules being held 
rather loosely in the OCP lattice, so that its loss may be re­
versible. The loss of such a loosely held water molecule 
would either be complete during the prepumping stages of 
our MTA experiments, or it could account for peak I in the 
MTA spectrum. Additionally, Newesely finds P20 74~ 
formation has a threshold temperature near 150° in 
pyrolyzed OCP. This is in essentially perfect agreement 
with our findings (see Figure 4).
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The isothermal compressibilities (d’s) of aqueous NaCl, Na2S04 , MgS04 , and MgCl2 solutions have been 
measured at 0, 15, 30, and 45° by a piezometric technique. The compressibilities were determined at ap­
plied pressures P = 8.7, 16.8, and 25.7 bars and the data were extrapolated to 1 atm. The /?’s have been 
fitted to an equation of the form, d = /3° + ^ kC + BKe3/2, where ¡3° is the compressibility of pure water, 
c is the molar concentration, and A K and Bn are temperature-dependent parameters. The equation fits 
the compressibility data to ±0.07 X 10" 6 bar"1 for all the salts. The apparent molal compressibilities, 
<t>K, have been calculated from the compressibility data. At high concentrations the concentration depen­
dence of the (4>k Y s were found to follow the equation, <t>k = ¡Pk° + S k * / v1/2, where 4i«0 and S k *  are em­
pirical constants and I \  is the molar ionic strength. To obtain reliable infinite dilution (4>k ° ) ’ s (that 
agree with values derived from sound velocity measurements) it was necessary to use the equation, 4>x = 
<t>k ° +  Sr / v 1/2 +  b k I \  , where <t>k ° is the infinite dilution apparent molal compressibility, Sr is the 
Debye-Hiickel limiting law slope, and bk is a temperature-dependent parameter related to deviations 
from the limiting law. The (4>k. ° Y s from all the electrolytes increase with increasing temperature and ap­
pear to go through a maximum between 40 and 50°. The deviations from the limiting law, bK, are all 
positive at low temperature and decrease with increasing temperatures for all the salts. The (0K)’s are 
briefly discussed in terms of the ion-water and ion-ion interactions responsible for the observed behav­
ior. The (4>k Y s for MgSC>4 solutions have been analyzed by assuming the ion pair, MgSCU0, is formed. 
The A4>k for the formation of the ion pair and the rf>K of MgS04° have been calculated at various concen­
trations and temperatures. The results are used to examine the structure of the ion pair.

Introduction
Although the isothermal compressibilities have been 

measured for various electrolytes by a number of work­
ers,2'3 the results are at high pressures (P > 100 bars) and 
for concentrated solutions (m > 1.0). The pressure depen­
dence of the compressibility, /3, is such that (3 decreases 
most rapidly at low. pressures, where it is most difficult to 
obtain accurate experimental results. The usual measure­
ments involve determining the volume change due to an 
increase in pressure of the order of 200 to 1000 atm. The 
apparent molal compressibilities, $K, which are calculated 
from the compressibility data extrapolated to 1 atm, vary 
a good deal between different studies.2'3 Thus, there is a 
need for accurate 1-atm compressibilities for aqueous so­
lutions of various electrolytes at low concentrations (m < 
1.0). Although $k’s derived from sound speed data are 
normally more reliable than those derived from direct 
measurements, the heat capacities and expansibilities 
necessary to convert the adiabatic to isothermal values are 
not readily available.

This study deals with the precise determination of the 
isothermal compressibilities for four electrolytes, NaCl, 
MgS04, Na2SC>4, and MgC^, which were chosen because 
they are the four major sea salts in the oceans. The basic 
thermodynamic properties of these salts are of prime im­
portance for various thermodynamic calculations in 
oceanography.

One of the applications of the data obtained is the 
study of ion pair formation of MgS04°. Although the com­
pressibility changes for the ionization of weak acids and

bases have been studied by a number of workers,4 little 
attention has been paid to the compressibility changes as­
sociated with the ion pair formation

M+ + A" = MA° (1)
where M+ and A" are the free ions, and MA° is the ion 
pair.

From the compressibility data in this study, one can 
calculate the A0k for the formation of the MgS04° ion 
pair and the 4>k for the ion pair by applying a method re­
cently used to study the volume change for the formation 
of the ion pair using apparent molal volume data.5

Experimental Section
The isothermal compressibility apparatus used in this 

study was originally described by Millero, Curry, and 
Drost-Hansen.6 The apparatus has been shown6-7 to yield 
results for the compressibility of water that agree with the 
results of Kell and Whalley8 and Kell9 to ±0.07 X  106 
bar"1 from 0 to 65°.

The apparatus consists of three basic units, a piezomet­
er, a pressure cell, and a constant temperature bath. A 
precision bore capillary is fitted to the bottom of the glass 
piezometer vessel, which has a volume of approximately 
410 ml. The capillary is calibrated by weighing various 
lengths of mercury (measured with a cathetometer), yield­
ing a cross-sectional area of 0.03246 ± 0.00001 cm2. The 
piezometer is contained inside a pressure cell constructed 
of nickel-plated brass and a glass boiler tube which allows 
the viewing of the capillary stem. The boiler tube restricts
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the measurements to a maximum of 35 bars. The pressure 
inlet is fitted with a stainless steel Swagelok tee, and also 
serves as the mercury exchange port. The chamber be­
tween the capillary and the boiler tube is open to the 
main pressure cell, thus allowing equalization of the pres­
sure inside and outside the piezometer. The interior of the 
main pressure cell area is filled with ethylene glycol which 
is circulated by a magnetic stirring bar. The entire pres­
sure cell is submerged in a constant temperature bath, 
regulated to ±0.001° with a Hallikainen Thermotrol.

The temperature inside the cell is monitored with a 
Hewlett-Packard quartz crystal thermometer, which was 
calibrated with a platinum resistance thermometer (trace­
able to the National Bureau of Standards) and a G-2 
Mueller bridge. The quartz crystal thermometer can de­
tect temperature changes of ±0.0001° with an accuracy of 
±0.001° after calibration. The inside temperature fluctuates 
less than ±0.0002° after thermal equilibrium is reached be­
fore and after compression, and it is expected that the fluc­
tuations within the piezometer are even smaller than this 
value.

The pressure changes are measured with a Texas In­
strument Company’s fused quartz precision gauge to a 
precision of ±0.001 bar and ar. accuracy of ±0.005 bar 
(traceable to the National Bureau of Standards) at the 
highest pressure differences measured. Since we are only 
concerned with pressure differences, the accuracy of the 
instrument is not a limiting factor. The change in volume 
of the solution in the piezometer, caused by a given pres­
sure change (AP), was determined by measuring the 
change in height, Ah, of the mercury in the attached cap­
illary. This height change was measured to ±0.01 mm 
(±0.001%) with a Gaertner cathetometer. The height 
measurements were made at 0, 17, and 34 bars applied 
pressure.

The piezometric compressibility apparatus was cali­
brated with water using the sound derived compressibili­
ties of Kell.9 The water used for both the calibration and 
the test solutions was ion exchange (Millipore Super Q) 18 
megohm water.

The densities of the solutions (used in some of the cal­
culations) were measured on a magnetic float densime­
ter10 and are given elsewhere.11

The sodium chloride and magnesium sulfate were anhy­
drous Baker analyzed reagents, while the sodium sulfate 
was anhydrous Fisher Certified ACS grade. The solutions 
of these salts were made up by weight without further pu­
rification and analyzed by a quantitative evaporation 
technique. The magnesium chloride, MgCl-6H20, was- a 
Mallinckrodt Analytical reagent, and the test solutions 
were analyzed by a gravimetric chloride titration. All the 
solutions were analyzed after each run to eliminate errors 
due to possible changes in concentration occurring during 
degassing of the samples prior to each experiment.

R esults and C alculations
The isothermal compressibility, h, of a liquid is defined 

by the equation

The total volume of the interior of the glass piezometer, 
Vg, is given by

Vg =  ^liq + Ĥg + Ah  (3)
where Vnq is the volume of the zest solution, and Vus + 
Ah is the total volume of mercury, A represents the cross-

sectional area of the capillary, and h is the height of mer­
cury in the capillary measured from the reference mark. If 
eq 3 is differentiated with respect to pressure and we in­
clude the effect of pressure on glass,12’133 we obtain

JHg ( f c ) +

I k l
Vii,

+ A A h
3V¡

\h \
liq )

AAh
VngAP (4)

where he, is the isothermal compressibility of glass, hug is 
the compressibility of mercury, /3 is the compressibility of 
the test solution, and Ah is the change in height of the 
mercury in the capillary for a given change in applied 
pressure, AP.

Since the volumes of liquid and mercury used in the 
test solution runs and the water calibration run were 
nearly equal, the differences between /3 of the test solution 
and h° (compressibility of pure water) can be calculated 
in a manner which is independent of the values selected 
for he, and dug- By subtracting eq 4 for water from eq 4 for 
the test solution, we obtain

(¡3 -  /3°) =  (AAh/VAP)U(l -  (AAh/VAP)H20 (5)

when (VHg)H2o ~  (VHg)iiq, Vh2o — Vuq, and (Ah/AP)H2o 
and (Ah/AP)nq are compared at the same applied pres­
sure. The precision of the term, (AAh/VuqAP), is ±0.025 
X  10”6 bar-1 and, therefore the precision of h, deter­
mined by our apparatus, is ±0.05 X  10 6 b a r '1 with an 
accuracy of ±0.07 x 10 '6 b a r '1.

The quantity (h ~ h°) for various concentrations of 
aqueous NaCI, MgSC>4, Na2SC>4, and MgCl2 solutions at 
0, 15, 30, and 45° is given in Table I . 13b The values of (/3 
— h°) given in Table I are the average values determined 
from the compressions (AAh/AP) at the average pressures 
of 8.9 (Ah from 0 to 17 bars), 16.8 (Ah from 0 to 34 bars), 
and 25.7 (Ah from 17 to 34 bars). We have reported the 
average value of (h ~ h°) since there appears to be no reg­
ular pressure dependence of the (h ~ h°) term and devia­
tions from the average are within our experimental 
error.14 Since the pressure dependence of (h — h°) is small, 
we have equated the average values to the 1-atm values. 
Thus, we are assuming that the compressibilities of salt 
solutions have the same pressure dependence as water 
(i.e., within the experimental error).

The compressibilities of the solutions have been fitted 
to equations of the form23

h =  h° +  A k c +  B k c 3 1 2  (6)

where AK and BK are temperature-dependent parameters 
and c is the molar concentration, c = 1000d°m/(1000 + 
4>ymd0) [d° is the density of pure water, m is the molality, 
and </>v is the apparent molai volume11]. The A K term is 
related to infinite dilution ion-water interactions (103AK 
= 0k° — /9°0v°) and the B term is related to ion-ion in­
teractions (103Bk = SK* _ h°Sv*). Plots of (h ~ h°)/c vs. 
c1/2 for the various salts are given in Figures 1-4.13b The 
constants A K and BK for the salts at various temperatures 
are given in Table II.13a The average deviations between 
the experimental values and those calculated from eq 6 
are within ±0.07 X  10 '6 b a r '1 over the entire tempera­
ture and concentration range (which represents our exper­
imental error). An attempt was made to fit the data to an 
equation similar to eq 6 by using molai concentrations 
(which are more convenient to use); however, the errors 
were much larger (±0.15 x 10 '6 bar-1) and required an
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additional term. The compressibility of all the solutions 
decreases with increasing concentration. If we assume that 
the size of the ion is not pressure dependent and the elec- 
trostricted water is already compressed to its maximum 
extent by the charge on the ions, we can assume (as will 
be discussed later) that the compressibility of a solution is 
mainly due to the effect of pressure on the bulk (unhy­
drated) water molecules. As the concentration of the elec­
trolyte increases and a larger portion of the water mole­
cules are electrostricted, the amount of bulk water de­
creases causing the compressibility to decrease. For elec­
trolytes with large hydration numbers, such as MgS04 
and' Na2S0 4, one would expect dp/dc to be much more 
negative than electrolytes such as NaCl with small hydra­
tion numbers. This would indicate that the concentration 
dependence of P becomes greater as the number of water 
molecules affected by the ions increase. As predicted, our 
data indicate that — (dp/dc) is directly related to the hy­
dration number of the salts. The magnitude of dp/dc at 0° 
follows the order Na2S04 > MgS04 > MgCU > NaCl 
which holds for the hydration numbers (determined later 
in the paper).

The temperature dependence of P, dP/dT, is also nega­
tive for all the solutions studied below 25°. The com­
pressibility of water also decreases with temperature to a 
minimum p value near 46°. A number of workers6-138-15’16 
have postulated that this is due to the existence of two 
structural types of water aggregates at a given tempera­
ture (a structured form and a nonstructured or less-struc­
tured form). The dfi/dT term for the structured form is 
negative, while it is positive for the less-structured form. 
At low temperatures, this structured form is the predomi­
nant species while at high temperatures, the nonstruc­
tured form predominates. In dilute electrolyte solu­
tions (Figure 5),13b the compressibility decreases with 
temperature to a minimum also near 46°. The value of 
dfi/dT, however, is much less negative in dilute solutions 
than in water, indicating an increasing importance of a 
structure-breaking effect due to the presence of ions. As 
concentration increases, 5/3jdT becomes less negative and 
the minimum occurs at lower and lower temperatures 
(Figure 5). In a 4 m NaCl solution, the minimum occurs 
at 29°. One possible explanation is that the ions enhance 
the nonstructured form causing this form to become the 
predominant factor at increasingly lower temperatures.

The apparent molal compressibility is defined as
= —(d(f>Tf/dP)T (7)

where </>v is the apparent molal volume of the electrolyte. 
The 4>k of an electrolyte can be calculated from the iso­
thermal compressibility, p, and the density data from the 
following relations

=  ^ 0 3  -  P°)  + P4>v (8)md
or

0K = i ~ ( / 3  -  0°) + /3°0v (9)

where p° is the compressibility of water,9 m is the molal­
ity, </>v is the apparent molal volume5-11 at m or c, and d° 
is the density of water.17 The </>k ’s  of aqueous NaCl. 
MgS04, Na2S04, and MgCl2 solutions, calculated by eq 8, 
are given in Table I for various molalities and tempera­
tures.

The ionic strength dependence of the </>« of electrolytes

Figure 1. Plot of - 1 0 6(/3 ~  P ) / c  vs. c 1/2 for NaCl solutions at 
0, 15, 30, and 45°.

TABLE III: V alues for </>K°, SK*, and 6K from  Eq 10 
and 1 1  for NaCl, M gSO„ N a 2SO(, and M gCl2 

at V arious T em p eratures
Tem p, Av

°c - 1 0 V k ° 10<SK* 10<6k deviation

0 81.4“ (75.6)6
NaCl

21.0“ 13.9* ±0.3°
15 60.1 (55.6) 14.9 6.7 0.2
30 48,5(42.2) 11.3 2.0 0.2
45 42.4(39.0) 9.5 1.2 0.2

0 147.8(129.4)
MgCl,

26.6 5.9 0.6
15 113.9(103.6) 19.0 2.4 0.5
30 96.2(93.7) 14.7 0.3 0.6
45 88.6(89.9) 12.5 -1 .0 0.8

0 230.8(191.1)
Na2S04

54.2 15.5 0.4
15 168.4(153.5) 33.3 9.4 0.4
30 139.2(121.5) 25.8 1.6 0.7
45 122.1(114.9) 19.4 -1 .6 0.8

0 183.4(169.6)
MgSO.i

26.1 7.6 0.3
15 151.3(145.8) 21.0 3.9 0.5
30 129.6(130.5) 16.6 0.1 0.5
45 118.2(125.6) 14.3 -1 .6 0.4

a T h e  values o f <£k° (cm3 m o l-1 b a r “ 1) and  S k* determ ined by  using eq 10 
over th e  entire  concentration  range. b T he  values of </>k ° and  determ ined 
by  using eq 11 below 1 m .c T he  average deviations betw een th e  m easured 4>k’s 
and  those determ ined using th e  fitted values for eq 10.

in concentrated solutions is expected to follow the form of 
the equation18

d>K = <Pk + SK+/v1/2 (10)
where <t>K° is the apparent molal compressibility at infi­
nite dilution, SK* is the experimental slope, and 7V is the 
volume ionic strength, / v =  t y Z y i Z f c  (where c is the mo­
larity, y 1 is the number of ions of charge, Z,, formed from 
1 molecule of electrolyte). The values of </>K° and SK*, 
along with the average deviations from eq 10, for NaCl, 
MgS04, Na2S04, and MgCl2 solutions at 0, 15, 30, and 
45° are given in Table III. The <f>K’s are plotted us. /v1/2 
for NaCl, MgS04, Na2S04, and MgCl2 solutions in Fig­
ures 6-9.13b

Although eq 10 holds for the higher concentrations, the 
</>k ’ s  of an electrolyte should approach the Debye-Hiickel 
theoretical limiting law slope in dilute solutions. There­
fore, the concentration dependence of 0K can be expressed 
by
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0 k = <Pk + SKIVU2 + bKIY (11)
where </>k° is the apparent molal compressibility at infi­
nite dilution, SK is the theoretical limiting law slope, and 
6k is the deviation from the theoretical slope. The theo­
retical limiting law slope can be calculated from

s K = - [ (aSy /ap)T + /3°sv /2] (12)

where Sv is the theoretical limiting law slope for the par­
tial molal volume of the electrolyte.4

Using the high pressure 3 In D/dP, and D data of Owen, 
et al.,19 and the high-pressure /j data of Kell and Whal- 
ley,8 we obtain20'21 104S k = 1.4, 2.9, 4.2, and 5.3, respec­
tively, at 0, 15, 30, and 45° for a 1-1 electrolyte. Values of 
the limiting law slope for polyvalent electrolytes can be 
calculated from these SK’s by multiplying by the valence 
factor, w (where w = %ZyiZi2).

Since extrapolation to infinite dilution from high con­
centrations using eq 10 may be in error, eq 11 can be used 
to more accurately extrapolate the partial molal com­
pressibility to infinite dilution from data where c < 1 M. 
The infinite dilution value, </>k°, and the deviation con­
stant, bK, representing the deviation from the theoretical 
slope, can be found by plotting [<pK -  SKIy1/2] v s . A . This 
relationship was found to be linear for these electrolytes 
when c < 1.5 M. The <j>k°’s and &k’s, calculated by a 
least-squares fit, are given in Table HI for aqueous NaCI, 
MgS04, Na2S04, and MgCl2 solutions. The 0k°’s estimat­
ed in this manner differ by as much as 39 X 10 “4 cm3 
mol“1 bar“1 from the </>k°’s extrapolated with eq 10. The 
$k°’s of NaCI solutions at various temperatures, deter­
mined by using eq 10 and 11 are compared in Table IV to 
the values determined from sound velocity data in dilute 
solutions.23 The results using eq 11 for extrapolation to 
infinite dilution are in good agreement with the sound ve­
locity data. Thus, the </>k°’s estimated by eq 11 are more 
reliable than those using eq 10. The internal consistency 
of the infinite dilution <f>k°’s for NaCI, MgCl2, Na2S04, 
and MgS04 can be examined by using the additivity prin­
ciple, </>K°(MgS04) = 0K°(MgCl2) + 0K°(Na2s 6 4) -  
20K°(NaCl). Using the 0Ko’s obtained from eq 11, we ob­
tain by additivity — lO40K°(MgSO4) = 169.3, 145.9, 130.8, 
and 126.8 cm3 mol“1 bar“1, respectively, at 0, 15, 30, and 
45°. These additivity estimates are in good agreement 
with the experimental values.

The <t>k°’s of NaCI, MgCl2, Na2S04, and MgS04 have 
been determined at 25° from sound velocity and direct 
high-pressure measurements by a number of work­
ers2 ,22-24 in concentrated solutions. A comparison of our 
</>k°’s interpolated to 25° and those obtained by other 
workers2,22-24 is given in Table V. The sound-derived 
(high concentration) results of Allam and Lee2b are in 
good agreement with our results (from eq 10) for NaCI, 
MgCl2, and MgS04. The values given by Owen and 
Brinkley22 for MgS04 and Na2S04 appear to be too high 
when compared to our values. The low concentration 
sound-derived3,23,24 (0K°)’s for NaCI are in good agree­
ment with our values obtained from eq 11.

The temperature behavior of the </>K°’s of NaCI, MgCl2, 
Na2S04, and MgS04 appears to be similar to that found 
for the 4>v° in that the 4>k°’s increase with increasing tem­
perature and appear to go through a maximum between 
40 and 50°.

The bK’s for all of the electrolytes are positive at low 
temperatures and become smaller as the temperature is 
increased (t’. e dbK/dT  is negative). This behavior is simi-
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TABLE IV: C om parison  o f  th e  <t>k°’s o f  A q u eou s NaCI 
S o lu tion s D eterm in ed  from  P iezom etr ic  and  
Sound V elocity  D ata

— 0 k° X 104, cm 3 m o l-1 b a r -1

Tem p, °C Presen t study“ Sound velocity^

0 7 5 . 6  ( 8 1 .4 ) 7 5 . 7  ±  0 . 5
15 5 5 . 6  ( 6 0 .1 ) 5 5 . 7  ± 0 . 8
3 0 4 2 . 2  ( 4 8 . 5 ) 4 2 . 5  ±  2 . 0
4 5 3 9 . 0  ( 4 2 . 4 ) 3 6 . 3  ±  2 . 9

a T h e  <f>k° values are those ex trapo lated  from  eq 11. T h e  values in parenthe­
ses are those extrapolated  from eq 10. b F rom  re f 2a.

TABLE V: C om parison  o f  th e  c/>k°’ s  o f  NaCI, M gCl2, 
N a 2S 0 4, and M g S 0 4 O btained  by
V arious W orkers at 25°

— <i>K° X 10*, cm 3 m o l-1 b a r -1

Salt T his study® O ther workers

NaCI 5 1 . 3  ( 4 5 .9 ) 5 1 . 6 b'c 5 2 .0 %  4 6 .3 %  
4 6 . 7 /

MgCL 1 0 0 . 4  ( 9 5 .3 ) 1 0 1 . 7 6
Na2S04 1 4 5 . 4  ( 1 3 0 .3 ) 1 5 4 3
MgS04 1 3 5 . 7  ( 1 3 4 .6 ) 1 3 4 . 5 , 6 1 5 3 3

® T h e  4>k ° ’ s , obtained  from  eq 10 and  11 a t  0 ,15, 30, and  45°, have been fitted 
to  quadratic  functions of tem pera tu re  (to w ith in  ± 0 .7  X 10 ~4) and  in ter­
polated to  yield these 25° values. T h e  values in parentheses are those obtained 
from  eq 11. b F rom  ref 2b. c From  re f 2a. d F rom  ref 22. e F rom  re f 3. ^ From  
ref 23 and  24.

lar to the behavior of by, the deviation constant for the <j>y 
of the electrolytes.4 The bK’s at various temperatures de­
termined in this study have been found to be linearly re­
lated to bv

bK = a i + a2bY (13)

where 104Oi = 3.14, 2.72, -1.80, and 0.53; 104a2 = 8.098,
1.242, 1.570, and 0.343, respectively, for NaCI, MgCl2, 
Na2S04, and MgS04 solutions. Since the bK is directly 
related to by, the ion-ion interactions responsible for the 
magnitude and temperature dependence of bK are related 
to the by behavior. A discussion of how by (and thus bK) 
for electrolytes is related to ion-ion interactions is given 
elsewhere4 and will not be repeated here.

The apparent molal compressibilities of aqueous 
MgS04 solutions can be used to estimate the apparent 
molal compressibility of the MgSO40 ion pair, 
</>K(MgS04°), and the apparent molal compressibility 
change, Ac/>k, for the formation of the ion pair. Recently, 
general methods of examining molal volume data of elec­
trolyte solutions in terms of ion-pair formation have been 
developed. Millero and Masterton5 have applied these 
methods to determine che apparent molal volume of the 
MgS04° ion pair, and the volume change for the forma­
tion of the ion pair. These methods may also be applied to 
compressibility data.

If Young’s rule25 is applied to the compressibility com­
ponents of the solution (Mg2+, S042“, and MgS04°). we 
obtain
0 K(obsd) = a<pK(Mg2+, S042") + (1 -  a )0 K(MgSO4°)

(14)
where a is the fraction of free ions, 0K(obsd) is the ob­
served apparent molal compressibility at total molality 
mT, </>K(Mg2+, S042“) is the apparent molal compressibil­
ity of the free ions at I = 4am r, and 3>K(MgS04°) is the 
apparent molal compressibility of the ion pair.

The Journal of Physical Chemistry, Vol. 78, No. 16, 1974



1640 F. J. Millero, G. K. Ward, F. K. Lepple, and E. V. Hoff

JI.
Figure 10. The observed and additivity <pk for MgSC>4 vs. /v1 ' 2 
at 0, 15, and 45°. The straight lines are the limiting law slopes.

The apparent molal compressibility change for the for­
mation of the ion pair, is given bv the relation

Ad>K = </>K(MgS04°) -  <MMg2+, S042' )  (15)
By rearranging eq 14 and combining with eq 15, we obtain

<MMgs o 4°) =
[0 K(obsd) -  acpK(Mg2\  S043')]/(1  -  a) (16)

and
A0K(MgSO4°) =

[0 K(obsd) -  0 K(Mg2+, S042-)]/(l -  a) (17)
The fraction of free ions, a, is determined from the work 
of Millero and Masterton,5 who calculated a at 0, 25, and 
50° from the following relation

a  =  1 -  Kp^y^m^ (18)
where KA is the known association constant,26’27 y ± is the 
stoichiometric activity coefficient of MgS04 solutions, and 
m r is the total molality. The values of a used in this 
study at 15, 30, and 45° were interpolated from the results 
of Millero and Masterton.5

The $K(obsd) for MgS04 determined from eq 10 and 11 
at 0, 15. and 45° are plotted vs. the square root of the vol­
ume ionic strength (I\1/2) and are shown in Figure 10. 
The 4>k ’s for the free ions Mg2+, S042' ,  also given in Fig­
ure 10, were calculated from the additivity principle

0 K(Mg2+, S042-) = <MMgCl2) +
0 K(Na2SO4) -  20K(NaCl) (19)

As discussed elsewhere,5 we feel that the additivity esti­
mate for the <MMg2+, S042“) is more reliable than values 
estimated using the Debye-Htickel limiting law (or its ex­
tensions). Since ion-pair formation may be important in 
Na2S04 solutions, the <pK for Na2S04 used in eq 19 may 
be too high. This would result in a A</>K(MgS04°) that 
would be too large.

The values for </>K(MgS04°), calculated from eq 16, are 
shown plotted vs. Iy1 2 in Figure 11. The infinite dilution 
A(/>k ° and 4>k ° at various temperatures are given in Table
VI. Since no studies have been made on the A0K° for the 
formation of MgS04°, these results cannot be directly 
compared to other work. Fisher28 has directly determined 
AV° for MgS04° from high-pressure conductance data; 
however his AV°’s do not appear to be pressure dependent 
(i.e., within his experimental error).

Figure 11. The
30, and 45°.

</>k for the MgSO40 ion pair vs. /v1 ' 2 at 0, 15,

TABLE VI: T h e K° o f  Mg SO/' and  th e  A K° for th e  
F orm ation  o f  M gSO / 1 a t V arious T em p eratures

Tem p, °C -  104K0(MgSO4°)a 104AiO(MgSO4°)

0 1 4 6 . 3 2 3 . 3
1 5 1 3 4 . 1 11.7
3 0 120.3 1 0 . 2
45 115.2 10.4

a T he  values o f K °  and  AK°  a re  in u n its  of cm 3 mol ‘ bar

The 0K°(MgSO4°), like the electrolytes studied, appear 
to go through a maximum when plotted vs. temperature. 
This behavior is similar to the <f>y° of MgS04° determined 
by Millero and Masterton.5

The concentration dependence of <pK and A tpK of 
MgS04° appear to increase with increasing ionic strength, 
which is similar to the <py behavior.5 Since we cannot be 
certain that the concentration dependence of </>K(Mg2+, 
S042~) obtained by additivity is correct, we cannot be sure 
that the concentration dependence of either 4>k or A0K is 
correct.

Discussion
The infinite dilution compressibility data may be exam­

ined by using the simple model for hydration4-29

F°(ion) =  F°(int) + F°(elect) (20) 
where F°(int) is the intrinsic partial mclal volume of the 
ion (the crystal volume, 2.52<"3, and the void space vol­
ume) and F°(elect) is the électrostriction partial molal 
volume. By differentiating eq 20 with respect to pressure, 
we obtain

FT°(ion) =  °(int) + ÂT((e lect) (2 1 )

where K°(int) = -3V°(int)/d.P is the intrinsic partial 
molal compressibility and f?°(elect) = —<7V°(elect)/ cl/3 is 
the électrostriction partial molal compressibility. Since 
the effect of pressure on the volume of crystals is small, 
one would expect K°(int) to be positive and close to 
zero.30 Thus K°(ion) is due mainly to i?-’(elect). The élec­
trostriction V° and K° of ions can be examined by using a 
hydration model or by using the continuum model for ion- 
water interactions.
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TABLE VII: Ion ic  P artia l M olal C om p ressib ilities o f  
S om e Ion s a t V arious T em p eratu res

Ion

— 104X °(ion), cm s1 mol ^ a r -1

0° 15° 30° 45°

Na+ 49.6 36.5 27.7 25.6
Mg2+ 77.4 65.3 64.3 63.0
Cl- 26.0 19.1 14.5 13.4
s o p - 91.9 80.6 66.2 63.8

If we use the continuum model, the K°(elect) is given 
by30

A" «(elect) = B(Z2/ r ) (22)
where B is a constant related tc the effect of pressure on 
the dielectric constant of pure water (B = 6.946 X 
106[(1/L>)(32 In D/dP2) -  (1 /D)(d In D/dP)2\), Z is the 
charge on the ion, and r is the radius. Using the dielectric 
constant data of Owen, et al.,19 we obtain B = —5.35 X 
10 4, -8.3 X 10 4, and -11.2s x 10-4 cm3 mol-1 bar-1, 
respectively, at 0, 25, and 50°. Using the value for B at 
25% we obtain -104K° = 8.7, 51.1, 4.6, and 16.2, respec­
tively, for Na+, Mg2+, Cl- , and SO42-. To compare these 
values with our values for the salts it is necessary to sepa­
rate the iU’isalt) into ionic values. Various estimates for 
the K° of Cl“ have ranged from -6.1 X 10"4 to -39 x 
10“4 cm3 mol-1 bar-1. Lalibertl and Conway31 obtained 
K°(C1- ) = -13 X 10"4, based on an extrapolation of the 
K° of R4N- halides to zero molecular weight of the cat­
ion. Noyes30 obtained K°(Cl- ) = -39 X 10“4, based on 
an extrapolation using the continuum model with f?°(int) 
= 2.5 X lO-4^. Glueckauf32 obtained i?°(Cl“) = -17.5 x
10-4 by taking into account dielectric saturation effects. 
Since f?°(ion) ~  K°(elect) or 1/r as a first approxima­
tion, we have divided the K° of NaCI by assuming 
/C°(Na“1“)/iC°(Cl-) = r(Cl“ )/r(Na+). Using this simple as­
sumption we obtain 104X°(C1- ) = -26.0, -19.1, -14.5, 
and -13.4 cm3 mol-1 bar-1 respectively, at 0, 15, 30, and 
45°. The interpolated value of 104N°(C1- ) = -16.0 at 25° 
is in reasonable agreement with the value estimated by 
other workers. The ionic K°’s for Na+, Mg2%, Cl- , and 
SO42- determined from our estimates of K °(C \)  are 
given in Table VII.

Although the values of J?°(ion) = i?°(elect) calculated 
from the continuum model are of the same order of mag­
nitude as the measured values, the theoretical values are 
too high and the temperature dependence incorrect. This 
is similar to what one finds when one compares the 
V°(elect) calculated from the continuum model. The 
smaller measured values of V°(elect) and i?°(elect) (i.e., 
more negative) for ions can be attributed to dielectric sat­
uration effects or to water structure effects.2a-29

Some workers23'5'33 have related VQ(elect) to the hydra­
tion number, nH, of an ion or electrolyte

U°(elect) =  « h'Te0 -  b̂°) (23)
where VE° is the molar volume of the electrostricted water 
molecules and Vh° is the molar volume of the bulk water 
molecules. If V°(int) and nH are assumed to be indepen­
dent of pressure, we obtain from eq 23

9U°(ion) _  9V«(elect) &TB° (24)
dP dP H dP

Upon rearranging and substituting K°( ion) = 
-r)V°(ion)/dPand /?b° = — (1/Vhc) (dVH0/dP), we obtain

«„ = -AT°( ion)//3B«VB° (25)

TABLE VIII: H ydration  N um bers for V arious Salts, 
Ion  Pairs, and  Ion s C alcu lated  from  P artia l M olal 
C om p ressib ility  D ata at Various T em p eratures

0° 15° 25° 30° 45°

Salt
NaCI 8.2 6.6 5.6 5.2 4.9
MgCI, 14.1 12.3 11.7 11.5 11.2
Na2SO.i 20.8 18.2 15.9 14.9 14.3
MgS04 18.5 17.3 16.5 16.0 15.6

Ion Pair
MgSOj0 15.9 15.9 15.2 14.9 14.3

Ion
Na+ 5.4 4.3 3.7 3.4 3.2
Mg!+ 8.4 7.7 7.7 7.9 7.8
Cl- 2.8 2.3 2.0 1.8 1.7
so p - 10.0 9.6 8.6 8.1 7.9

where ¡3B° is the isothermal compressibility of bulk water. 
Values of hh calculated from eq 25 for the salts and ions 
are given in Table VIII. Our results are in good agreement 
with the hydration numbers obtained by Kaulgud34 who 
used adiabatic compressibilities and workers who used 
other experimental methods.35 Since K°(int) may not be 
equal to zero (possibly due to the effect of pressure on 
void space or packing), one can question the nH values 
derived from the K°’s. Although many workers35“37 have 
derived nH’s from compressibility data at high concentra­
tions, we do not feel that these values are reliable due to 
interference from ion-ion interactions.38

The hydration numbers for all the salts decrease with 
increasing temperature (from 0 to 45°), which is what we 
would expect from molal volume data.2®-29 Our nH results 
for the individual ions also decrease with increasing tem­
perature. The ni4 for Mg2+ does not appear to change 
much with temperature.

If we use the compressibility derived hydration numbers 
with eq 20 and 23, it is possible to estimate Ve°1 Using the 
semiempirical29 V°(int) = _4.48r3 and the V° for the 
salts,11 we obtain V%° -  V b ° = -2.5, -2 .6 , -2 .7 , and 
—2.8 (±0.5) cm3/mol, respectively, at 0, 15, 30, and 45°. 
These values are in reasonable agreement with the —2.1 
cm3/mol estimated by Padova.33 The value of 17K° = 15.5 
± 0.2 cm3/mol for the molar volume of water in the elec­
trostricted region is quite a lot larger than the crystal vol­
ume of water (6.6 cm3/mol) and the intrinsic volume cor­
rected for packing effects (11.8 cm3/mol). These results 
indicate that the hydrated water molecules are not as 
tightly packed as one might expect. Since the Hu calculat­
ed from K° data may include water molecules in outer hy­
dration shells, the V e°  cannot be equated to only the first 
layer or primary hydration.

Both the continuum model and the hydration model in­
dicate the V°(elect) is directly proportional to 7f°(elect)

V «(elect) = kK  «(elect) (26)
For the continuum model, k is given by

__________ (9 In D/dP)________
k -  (a2 In D /dP2) -  (9 In D /dP )2 (27)

and for the hydration model

k = ( V E °  -  F b ° ) / I 7 b ° / V  ( 2 g )

At 25° the continuum model yields k = 5.0 X 103 bars. A 
plot of V°( elect) = V°(salt) -  4.48r3 us. K°(salt) calculated 
from f?°(salts) obtained by various workers2-22“24 is shown
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Figure 12. The V°(elect) vs. K°(elect) =; K°(salt) at 25° for vari­
ous salts: (1) C2H40 2; (2) NH4I; (3) NH4Br, NH4N03; (4) HCI; (5) 
HN03; (6) NH4CI; (7) CsBr; (8) Kl; (9) Lil; (10) KSCN; (11) 
KN03; (12) LIBr, KBr; (13) Nal; (14) AgN03; (15) KHC03; (16) 
NaBr, NaN03; (17) LiN03; (18) CsCI; (19) LICI; (20) RbCI; (21) 
KC2H30 2; (22) KCI; (23) NaCI; (24) NaF; (25) LiOH; (26) NaOH; 
(27) KOH; (28) CaCI2; (29) BeS04; (30) MgCI2; (31) BaCI2; 
(32) Na2S04; (33) CdS04; (34) MgS04; (35) ZnS04; (36) CuS04; 
(37) LaCI3.

in Figure 12. As is quite apparent from this figure, V°(elect) 
does appear to be proportional to K°(elect) K°(ion). 
The slope, k, is found to be 3.6 X 103 which is in good 
agreement with the value obtained from the continuum 
model.

The volume and compressibility change for ion pair for­
mation can also be examined by using the electrostatic 
theory and the hydration theory. Using the Fuoss meth­
ods,39 the volume change for ion pair formation is 
given5'40 by

AK° = Z ,Z .N e ‘
aD

l d In £>\ 
\  9 P  )

/3R T  (29)

where a is the ion size parameter and the other symbols 
have their normal meaning. The ¡3RT term (equal to 1.11 
cm3/mol at 25°) is needed because the Fuoss KA is ex­
pressed in molar units. If we assume that a is not pressure 
dependent, we obtain

AKa dP
0 -Z ,Z _ N e 2 r 1 ( d2 In D

aD I d  l 0P2

1 / 0 In D \  “I R T ( W \
D \ 9 P )  _ [ d P j (30)

Using the dielectric constant data of Owen, et al.,19 and 
the compressibility data of Kell and Whalley,8 we obtain 
104AKa° = 7.2, 13.8, and 19.5 cm3 moT1 bar-1, respec­
tively, at 0, 25, and 50°. As for the A Va0,40 the AK°’s pre­
dicted from the continuum model are in reasonable agree­
ment with measured values (104K° = 10.3 at 25°). The 
continuum model predicts that AK° (as well as AV0)5 
should increase with increasing temperature. The experi­
mental ion pairing AK°’s (as well as the Aÿo’s)5 decrease 
with increasing temperature between 0 and ~40° and ap­
pear to increase at higher (>50°) temperatures. This ex­
perimental behavior is similar to that observed for the for­
mation of weak acids or bases.4-41 Therefore, although the 
continuum model predicts reasonable values for the élec­
trostriction volume and compressibility changes at a given 
temperature, it fails to predict the correct temperature 
dependence. This failure also holds for the temperature 
dependence of the électrostriction of ions.4’29 If one as­
sumes the électrostriction is inversely proportional to the

compressibility of the water, one arrives at the proper 
temperature dependence.4-42 The inclusion of a com­
pressibility term in the V°(elect) has been made by a 
number of workers.4.42-48 At present it is not possible to 
state with certainty that the failure of the continuum 
model to predict the temperature dependence of V°(elect) 
or K°(elect) is due to the unique nature of water (between 
0 and 50°) or an improper form for the électrostriction. 
Studies of the temperature dependence of K° of electro­
lytes in other solvent systems (with different compressi­
bilities and dielectric constants) could yield data to test 
the relationship of électrostriction to d of the solvent.

The hydration numbers for the ion pair, MgS04°, cal­
culated from eq 25 at various temperatures are given in 
Table VIII. The values at 0 and 25° are in reasonable 
agreement with those calculated from molal volume data 
using eq 23. For example, using V°(elect) = -48.2 and 
—38.2 cm3/mol, respectively, at 0 and 25°, we obtain 
(using V e °  -  Vb° = -3  cm3/mol) nH = 16.1 and 12.7 for 
the ion pair.

The large hydration numbers for MgS040 yield small 
values (1.3 to 2.5) for the AnH for ion pair formation 
(where AnH is the difference between the rcH for the prod­
ucts and reactants). Since the MgSO40 ion pair exists in 
a number of forms (i.e., Mg2+[H20]2S0 42~; Mg2+[H20]- 
S042 -; Mg2+S042-),5’28’48 it is difficult to fully inter­
pret the AK° or AnH in great detail.5-48 The large n\\ for 
MgS04° or small AnH for the formation of MgS04° is 
what one would expect if the pair is predominately an 
outer-sphere type. If the ion pair were a nonhydrated 
inner-sphere or contact type, one might assume that 
K°(MgS04°) or reH(MgS04°) =; 0. This would give ArcH = 
nn(Mg2+ + S042-) = 16.3 at 25°. By comparing these 
values for the formation of a contact ion pair with the ac­
tual values (1.3-2.5) one can estimate that 8-15% of the 
MgS04° exists in the contact form. This estimate is in 
reasonable agreement with values (10%i estimated from 
ultrasonic48-50 and Raman spectral studies.51

The hydration model predicts that AK° for an ion pair­
ing (or acid and base) formation should be proportional to 
Ann^n°Vn° and AV0.52 Thus the correlation of AV° us. 
AK° that occurs for the ionization of weak acids and 
bases53 also appears to hold for ion pairing processes.54 A 
plot of AV° us. AK° for the formation of ion pairs deter­
mined from direct equilibrium constant28-55_57 measure­
ments at various pressures are shown in Figure 13. The 
AV°’s and AK°’s have been determined by fitting the 
equilibrium constants Km at various applied pressures, P, 
to

K p — —
R T  log = -  AV°P + 0.5AK °P2 (31)

The AK° for the formation of MgSO40 used in Figure 13 is 
the value determined in this study. As is quite apparent 
from this figure, AV° is linearly related to AK° for ion 
pair formation. The slope is equal to 3.7 x 103 bars, which 
is smaller than the value of 4.7 X 103 determined for the 
ionization of weak acids and bases.53 Both values are in 
reasonable agreement with the values of k determined 
from the continuum model and the hydration model (eq 
27 and 28). The ion pairing k is closer to the hydration 
model while the acid and base formation k is closer to the 
continuum model. Since the hydration model k is strongly 
dependent upon the value of (VE° -  VBC), one cannot use 
these results to strongly support or not support the two 
models. For example, the experimental value53 of k = 4.67
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Figure 13. The A V° vs. A K° for the formation of various ion 
pairs at 25°.

x 1 0 3 bars for the acids and bases gives ( V K °  -  V b ° )  = 
-3.8 cm3/mol, which is in reasonable agreement with the 
value of —3.0 cm3/mol determined from the k from Figure
12.

To summarize our results, the infinite dilution K°’s for 
ions and the formation of ion pairs can be examined by 
using a hydration model or the continuum model. Both 
appear to give reasonable estimates for the électrostriction 
at a given temperature; however, the continuum model 
fails to predict the correct temperature dependence. The 
K° of salts has been used to estimate the decrease in vol­
ume (-3.0 cm3/mol) of transferring a water molecule 
from the bulk phase to the électrostriction region. From 
the hydration numbers for the formation of MgSCU0, we 
have estimated that 8-15% of MgSO^0 exists as a contact 
ion pair. The i\K° for ion pair formation has been found 
to be proportional to AV° as predicted by both the hydra­
tion model and the continuum model. At present it is not 
possible to state which model is perferred.

In future work we plan to determine the K° for a num­
ber of ions (of various charges and radii) so that we can 
attempt to determine the importance of /?°(int) and fur­
ther test the continuum and hydration models.
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Activity coefficients in the range 30-60° are obtained by gas-liquid chromatography for n-heptane (N) 
and eleven homonuclear aromatic solutes (Z) at infinite dilution in n-octadecane (R) and three re-hexa- 
decyl halide solvents (Y): chloride, bromide, and iodide. From these data interaction parameter differ­
ences Ax (= x r z  -  x y z  _  x r n  +  X y n )  are determined and are related to molecular energetic parame­
ters through a first-order perturbation treatment. Comparison with experiment verifies the predicted (a) 
linear relation between Ax and ezz (pairwise potential energy well depth per segment) in a given solvent 
Y, (b) linear relation between Ax and cY y  for a given solute Z, and (c) temperature dependence of Ax- 
The nature of these aromatic-haloalkane interactions is discussed and it is concluded that they are pre­
dominantly electrostatic in nature.

Introduction

Elution gas-liquid chromatography (glc) is a rapid and 
accurate technique for determining infinite dilution solute 
activity coefficients (72“ ) in high molecular weight sol­
vents.1-2 In recent years glc has provided much of the nec­
essary excess free energy data for testing current theories 
of nonelectrolytic solutions of molecules of different 
size.2-10 This paper represents a further contribution to 
the study of molecular interactions between unlike mole­
cules in binary mixtures through glc. 72" values are re­
ported for n-heptane (the reference solute) and eleven aro­
matic solutes in four solvents: the reference solvent n-oc­
tadecane, n-hexadecyl chloride, n-hexadecyl bromide, and 
n-hexadecyl iodide. The results are interpreted by utiliz­
ing a corresponding states approach for mixtures of mole­
cules of different size10 in conjunction with a first-order 
perturbation treatment of the energetic terms.7

Theoretical
Recently, a refined version of Prigogine’s11 correspond­

ing states theory of chain molecule mixtures was success­
fully employed in the prediction of the excess properties of 
n-alkane mixtures.10 In its most general form, the result­
ing expression for 72“ is given by8-10

In h/C =  In y2c + In y2e + In y2s (1)
where the superscripts c, e, and s refer to, respectively, 
the combinatorial, energetic, and structural contributions 
to In 72". The combinatorial part is given by

In y2c = In ^  + (  1 -  ^  (2)

where V* is the hard-core volume of component k (1 = 
solvent, 2 = solute). The sum of the energetic and struc­
tural terms is usually referred to as the interaction pa­
rameter x, i.e.

In y2e + In y2s =  ye + xs = x (3)
Combining eq 1-3 and dropping the superscript we 
have

!n y2 = ln + (  1 -  fj-  )  + X6 + Xs (4)

Thus, if it is one’s intention to examine the energetics 
of solute-solvent interactions in a given system, account 
must be taken of the structural (or “free volume”8-9’12) 
contribution xs- Unfortunately, a quantitative evaluation 
of xs requires quite accurate values for the temperature 
dependence of the solute and solvent densities,8-12-13 in­
formation which may not be available. One way of cir­
cumventing this problem is to also study the solute of in­
terest in a “reference” solvent (R) which is closely related 
and similar in size, shape, and structure to the solvent of 
interest (Y), so that the thermal expansion coefficients of 
R and Y are approximately equal and, hence, xvs ~ 
X r s 8 , 9 , 1 2 , 1 3  por example, if Y is di-n-octyl ether, R might 
be n-heptadecane. Then, from eq 4

A further useful simplification, from the points of view of 
both experimental accuracy (see later) and treatment of 
the energetic terms (see below), is to introduce a nonpolar 
reference solute (N) belonging to the same homologous se­
ries as R (e.g., n-hexane) which is studied along with the 
solute of interest (Z) in solvents R and Y. Then, from eq 5

where x.ie is the energetic contribution to the interaction 
parameter of solute j in solvent i. Finally, if Vz « VN 
and/or VY = Ur, eq 6 yields

where Axe =  x r z 6 -  xvze -  X r n ® +  X y n 6 - Again, it is 
assumed in eq 7 that Ays ~ 0, by virtue of a proper 
choice for the reference solvent.

To relate Aye to molecular energetic parameters, we 
take7-10-14

Xii“ = (UN/R T )d u  (8)
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TABLE I: H ard-Core V olum es (Vk) and M olecular  
Energetic P aram eters (5k) for S o lu tes and Solvents

Activity Coefficients for Aromatic Solotes at Infinite Dilution

Solvents Vk, cm 3 m o l-1 5^

n-Octadecane (R) 377.1 0.0316
1-Chlorohexadecane 349.7 0.1546
1-Bromohexadecane 354.5 0.1718
1-Iodohexadecane 366.6 0.1952
re-Heptane (N) 152.2 0.0000
Benzene 93.75 0.2233
Toluene 113.7 0.2085
Ethylbenzene 132.7 0.1957
o-Xylene 131.4 0.2263
m-Xylene 133.0 0.1957
p-Xylene 133.7 0.1917
re-Propy] benzene 153.0 0.1789
Isopropylbenzene 152.4 0.1680
Mesitylene 151.7 0.1818
Chlorobenzene 111 .3 0.2974
Bromobenzene 116.5 0.3587

where Un is the configurational internal energy of N and 
di j is given by

du  = ea  ~ gii (9)
eNN

where the e’s refer to pairwise potential energy well depths 
per segment (or per unit hard core volume).10’11 Combi­
ning eq 7-9, one obtains

Since N is chosen to belong to the same homologous series 
as R (and, thus, is closely related to Y), the usual geomet­
ric mean combining rule will be assumed for eRN and cYn , 
i.e.

=  (eite jj)
1/2 [with j =  N : (ID

However, since Z might be chemically dissimilar to R and 
Y, allowance should be made for possible deviations from 
eq 11. Hence, we take

^ij  — £i(e u e jj)
1/ 2 (with j =  Z ) (12)

where ft is close to unity. Combining eq 10-12, expanding 
(« ¡ ¡A n n ) 172 and (t j j / f  n  n  )1/2 and keeping first-order terms 
only,7 we obtain

2 U*Axe =

where

RT [ ( - a" ) { £ , ( 1

(> +f )M» + t ) -*}] (13)

5r = (çrr/ ^nn) -  1

ÔY = (^yy/ ^ nk) -  1 (14)

Öz = (e Z z /€N n) -  1

and all the ô’s are small compared to unity.

Experim ental Section
The solvents n-hexadecyl chloride (HC) and n-hexade- 

cyl bromide (HB) were obtained from Humphrey Chemi­
cal Co., as was the reference solvent (R) n-octadecane 
(OD). The solvent n-hexadecyl iodide (HI) was obtained

1645

TABLE II: C om parison  o f  E xperim ental
A ctiv ity  C oefficients ( 72“ )

System T, °C T his study" B ristol group R ef

ra-Cî-n-Cis 35 0.9036 0.896 3
Benzene ra-C,s 3 0 1 . 0 0 1 1 . 0 0 1 4

40 0.961 0.966 4
50 0.930 0.927 4

° D a ta  listed in microfilm edition. b In terpolated  value.

from Eastman Kodak. OD had a stated purity in excess of 
99.5% and was not purified further. HC and HB were pu­
rified by vacuum distillation, while traces of iodine were 
removed from HI by drying in a vacuum oven at 60° for 10 
hr. High-temperature glc analysis of OD and the three pu­
rified solvents indicated purities in excess of 99.5%. The 
nonpolar reference solute (N) n-heptane and the eleven 
homonuclear aromatic solutes chosen for this study (see 
Table I) were used without further purification (solute pu­
rity is not an important consideration in these glc stud­
ies).

The method of column preparation and analysis, the glc 
apparatus used, and the procedure followed for obtaining 
specific retention volumes (Vs°) are described elsewhere.2 
VR°’s were measured for the 48 binary systems at 30, 40, 
50, and 60° (see the microfilm edition for values). The un­
certainty in VK° is estimated to be about 0.5%.2

R esults and D ata Reduction
Infinite dilution activity coefficients (72) for the twelve 

solutes in each of the four solvents were calculated at 30, 
40, 50, and 60° from the Vg° data using the usual proce­
dure and equations2 (see the microfilm edition for values). 
The uncertainty in In 72 is estimated to be ±0.007.2 Some 
of our results are compared with available literature 
values3 4 in Table II, where the excellent agreement 
(±0.004 in In 72, on the average) is evident. VK° values 
were also determined at 45° by interpolation of the linear 
Vs° vs. reciprocal temperature plots, and are listed in 
Table III along with the corresponding 72 values.

Hard-core volumes (Hr) were found through Kreglew- 
ski’s procedure15 of determining molar volumes at T = 
0.67'c, where T° is the critical temperature. The necessary 
densities16 and critical temperatures17 were obtained from 
available compilations. For the haloalkane solvents the 
contribution of the halogen group to Vk was determined 
by applying Kreglewski’s method to the lower molecular 
weight homologs for which the necessary data are avail­
able.16’17 The contributions of methylene and methyl 
groups to Vr are known.10 The Vk values are listed in 
Table I.

The total interaction parameter x was calculated 
through eq 4 for each binary system at 30, 40, 50, 60 
(values listed in the microfilm edition), and 45° (see 
Table III). From these, the Ax values ( x r z  ~ x y z  “ X r n  
+ x y n ) were determined for the aromatic (Z)—alkyl halide 
(Y) systems at each temperature and are listed for 45° in 
Table IV. Alternatively, Ax could have been directly com­
puted through eq 6 (or, with minimal error, eq 7), where 
it is assumed that Ax ~ Axe, i.e., that Ays ~ 0. Note 
that, since2

- ( v X RM z Y '

t ( v e\ R( v X Y J
(15)

where I3\ (the retention time of Z relative to that of N on a

In ' T z Rr N Y

•7'nR>'zY ] =
In
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TABLE III: S o lu te  Specific R eten tio n  V olu m es (VE°) in  c m 3 g-1, In fin ite  D ilu tio n  A ctiv ity  C oefficients (72“), 
and In teraction  P aram eters (x) at 45°

yg° 72” x
Solute Solvent OD HC HB H I OD HC H B H I OD H C HB H I

re-Heptane 661.5 545.0 457.9 378.3 0.893 1.057 1.075 1.128 0.198 0.324 0.347 0.415
Benzene 321.7 390.9 339.5 289.2 0.944 0.587 0.746 0.759 0.584 0.308 0.302 0.343
Toluene 996.8 1186 1031 871.4 0.914 0.749 0.736 0.755 0.410 0.159 0.152 0 . 2 0 0
Ethylbenzene 2449 2912 2541 2150 0.994 0.816 0.799 0.818 0.390 0.144 0.132 0.177
o-Xylene 3531 4301 3762 3176 0.957 0.767 0.749 0.769 0.359 0.089 0.074 0 . 1 2 2
m-Xylene 2990 3522 3061 2571 0.922 0.764 0.751 0.774 0.314 0.077 0.069 0 . 1 2 1
p-Xylene 2953 3469 3004 2519 0.892 0.741 0.731 0.756 0.278 0.044 0.039 0.093
n-Propylbenzene 6031 7059 6163 5206 1 . 0 2 0 0.850 0.832 0.853 0.328 0 . 1 0 2 0.088 0.133
Isopropylbenzene 4491 5230 4538 3804 1.040 0.871 0.858 0.887 0.349 0.128 0 . 1 2 1 0.174
Mesitylene 8771 10170 8850 7448 0.935 0.787 0.773 0.796 0.246 0.029 0.019 0.067
Chlorobenzene 1875 2424 2119 1799 1.056 0.797 0.779 0.795 0.570 0.236 0 . 2 2 2 0.267
Bromobenzene 4245 5727 5102 4443 1.209 0.874 0.838 0.834 0.673 0.298 0.265 0.288

TABLE IV: A x (=2 a x°) V alues at 45°
Solute Solvent HC H B  H I

Benzene 0 .402 0 .431 0 .458
Toluene 0 .377 0 .407 0 .427
Ethylbenzene 0 .372 0 .403 0 .430
o-Xylene 0 .396 0 .419 0 .454
ro-Xylene 0 .363 0 .394 0 .410
p-Xylene 0 .360 0 .388 0 .402
?i-Propylbenzene 0 .352 0 .389 0 .412
Isopropylbenzene 0 .347 0 .377 0 .392
Mesitylene 0 .343 0 .376 0 .396
Chlorobenzene 0 .460 0 .497 0 .520
Bromobenzene 0 .501 0 .557 0 .607

column containing solvent i is known to within ±0.2%, 
the experimental uncertainty in Ax is estimated to be 
±0.003.

In order to assess the magnitude of Ax, the following 
expression10 -18 was employed

C p / t . * \ 2
Xii = J r  \ 1 -  r7* /  ^

where Axs =  xrzs “  xyzs ~ xrns + xyns, R is the gas 
constant, CPj is the solute configurational heat capacity, 
and Tj*/Ti* is the ratio of temperature reduction parame­
ters. Assuming that our set of solutes and solvents follows 
the same corresponding states behavior, the T* ratios 
were roughly approximated from available temperature 
dependence of liquid density data16 by the Patterson-Bar- 
din13 approach. Briefly, the T* ratios were taken to be the 
ratios of the temperatures at which the components have 
the same a T  value (1/3), where a is the thermal expan­
sion coefficient. The CPj’s were approximated from 
enthalpies of vaporization (AH),16 through the expression

C. dAH, 
d T + R (17)

Typically, Axs was found to be of the order of ±0.03, thus 
verifying the assumption utilized in eq 6 and 7. Hence, 
the Ax values in Table IV will be referred to as Axe 
terms, and will be analyzed via eq 13.

Treatment of Axe Values Through Eq 13
The configurational internal energy (f/N) of the refer­

ence solute n-heptane is -32.76 kJ/mol at 45°.10-16 <5K and 
the 5z’s listed in Table I were evaluated through Kreglew- 
ski’s15 successful semiempirical approach, where tkk is 
shown to be proportional to Tkc/(Vk)1/3. Accordingly, 
from eq 14

Figure 1. Plots of AXe (at 45°) against 1 ± (Ô7J 2). See eq 19 
and Table V: O, HC; □, HB; A, HI.

5k v / ( y k)1/3
T«c/ { v n)173

-  1 (18)

where Tnc/(Vn)1/3 is 101.2 deg/cm mol1/3. Rearranging 
eq 13 we have

(19)

which is of the form Axe = A + Bjl ± (t>z/2)|. Thus, eq 
19 suggests that a plot of Axe vs. [1 ± (oz/2)] for a given 
solvent Y should be linear, with <5Y determinable from the 
intercept and a relationship between CY and / R obtainable 
from the slope. Plots of Axe vs. [1 ± (5z/2)] are shown in 
Figure 1 for HC, HB, and HI, and the least-squares inter­
cepts and slopes are given in Table V. The deviation of 
the experimental data points from the best straight line 
is, on the average, ±0.007 in Axe. The values of ¿>Y deter­
mined from the intercepts A are listed in Table I. Taking 
Ty = Tr + A (where A «  1) and assuming that fY is con­
stant for all YZ pairs studied here, the fo.lowing equations 
are obtained from eq 19 and the observed slopes (Table V)
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HC 0 . 06054£y + A =  0 .06846
HB 0 .0 6 9 0 U * + A =  0 .07725
HI 0 , 08053£y + A =  0 .08850

Least-squares analysis of eq 20 yields values of f Y = 1-001 
and A = +0.008; hence = 0.993. This implies aro- 
matic-haloalkane segmental interactions marginally 
stronger than the geometric mean values and aromatic- 
alkane segmental interactions somewhat weaker, both 
being reasonable possibilities,15-19 as is the trend in un­
like interaction c, ¡: HI > HB > HC > OD (see Table I, 
and eq 11, 12, and 14).

According to eq 13 a plot of Ay® vs. [1 + (5Y/2)] for a 
given solute Z should yield a straight line, from which Cy 
can be determined from the slope and fR from the inter­
cept. Utilizing the 5 values in Table I, such plots were 
made and least-squares slopes and intercepts were ob­
tained for each solute. Average values of ("Y = 1.003 and 
fa = 0.995 were found, in excellent agreement with those 
reported above. Also, the deviation of the Aye data points 
from the best straight line averaged ±0.004.

To further test the applicability of eq 13 and the validi­
ty of the determined molecular parameters, the tempera­
ture dependence of Axe was examined. Least-squares 
values of dAx/dT-1 were calculated for each aromatic- 
haloalkane system from the experimental Ax values in the 
temperature range 30-60°. (The x results are tabulated in 
the microfilm edition.) Typically, Ax decreases by about
0.023 units for a 10° increase in temperature, and the ex­
perimental uncertainty in dAx/dT-1 is substantial (about 
±15%). Accordingly, the experimental values for a given 
solvent (listed in Table V along with the corresponding 
standard deviations) were determined by taking the aver­
age value of dAy/dT-1 over all eleven aromatic solutes. 
The large standard deviations are due in part to experi­
mental error and in part to systematic solute-to-solute 
differences. The predicted values were computed as fol­
lows. The molar heat of vaporization of N is given by

AJTn =  Z)N — (21)
where DN and Z?N are tabulated constants16 and t is the 
temperature in °C. Thus, the configurational internal en­
ergy of N can be written as
[/N = - A  + R T  = - (Z )N + 2 7 3 . 2 £ n) +

(En + R)T  (22)
where T is the temperature in K. Combining eq 13 and 
22, and differentiating with respect to T~x, we obtain

(Kelvin) _  2 (Dv + 2 7 3 .2En) f
R  L J

- 1 . 3 8 4  x 104 [ ] (23)
where [ ] is the term in square brackets on the right-hand 
side of eq 13. Choosing fy = 1.002 and <"r  = 0.994, and 
using the <5’s given in Table I, dAxe/d T 'x values were com­
puted through eq 23 and are listed in Table V. The excel­
lent agreement with experiment is evident. Note that the 
tabulated predicted values were also determined by aver­
aging over all solutes in a given solvent, and that the 
standard deviations here reflect only systematic solute- 
to-solute differences. A mixture-by-mixture comparison 
(33 systems in all) of the experimental and predicted 
values indicates agreement to within ±36 K or 15% (on 
the average). This corresponds tc a difference of about 
±0.0035 between the predicted and observed increment of

TABLE V
1. Intercepts (A) and Slopes (B) of Plots of Axe vs. 1 +  

(ij/2). (See Figure 1.)
Solvent -A B

HC 1.5239 1.7224
HB 1.7363 1.9437
HI 2.0261 2.2267

2. Experimental and Predicted Values of d Ax AIT 1 in 
Kelvin. (See Eq 23.)

Solvent E xp tl P red icted

HC 220 ±  50 2 2 0  ±  2 7
HB 230 ±  50 2 3 4  ±  3 0
HI 250 ±  70 2 5 2  ±  3 4

Ax with a 10° decrease in temperature, a number which is 
comparable to the experimental error.

Discussion
It is clear that the proposed energetic interpretation of 

Ax through eq 13 produces quantitative agreement with 
experiment and that the values of the derived molecular 
parameters are physically reasonable. Since these aro­
matic-alkane interactions involve dispersion forces pre­
dominantly, the finding that fy is slightly larger than 
suggests that small additional forces are involved in aro- 
matic-haloalkane interactions. These could be electrostat­
ic interactions (e.g., halide dipole-aromatic quadrupole, 
halide dipole-aromatic induced dipole, or, in some cases, 
halide dipole-aromatic dipole) or, less likely (see below), 
charge-transfer interactions. However, given that the di­
pole moments of the n-butyl halides are approximately 
equal (handbook values of 2.08 ± 0.03 D), it follows that 
those of the three hexadeeyl halides should be roughly the 
same. Thus the observed trend (HI > HB > HC) in aro- 
matic-haloalkane interactions (eyz), which is governed by 
the trend in eyY (eq 121 or <5V, most likely follows the 
trend in haloalkane dispersion forces. Support for this 
contention can be found by comparing molar refractions16 
per unit hard-core volume (proportional to molecular po­
larizability per unit volume), which are 0.243, 0.237,
0.232, and 0.227 for HI, HB, HC, and OD, respectively. 
Note also that f yz>f r z ,  because f Y > f R  and <5y><5r.

At present there is no direct evidence of charge-transfer 
interaction between these homonuclear aromatic com­
pounds and n-alkyl halides. We have scanned the uv-visi- 
ble spectral region of a benzene-iodohexadecane mixture. 
No charge-transfer band was observed. A few workers20 -21 
have carried out nmr anc uv-visible studies on polar ali­
phatic-aromatic systems. They found a small amount of 
complex formation and concluded that the complexes 
were stabilized by electrostatic, rather than charge-trans­
fer, interactions.

One cannot categorically eliminate the possibility that 
molecular complexes are present in our systems. In fact, a 
procedure formally related to that used here for obtaining 
Ax has been employed for determining association con­
stants in systems with known complex formation.22'23 In 
the present notation, the 1:1 association constant K (in 
liters per mole) is related to Ax by the approximate (un- 
corrected for solution nonideality) expression22’23

AX « In (1 + KCy) (24)
where CY is the pure solvent concentration in moles/liter. 
From the tabulated Ax’s, we calculate K values in the 
range 0.1 to 0.3 and “enthalpies of association” in the
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range -4  to -8  kJ/mol. Thus, at best, these would corre­
spond to very weak complexes. Also, given the excellent 
correlation between the Ay’s and the electrostatic energy 
parameters (5Z) of the aromatic solutes (Figure 1), it 
seems unlikely that charge-transfer forces are important. 
If they were, one would expect a trend of increasing Ax 
with increasing méthylation of the aromatic ring (or de­
creasing “donor” ionization potential), which is not ob­
served. Note the low value for mesitylene and the high 
values for the halobenzenes in Table IV. It is concluded, 
therefore, that the interactions present in these systems, 
whether they lead to long-lived complexes or short-lived 
contact interactions,23 are predominantly electrostatic in 
nature.
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Structure and Reactions of Some Mercaptans on a Nickel Surface
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Infrared spectra of «-propyl, isopropyl, n-butyl, isobutyl, and terf-butyl mercaptans adsorbed on evap­
orated nickel films were recorded over the range of 4000 to 300 cm”1. Absorption bands corresponding to 
mercaptide structures (R S-Ni) were observed. Subsequent addition of CO resulted in the formation of 
nickel tetracarbonyl. Heating to 80° decomposed the mercaptide with the formation of the corresponding 
olefin. The sulfided nickel surface did not react with hydrogen, but reacted readily with oxygen at 80°.

Introduction

Poisoning of catalytic surfaces by compounds containing 
unshielded sulfur atoms, e.g., mercaptans, is of wide­
spread interest.1 Garland2 studied the effect of poisoning 
by carbon disulfide on the spectra of carbon monoxide 
chemisorbed on nickel. Blyholder and coworkers3-4 have 
reported spectra for methyl and ethyl mercaptan adsorbed 
on silica supported and evaporated nickel films. They

concluded the surface species is of a mercaptide type, al­
though no direct evidence for the carbon-sulfur nor 
nickel-sulfur bonds was reported.

The work presented herein is concerned with the in­
frared spectra of several mercaptans adsorbed on evapo­
rated nickel films. The spectral range investigated is from 
4000 to 300 cm”1. This region permits careful investiga­
tion of all spectra for evidence of carbon-sulfur and possi­
bly nickel-sulfur bonds. Spectra are shown of stable sur­
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face species formed at 25 and 80° by the interaction of the 
various mercaptans with finely divided nickel particles. 
Also reported are the interactions of the surface species 
with carbon monoxide and oxygen.

Experim ental Section

The metal films used in this study were prepared in 
such a manner so as to give good transmission characteris­
tics over a wide spectral range. Details of the experimen­
tal technique5 and cell design6 have been described else­
where. Preparation of the film is accomplished by evapo­
rating the metal of interest from a resistively heated tung­
sten filament in the presence of a small pressure of heli­
um. The metal particles formec in the gas phase are de­
posited in a hydrocarbon oil film on the windows of the in 
situ cell. The role of the oil serves to reduce the rate at 
which the films sinter and therefore scattering of the inci­
dent radiation. Films prepared in this manner are not to 
be considered “clean.” However, materials which may be 
adsorbed on contact with the oil are apparently weakly 
held to the surface since many gases have been found to 
readily chemisorb on the metal. Therefore one might de­
scribe the oil as a solvent having weak interactions with 
the systems of interest. Spectra were also recorded after 
evacuation of the gas phase in order to establish which 
absorption bands can be attributed to chemisorbed 
species. A 15-min evacuation period proved sufficient to 
remove all of the unadsorbed mercaptans from the ir 
spectra. All spectra of chemisorbed mercaptans reported 
in this study were recorded after evacuation of the cell for 
at least 1 hr at 10“ 6 Torr.

In general the cell was equipped with KBr windows, al­
though in certain cases CsBr windows were used for their 
extended transmission characteristics. Infrared spectra 
were recorded on a Beckman Model IR-10 spectrophotom­
eter. Useful spectra were obtained over the spectral range 
of 4000 to 400 cm“1 (300 cm-1 in the case of the CsBr 
windows). The instrument is equipped with an external 
recorder (Rikadenki Model B-14) and an ordinate scale 
expander. The nickel and tungsten were obtained in the 
form of high-purity wire from A. D. Mackay, Inc. The CO 
was supplied by the Air Reduction Co. as CP grade. The
H.2 and He were supplied by Big 3 Industries. The H2 and 
He were purified by passing over hot copper turnings at 
420°, then through two traps cooled with liquid nitrogen. 
The second trap contained activated charcoal. The CO 
was purified by passage through a charcoal trap immersed 
in liquid nitrogen. The mercaptans were supplied by 
Eastman Organic Chemicals (1-propanethiol) and Aldrich 
Chemical Co. These were subjected to several freeze-thaw 
cycles with pumping and stored in glass vessels on the 
vacuum system.

R esults
The experimental results of the adsorption of the vari­

ous mercaptans on the evaporated nickel films are pre­
sented in Table I. For each adscrbate the length of expo­
sure was at least 2 hr, although experiments have shown 
that 30 min was sufficient in most cases to assure the 
mercaptan had diffused into the oil film. The column list­
ed as observed frequencies corresponds to the bands that 
are due to the chemisorbed species. These bands were re­
corded after the adsorbate was evacuated from the cell 
and the cell pumped at 10“6 Torr for at least 1 hr. Ab­
sorption bands listed under model compound frequencies 
are the frequencies reported in the literature for the re­

spective material. The last column is used for the various 
vibrational assignments.

It should be noted that many absorption peaks observed 
for the adsorbates used are not listed in the table. Gener­
ally only those peaks are listed which are observed to 
occur in the region where the surface species gives rise to 
absorptions that are not present in the background spec­
trum. Thus the regions listed generally are below 1300 
cm-1. Absorption bands ascribed to C-H stretching or 
deformation modes are obscured by corresponding bands 
due to the oil and are present in all background spectra. 
These bands are located in the general region of 2900, 
1460, and 1370 c m '1, respectively. Although the adsorp­
tion of gas samples result in an increase in the band in­
tensities in these regions, the changes are difficult to in­
terpret with any sense of assurance and generally are not 
discussed. The band near 700 cm“1 is attributed to a 
methylene rock mode and obscures the band due to the 
C-S stretching vibration of certain thiols. Also, only those 
absorptions that correspond to the more intense bands of 
the mercaptan are noted. The other bands are not ob­
served apparently because the surface concentrations are 
relatively low. This has been reported before and is not 
unexpected.6-7 Considering this, the spectra of the ad­
sorbed species are in good agreement with those of the 
particular thiols in question.

All adsorption processes were performed at about 25°, 
which is the average temperature of the laboratory. Ab­
sorption bands designated as “added CO” resulted from 
exposure of the sample to about 3 cm CO pressure after 
the adsorption of the mercaptan in question.

Figure 1 shows typical spectra that result when a mer­
captan is adsorbed on an evaporated metal surface. These 
spectra were recorded when ierf-butyl mercaptan was 
added to a freshly prepared nickel surface. The absorption 
bands shown in the spectra are listed in the table along 
with the corresponding vibrational assignments. The band 
at 580 cm“1 is attributed to the C-S stretching mode 
while the other bands are assigned to vibrations of the rest 
of the molecular skeleton. Although the spectra shown in 
Figure 1 do not cover the total recorded spectral range, 
careful investigation of the region near 2600 cm“1 using a 
10 X ordinate scale expansion indicates the absence of any 
observable absorption band attributed to the S-H moiety. 
This is consistent with the absence of a band near 860 
cm“1.

Absorption bands that are observed when iso- and n- 
butyl mercaptan are aesorbed on freshly prepared nickel 
surfaces are also presented in Table I. The band corre­
sponding to the C-S stretch is not observed in the spec­
trum for adsorbed rc-butyl mercaptan and may be due to 
the fact that the amount of adsorbed thiol is too small for 
it to be detected. For the spectra of the adsorbed n- and 
isopropyl mercaptan, absorption bands correspond closely 
with those of the free mercaptan. The bands of the ad­
sorbed isopropyl mercaptan are relatively strong, while 
those bands due to the adsorbed n-propyl mercaptan are 
less intense. Both spectra display absorption bands that 
have been attributed to the C-S bond. The position of 
these bands is slightly shifted to lower energy when com­
pared to the free thiols.

Effect of Carbon Monoxide. Addition of 3 cm pressure 
of CO to the samples containing a preadsorbed mercaptan 
resulted in some rather curious observations. A strong 
band developes at 2040 cm“1 accompanied by the forma­
tion of a band at 420 cm“1. The intensity of these bands
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TABLE I: F requ en cies and A ssign m en ts for Adsorbed Species on  N ickel
M odel com pound

A dsorbate O bserved frequencies, c m -1 frequencies, c m “ 1 Assi gnm ent s

n-Propyl mercaptan“ 1270 1298 s CH; wag
1246 s CH2 wag
1225 sh CH2 twist

1200 1208 sh 
1105 s CHo rock

1065 1088 s CC stretch (skew)
1035 1060 sh CH3 rock
1005 1032 w CC stretch (trans)

961 m C H  rock
925 w CC stretch
897 s CC stretch
883 m CSH bend (trans)
793 s CH2 rock (skew)

760 763 sh CH2 rock (trans)
725 719 m Combination of CS

stretch and CCC bend 
for trans

620 655 CS stretch (skew)
2040 CO stretch of gas phase

Ni(CO)4
2020 CO stretch of adsorbed

carbon monoxide
1860 NiC stretch of gaseous
420 Ni(CO)d

Isopropyl mercaptan“ 1385 1385 CH sym bend character-
1368 1368 istic of (CH3)2CH”
1298

1250 CH wag
1220

1161 CH3 rock
1132

1085 CC stretch
1030 1063 CH3 rock

929 CHi rock
894 CC stretch
861 CSH bend

585 617 CS stretch
360 NiS stretch

2040 CO stretch of gas-
phase Ni(CO)4

420 NiC stretch of Ni(CO)46
«-Butyl mercaptan1' 1290 1290 s CH. wag

1260 1240 m CH2 wag
1210 1200 sh 

1110 m CH, rock
1090

1060 vw CH3 rock
1020 vw CC stretch
960 w CH3 rock
380 vw CSH bend

820
770 w 
750 w 
740 m

CH3 rock

710 sh 
650 w CS stretch

2040 CO stretch of gas-

Isobutyl mercaptan''-8
420

phase Ni(CO)4 
Ni-C stretch of Ni(CO)46

1380 1380 s CH3 sym bend charac-
1365 1365 s 

1330 m
teristic of (CH3)2CH-

1310 1325 m CH wag
1260 (1235) 1255 s CH  wag
1225 (1210) 1225 sh CH2 twist
1165 1170 m CC stretch
1130 (1105)

1100 m C H  rock
1020 vw CC stretch
955 sh

920 (940) 925 m C H  rock
(920)
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TABLE I (Continued)

A dsorbate O bserved frequencies, c m -1

Isobutyl mercaptan (continued) 840
800
710
630

2040

420

ferf-Butyl mercaptan'* 1300
1250

1150
1020

800
580

2040

1990
1860
402

M odel com pound 
frequencies, c m -1 Assignm ents

820 sh CH3 rock
800 m CHo rock
710 m CS stretch
665 w CS stretch 

C-O stretch of gas 
phase Ni (CO) 4 

NiC stretch of
N i ( C O ) 4 6

1210 sh CC stretch
1168 vs CHj rock
1030 CH3 rock
860 m CSH bend
820 m CC stretch
590 m CS stretch 

CO stretch of gas 
phase Ni(CO)4 

CO stretch of
chemisorbed CO 

NiC stretch of
gaseous NilCO)/

n Reference 8. b Reference 9:-c Reference 10. d Reference 11. e Reference 12.

increases with time indicating that the species giving rise 
to them is being produced as a result of a chemical reac­
tion. Evacuation of the gas phase caused these bands to 
disappear and it was possible to effect their disappearance 
by freezing the gas phase using liquid nitrogen. In no case 
did the presence of the CO influence the intensity of the 
absorption bands attributed to the preadsorbed mercap­
tan species.

No evidence for chemisorbed CO was noted except for 
the cases using n-propyl and terf-butyl mercaptans. For 
these two, absorption bands that developed in the spectra 
upon exposure to CO indicate some of the surface was free 
to chemisorb a limited amount of CO. This can be seen in 
Figure 1. The appearance of the two bands at 1990 and 
1860 cm-1 are observed immediately upon introduction of 
the CO. For «-propyl mercaptan the high wave number 
band occurs at a frequency that is more nearly “normal,” 
however, the other absorption is at a frequency lower than 
expected. The intensities of these bands are distinctly 
smaller (up to 5% T) than those observed when CO is 
added to a freshly evaporated metal surface.

If the order of addition of the mercaptan and the CO 
are reversed, that is the CO is preadsorbed and then the 
mercaptan added to the resulting surface, the CO is dis­
placed as expected. However the spectra indicate that the 
chemisorbed carbon monoxide is never completely dis­
placed no matter which mercaptan is used, since all spec­
tra retain a small absorption band in the 1850-cm'1 re­
gion. The preadsorbed CO does not change the position of 
the bands attributed to the adsorbed mercaptan. This ef­
fect was noted for all the mercaptans studied.

Effect of Added Oxygen. A series of experiments were 
conducted in which 2 cm of oxygen was admitted to the 
cell containing the nickel film and the preadsorbed mer­
captan in question. Spectra were recorded at room tem­
perature and after heating the sample to 80° for a period 
of 2 hr. Exposure of the samples to oxygen at room tem­
perature results in no change in the spectra even after ex­
tended periods (up to 56 hr). However, when the samples 
are subsequently heated to 80° the spectra change signifi­
cantly. The absorption bands that correspond to the car-

Figure 1. Spectrum of terf-tutyl mercaptan adsorbed on nickel:
(-----) background; (— ) chemisorbed f-C4H9SH; (-----) with 3
cm  of CO; (- X  - )  a fte r 10 hr exposure  to  3 cm  of CO.

bon skeleton of the thiol disappear and new peaks appear 
at 1140, 1030, 960, and 320 cm-1. This is observed foT 
each of the mercaptans.

Effect of Heating with and without Oxygen Present in 
the Cell. A series of experiments were performed in which 
the primary purpose was to identify the gaseous products 
resulting from the thermal desportion of the mercaptan. 
Analysis of these products was accomplished using gas 
chromatography and mass spectral data. In addition to 
the excess oxygen present, the primary product was an 
olefin, with trace quantities of other materials. For certain 
of the mercaptans the products of the thermal desorption 
were dependent upon whether oxygen was present or not 
during the desorption period. Specifically for the n- and 
isopropyl mercaptans the primary product was propene, 
while that of the terf-butyl mercaptan was 2-methylpro- 
pene. These products were observed whether or not oxy­
gen was present in the cell during the desorption process. 
For n- and isobutyl mercaptan if the cell was heated in 
the absence of oxygen the primary gaseous product was
1-butene whereas if the heating was performed in the 
presence of oxygen the product was trans-2-butene.
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An additional experiment was performed in which 1- 
butene and oxygen were heated in the presence of a sul­
fided nickel catalyst and in the absence of such a surface. 
In the absence of the sulfided surface no reaction was ob­
served however when a sulfided nickel surface is present
1-butene is converted to trans-2-butene.

D iscussion
Mercaptan. A few infrared studies3 4 have been directed 

to the elucidation of the structure of the surface species 
formed when a mercaptan is adsorbed on a nickel surface. 
These studies indicated the surface species formed is 
bonded to the nickel through the formation of a sulfur- 
nickel bond in which the thiol hydrogen is replaced by the 
metal. The presence of the C-S bond was assumed in that 
no spectral evidence was observed that could be directly 
attributed to this structure (the spectra contained no ab­
sorption bands due to this structure). As reported in 
Table I, an absorption band that is attributed to the C-S 
stretching mode of the surface mercaptide was noted for 
all the mercaptans used except n-butyl mercaptan. For 
each of the mercaptans employed in this study, the sur­
face structure most consistent with the observed spectra is 
that of a mercaptide, i.e., a single point attachment of the 
mercaptan to the surface through the sulfur atom. In the 
spectra that were recorded using isopropyl mercaptan as 
the adsorbate, a small band was observed at 360 cm-1. 
This band is attributed to the Ni-S stretch and is in 
agreement with those reported for certain sulfur che­
lates.1314 The fact that this band is so elusive is not 
unexpected. In general it is found that the spectra of 
chemisorbed molecules do not contain an absorption band 
that can be attributed to the adsorbate-adsorbent 
bond.15-16 Why this is so, is not understood.

Effect of Added Carbon Monoxide. The absorption 
bands observed at 2040 and 420 cm-1 in spectra corre­
sponding to the addition of CO to a nickel sample con­
taining preadsorbed mercaptan are attributed to vibra­
tions of nickel tetracarbonyl.9 Production of nickel tetra- 
carbonyl upon addition of CO is in marked contrast with 
the result of CO exposure to a fresh nickel surface. In the 
latter case, the spectra indicate the CO is strongly chemi­
sorbed without the production of observable quantities of 
nickel tetracarbonyl. These observations are consistent 
with the practice of introducing small amounts of mercap­
tan to enhance the commercial production of nickel tetra­
carbonyl. Apparently the mercaptan causes a change in 
the distribution of the surface atoms thereby exposing 
new nickel atoms while simultaneously making it easier 
for these to react with the CO forming the gaseous car­
bonyl. Such rearrangements of surface structures are not 
new17 and it would seem that a nickel catalyst subjected 
to both mercaptan and carbon monoxide would experience 
rapid erosion of the metal by the formation of nickel te­
tracarbonyl.

The chemisorption of CO by a nickel surface previously 
exposed to n-propvl or fert-butyl mercaptan is surprising. 
This behavior contradicts the work of earlier authors4 but 
may be due to the experimental conditions used in this 
study.

Blyholder18 suggests that the strength of the adsorbate- 
adsorbent bond for chemisorbed CO could be related to 
the position of the carbon-oxygen stretching frequency. 
Van Hardeveld and Hartog19 have correlated the position 
of the CO stretching vibration with various types of me­
tallic clusters on the metal surface reaching essentially

the same conclusion as Blyholder. It is known20 that the 
position of the absorption band shifts from lower to higher 
energy as the surface coverage increases. Assuming the 
more energetic adsorption sites are covered first implies 
band positions at the lower wave number correspond to 
the most tightly held CO. This should also be the most 
difficult to displace by another adsorbent such as a mer­
captan which will compete for the surface.

The results indicate that not all the CO can be dis­
placed by the mercaptan under the experimental condi­
tions. The position of the absorption maximum shifts to 
lower energy as the intensity of the band decreases. When 
the band no longer decreases upon addition of mercaptan, 
the position of the peak (near 1850 cm-1) implies the re­
maining CO is very strongly held to the surface as would 
be expected using this model. The intensity of the absorp­
tion band shows that the amount of CO remaining on the 
surface is very small, probably about 1% or less than orig­
inally present. It is felt that this last CO is bonded to the 
surface in what Blyholder21 calls a “multicenter bond.” 
This species could possibly account for the fact that the 
remaining CO is so strongly attached to the surface that 
the mercaptan is incapable of displacing it.

Effect of Added Oxygen and Heating. Many attempts 
made to remove sulfur from mercaptans have involved the 
use of catalysts.22 Generally hydrogen sulfide is split off at 
around 300°.23-24 The primary products are the olefin and 
hydrogen sulfide under the experimental conditions re­
ported. In the presence of Rainey Nickel, the products are 
the parent hydrocarbons, with carbon-carbon cleavage oc­
curring as an important side reaction in certain cases.25

In this study it was found that the adsorbed mercaptan 
underwent decomposition at a temperature significantly 
lower (80°) than that normally observed.22 Since the gas­
eous products resulting from the decomposition are ole­
fins, and not the present hydrocarbons, it appears the 
nickel films employed for this study are more nearly relat­
ed to a bare nickel catalyst rather than Rainey Nickel.

A sulfided surface results when the mercaptan decom­
poses on the adsorbent. No evidence is observed for the 
hydrogenation of this sulfide species, although experi­
ments were performed where hydrogen was added to the 
sulfided surface, both at room temperature and 80°. At 
the elevated temperature the results indicate a reaction 
does occur upon addition of oxygen to the cell. The spec­
tra which are observed are very similar to those noted for 
the addition of SO2 to a fresh nickel film. Blyholder4 has 
reported spectra of SO2 on iron and nickel films. He finds 
his spectra are best interpreted in terms of the formation 
of a Ni-SOi structure. Therefore when oxygen is added to 
one of the sulfided nickel surfaces, the sulfur is oxidized 
with the subsequent formation of a sulfate ion on the sur­
face. The exact nature of this species is difficult to discern 
because the spectral bands are weak. However, a compari­
son of the evidence with spectra of known sulfato26 com­
plexes indicates the surface species formed in these exper­
iments is most likely a unidentate complex having C3l 
symmetry.
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Transition Metal Ions on Molecular Sieves. II. Catalytic Activities of Transition Metal 
Ions on Molecular Sieves for the Decomposition of Hydrogen Peroxide
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The catalytic activities of Y molecular sieves ion exchanged with transition metal ions were observed for 
the decomposition of hydrogen peroxide, in order to develop a novel catalytic utilization of isolated metal 
ions dispersed on the sieve, where the nature of the metal ions can be easily modified by coordination of 
ligands. Their activities were in order of Pd(Il) < Fe(III) < Ni(II) < Ag(I) > Mm(II) > Co(II) > Co(III) 
> Hg(II) > Cu(H) > T1(I) > Cr(III) > Zn(II). This bell-shaped activity pattern is correlated with the 
transition metal redox potentials in basic solution. The catalytic activities of Mn(II), Ag(I), and Cu(II) 
were improved markedly by coordination with diamine ligands, as observed in homogeneous systems, 
whereas those of Ni(II) and Co(II) were suppressed. Based on studies of the rate dependence on hydrogen 
ion concentration in addition to the trend of catalytic activities, the decomposition mechanism of hydro­
gen peroxide is concluded to contain the redox steps for the metal ion, either of which is rate determin­
ing, depending on the redox potential of the catalyst.

Introduction
Isolated transition metal ions attached to a molecular 

sieve would be expected to behave as their homogeneous 
analogs, even though they are located on a solid surface, 
because they are isolated from one another on the fixed 
sites of the molecular sieve. Although molecular sieve- 
bonded metal ions have been extensively studied1 and 
their catalytic activities have been reported for the oxida­
tion of olefins,2 cyclohexane,3 and carbon monoxide1 as 
v/ell as for acid-base reactions,1 there is little work in 
which the metal ion on the sieve is expected to have a 
chemical nature similar to that of homogeneous catalysts 
such as metal complexes. We have reported that biden- 
tate ligands such as ethylenediamine formed chelated 
complexes with an isolated cupric ion on a molecular 
sieve.4

In the present study, catalytic activities of transition 
metal ions and their complexes on the sieve were observed 
for the decomposition of hydrogen peroxide, which has 
been investigated extensively as a homogeneous reaction

catalyzed by transition metal ions and their complexes as 
well as by enzymes such as catalase.5 It may be of value 
to try to develop a novel catalytic utilization of the isolat­
ed metal ions dispersed on the sieve, taking advantage of 
the possibility that the nature of such a catalyst may be 
easily modified by ligands as in the case of homogeneous 
transition metal systems.6 The present study is one of 
such trials.

Experim ental Section
Chemicals. Hydrogen peroxide (30% aqueous solution) 

was obtained from Wako Pure Chemical Industry. Lig­
ands obtained from Tokyo Kasei Co. were used without 
purification.

Catalysts. The ion-exchanged molecular sieves exam­
ined are listed in Table I. They were prepared by ion ex­
change of Y molecular sieves (Linde), Na(I)-Y, with aque­
ous solutions of metal sulfates or nitrates, except for 
Cu(II), Pd(II), and Co(III) ions. Ammine complexes of the 
first two and ethylenediamine complexes of the latter
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TABLE I: C atalytic A ctiv ities o f  M etal Ion s and T heir  
E th y len ed iam in e  C helates on  Y Sieve for th e  
D ecom p osition  o f  H-O .

A ctiv ity  of
ethylene- A On/' AG*,"
diam ine ko a l/ k ca l/

A ctiv ity0 chelate" mol mol

1 Ag(I) 4.8 X 103 Increase
2 Mn(II) 6.8 X 102 1.3 X 103
3 Co(II) 2.8 X 102 3.5 7 43
4 Co(III) 1.4 X 102
r, Hg(II) 1.9 X 10
6 Cu(II) 7.0 1.0 X 102 46 6
7 Fe(III) 6.8 1.3 X 10 30 20
8 Tl (I)d 4.9 X 10^‘
9 Ni(II) 3.8 2.8 X 10 1

10 V(IV) 4.9 X 10->
11 Cr(III) 3.7 X 10-1 1.3 58 - 8
12 Zn(II) 3.3 X 10-1 2.5 X 10
13 Pd (II) 1.4 X 10~3

" R a te  of decom position a t 24.5° and  pH  10.15 (cm /g  m in). 6 Free-energy 
change of th e  reaction M - | -  H  (1  - -  ]Vdn - 4 i  HOO - H  . "F ree- 
energy change o f the  reaction M 1,0 ’ -f- H 2O2 —► M " -f HO -f- O H '.
d 10% exchange.

Redox Potential (eV)
Figure 1. A bell-shaped activity pattern for metal ions on a sieve 
correlated with redox potential. Numbers refer to catalysts in 
Table I.

were used for ion exchange. A sufficient amount of metal 
ions was passed through the cylindrically shaped Na(I)-Y 
in a column, except for Fe(ITl) -Y, preparation of which 
was described by Delgass, et a l7 The ion-exchanged sieves 
were then washed and dried at 100°, followed by calcina­
tion at 400° for 7 hr in air. Approximately 90-100% of so­
dium ions were exchanged, except for T1(I), where only 
10% was exchanged .2a

To yield the chelate-impregnated materials, the ion- 
exchanged sieves were stirred for 2 days in an aqueous or 
ethanolic solution of ligand, washed with ethanol, and 
dried in a desiccator.

Apparatus and Procedure. After a reaction flask (con­
taining 50 ml of basic aqueous solution, pH 6-11, and the 
catalyst) was immersed in a constant-temperature bath 
(24.5°) for 1 hr, 1 ml of H2O2 was added. The reaction 
mixture was stirred by a magnetic stirrer, and the evolu­
tion of oxygen during the course of H2O2 decomposition 
was followed as a function of time with a manometer con­
nected to the reaction flask. Although the reaction seemed 
first order in H2O2,4 observed rates of H2O2 decomposi­
tion, V, in cm/g min were obtained from the initial slopes 
of plots of increasing pressure (cm) of O2 evolved vs. time, 
which were divided by the weight of catalyst used. The 
pressures observed were corrected to those at 25°. Because 
the pH of the reaction solution changed as H2O2 decom­
position progressed, pH of the solution at the initial stage 
of reaction was measured with a Hitachi-Horiba pH meter 
immediately after the addition of H2O2 to the reaction 
systems.
Results

Catalytic Activities of Y Molecular Sieves Ion Ex­
changed with Transition Metal Ions. Catalytic activities 
of ion-exchanged sieves for H2O2 decomposition in an 
aqueous NaOH solution of pH 10.15 are summarized in 
Table I together with some properties of the metal ions. 
Ag(I)-, Mn(II)-, Co(II)-, and Co(III)-Y as well as their 
oxides were excellent catalysts for this reaction.8 The 
redox potential of the metal ion has been considered as 
one of critical factors for determining the catalytic activi­
ty of the catalyst containing the metal ion for the redox 
reaction, because the reaction appears to involve the

redox steps of the metal ion in any form. The catalytic ac­
tivities of the sieve catalysts are compared with the redox 
potentials of the metal ions exchanged in Figure 1, where 
the catalytic activity relative to that of Cu(II)-Y was cor­
rected by the ion-exchanged ratio, and the values of the 
redox potentials in a basic solution9 are plotted because 
the reaction was carried out in a basic solution. The prob­
lem of which oxidation states of the metal ions are in­
volved in the catalysis under the reaction conditions is 
quite fundamental, however, it may be rather difficult to 
define this quantity for all metal ions, although couples of 
oxidation states for some metal ions are obviously in­
volved or have been established as being involved.5'10 At 
the present stage, couples of the following oxidation states 
are assumed to be important in the present reaction: 
Ag01, MnIIim, CoIIlIU, Hg0iI1, Cu1 n , Fe11 m , TlIim, 
NiIIiIV, CrIIUI, Zn° n , and Pd11 IV. Black deposits of sil­
ver metal were observed during the reaction so that the 
assumed couple of Ag0'1 may be correct. The bell-shaped 
relation shown in Figure 1 is thought to indicate the pres­
ence of redox reactions of the catalyst, and its explanation 
will be discussed later in connection with the reaction 
mechanism. Similar activities of Co(II)- and Co(III)-Y 
may support this assumption.

The free-energy changes of the following reactions are 
reported for Co, Cu, Fe, and Cr ions11

Mn+ + H20 2. — ► + H 02 + H* A Gj (1)

+ H20 2 — » Mn* + OH + OH AG2 (2)

If the H2O2 decomposition proceeds through these ele­
mentary steps as assumed by Von Bertlan,12 the greatest 
difference between AG1 and AG2 should be related to the 
rate-determining step of this catalysis and related to the 
activities of the metal ions, however, no reasonable rela­
tion was observable.

The rate limits for exchange of methanol coordinated to 
metal ions repoted for Mn(II), Co(II), Cu(II), and Ni(II)13 
are related to the respective catalytic activities for the 
present reaction, however, data are too scarce to be dis­
cussed further.

Ligand Effects on the Catalytic Activity. The effects of 
ethylenediamine on the catalytic activities of some metal
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TABLE II: Effects o f  L igands on  th e  
C atalytic A ctiv ities

C ataly tic  ac tiv ity ”1

Ligand M n a t  pH  7.6 Co a t  pH  8.6 Cu a t  p H  11.4

Aquo 143 82 30
l,2pn° 850 1.9 36
dien® 445 62
ensc 278 1.9
en»'' 450
ene 15 110
trien1 426 2.8 18
l,3pn“ 420 48
Pyperizine 354 45
(Et2en) 3h 200
(CN-en)f 8.9
Ph2en' 4.3
dmg* 4.4 3.5
dip! 3.6 32

a 1,2-Propylenediam ine. b D iethylenetriam ine. c T ris(ethylenediam ine). 
d B is (ethylenediam ine). c E thylenediam ine. f  T rie thy lenetetram ine. g 1,3- 
Propylenediam ine. h A^,iV-Diethylethylenediamine. 1 E thylenedicyanide. 
7 iV .jV ^Diphenylethylenediam ine. k D im ethylglyoxim e. 1 D ipyridyl. m H 2O 2 

decom position ra te  a t  24.5°, cm /g  m in . E xcep t for bis- and  m onoethylene- 
diam ine, excess ligands were added during  synthesis of th e  chelates.

ions for the hydrogen peroxide decomposition reaction are 
summarized in Table I. The ligand enhanced the activi­
ties of Ag, Mn, Cu, Fe, Cr, and Zn, whereas it depressed 
those of Co and Ni. Effects of other chelating reagents on 
the activities of Mn, Cu, and Co ions are shown in Table
II. In the case of Mn ion, 1,2-propylenediamine (l,2pn) 
was the best ligand, increasing the catalytic activity by 
more than a half-order of magnitude in comparison with 
that of the aquo ion on the sieve. Amines without other 
functional groups in the molecule enhanced the activity 
regardless of coordination number, whereas substitution 
in the amine molecule by cyanide or phenyl group de­
creased the activity. The enhancement of the activity was 
provoked by a particular pairing of metal ion and ligand, 
and was not due solely to the existence of ligand mole­
cules in the reaction system.

In the case of cupric ion, ethylenediamine is the best 
ligand and improved the activity by more than one order 
of magnitude. In contrast to the enhancement of the ac­
tivity of Mn ion by coordination with triethylenetetramine 
(a tetradentate ligand), the activity of the cupric ion on 
the sieve was depressed by this ligand. These features are 
common to those in a homogeneous system,14 although 
some discrepancies were also observed. Sigel, et al,,15 and 
Sharma and Schubert10 reported that the catalytic activi­
ty of the cupric ion was depressed when more than three 
of the coordination sites were occupied by ligands, as 
shown by the fact that bis(ethylenediamine)-, tris(imidaz- 
ole)-, or triethylenetetraminecopper chelates had little ac­
tivity for this reaction. However, bis(ethylenediamine) 
chelate on molecular sieve, which was identified in a pre­
vious study,1 showed much higher activity than the 
monoethylenediamine chelate on the sieve which was blue 
in color, and the diethylenetriamine (tridentate chelating 
reagent) copper chelate on the sieve showed a larger activ­
ity than the aquo ion.

It is interesting that the ligands observed in the present 
study depressed the activity of the cobalt ion.

Dependence of Decomposition Rate on Proton Concen­
tration of the Reaction Solution. The catalytic activities 
of some metal ions and their chelates on the sieve materi­
al were observed in aqueous NaOH solutions of different 
concentrations to study the influence of pH on the reac-

6  7 8 9 10 II 12
pH

Figure 2. pH dependence of catalytic activity in aqueous NaOH: 
A, Mn(ll)-1,2-pn-Y; B, Mn(ll)-en-Y; C. Mn (11) — Y ; D, Co(ll)-Y; 
E, Cu(II)—en—Y ; F, Cu(ll)-Y.

Figure 3. pH dependence of catalytic activity in aqueous ethyl­
enediamine: A, Mn(ll)-en-v ; B, Cu(ll)-en-Y; dotted lines, ac­
tivities at the same pH In aqueous NaOH.

tion rate. Results are shown in Figure 2. They are de­
scribed by the following rate equation

V =  fe'(H T "  (3)

where the values of n were 0.30 for Mn(II) and its chelates 
on the sieve, 0.35 for Co(II), 0.54 for bis(ethylenediamine)- 
copper, and 0.62 for Cu(II). The reaction orders for pro­
ton which were observed in the present study are larger 
than those observed in homogeneous systems, where they 
were —1 in many cases.5'1C'15

In the case where the pH was changed by varying the 
concentration of ethylenediamine, the dependence of the 
catalytic activity on pH is shown in Figure 3, using 
Mn(II) en,3 Y and Cu(II) en2 Y as catalysts. In the high 
pH region, decomposition of H2O2 occurred without the 
metal ion catalyst, so the catalytic activity was estimated 
by subtracting the decomposition without catalyst from 
the rate observed in the presence of the catalyst. The de­
pendence under such conditions is also described by eq 3, 
where values of n were 0.4 for the manganese chelate and
1.1 for the copper chelate. It should be noted that the cat­
alytic activity and the absolute values of the reaction 
order with respect to the proton were larger in aqueous 
ethylenediamine than in aqueous NaOH.

Table III shows the catalytic activities of Mn and its
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TABLE III: Effect o f  A nion  on  C atalytic Activity"
C ataly st M n -l,2 -p n -Y  M n -en -Y  M n (II) -Y

Na-B.O, 2 . 1  X  10= 1 . 2  X 1 0 ! 4 . 5  X 10
N a O H  1 . 2  X  1 0 ! 3 . 0  X 1 0 2 1 . 8  X 10  =

n pH  of th e  solution 8.0; reaction tem peratu re  24.5°, cataly tic  activ ity  
cm /g  min.

chelates on the sieve in aqueous Na2B4C>7 and in aqueous 
NaOH of the same pH, showing the effects of anions on 
the activity. Marked decreases in activities were observed 
in aqueous Na2B407.

D iscussion
Metal ions of aquo and complex forms are well known 

as catalysts of various reactions whose mechanisms in­
volve an oxidation or reduction of the substrate.16 It is 
also recognized that metal ions play essential roles in the 
catalytic activity of some enzymes in redox reactions.17 
Metal ion exchanged onto the molecular sieve showed ex­
cellent catalytic activity for H2O2 decomposition, by 
means of a redox cycle between two oxidation states of 
considerable stability in a manner similar to that ob­
served in homogeneous systems. Furthermore, the catalyt­
ic activities were found to be modified by ligands to a 
considerable extent. Although some contradictory details 
were observed in comparison with homogeneous systems, 
the facts observed in the present study may indicate a 
similarity between metal ion catalysts bound to the sieve 
and those in homogeneous form. Thus, one may expect a 
new type of solid catalyst with merits of both homoge­
neous and heterogeneous systems.

Mechanism of the Catalytic Decomposition of H2O2 by 
Metal Ion on Molecular Sieve. On the basis of the activity 
pattern of metal ions on the sieve material, effects of lig­
ands, and reaction orders in hydrogen peroxide and pro­
ton, a rather complicated mechanism of the H2O2 decom­
position catalyzed by metal ions and their chelates on the 
sieve can be discussed. The information obtained in the 
present study is not enough to definitely establish the 
mechanism. Analogous aspects of this catalysis to that in 
homogeneous systems where the details of the reaction 
mechanism have been discussed for a long time, however, 
may help in proposing a tentative mechanism. Many pos­
sible mechanisms for this catalysis have been proposed. 
They may be principally classified into two categories. 
One is the radical chain mechanism in which the initia­
tion reaction of HOO or OH radical production is cata­
lyzed by metal ions,18 and the other is reaction within the 
coordination sphere of the metal ion. The latter mecha­
nism can be subdivided into two redox reactions of the 
metal ion which are involved in one mechanism10'19 and 
not in the other.18-20

The peaked relationship shown in Figure 1 may suggest 
that catalysis on the sieve involves redox reactions of the 
metal ions. It would be of value to discuss what interme­
diates are involved. A stepwise mechanism as described 
by eq 1 and 212 should be abandoned, as discussed above.

Sharma and Schubert10 preferred a reaction mechanism 
involving the HOO radical in light of negative tests for the 
OH radical. Their scheme is essentially the same as that 
proposed by Haggett, et al., for ferric ion catalysis.19 The 
reaction mechanism can be extended to the reaction cata­
lyzed by other metal ions as follows

2H20 2 — *- 2HOO” + H* (4)

2(LM)"* + 2HOO" — *- 2(LM)("'1>* + 2HOO (5)

2 HOO — ► 0 2 + H20 2 (6)

2(LM)("-1,+ + H20 2----- 2(LM)n* + 20H" (7)

The most effective catalyst can be interpreted in terms of 
Balandin’s theorem21 assuming their reaction scheme and 
its thermodynamic data. A combination of reactions 5 and 
7 cancels the catalyst term, giving

2HOO' + H20 2 — ► 2HOO- + 20H" (8)

The potential change for this reaction can be calculated 
as -0.389 eV, using the values of the potential changes of 
the related reactions previously described.22 Thus, the 
most effective metal ion for this catalysis is the one for 
which the redox potential is —0.195 eV, one-half of the 
potential change of reaction 8. The rate-determining step 
of this catalysis may be reaction 5 or 7, depending on the 
rates of the steps which may be related to the redox po­
tential of the catalyst. On a catalyst for which the higher 
oxidation state is much more stable than the lower one, 
that is, a large redox potential in Figure 1, reaction 5 may 
be rate determining, and reaction 7 may be rate deter­
mining in the case of a catalyst having a small redox po­
tential. The catalytic activity of a metal ion increases as 
its redox potential decreases, within the range where the 
rate-determining step is reaction 5, however, a decreasing 
redox potential results in a decrease of catalytic activity 
of a metal ion if the rate-determining step is shifted to 
reaction 7. The transition of the rate-determining step 
may occur at a redox potential of -0.195 eV according to 
Balandin’s theorem. The peaked curve of the catalytic ac­
tivity pattern shown in Figure 1 is thus explained.

The reaction order for the hydrogen ion can be also ex­
plained in terms of the above scheme. On a catalyst where 
reaction 5 is rate determining (larger redox potential), the 
rate is first order in HOO~, the concentration of which is 
proportional to 1/[H+] (n = 1) during reaction, according 
to reaction 4. The rate of reaction 7 in the steady state is 
apparently independent of pH, although the rate constant 
may be influenced to a small extent by pH according to 
Le Chatelier’s theorem. That is, the reaction order in 
[H+], n, is expected to decrease from unity to zero with 
decreasing redox potential of the metal ion catalyst, be­
cause reactions 5 and 7 may contribute to the rate-deter­
mining step according to their relative rates near the tran­
sition of the rate-determining step, which depends on the 
redox potential of the catalyst. The values of the reaction 
orders in [H+], n, for Mn(II)-, Co(II)-, and Cu(II)-Y are 
in the given order.

The effect of ligands on catalytic activity is not clearly 
delineated by the present study, although Sharma and 
Schubert10 pointed out that the reduction of Cu(II) coor­
dinated to two nitrogens is kinetically much faster than 
that of the aquo cupric ion, and Wang14 ascribed the en­
hancement of catalytic activity to the strain around the 
metal ion catalyst provoked by the ligand molecules. As 
for Cu(II)-Y, the interpretation proposed by Sharma and 
Schubert may be true, and is consistent with the increase 
of reaction order in pH accompanying coordination with 
ethylenediamine. The depression of Co(II)-Y activity by 
ligands may be related to observed characteristic’s of the 
electron transfer reaction between Co(II) and Co(III) 
which has been extensively studied.23 At present, we can 
only point out the importance of the changes around the 
catalyst which are provoked by ligand coordination, par­
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ticularly in the redox potential, substitution reactivity, 
and activation of the substrate in comparison with homo­
geneous catalysis by metal ions and their complexes.
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Absorption spectrophotometric studies have been made in the near-ultraviolet and visible spectral re­
gions on the iodine complexes of trioctylphosphine oxide and triethoxyphosphine sulfide with n-heptane 
as solvent. For both complexes a “blue shift” of the visible iodine band was observed and isosbestic 
points obtained. Thermodynamic parameters were evaluated from the shifted visible iodine band data 
and the spectral characteristics for this band were determined. Also, for both complexes charge-transfer 
bands were located in the near-ultraviolet. The thermodynamic parameters were also evaluated from the 
charge-transfer band data and the spectral characteristics for this band were determined. Although the 
trioctylphosphine oxide-iodine complex was found to be significantly weaker than the trioctylphosphine 
sulfide-iodine complex the shift of the visible iodine band was the same, within experimental error, for 
both of these complexes. A solvent effect explanation has been offered for this unexpected experimental 
result. In contrast, the triethoxyphosphine sulfide-iodine complex has about the same strength as the 
structurally comparable tri-n-butoxyphosphine oxide-iodine complex, with essentially the same shift of 
the visible iodine band for both of these complexes.

Introduction

The thermodynamic parameters and the electronic 
spectral characteristics, for both the charge-transfer and 
the shifted visible iodine bands, have recently been deter­
mined for the trioctylphosphine sulfide-iodine complex in 
n-heptane.1 The experimental results indicate that it is 
one of the strongest of known iodine complexes. A similar 
study of the iodine complexes of tetramethylurea and te- 
tramethylthiourea indicates that the latter complex is sub­

stantially stronger than the former complex.2 In addition, 
previous spectrophotometric work has shown that the di­
ethyl sulfide-iodine complex3 is significantly stronger 
than the diethyl ether-iodine complex.4

Furthermore, for both of these structurally comparable 
pairs of iodine complexes the stronger complex has its 
charge-transfer band absorption maximum located at the 
higher frequency and the stronger complex of the pair has 
the more intense charge-Transfer band. These results are 
in agreement with the generally accepted charge-transfer
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band theory predictions for a series of structurally similar 
molecular complexes.5 In addition, for both of these pairs 
of iodine complexes the stronger complex has the greater 
“blue shift” of the visible iodine band and the stronger 
complex has the more intense shifted visible iodine band. 
Mulliken has proposed an explanation for the effect of 
complex formation on both the position and intensity of 
the visible iodine band.5 Consequently, it would seem to 
be of considerable interest and value to determine both 
the thermodynamic and the electronic spectral character­
istics of the trioctylphosphine oxide complex with iodine 
for comparison with the analogous properties of the 
trioctylphosphine sulfide-iodine complex.

Tsubomura and Kliegman have employed the shifted 
visible iodine band to determine the thermodynamic pa­
rameters of the tri-n-butoxyphosphine oxide (tri-n-butyl 
phosphate') complex with iodine in n-heptane.6 The 
charge-transfer band of this complex was probably located 
at too short a wavelength to be detected under the usual 
experimental conditions. In connection with the above- 
mentioned thermodynamic and spectroscopic studies of 
structurally comparable pairs of iodine complexes involv­
ing oxygen and sulfur donor atoms, a comparison of the 
thermodynamic and spectroscopic data for the tri-n-bu- 
toxyphosphine oxide-iodine complex with those of the tri- 
ethoxyphosphine sulfide-iodine complex would appear to 
be quite interesting and useful.

Experim ental Section
Materials. Matheson Coleman and Bell spectroquality 

n-heptane and resublimed iodine were used without fur­
ther purification. Eastman reagent grade trioctylphos­
phine oxide was recrystallized from absolute ethanol. Tri- 
ethoxyphosphine sulfide (0 ,0 ,0-triethyl phosphoro- 
thioate), obtained from K & K Labs., Inc., was dried over 
Drierite and distilled under reduced pressure.

Spectrophotometric Determinations. Absorption spectra 
in the visible and near-ultraviolet spectral regions were 
measured by a Beckman double-beam (DB) ratio-record­
ing spectrophotometer equipped with a Sargent linear-log 
(SRL) recorder. A pair of matched Beckman 1-cm silica U 
rectangular cells with ground-glass stoppers was employed 
for all the spectroscopic measurements. The Beckman DB 
spectrophotometer has a thermostatable cell compartment 
through which thermostated water was circulated from a 
Forma Scientific (Model 2095) refrigerated and heated 
bath and circulator. Measurements were made at 10, 20, 
30, and 40° with the sample temperatures maintained 
constant to better than ±0.5°. Temperatures lower than 
10° could not be employed because of the condensation of 
water vapor on the cell windows (a dry nitrogen purge kit 
cannot be used with the DB spectrophotometer).

The spectrophotometer wavelength scale was calibrated 
with a holmium oxide standard (Arthur H. Thomas Co.). 
For all the equilibrium constant determinations a series of 
solutions with a constant initial iodine concentration and 
variable initial donor concentrations was employed. The 
donor and acceptor concentrations were chosen so that all 
absorbance readings were in the range 0.30-0.95.

Calculation of Kc and tc. For both the visible and ultra­
violet spectral studies of the trioctylphosphine oxide-io­
dine complex the following general equation for 1:1 molec­
ular complex formation1’7 was employed for the calcula­
tion of the molar concentration equilibrium constant, Kc, 
and the molar extinction coefficient of the complex, tc

D0Iob
A'

/  A' \  1 1
r °  + u  ~ w )  + i w (i)

where D0 and Iq are the initial molar concentrations of the 
donor and iodine, respectively, b is the path length of the 
spectrophotometer cell in centimeters, A' = A — beilo, 
and tc' = ec -  £[, where A is the total experimental ab­
sorbance and ti is the molar extinction coefficient of un- 
complexed iodine. The actual calculations were performed 
by computer using an iterative standard least-squares 
treatment, with error limits at the 95% confidence level. 
Since the values varied randomly with temperature, for 
both the visible and ultraviolet regions, an average 1 1 
value was employed in the calculations. The computer 
program also took into account the change in density of 
the solution with temperature.

In the case of the triethoxyphosphine sulfide-iodine 
complex, for both the visible and ultraviolet studies, the 
experimental conditions were such that the initial concen­
tration of the donor was always much greater than the ini­
tial concentration of iodine. Consequently, a modification 
of eq 1, in which the last two terms in the parentheses 
were dropped, was employed in the calculation of Kc and 
fc. The actual calculations were performed graphically by 
plotting Dolob/A' vs. Do and the error limits were esti­
mated from the plots. Individual values of t[ for each tem­
perature were employed in the calculations and the varia­
tion of solution density with temperature was not taken 
into account.

Results
Trioctylphosphine Oxide. Solutions containing a con­

stant initial iodine concentration and variable initial 
trioctylphosphine oxide concentrations showed an isosbest- 
ic point at about 485 nm in the visible spectral region. 
Some typical spectra are shown in Figure 1. The iodine 
concentration was about 6 X 10~4 M  and the trioctylphos­
phine oxide concentrations varied from 1.0 X  1 0 '3 to 6.3 
X 10 '3 M. The blue-shifted visible iodine band peak of 
the complex occurs at about 440 nm (see curve 4, Figure
1), and this wavelength was chosen for the determination 
of Kc. At this wavelength there was no absorption by the 
colorless trioctylphosphine oxide and there was a small 
absorption due to uncomplexed iodine which was correct­
ed for by use of eq 1.

A rather interesting result of these visible spectral stud­
ies occurred as the concentration of trioctylphosphine oxide 
was increased above that mentioned in the previous para­
graph, with the concentration of iodine remaining con­
stant. These higher donor concentration spectral curves 
progressively missed the isosbestic point and two new ab­
sorption bands began to appear at shorter wavelengths. A 
very intense band appeared with absorption maximum at 
about 290 nm and a moderate intensity band with maxi­
mum around 370 nm. This pair of absorption bands has 
been attributed to the triiodide anion, R ', 8 whose forma­
tion occurs as a frequent side reaction along with iodine 
molecular complex formation. However, in the author’s 
past experience, simply reducing the donor concentration 
usually does not eliminate the triiodide formation.

In the near-ultraviolet the intense charge-transfer band 
of the trioctylphosphine oxide-iodine complex has an ex­
perimental absorption maximum at about 228 nm (see 
curve 3, Figure 2), and this wavelength was chosen for the 
determination of Kc. The initial iodine concentration was
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Figure 1. Visible absorption spectra of iodine-trioctylphosphine 
oxide solutions: solvent n-heptane, temperature 20°, cell 1 cm; 
curve 1, 6.0 X 10~ 4 M iodine; curve 2, 6.0 X 10“ 4 M iodine 
plus 1.0 X 10~ 3 M trioctylphosphine oxide; curve 3, 6.0 X 10-4 
M iodine plus 3.2 X 10“ 3 M trioctylphosphine oxide; curve 4, 
6.0 X 10“ 4 M iodine plus 5.2 X 10“ 3 M trioctylphosphine 
oxide.

maintained at about 6 x 10"5 M, a factor of ten less than 
for the visible spectral studies, and the donor concentra­
tion was in the range (3-11) X 10“4 M. At this wave­
length there was a very small absorption due to trioctyl­
phosphine oxide which was directly subtracted from the 
total experimental absorbance reading before the spectral 
data were employed in the calculation of Kc. In addition, 
there was a moderately large absorption due to uncom- 
plexed iodine, attributed to the iodine-solvent “contact- 
charge-transfer” absorption band (see curve 2, Figure 2),9 
which was corrected for by use of eq 1.

Based on both the visible and ultraviolet data, the error 
limits for Kc are rather high (see Table I). Consequently, 
the standard enthalpy and entropy of complex formation 
were determined from the variation of log Kc(tc -  (¡), 
rather than log Kc, with temperature.10 The actual calcu­
lations were performed by computer using a standard lin­
ear least-squares treatment of log Ac(ec -  «0 as a func­
tion of 1/T, with error limits at the 95% confidence level. 
The results are presented in Table I. There is a relatively 
large difference in the standard enthalpy and entropy 
values obtained from both the visible and the ultraviolet 
spectral data and the error limits are rather high. Also, 
the error limits for ec of the charge-transfer band, based 
on the least-squares treatment of the ultraviolet data, 
were very high. Consequently, the value of Kc determined 
from the visible data was employed to reduce the uncer­
tainty in ec of the charge-transfer band.

The spectral data for the charge-transfer and shifted 
visible iodine bands are listed in Table II. The oscillator 
strength, f, and the transition dipole moment, D, were 
calculated from eq 2 and 3 of ref l.11 In order to obtain 
the integrated intensity data for both the charge-transfer 
and shifted visible iodine bands a correction was made, 
using Kc, for the overlap of the uncomplexed iodine ab­
sorption. For the shifted visible iodine band this correc­
tion did not result in a change in the absorption maxi­
mum wavelength position. However, for the charge-trans­
fer band this correction resulted in a 2-nm shift in the ab­
sorption maximum from 228 to 230 nm (see Figure 2). 
Curve 4 of Figure 2 shows the charge-transfer band spec­
trum resulting from a small direct subtraction of the ab-

Figure 2. Ultraviolet absorption spectrum of the iodine—trioctyl­
phosphine oxide complex: solvent n-heptane, temperature 20°, 
cell 1 cm; curve 1, 1.0 X 10" 3 M trioctylphosphine oxide; curve 
2, 6.0 X 10“ 5 M iodine; curve 3, 6.0 X 10“ 5 M iodine plus 1.0 
X 10“ 3 M trioctylphosphine oxide; curve 4, the charge-transfer 
band of the trioctylphosphine oxide-iodine complex, obtained 
from curve 3 after correction for absorption due to trioctylphos­
phine oxide and uncomplexed iodine (see text for further expla­
nation) .

sorption due to the trioctylphosphine oxide and a moder­
ate subtraction of the absorption due to uncomplexed io­
dine. These subtractions were made from curve 3 of Fig­
ure 2 to produce curve 4, Figure 2. It might be interesting 
to point out that for the solution concentrations employed 
in producing curve 3, Figure 2 about one third of the ini­
tial iodine concentration is in the complexed form so that 
the absorption due to uncomplexed iodine is approximate­
ly two thirds of curve 2, Figure 2. Resolved spectral curves 
were employed to obtain all the spectral data listed in 
Table II.

Triethoxy phosphine Sulfide. For the triethoxyphosphine 
sulfide-iodine complex an isosbestic point was obtained at 
about 500 nm for solutions containing a constant initial 
iodine concentration and a variable donor concentration. 
The spectra are similar to those shown in Figure 1. The 
iodine concentration was in the range (6.0-6.7) x 10“4 M 
and the triethoxyphosphine sulfide concentration varied 
from 0.05 to 0.6 M. The shifted visible iodine band experi­
mental absorption maximum occurs at about 454 nm, and 
this wavelength was chosen for the determination of Kc. 
At this wavelength there was a small absorption due to 
the donor which was directly subtracted from the total 
absorbance and the small absorption due to uncomplexed 
iodine was corrected for by use of eq 1. The standard en­
thalpy and standard entropy of complex formation were 
evaluated from a plot of log Kc vs. 1/T  and the results are 
listed in Table I.

The charge-transfer band peak of this complex was lo­
cated at about 285 nm and this wavelength was employed 
for the Kq determination. The iodine concentration was 
about 6 X 10“5 M  and the donor concentration varied 
from 1.0 X 10“2 to 6.0 X 10“2 M. The small absorption 
due to the donor was directly subtracted from the total 
absorbance and the small absorption due to uncomplexed 
iodine was corrected for in eq 1. The standard enthalpy 
and entropy, evaluated from a log Kc vs. 1/T  plot, are
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TABLE I: T h erm od yn am ic C haracteristics o f  th e  T riocty lp h osp h in e O xide-Iod ine and th e  
T rieth oxyp h osp h in e Sulfide- Iod ine C om plexes

D onor K c, m o L 1 (20°) A H °, kcal/'m ol A S ° ,e u

(a) From Uv Data
Trioctylphosphine oxide 4 7 2 ± 5 4 3 - 4 .4 ± 3 .8 -2 .9 ± 1 2 . 9
T rio c ty lphosph ine  sulfide“ 8 5 0 0 ± 200 - 1 1 . .4 ± 0 . 1 -21 ± 2
T rie thoxyphosph ine  sulfide 3 4 ± 2 - 3 5 ± 0 . 1 - 5 ± 0 . 5

(b) F ro m  Visible D a ta
T riocy tlphosph ine  oxide 5 9 2 ± 1 8 5 - 5 .8 ± 5 . 4 - 7 . 0 ± 1 8 . 2
T rioc ty lphosph ine  sulfide" 8 8 0 0 ± 4 0 0 -11 .5 ± 0 .5 -21 ± 5
T rie thoxyphosph ine  sulfide 20 ± 2 - 2 . 9 ± 0 . 2 - 4 ± 0 . 5
T ri-n -bu toxyphosph ine  oxide0 21 - 2 .9 - 4

Reference 1. b Reference 6.

TABLE II: Spectral C haracteristics o f  th e  T riocty lp h osp h in e O xide-Iod ine and th e  T rieth oxyph osph in e  
S u lfid e-Iod in e Com plexes

Donor ^ma;c, nm (maxi -W * Cfn ^ A?i/2, cm-1 f D, D

(a) C h arge-T ransfe r B and
T rio c ty lp h o sp h in e  oxide 230 ± 1 29 ,000  ±  6000 6000 ±  150 0 .7 5  ± 0 . 1 0 5 . 9 ± 0 . 5
T riocty lphosphine»  sulfide 300 ± 1 36 ,000  ±  1000 5200 ±  100 0 .8 0  ± 0 . 0 3 7. 1 ± 0 . 2
T rie thoxyphosph ine  sulfide 285 ± 1 25 ,000  ±  1000 4200 ±  100 0 .4 5  ± 0 . 0 3 5 . 2 ± 0 . 2

(b) S h ifted  V isible Iod ine B and
T rioc ty lphosph ine  oxide 440 ± 2 1 ,250  ±  110 4300 ±  100 0 .023  ±  0 .002 1 .5 ± 0 . 1
T rio c ty lp h o sp h in e  sulfide 440 ± 2 2 ,260  ±  100 4300 ±  100 0 .042  ±  0 .002 2 .0 ± 0 . 1
T rie thoxyphosphine" sulfide 455 ± 2 1 ,520  ±  150 4100 ±  100 0 .027  ±  0 .002 1 .6 ± 0 . 1
T ri-n -bu toxyphosph ine1' oxide 456 1 ,280 4200 0 .023 1 .5
« -H ep tan e , so lven t 522 ± 2 897 ±  8 3200 ±  100 0 .012  ± 0 . 0 0 1 1. 2 ± 0 . 1

a F rom  re f 1, From  ref 6.

listed in Table I. Again there is a somewhat large differ­
ence between the values obtained from the shifted visible 
iodine band and those obtained from the charge-transfer 
band.

The spectral data for the charge-transfer and shifted 
visible iodine bands, listed in Table II, for the triethoxy­
phosphine sulfide-iodine complex were obtained by the 
same method that was discussed previously for the 
trioctylphosphine oxide-iodine complex. For the shifted 
visible iodine band the experimental spectral curve reso­
lution resulted in a shift of the absorption maximum from 
254 to 255 nm. In the case of the charge-transfer band the 
correction for overlaping absorption due to the donor and 
uncomplexed iodine did not result in a change in the ab­
sorption maximum wavelength position mainly because 
the overlaping absorption was small and essentially hori­
zontal.

Discussion
Trioctylphosphine Oxide. From the thermodynamic 

data in Table I one can see that trioctylphosphine oxide is 
a substantially weaker donor toward iodine than trioctyl­
phosphine sulfide. These results are consistent with the 
analogous thermodynamic data for the iodine complexes 
of the tetramethylthiourea-tetramethylurea2 and the di­
ethyl sulfide3-diethyl ether4 sulfur atom-oxygen atom 
donor pairs.

Furthermore, according to the charge-transfer band 
data in Table II, the weaker oxide complex has a less in­
tense charge-transfer band than the stronger sulfide com­
plex, although the weaker complex has the greater band 
half-width. Once again these results are in qualitative 
agreement with the charge-transfer band data for the 
thiourea-urea and sulfide-ether donor pairs mentioned 
previously. Also, the weaker oxide complex has its charge- 
transfer band located at a shorter wavelength than the

stronger sulfide complex again in agreement with the 
charge-transfer band data of the thiourea-urea and sul­
fide-ether donor pairs. These experimental results are in 
general agreement with the predictions of the most com­
monly accepted theories of molecular complex formation.5

In contrast to the consistent agreement discussed in the 
previous paragraphs the shifted visible iodine band data 
of Table II show the somewhat surprising experimental re­
sult of the coincidence of the wavelength maxima of the 
shifted visible iodine bands for the trioctylphosphine 
oxide and sulfide complexes with iodine. This result is in 
substantial disagreement with the shifted visible iodine 
band data for the thiourea-urea and sulfide-ether donor 
pairs. For both of these donor pairs the “blue shift” of the 
visible iodine band is considerably greater for the stronger 
sulfur atom donor (see Figure 3, points 3 and 5) than for 
the weaker oxygen atom donor (Figure 3, points 4 and 6). 
On the other hand, the shifted visible iodine band intensi­
ty data for the trioctylphosphine oxide and sulfide com­
plexes follow the general trend1’3a of increasing intensity 
along with increasing donor strength (see Figure 4).

According to “simple” theory5 there should be a direct 
correlation between the strength of complex formation 
and the magnitude of the “blue shift.” And since there is 
an experimentally significant difference in donor strength 
between the trioctylphosphine oxide and sulfide-iodine 
complexes one would expect a corresponding experimen­
tally significant difference in the shifted position of the 
visible iodine band for these two structurally similar mo­
lecular complexes.

Perhaps the solvent may have an influence on the corre­
lation and the effect may not be the same for all com­
plexes.12 Tamres recent vapor-phase work on the diethyl 
and dimethyl sulfide-iodine complexes13 indicates that 
the visible iodine band is shifted to a greater extent in n- 
heptane than in the vapor phase. Furthermore, some re-
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Figure 3. Correlation between the blue shift of the visible l2 
band (AWVjS -  h v COm p -  hi>sree i 2) ancl the standard enthalpy 
of formation, — AH°, for some l2 complexes. The linear correla­
tion curve is taken from Figure 10-7 of ref 5. The donors are (1) 
trioctylphosphine oxide (this work); (2) trioctylphosphine sulfide 
(ref 1); (3) tetramethylthiourea (ref 2); (4) tetramethylurea (ref
2); (5) diethyl sulfide (ref 3a); (6) diethyl ether (ref 4); (7) tri- 
ethoxyphosphine sulfide (this work); (8) tri-n-butoxyphosphine 
oxide (ref 6); (9) diethylchlorophosphine sulfide (ref 1); (10), 
trichlorophosphine sulfide (ref 7); (11) diethyl disulfide (ref 3a); 
(12) dimethyl selenide (ref 3a); (13) triethylamine (ref 3a); (14) 
pyridine (ref 3a); (15) selenacyclopentane (ref 16); (16) thiacy- 
clopentane (ref 3b); (17) tetrahydropyran (ref 4); (18) diphenyl- 
selenium oxide (ref 17); (19) diphenyl sulfoxide (ref 18); (20) 
dimethyl sulfoxide (ref 19); (21) triphenylarsine oxide (ref 20); 
(22) ethyl isothlocyanate (ref 21); (23) N.N-dimethylmethane- 
sulfonamide (ref 22); (24) pyridine A/-oxide (ref 23); (25) N- 
methylbenzaldoxime (ref 23); (26) tribenzylamine /V-oxide (ref 
23); (27) trimethylamine A/-oxide; (28) N,W-dimethylformamide;
(29) thiophene (ref 24); (30) 2-methylfuran (ref 24); (31) W- 
methylpyrrole (ref 24).

cent preliminary vapor-phase results from Tamres labora­
tory indicate that there is a considerable difference be­
tween the shifted visible iodine band position in the vapor 
phase and in solution («-heptane) for the diethyl ether- 
iodine complex.12 These results would seem to indicate 
that the effect of solvent on the position of the shifted 
visible iodine band is greater for the weaker of a structur­
ally similar donor pair.

If the above reasoning is correct then perhaps the exact­
ness of the agreement in the position of the trioctylphos­
phine oxide and sulfide shifted visible iodine bands is ac­
cidental and the “simple” theory may be satisfactory for 
vapor-phase correlations between donor strength and band 
position. Using this reasoning the coincidence of the phos­
phine oxide and sulfide band positions could be explained 
in the following way. In the vapor phase the visible iodine 
band of the trioctylphosphine sulfide-iodine complex 
would be “blue” shifted to a significantly greater extent 
than that of the weaker trioctylphosphine oxide-iodine 
complex. The effect of the n-heptane solvent would be to 
further “blue shift” the visible iodine band of both com­
plexes. However, this solvent effect would be greater for 
the weaker trioctylphosphine oxide-iodine complex than 
for the stronger trioctylphosphine sulfide-iodine complex, 
resulting in an accidental coincidence of absorption maxi-

Figure 4. Correlation between the integrated intensity, transition 
dipole (Mvis)i of the shifted visible iodine band, and the standard 
enthalpy of formation, -A H ° ,  for some l2 complexes. The do­
nors are (1 ) trioctylphosphine oxide (this work); (2 ) trioctylphos­
phine sulfide (ref 1); (3) diethyl sulfide (ref 3a); (4) diethyl 
ether (ref 4); (5) triethoxyphosphine sulfide (this work); (6) di­
ethylchlorophosphine sulfide (ref 1); (7) tri-n-butoxyphosphine 
oxide (ref 6); (8) trichlorophosphine sulfide (ref 1); (9) pyridine 
A/-oxide (ref 23); (10) W-methylbenzaldoxime (ref 23); (11) tri­
benzylamine A/-oxide (ref 23); (12) trimethylamine W-oxide (ref 
23); (13) diethyl disulfide (ref 3a); (14) pyridine (ref 3a); (15) 
dimethyl selenide (ref 3a); (16) triethylamine (ref 3a); (17) 
methanol (ref 25); (18) ethanol (ref 25).

ma for these two iodine complexes. Tamres has pointed 
out, based on preliminary results, that the dimethyl sul­
fide- and selenide-iodine complexes (in n-heptane) also 
seem to have their shifted visible iodine band maxima in 
the same spectral region (~437 nm) although the selenide 
is stronger than the sulfide complex.12®

Triethoxyphosphine Sulfide. The data in Table I show 
that the triethoxyphosphine sulfide-iodine complex is 
considerably weaker than the trioctylphosphine sulfide- 
iodine complex which is to be expected because of the 
greater electron-withdrawing inductive effect of an alkoxy 
group relative to an alkyl group.11 Also, a comparison of 
the charge-transfer band data of Table II show the expect­
ed result of the weaker iodine complex having the less in­
tense charge-transfer band with its absorption maximum 
being located at a shorter wavelength. In addition, the 
shifted visible iodine band data for these two complexes 
follow the general trend that the stronger the complex the 
greater the magnitude of the “blue shift”’ and the more 
intense the shifted iodine band (see Figures 3 and 4, re­
spectively).

A comparison of the thermodynamic data, determined 
from visible spectral data (Table I), for the triethoxyphos­
phine sulfide-iodine complex with that of the tri-n-butox­
yphosphine oxide-iodine complex shows the somewhat 
surprising result that the molar concentration equilibrium 
constant and the standard enthalpy change for both com­
plexes are essentially the same, within experimental error. 
Since one would probably not expect a very significant 
difference between the inductive effects of the ethoxy and 
n-butoxy groups on the donor ability of the phosphino and 
thiophosphino groups one would expect the sulfur atom 
donor complex to be somewhat stronger than the corre­
sponding oxygen atom donor complex,15 as demonstrated 
in the case of the trioctylphosphine sulfide and oxide-io­
dine complexes. The shift of the visible iodine band 
(Table II) is essentially the same for these two trialkoxy- 
phosphine sulfide and oxide complexes and the intensity
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data are also essentially the same when one considers the 
possible experimental error. However, since the thermody­
namic data indicate comparable complex stability for 
these two iodine complexes one would most likely expect 
the observed comparable shifted visible iodine band data.
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Studies of Hydrogen Bonding in Carboxylic Acid-Dimethyl Sulfoxide Systems by 
Nuclear Magnetic Resonance Dilution Shifts
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Nmr dilution shifts have been measured for binary systems of carboxylic acids and dimethyl sulfoxide 
(DMSO). The acids studied were acetic, propionic, isobutyric, and trifluoroacetic acids. The dilution 
shifts of OH proton plotted against acid mole fraction showed characteristic y-type curves with the high­
est chemical shifts at the concentration of 0.65~0.75 mole fraction. The curves could be well explained 
by assuming the formation of a 2(acids):l(DMSO) complex besides the 1:1 complex in the chemical equilib­
rium. The formation constants of the 2:1 and 1:1 complexes were estimated. In the carboxylic acid-cy­
clohexane systems, the dilution shifts changed linearly with the acid concentration in 0.1~0.9 mole frac­
tions.

Introduction

Recently dimethyl sulfoxide (DMSO) has come to be 
well known as a proton acceptable polar solvent. Because 
of its excellent properties as a solvent for organic and in­
organic substances, it has attracted special interests in 
the field of organic synthesis, macromolecular chemistry, 
and pharmacology.1’2 For nmr studies, DMSO which de­

presses exchange rate of OH proton has been effectively 
used for classifications3 or measurements of coupling con­
stants4 of alcohols.

In the present study, the interaction of DMSO with 
some carboxylic acids was investigated by analyzing the 
dilution curves of nmr chemical shifts. The carboxylic 
acids studied were acetic, propionic, isobutyric, and tri­
fluoroacetic acids.
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1 2.6

0 0.2 0.4 0 6 0.8 1.0
X

Figure 1. Observed and calculated dilution shift curves for the 
acid-DMSO systems: a, isobutyric acid: b, propionic acid; c, 
acetic acid: — , dilution shift curves calculated; O, experimental 
points.

The acetic acid-DMSO system has been studied5“8 by 
means of infrared and Raman spectroscopy, cryoscopy, 
and measurements of viscosities and electric conductivi­
ties. Although those studies gave evidences of the pres­
ence of a 1:1 complex, the existence of a 2:1 complex was 
still ambiguous. In some literature5-8 the 2:1 complex was 
assumed, but its structure has not been confirmed yet. In 
the present experiments it was observed that the dilution 
shift curves of OH proton in the carboxylic acid-DMSO 
systems plotted against acid mole fraction showed charac­
teristic ¡/-type patterns. These ¡/-type curves could be well 
explained by assuming the formation of a 2:1 complex be­
sides a 1:1 complex.

The OH proton chemical shift of the acetic acid cyclic 
dimer ( 6 d )  was first reported by Reeves and Schneider9 
who evaluated it by extrapolating the dilution shift curve 
of moderately concentrated solution in cyclohexane or car-

Figure 2. Observed and calculated dilution shift curves for the 
TFA-DMSO system: — , dilution shift curve calculated (K-, = 
500, K2 = 10, oca =  13.35 ppm); O, experimental points.

bon tetrachloride to zero concentration of the acid. Other 
5d values have been obtained by several authors10-12 from 
the analysis of the dilution shift curves in consideration of 
the appropriate equilibria of acid self-associations. How­
ever, it is difficult to find the reliable ¿d values of car­
boxylic acids for the discussion of the present results.

Experim ental Section

Since traces of impurities having exchangeable protons, 
such as water, acids, and bases, give serious errors to the 
shift curves of OH proton, all procedures for purification 
of reagents and preparation of solutions were carried out 
in a completely shielded system.13

Research grade DMSO was refluxed over CaH2 
for 24 hr and then fractionally distilled under reduced 
pressure. The middle cut was stirred with CaH2 for 1 
week in a sealed bottle and then separated by vacuum 
distillation. To eliminate a trace of ammonia, coming 
from the reaction of water and nitrogen containing im­
purities in CaH2,14 vacuum distillation was repeated sev­
eral times and ca. of the DMSO was discarded in each 
time.

Research grade cyclohexane was allowed to stand 
over P2O5 for 2 weeks with occasional stirring and then 
fractionally distilled. To check the purity of the solvent, it 
was mixed with ethanol. The mixture showed the nmr 
fine structure of OH proton for the wide range of alcohol 
concentrations. This shows that serious impurities are 
negligible. Carboxylic acids were dried with the boron tri- 
carboxylates.

Nmr spectra were obtained with a Hitach R-20B high- 
resolution nmr spectrometer (60 MHz, at 35°). About 10-3 
mole fraction of TMS was added to each specimen as the 
internal standard.

R esults
The chemical shifts of the OH proton ( ¿ o h )  in the sys­

tems of carboxylic acid-DMSO plotted against acid mole 
fraction (X) are shown in Figures 1 and 2 (solid line). The 
characteristic ¡/-type patterns are clearly shown in the 
shift curves of acetic, propionic, and isobutyric acids.

The system trifluoroacetic acid (TFA)-DMSO, however, 
showed a different curve from those for other acids (Fig­
ure 2).

¿ o h ’s  of the acid-cyclohexane systems are shown in Fig­
ure 3. In the case of TFA-cyclohexane system, nmr data 
could not be obtained in the intermediate concentration 
range, because the two components were immiscible.
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Figure 3. Chemical shifts of OH proton In the acid-cyclohexane 
systems: 0, acetic acid; A, propionic acid; O, isobutyric acid; 
V, trifluoroacetic acid.

Discussion
Infrared,15 far infrared,16 Raman,17 and X-ray18 studies 

have shown that acetic acid consists mostly of cyclic di­
mers and only partly of chain oligomers in the pure state, 
and that upon dilution with cyclohexane or n-heptane 
chain oligomers reduce to cyclic dimers. As the complexes 
formed between acetic acid and DMSO, two species, viz. 
1:1 complex5̂ 8 and 2(acids):l(DMSO) complex,5-8 have 
been proposed.

For simplification chain oligomers are neglected in the 
present consideration. The presence of acid monomer is 
also neglected, since the amount of the monomer is usual­
ly negligible in pure carboxylic acid and the monomer 
should be liable, if at all, to form hydrogen bonds with 
basic DMSO. Assuming the formation of only a 1:1 com­
plex, the following equilibrium might be considered.

(R C02H)2 + 2DMSO 2(R C 02H-DMS0)

This assumption, however, can not explain the ¡'-type 
curves in Figure 1, because this equilibrium leads to the 
monotonous change of the chemical shift of OH proton 
from the value of cyclic dimer to that of the 1:1 complex 
with the dilution of the acid. Therefore, the formation of 
both 1:1 and 2:1 complexes were assumed.

(R C 02H)2 + DMSO W  (R C 02H)2-DMSO K x

(R C 02H)2-DMS0 + DMSO 2(R C 02H-DMS0) K 2

Let us suppose that A moles of cyclic dimer, B moles of 
free DMSO, Ci moles of 2:1 complex, and C2 moles of 1:1 
complex are produced by mixing totally 1 mol of carboxyl­
ic acid and DMSO, i.e., X  moles of the acid (in monomer 
unit) and (1 — X ) moles of DMSO, X  being the initial 
mole fraction of the acid. The mole fraction of each 
species corresponds to A, B, Ci, and C2 divided by (A + 
B + Ci + C2), and hence two equilibrium constants, KX 
and K2, are expressed as follows

K x =. C\{A + B + Ci + C2)/(AB) (la)

K 2 =  C22/ ( CXB) (lb)
Since the number of acid or DMSO molecules, enumer­
ated in monomer units, is constant before and after mix­
ing, following two equations should hold

X = 2A + 2Ct + C2 (lc)

1 — X  = B  4- Ct + C2 (Id)

^cald (2A5d + 2Ct5ca + C26c8)/X  (2)

where the following abbreviations are used: 5caid = calcu­
lated chemical shift of the OH proton; 5d = chemical shift 
of the OH proton in the cyclic dimer; 5co = chemical shift 
of the OH proton in the 2:1 complex; and 5Cjj = chemical 
shift of the OH proton in the 1:1 complex. From eq la-d 
the following three equations are derived.

4[KXK 2 -  (1 + -  8(1 -
3X/2){(1 + K xf  -  + [KXK 2{\ -  2à')(5 -

6X0 ~  4(1 + ATt)[(l -  3XV2)2ATj + 13X2/4  -  
4A" + 1]}A2 + (1 -  X)[KxK 2( 1 -  2X)2 + 4X"(1 -  

3X72)(1 + K X)]A -  X2(l  -  X)2 =  0 (3)

Cj = K XA[ 1 + 2 (A -  X )]/[( 1 -  K X)A + 1 -  X]

(4)

C2 =  X -  2(A + Ci) (5)

The estimation of the Scald value for any value of X 
from eq 2 requires six variables, A, Ci, C2, <5d, Sca, and 
Sep. Among these, A, Ci, and C2 are calculated from eq 3, 
4, and 5, respectively, if Ki and K2 are given. o\> and 5cg 
can be determined experimentally as will be shown later. 
5Ca, K i, and K2 remain as unknown parameters. In the 
present study, 8ca, KX, and K2 values of a given system 
were determined so as to give the best fit between the cal­
culated and observed dilution shift curves.

The 5C|3 value was substituted by the value of 5oh at 
infinite dilution of the acid in DMSO, since the 1:1 com­
plex predominates with decreasing acid concentration. 
This value can be obtained without much uncertainty, 
because the change of 5oh upon dilution is small at low 
concentration of acids as seen in Figure 1.

The 5d value was evaluated by extrapolating the 
straight part of the dilution shift curve in cyclohexane 
(Figure 3) to infinite dilution of the acid, since the 
straight line may indicate the conversion of the acid chain 
oligomer to cyclic dimer.93

To obtain the best set of Klt K2, and 5ca, 5co was calcu­
lated by eq 2 using a trial set of K i and K2 so that 5caid 
equaled 5oh at a point about 0.5 mole fraction of acid, and 
then the validity of the set of the three parameters was 
checked for the other 5oh’s.19

As a result of the calculation 5caid deviated from 5oh 
toward the low-field side above 0.6 mole fraction of acids, 
though it agreed well with 5oh below 0.6 mole fraction. 
This deviation is relatively small in the case of isobutyric 
acid (Figure la) but it increases in the order of isobutyric, 
propionic (Figure lb), and acetic acids (Figure lc). Such 
deviation is also observed in the acid-cyclohexane systems 
(Figure 3), in which 5oh changed from 5d toward the high- 
field side with increasing acid concentration, suggesting 
the formation of chain oligomers.9 In connection with this 
the formation of chain oligomers was suggested to be pre­
vented by the increased steric hindrance around the 
C02H group.20 In fact, the deviation decreases in the 
order of increased steric hindrance also in the present 
case. In order to minimize the above deviation, it should 
be necessary to introduce the equilibrium of the formation 
of chain oligomers and also the equilibrium of the com­
plex formation of chain oligomers with DMSO. However,

The shift of OH proton can be expressed as the weighted
sum of the shift in each species, that is
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Figure 4. Distribution probability of an acid molecule in the 
three species for the acetic a c id -D M S O  system: a, cyclic dimer; 
b, 2:1 complex; c, 1:1 complex.

the introduction of these equilibria is liable to make the 
calculation intractable, otherwise increase in the number 
of parameters may prevent the unequivocal determination 
of parameters, and so the equilibria were omitted. In 
practice, Kt. K2, and oca values were determined by using 
the values of <5oh in the region below 0.6 mole fraction of 
the acid.

The calculations are shown in Table I and Figure 4. The 
distribution curves for the acetic acid-DMSO system in 
Figure 4 are taken up as a representative case. This figure 
indicates that the formation of a 2:1 complex having a 
more shielded OH proton than that in the 1:1 complex or 
in the cyclic dimer caused the appearance of the ¡»-type 
pattern in the dilution shift curve, confirming the validity 
of the assumption about the presence of both complexes.

The <5d values shown in Table I were obtained by apply­
ing a simple method93 to the dilution shift curves for the 
acids in cyclohexane. Careful attention was paid to otain 
these reliable data under the same conditions as the 
DMSO system and to exclude impurities. Although the dn 
values of a few carboxylic acids have been reported by 
several investigators,9' 12-21-22 there are little reliable data 
particularly on the acids other than acetic acid because of 
the uncertainties of the temperature dependence of o d 1 0 , 1 2  

and the dilution shift of <5oh-23
The influence of the 5d value on the <5Caid value exam­

ined for the acetic acid-DMSO system showed that the 
change of ± 0.2 ppm in 5d value results in the change of 
±0.005 ppm in 5Caid value at the concentration of 0.57 
mole fraction of acetic acid, where the contribution of cy­
clic dimer to the óCaid value is largest in the region used 
for the calculation. This small influence of <5d value on 
5caid value can be readily seen from Figure 4, which indi­
cates that the distribution probability of the acid mole­
cule in the cyclic dimer is very small at the acid concen­
trations below 0.6 mole fraction. Thus, the §d value 
adopted in the present study was not strictly determined, 
but is sufficient to discuss results relating to the carboxyl­
ic acid -DMSO systems.

The disappearance of e-type pattern in the case of TFA 
(Figure 2) is probably due to the large low-field shift of 
Sol. As shown in Table I, SC/i of TFA lies at lower field 
than those of the other acids by ca. 6 ppm, and this low- 
field shift has probably masked the ¡'-type pattern.

The values of 5Caid for three sets of Ki, K2, and 5ca are 
shown in Table II, which indicates that, there are uncer­
tainties in the determination of the three parameters, ca. 
±20% for Ki and K2, and ca. ±0.05 ppm for oca. For the 
precise determination of the three parameters it is neces­
sary to measure <5oh with high accuracy (better than ±0.1

TABLE I: P aram eters O btained E xperim entally  
or by C alcu lation  for Carboxylic
Acid-DM SO  S ystem s

Acetic
acid

Propionic
acid

Isobutyric
acid T FA

Sd , ppm 12.36 12.49 12.64 12.03'
6 ,0 , ppm 1 1 . 8 8 11.89 11.92 16.44
K,<‘ 1 0 0 60 40 d
KJ> 9 9 9 d
òca, ppm" 11.13 1 1 . 0 0 10.87 d

" W ith  an accuracy of ca. ± 0 .05  ppm . b W ith  an accuracy of ca. ± 2 0 % .  
c S h ift a t  0.05 mole fraction of T FA  in cyclohexane. N o t fully analyzed.

Hz) and is also necessary to carry out the elaborate curve 
fitting by the use of a computer.

In the case of TFA (Figure 2), the results are not as 
straightforward as the other acids. A satisfactory agree­
ment between 5caid and ¿on was not obtained for any set 
of K-i, K2, and 8ca. Below 0.4 mole fraction of the acid <5oh 
changed almost linearly with acid concentration, but such 
linear variation could not be realized by the calculation 
based on the model mentioned above. Reasons for this de­
viation can be considered as follows: (a) ionizations of the 
1:1 and/or 2:1 complexes take place, such as

CH:) CH,
c f 3c o 2h — o= s/^  CF3C02‘ + H— o += s ^

T H 3 CH:i

(b) the acid can not be regarded as being only the cyclic 
dimer. In connection with a, Nawrot. and Veis24 reported 
from an infrared study that the carboxylate ion is present 
in the TFA-DMSO system. In connection with b, Murty 
and Pitzer25 reported that TFA is reasonably expected to 
have a better chance than other monocarboxylic acids to 
form chain oligomers. A similar dilution shift curve was 
also observed for the TFA-lV.iV-dimethylacetamide sys­
tem. These two systems are now concurrently under in­
vestigation in detail.

The following two structures have been proposed for the 
2:1 complex5'8

O.
%

'O,
O

V.
R

A

'H -0 = S /
CH-

CH,

hc° 2h CHj
)o=s('

r c o 2h " CHs
B

In the case of structure A, 5ca may be equal to (od + 
5c/j)/2 .26 In the present experiment (Table I), however, 5ru 
lies at higher field than (6d + 5c/j) /2 by ca. 1.5 ppm. 
Therefore, though some authors5'8 preferred A, A is im­
probable and B may be presumed. In agreement with this 
result, it has been reported27'28 for the other systems that 
DMSO is able to accept two protons as in the case of B. 
Also an alternative structure seems to be possible; in the 
structure one proton is accepted on the oxygen atom and 
the other on the sulfur atom. The ¡¡-type dilution shift 
curves were also observed for carboxylic acid-N,iV-di- 
methylacetamide systems and the isobutyric acid-pyraz-
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TABLE II: V alues o f  Scaid for Three S ets o f  K t, K.,, 
and 6ca in  th e  A cetic Acid DM SO System

®cald

K  i = 120 100 90
K i = 8 9  30

X  5q h  «ca =  11-17 11.13 11.10

0 . 010 1 1 ..880 11. 8 7 8 11. 8 7 8 11. 8 7 9
0 . 0 1 5 11. 880 11. 8 7 7 11. 8 7 7 11. 8 7 8
0 .0 4 8 11 .8 7 , 11. 8 7 1 11 .8 7 1 11. 8 7 2
0 .0 7 8 11 . 8 6 , 11. 8 6 4 11 .8 6 5 11 866
0 ..1 1 9 11 .8 5 , 11. 8 5 5 11 .8 5 6 11. 8 5 7
0 . 1 6 4 11 . 845 11. 8 4 2 11 .8 4 4 11 .8 4 6
0 .2 3 2 11 .82« 11. 8 1 8 11 .8 2 1 11..8 2 4
0 . 2 9 0 11.■ 7 9 2 11. 7 9 1 11 .7 9 5 11. 7 9 8
0 .3 4 5 11 ■ 76„ 11 7 5 9 11 .7 6 3 11..7 6 7
0 .3 9 5 11 . 71s 11 .7 2 0 11 .7 2 4 11 . 7 2 7
0 . 4 9 6 11 60a 11 .6 0 8 11 . 6 0 8 11 . 6 0 8
0 .5 3 2 11 ■ 55a 11 .5 6 0 11 .5 5 9 11 .5 5 7
0 .5 7 0 11 ■ 5 1 i 11 .5 1 3 11 .5 1 3 11 .5 1 2
0 .6 0 0 11 . 4 8 0 11 4 9 3 11 .4 9 7 11 .4 9 7

0 . 0 0 3 3 “ 0 . 0 0 3 2 » 0 . 0 0 4 3 '

a Root m ean square deviation from X  = 0.010 !to x  = 0.570.

ine (typical diacidic base) system. These facts support the 
assumption that the ¡'-type dilution shift curve results 
from the formation of 2:1 complex. Those results will be 
published later.
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Diffusion coefficients for solutions of sodium tetraphenylboride in acetonitrile and n-tetrabutylammo- 
nium tetraphenylboride in acetonitrile have been determined at 25° using the Harned conductometric 
technique. In the concentration range below 0.01 M, the data are compared with values predicted by the 
Debye-Hiickel-Onsager-Fuoss theory as well as by the extended theory of Gronwall, La Mer, and 
Sandved. The electrophoretic effect in acetonitrile is much larger than in aqueous solutions. As a result, 
the new data provide the most reliable test of the Onsager-Fuoss theory yet possible. Each term in the 
theory has been separately validated. Precise, internally self-consistent activity coefficients were com­
puted from the diffusion data.

Introduction
Harned’s conductometric method has been used success­

fully to determine diffusion coefficients in many aqueous 
electrolyte solutions.2 We propose in this work to extend 
this study to nonaqueous solutions. The systems NaBPh4- 
acetonitrile and (n-C4Hg)4NBPh4-acetonitrile were used 
since mobility data are available for these systems3-6 and 
also since, below 0.01 M, the electrolytes above display no 
measurable association to neutral pairs.

The purposes of the work were several. First, it was 
necessary to discover whether or not precise measure­
ments could be made in the very dilute solutions of theo­
retical interest. Secondly, it was important to determine 
whether or not a self-consistent set of activity coefficients 
could be evaluated from the diffusion data since, if this 
were possible, such a procedure would often be the meth­
od of choice for experimental convenience. Finally, the 
study should provide a decisive test for the Onsager-Fuoss 
theory of the electrophoretic effect,7-8 since the magni­
tude of the electrophoretic contribution is very large for 
acetonitrile solutions.

Experimental Section
The Harned method for the determination of electrolyte' 

diffusion coefficients is based on an estimate of the flow of 
electrolyte in a rectangular parallelepiped by measure­
ments of the electrical resistance of the solution at differ­
ent levels in the cell. Except for the use of all-glass cells, the 
procedure followed was substantially that which has al­
ready been well described.2319-11

Fisher ACS Certified acetonitrile was refluxed over cal­
cium hydride in a dry nitrogen atmosphere for 1 day and 
then distilled. In the middle fraction of the distillate 
which was retained, there was no chromatographic evi­
dence of any water. Fisher ACS Certified sodium tetra­
phenylboride was recrystallized once from a mixture of 
acetone and toluene.12 The product needles decomposed 
at 280°. Tetrabutylammonium tetraphenylboride (hereaft­
er, TBA-TPB) was prepared metathetically from reagent 
grade tetrabutylammonium bromide and sodium tetra­
phenylboride. This product was twice recrystallized from 
a 2:1 acetone-water mixture.6 The purified crystals melt­
ed at 232.5° and began to decompose at about 236°.

All of the sliding surfaces of the diffusion cells were lu­
bricated with Apiezon M grease which had been subjected 
to acetonitrile extraction for 1 week to remove soluble

components. At no time during or after the diffusion ex­
periments was there any evidence of solution contamina­
tion by Apiezon M residue.

In the process of restricted diffusion, the solution of 
Fick’s second law

9 c /  9/ =  D (9 2c /9 .v2) (1)

leads, for times > 48 hr, to the expression
In (Kb* - k K t*) = - irDt/A2 + constant (2)

In (2), A is the cell height, Kb* and Kt * are the recipro­
cals of the resistances measured at the bottom and top 
electrode pairs (at A/6 and 5A/6, respectively), and k  is 
the ratio, l ^ / k p ,  of the cell constants of the electrode 
pairs. Measurement of the conductance difference be­
tween the electrode pairs as a function of time permits a 
determination of the diffusion coefficient, D, from a plot 
of In (Kb* — kKt *) against time.

Results and Discussion
Experimental data were fit to eq 2 by least squares to 

give the slope (-7r2D/A2) and hence D. Typical plots for 
each system are shown in Figure 1.

Measured diffusion coefficients are summarized in 
Table I. They may be compared with values calculated 
from the Onsager-Fuoss expression

D = (D° + Aj + A2)(l + d  In y ±/d  In c) (3)
D° is the Nernst limiting value for the diffusion coefficient 
as c approaches zero, c is the molar concentration, y± is 
the mean ionic activity coefficient on the molar scale, and 
Ai and A 2 are the Onsager-Fuoss electrophoretic terms for 
symmetrical electrolytes8

Aj = -(/,’T /6 t7/])(/20 - / i ° ) 2( /i/( l  + Kd)) (4) 

A2 = (i>2/127r??e<72)0 2(/<:rt) (5)
where

0 2(/c«) =  (tea)2 [exp(/c«)/(l + Kct)2][Ei(2i<ct) (6)
and

E/(2k(i) = Ei(x) =  J  exp( - /)  d/ / /  =  -0 .5 7 7 2  -

In -v + .v -  ^  + . . . (7)
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Figure 1. Typical plots of  In (Kb* — k K t * )  l's. time for Harned 
diffusion runs. Figure 2. Diffusion coefficients for NaBPh4 in acetonitrile at 25°.

TABLE I: D eter m in a tio n  o f  th e  E xp erim en ta l 
D iffu sion  C oefficients by th e  C on d u ctom etr ic  M eth o d “

NaBPhi TBA-TPB

10 3c, 106¿)expt> y± 103c, lOSDcxpt, y±
M cm2/sec (eq 11) M cm2/sec (eq 11)

1.886 1.6710 0.861 1.901 1.5037 0.860
2.281 1.6621 0.849 2.467 1.5042 0.844
2.417 , 1.6625 0.845 3.125 1.4844 0.828
3.667 1.6426 0.817 4.017 1.4809 0.811
4.119 1.6433 0.809 5.032 1.4800 0.794
4.354 1.6388 0.805 6.004 1.4742 0.780
4.871 1.6356 0.796 6.911 1.4710 0.768
5.377 1.6360 0.789
5.706 1.6260 0.784
8.534 1.6182 0.751
« NaBPhuin acetonitrile at 25°; D° = 1.7662 X 10 ~6 cm2/sec. TBA-TPB

in acetonitrile at 25° ; Z)° = 1.5894 X 10 ~5 cm2/sec.

TABLE II: Auxiliary C onstants and Param eters for 
Theoretical Com putation o f D iffusion and Activity
Coefficients

Description of constant
or parameter NaBPhi TBA-TPB

e d ielectric  co n s ta n t of 
ace ton itr ile

3 6 .0 3 6 .0

V viscosity  o f ace ton itr ile , P 0 .003412 0.003412
Xi° lim iting  co nductance  of 

ca tion , o h m -1 cm 2 
equiv _1

7 7 .3 6 1 .75

x2° lim iting  conductance  of 
an ion , o h m -1 cm 2 
equiv  ~1

58 .1 5 8 .1

s , D H  theo re tica l lim iting  
slope for a c tiv ity  
coefficient

1 .6409 1.6409

B a c tiv ity  B  coefficient, 
M ~ i

- 0 .1 0 9 5 - 0 .3 1 3 0

D ’ / c 1/ 2 lim itin g  value  as c goes 
to  zero

- 1 .8 8 9 2 - 1 .8 8 9 2

a D H  ion-size p a ram e te r 
108, cm

5 .1 5 5 .1 8

a ' G LS ion-size p a ram e te r 5 .1 5 8 .9 4
sum  of ind iv idual 
ionic rad ii 10s, cm

k2 = {(4nNe2)/(i000ekT)} Z c ^ 2 . (8)
i

Other terms are defined and listed in Table II.
The thermodynamic correction, (1 + d In y±/d  In c), 

was computed from an extended form of the Debye-

Figure 3. Diffusion coefficients for TBA-TPB in acetonitrile at 
25°.

Hückel theory13.

log V± = - S fC1/2/ ( l  + 707 ) +

Be , d + 0.00lc(vMi-M2) ...l o g ------------- --------1------ — (9)

where M1 and M2 are the molecular weights of solvent 
and solute, respectively. The same thermodynamic term 
was also calculated from a different extended form due to 
Gronwall, La Mer, and Sandved.14 Diffusion coefficients 
computed using the different thermodynamic corrections 
are included in Figures 2 and 3 as are values obtained by 
omitting the electrophoretic terms from eq 3.

The (extended) Debye-Huckel theory incorporates an em­
pirical correction for short-range ion-solvent interaction in 
the form of the Be term of (9). The ion-size parameter, a, 
used in computing activity coefficients from the DH ex­
pression is derived from the conductance data of Kay, 
Hales, and Cunningham3 for NaBPh4; for TBA-TPB, the 
value of “a” is taken from the conductance data of Fuoss 
and Brown.6 In the GLS theory, no provision is made for 
interactions other than coulombic attraction and repul­
sion. The only adjustable parameter is the ion size, a'. 
They recommended using the sum of the ionic radii in the 
activity coefficient expression which they derived.14 For 
the sodium ion,15 r+ = 0.95 A. For the tetraphenylboride 
ion, the ionic radius, r~ , was determined from a molecular 
model according to the method suggested by Grunwald;16 
thus, r~ = 4.20 A. There seems to be some disagreement 
in the literature in assigning ionic radii to tetraalkylam-
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Figure 4. D' / c '12 vs. c ' /2 for evaluation of activity coefficients 
from Harned diffusion data.

monium ions, which may coil when the hydrocarbon 
chains become long. We have selected a value of r+ = 4.74 
A for the tetrabutylammonium ion, which is taken from 
data of Fuoss and Tuan.5 Hence, for all GLS theory calcu­
lations, the thermodynamic correction terms were evalu­
ated with a'(NaBPh4) = 5.15 A and o'(TBA-TPB) = 8.94
A. Regardless of the exact choice of a' for either salt in 
the GLS development, the importance of including the 
electrophoretic effect in computations of the diffusion 
coefficient is still evident from Figures 2 and 3.

The empirical constant, B, in eq 9 was determined from 
the diffusion data using a method proposed by Harned.^ 
Rearranging eq 3 to the form
D’ = {p / (D° + Aj + A2) -  1.0) =  c(d In y ±/d c ) (10)

and integrating after a change of variable gives the ex­
pression

In v± =  f  ( 2 D ' / c 1 / 2 ) d c 1/ 2  ( 1 1 )
9o

Plots of D '/c1/2 against c1-'2 are given in Figure 4. Linear 
least-squares analyses of these plots, subject to the con­
straint

lim D ' /c i n  = 02.303S(/2 (12)
c  -  0

yield analytical expressions for D'/c1/2, which can be nu­
merically integrated to determine In y ±  from eq 11. See 
Table I.

To obtain a value of the empirical constant, B, an aver­
aging procedure was employed. Equations 9 and 10 were 
combined to give

D'+  1 .1514Sfc 1/2/ ( l  + Kaf + c*(d)  =  2.303Be (13)
'P (d) is the derivative with respect to concentration of the 
final density term in eq 9. Individual values of B were cal­
culated from eq 13 for pairs of experimental points (D',c). 
The average of these values was used in eq 9 to yield a 
working expression for In y± .

It is evident from Table II that the value of B in each 
system studied was quite small and negative. Averaged B 
values resulted in a fit of activity coefficients to about 
±0.15%. At the lowest concentrations, the Be term in eq 9 
is obviously negligible; but, even at 0.01 M, Be contrib­
utes only —0.001 to log y± for NaBPh4 and —0.003 for 
TBA-TPB.

While the work of Harned and coworkers had estab­
lished without reasonable doubt that the electrophoretic

TABLE III: E lectroph oretic  T erm s for D iffu sion  
E q u ation

c X  103, M 10 7Ai 10 6A2

NaBPhi in Acetonitrile at 25°
1.886 -0 .2 4 4 8 0.2588
2.281 -0 .2 6 6 5 0.2931
2.417 -0 .2 7 3 5 0.3042
3.667 -0 .3 2 8 6 0.3951
4.119 -0 .3 4 5 5 0.4238
4.354 -0 .3 5 3 8 0.4380
4.871 -0 .3 7 1 2 0.4679
5.377 -0 .3 8 7 1 0.4955
5.706 -0 .3 9 6 9 0.5125
8.534 -0 .4 6 8 8 0.6388
9.999 -0 .4 9 9 8 0.6933

c X  103, M 10 8Ai 10 8A2

TBA-TPB in Acetonitrile at 25 0  /

1.901 -0 .0 9 2 0 0.2591
2.467 -0 .1 0 3 4 0.3070
3.125 -0 .1 1 4 7 0.3564
4.017 -0 .1 2 8 0 0.4155
5.032 -0 .1 4 0 9 0.4745
6.004 -0 .1 5 1 8 0.5248
6.911 -0 .1 6 1 0 0.5674
9.999 -0 .1 8 7 1 0.6894

theory of Onsager and Fuoss was correct both in sign and 
in order of magnitude, it must be conceded that the in­
trinsic error in the experiments (about ±0.2%) was sizable 
compared with the electrophoretic contribution. As an ex­
ample, one finds a variation of only 0.8% in the quantity 
D/( 1 + d In y±/d In c) over the concentration range 0-
0.01 M for aqueous KC1, the result quoted most often.8 
Guggenheim17 had also commented on the fact that the 
variation in the same quantity for NaCl solutions is of the 
same magnitude as the scatter in the data,18 implying 
that the experimental data did not constitute compelling 
evidence for the validity of the theory.

Happily, the electrophoretic contributions are much 
larger for acetonitrile solutions than for aqueous systems. 
Thus the residual variation in D/( 1 + d In y ±/ d In c) 
from 0-0.01 M was 3.6% for NaBPh4 and 4.2% for TBA- 
TPB. The striking deviations from experiments which are 
observed from omission of the electrophoretic terms in 
theoretical computations of diffusion coefficients are dis­
played in Figures 2 and 3. These figures include some ad­
ditional diffusion coefficients measured by the Gouy opti­
cal method. All results lie on the same curve for a given 
salt. The internal consistency lends some confidence to 
the procedure employed for the calculation of the values 
of B in each system.

For the case of TBA-TPB, the first term, Ai, in the On- 
sager-Fuoss theory is negligible compared with A2- This is 
due to the fact that the tetrabutylammonium ion and the 
tetraphenylboride ion have nearly the same limiting ionic 
mobilities, Xi°, in acetonitrile; and, since Ai is propor­
tional to (¿2° -  G0)2 where G° = Xi°/A°, this first electro­
phoretic term is a very small fraction of A2. For TBA- 
TPB the electrophoretic effect is due then essentially to 
the A2 term.

For solutions of NaBPh4 in acetonitrile, Ai makes a 
larger relative contribution. Table III lists Ai and A2 for 
both systems, hi the range of expected theoretical appli­
cability, i.e., less than 0.01 M, the Be term, although in­
cluded for completeness, could well be eliminated from
(9) without significant effect on diffusion coefficients cal­
culated using the Debye-Hiickel activity coefficient ex-
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pression. It should be pointed out that the activity coeffi­
cients evaluated from diffusion data were only used to ob­
tain the empirical parameter, B. One would furthermore 
expect that the simple DH activity coefficient treatment, 
with the effect of ion size included, would adequately de­
scribe the thermodynamic behavior of these systems in 
the dilute solution region which is of interest here; and in­
deed, in the absence of any activity data for the systems 
studied, such as assumption must be made.

The agreement of theory with experiment is excellent, 
±0.1% for NaBPlu and ±0.2% for TBA-TPB; at the same 
time, the estimated error in our experimental data is 
±0.15%. It would appear that the validity of the Onsager- 
Fuoss electrophoretic theory has been established term by 
term, and only in the very unlikely event that the Debye- 
Hückel theory for activity coefficients of dilute electrolyte 
solutions is invalid would such a conclusion be unduly op­
timistic.
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Dielectric Properties of Liquid Sulfur in the Ring-Chain Transition Region1a
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The dielectric constant of liquid sulfur has been determined to within a precision of ±0.0001 over the 
temperature range 134-206° at frequencies up to 10 kHz. The data reveal some interesting new features 
not noted in previous less precise investigations. The liquid below the ring-chain transition at 159°, as­
sumed to consist entirely of Ss rings, exhibits a temperature-dependent molar polarization [P]. This be­
havior is explained by postulating the existence of both crown and chair conformers of the Sg ring, with 
the latter having either a dipole moment or enhanced polarizability relative to the crown. The parame­
ters which must be associated with the chair conformer appear reasonable. Above the transition, [P] in­
creases proportionally to W, the total concentration of Ss units incorporated in chains. This is taken to 
imply a similarity in conformational flexibility and symmetry between the high-temperature Sg rings 
and Ss units in the (infinite) chain. The increase of [P] with W is interpreted in terms of an increment in 
the isotropic temperature-independent polarizability of Sg units when converted from ring to chain. This 
increment is attributed to a slight increase in 7r-electron bonding in the chain. Extrapolation of [P] to the 
transition temperature indicates a finite discontinuity at that point. This anomaly is accounted for qual­
itatively by treating the ring-chain transition from the standpoint of fluctuation theory. No significant 
dependence of dielectric constant on frequency was found.

1. Introduction

The liquid sulfur system possesses the unusual feature 
of a thermodynamic transition between two distinct fluid 
modifications; below Tc = 159°, a liquid of relatively low 
viscosity consisting in the main of Sg rings, and above this 
temperature a highly viscous material in which conversion 
of a significant fraction of the material to polymeric 
chains (Sg)r has occurred.23 The onset of the transition is

marked by sharp changes in both equilibrium and non­
equilibrium properties.215’3 Analysis of the transition in 
terms of a simple chemical equilibrium model4’5 leads to 
excellent agreement of predicted degree of polymerization 
with experiment, leaving no doubt as to the central role of 
the ring-chain conversion in producing the transition.

Although this equilibrium polymerization theory is un­
doubtedly correct and self-consistent as far as it goes, it 
represents an analysis at a thermodynamic level and
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would not be expected to account in depth for phenomena 
connected, e.g., with fluctuations near the transition. The 
sulfur transition has some tantalizing similarities to X- 
type transitions in other systems; the constant pressure 
heat capacity has a X form near Tc2 and the density of liq­
uid sulfur is reported to have an apparently logarithmic 
singularity at the transition.6 Such anomalies are difficult 
of precise characterization because of the considerable ex­
perimental problems and of assuring that equilibrium has 
been reached when significant amounts of polymer are 
present. In addition, much of the available experimental 
data on liquid sulfur are old and of restricted precision. 
The analysis of the dielectric behavior of liquid sulfur, for 
example, rests almost exclusively on the work of Curtis7 of 
some 40 years ago. However, dielectric properties would 
be expected to be quite sensitive to gross changes in inter­
nal molecular structure such as those believed to be pres­
ent in sulfur and it is therefore important to have as pre­
cise information on such properties as possible. Accord­
ingly it seemed to us worthwhile to examine and reassess 
the dielectric behavior of sulfur as a function of tempera­
ture through the transition region, using a wider frequen­
cy range than did Curtis and making use of the more pow­
erful instrumentation now available.

This report summarizes the results of this investigation. 
We have determined the static dielectric constant of liq­
uid sulfur in the temperature range from 134 to 206°, at 
frequencies up to 10 kHz, with a precision of one part in 
105. The main aspect of Curtis’ results is confirmed, but a 
number of interesting new features appear. In particular, 
the low-temperature ring form of liquid sulfur is found to 
have a definite temperature dependence, which we believe 
is attributable to the presence of a small concentration of 
the weakly polar chair form of Ss ring; moreover there is 
clear evidence for a dielectric anomaly at the ring-chain 
transition, with both a discontinuity in slope of the curve 
of molar polarization [P] vs. T and a small but definite 
jump in [P] at Tc.

After summarizing the experimental procedure in sec­
tion 2 below, we present our data in section 3 and an in­
terpretation and analysis in light of present understanding 
of the sulfur system in section 4.

2. Experim ental Procedure
Material. J. T. Baker sublimed sulfur powder was used

without further purification.
Measurements. A dielectric cell was constructed for use

with high-temperature sulfur using anodized aluminum 
with boron nitride as insulating material. Examination of 
the cell after use indicated no attack by sulfur. The cell 
incorporated the usual design features of a three terminal
measuring device.8 Boron nitride spacers were used to in­
sulate the inner and outer measuring electrodes from the 
central guard electrode in such a way as to minimize the 
lead capacitances. The volume of the cell was approxi­
mately 20 cm3.

The capacitance of the cell was measured with a Gener­
al Radio Type 1615A capacitance bridge. A General Radio 
Type 1311A audio oscillator supplied the input signal to 
the bridge and a General Radio Type 1232A tuned ampli­
fier and null detector was used to null the output signal 
from the bridge. The capacitance of the empty cell was 
found to be Co(t) = [12.032 + 1.20 X 10“3(t -  120)] pF 
over the temperature range 120-280°. The overall sensitiv­
ity of the capacitance measuring assembly at the temper­
atures employed was 0.001 pF and measurements were

typically reproducible to within this increment. Measure­
ments were carried out over the temperature range 134- 
206°. Temperature was measured by a thermocouple to 
better than 0.1°.

Care was taken to obtain equilibrium values for the di­
electric constant, especially in the high viscosity region 
above 159°, by repeating measurements at a given tem­
perature at 1-hr intcvals until constancy was obtained. It 
was not, however, possible to obtain good quality data 
closer than 8° to the transition from the high-temperature 
side, because of electrical noise in the sample.

3. R esults

The capacitance C of the loaded cell at temperature T 
was measured and after correcting for cell capacitance Co 
the dielectric constant ( was determined in the usual 
way.8 Determinations were carried out at frequencies of 1, 
2, 5 and 10 kHz; as variation of e with frequency was neg­
ligible throughout the temperature range of interest, only
1- and 10-kHz data are reported here.

In Table I below we report the measured values of e at 1 
and 10 kHz as a function of temperature. The densities d 
listed are those given by Kellas;9 we have averaged Kellas’ 
determinations, series II and III. For theoretical interpre­
tation the quantity of principal interest is the molar po­
larization [P] where

[P]
e -  1 M_ 
e + 2 d ( 1 )

M is the molecular weight. In this work we have adopted 
a uniform normalization of all data to the Ss ring as the 
standard, so M = 256.53 g/mol. To conform with other 
usage in the field,10 we list not [P] but [P]/M = (e -  1 )/(e 
+ 2)(l/d), but continue to term this the molar polariza­
tion. Values are given for [P] at both 1 and 10 kHz. The 
variation of [P] with T is shown in Figure 1.

The following features of these results should be noted. 
Curtis7 quoted a constant value of [P] for liquid sulfur in 
the temperature range 118-158° of 0.2528 ± 0.0008 cm3 */g. 
This is in agreement within experimental error with our 
value of 0.25344 ± 0.00002 for the 1-kHz determination at 
134°. We have, however, clear indication of an increase 
with temperature of [P] below Tc, not detectable by Cur­
tis because of his lower precision. The increase of [P] with 
T above Tc parallels that of Curtis. The extrapolation of 
our high-temperature data back to Tc, however, does not 
join smoothly to the low-temperature branch. There ap­
pears to be a gap A = 0.00052 cm3/g = 0.133 cm3/mol be­
tween the two branches at Tc. The variation in [P] with 
frequency, though outside experimental error, is only on 
the order of 0.0001 cm3/g, indicating that no dielectric 
loss mechanism of importance is present over the temper­
ature range studied.

4. Interpretation and D iscussion
We base our analysis of the dielectric data for liquid 

sulfur on the Clausius-Mosotti equation.10 For a mixture 
of species labeled with index i

[Pi
£ 1 1
e + 2 d

4ïï Vav 
3 103

where Mi is the concentration of species i in moles/kg, 
and if, and m are the polarizability and permanent dipole 
moment, respectively, of species i. Below the transition 
point the concentration of polymer is negligibly small and 
can be ignored, so that only the properties of the Sg ring
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(P)

Figure 1. Molar polarization |P] = (e — 1 ) / (e + 2 ) ( l /d )  In 
cm 3/g  of liquid sulfur vs. T. The solid curve for temperature 
range 134-159° is obtained using eq 9. The extrapolation to 
159° from the high-temperature side is obtained from Figure 2.

(P)

Figure 2. Molar polarization [P] in cm3/g  vs. W, the total con­
centration of S6 incorporated in polymer. The slope is 3.68 
cm3/m ol.

need be considered. Above the transition, liquid sulfur is a 
mixture of Sg rings, whose concentration (moles/kg) we 
denote as M, and of polymer species (Ss)*, whose concen­
trations we denote as Mj*. The total concentration of 
polymer is N = ’Zj = xMj*, the total concentration of Sg 
units taken up in polymer is W = = xjMj*, and the
number-average degree of polymerization is P = W/N. M0 
= total concentration of Ss units = 3.8982 mol/kg. Ac­
cording to the equilibrium polymerization theory,5 N is 
less than 10'9 mol/kg below the transition, and ranges 
from 10“6 mol/kg just above to about 10“5 mol/kg at 
206°. However, average molecular weight is large and in 
the temperature region studied in the present work, a sig­
nificant fraction of Sg units are taken up in polymer. No 
effects of finite polymer size are to be anticipated; in par­
ticular, no effects due to radical chain ends will be ob­
served even though they presumably manifest an en­
hanced polarizability and a permanent dipole moment. 
Thus we represent the polymer chain (Ss)j in relation 2 by 
an effective polarizability a j where

a j =  jet j (3)
i.e., the polarizabilities of the chains are proportional to 
numbers of Sg residues with a scale factor aq. Note that 
aj is not taken as the polarizability of the (Sg)i species, 
i.e., the open diradicai Ss* chain. The letter is surely dif­
ferent from «i, but this is unimportant since the concen­
tration Mi* of this species is less than 3 X 10“10 mol/kg. 
Inserting (3) in (2) yields
£ - 1 1
£ T- 2 d

_  4£  Aav 
3 103 M ( a v Sr) + £  =

477

T

4 77 lVAv 
3 103 M (X + m t )  +

Wal =

iVAv
IO»

!

1___
1 + 3 I t ;

1------1
ifis+

477 A av 
3 103 M,

W

) ( a r

(« 1

+ 3 kT

ct r +
2 “IJT

3kT J (4)

where the term M[ar + (yu2/3kT)] refers to the ring. If ar 
and ai are temperature independent and n, the dipole as­
sociated with the ring, is small, relation 4 predicts a sim­
ple proportionality of the molar polarization [P] = (e — 
l)/(t + 2)(1 /d) to W, with slope (4ir/3)(NAv/103)(ai -  
or). The plot of [P] vs. W for the high-temperature phase 
in Figure 2 gives a curve linear to within experimental 
error, with slope 3.68 cm3/mol. The extrapolation to W = 
0 in Figure 2 is represented by the dashed portion of the 
curve of [P] vs. T for the high-temperature phase in Fig­
ure 1.

The assumption that the rings have only a temperature- 
independent polarizability ar is, however, in conflict with 
the observation that [P] below the transition depends on 
temperature. Since this dependence is not of 1/T form, it 
cannot be attributed to a simple permanent dipole mo­
ment in the ground state of the ring. Moreover, the geom­
etry of the ring in the ground state is that of a crown, with 
£>4rt symmetry,11 for which no permanent dipole moment 
is possible.

According to X-ray data,12 the crown form of Sg ring 
has S-S bond length 2.05 A and an S-S-S bond angle of 
108°. Inspection of molecular models shows that there is 
one other possible geometry of the ring preserving these 
distances and angles; this might be termed the chair 
form, in which one S atom is rotated through an angle of 
72° relative to the S atoms to which it is joined. The chair 
form has a mirror plane as only element of symmetry and 
hence will exhibit a permanent dipole moment. The anal­
ysis of ring and chain conformer states of sulfur by Sem­
iyen13 indicates that the chair form would not be prohibi­
tively strained. Although its energy is certainly greater 
than that of the crown, this effect would be partially com­
pensated by entropic effects. Accordingly it is reasonable 
to postulate the presence in liquid sulfur below the transi­
tion of an appreciable concentration of rings in the chair 
conformation. To be sure, infrared data14 for the liquid at 
120° are consistent with the presence of only the crown 
form. However, a Raman investigation at 190°15 showed 
deviations from prediction based upon the latter, detailed 
interpretation being rendered difficult due to the presence 
of polymer.

Consider the effect on dielectric properties below 159° of
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TABLE I: D ielectric  C on stan t, D en sity , and M olar P o lar iza tion  o f  S u lfur

T,  °K T,  °C c (l kHz) *(10 kHz) d,a g /c m 3
[P){ 1 kH z),

cm 3/g
IPK10 kH z),

cm 3/g

407 134 3.4991 3.4996 1.7931 0.25344 0.25346
413 140 3.4934 3.4946 1.7882 0.25383 0.25390
418 145 3.4870 3.4851 1.7843 0.25402 0.25391
426 153 3.4743 3.4730 1.7778 0.25424 0.25417
428 155 3.4702 3.4688 1.7761 0.25424 0.25416
440 167 3.4866 3.4849 1.7719 0.25578 0.25569
446 173 3.4912 3.4893 1.7700 0.25631 0.25620
448 175 3.4942 3.4924 1.7693 0.25658 0.25648
450 177 3.4933 3.4915 1.7685 0.25666 0.25655
460 187 3.4953 3.4939 1.7633 0.25752 0.25744
479 206 3.4976 3.4952 1.7533 0.25911 0.25898

° Reference 9.

the presence of an equilibrium pendent part of the S8 unit upon incorporation in the
ta \ — >  / o  \ chain; there is evidently no net effect of this incorporation

loi on configurational factors involved in any intrinsic tem-
where r denotes crown, and h chair, conforrrers. Let g h be perature dependence of the total effective polarizability.
the dipole moment of the chair. In general we should This observation is consistent with the picture of the sul-
allow for a difference in scalar electric polarizability a be- fur polymer as a rigid, tightly coiled structure17 having
tween crown and chair, but as this difference will be very local geometry closely similar to that of the rings. The
small we neglect it. We expect then that the contribution slope 3.68 cm3/mol obtained from Figure 2 leads to a
of the Sg rings to the electric properties of the liquid will value 1.5 X 10 24 cm3 per S8 unit for the polarizability
take the form of a temperature-dependent effective polari- increment oq — a r in eq 4, representing an increase of
zability

« (s8)eff =  «r
Mi,2 g  exp(- A/kT)

3 kT  1 +  gexp(-A/kT)  w

where g is a symmetry factor for the chair conformer and 
A is the energy of the chair relative to the crown. The ef­
fective polarizability in eq 6 has a maximum at a temper­
ature Tm given by

A/kTm = 1 + gexp(-A/kTj  (7)

From Figure 1, the effective polarizability of the Sg rings 
below the transition approaches a maximum at about 
160°. With g = 4, eq 7 is satisfied by A/kTm = 1.72, or A 
~  1.5 kcal/mol if Tm = 433°K. We then find gh from

[P](160°) -  [P](134°) = y  ^ { [ 4  exp(- A/kT)/

(1 + 4 exp(- A/&t ))](160°) -
[4 exp(- A/kT)/(l + 4 exp(- A//?t ))](134°)} (8)

This yields gh = 2.8 D; the solid curve indicated in Figure 
l is that predicted by eq 8 with this choice of parameters. 
For comparison, cyclohexane has a reported dipole mo­
ment over the temperature range 35-105° of 0.6 D16 in the 
gas phase; this dipole can only be due to admixture of the 
boat form with the nonpolar chair form. ar for the Ss ring 
is found to be 1.0 X 10“23 cm3/mol; we take this as a 
lower limit for ar with 2.0 X 10 23 cm/mol as an upper 
limit. Other explanations for the observed temperature 
dependence of dielectric constant below 159°, invoking 
other ring species than Ss, could be devised, and we do 
not claim our work to be proof of the presence of the Ss 
chair conformer. Nevertheless the analysis above appears 
the simplest possible and gives good agreement with ex­
periment, with a reasonable choice of parameters.

The mixture of rings and chains above the transition 
exhibits a molar polarization depending on temperature 
only through its proportionality to W, the concentration of 
S8 taken up in chains. The slope in the plot of [P] vs. W, 
Figure 2, reflects the increment in the temperature-inde-

5-15% in Sg polarizability upon inclusion in the polymer. 
Without attempting to elaborate upon the point, we note 
that a slight increase in the ir-bonding character in S-S 
bonds upon conversion to the chain form could account 
for this; for example, the molar bond refraction increases 
from 1.3 cm3 for C-C to 4.2 cm3 for C=C.18

A final question concerns the discontinuity in molar po­
larization at the transition temperature, evident in Figure
1. This anomaly is too large to be associated with the re­
ported density discontinuity at the transition,6 and the 
latter has in any case the wrong sign, the high-tempera- 
ture liquid having the smaller density. Nor is it reason­
able to associate the anomaly with some specific feature 
of the transition, having the character of a critical fluctu­
ation, e.g., since the effect is evidently that of a change in 
the base line of [P] as a function of T. We believe that the 
explanation lies in the fact that polarization fluctuations 
are coupled to composition fluctuations in a system con­
taining interconvertible species of different polarizabil­
ity.19 In particular, the dielectric constant and the mean 
square polarization fluctuation per unit volume, m2 are 
related by20

(e -  l)(3 e  + 1) 4 tt 3  
3e 3 kT (9)

To first order m2 is proportional to a2, the mean square 
polarizability of an Sg segment. In the high-temperature 
fluid, in which a segment can be either in the ring or 
chain state, a2 differs from ¿v2 and in fact

a 2 -  a W(M0 -  W)
(«1 -  a r)2 ( 10)

Moreover, it can be shown that to a first approximation

AfP] =  MoiVAv (0t2- ~ a  } (11)

where A[P] is the increment in polar polarization due to 
the inclusion of composition fluctuations. Combination of 
eq 10 and 11, taking the value for («! — a r) found above,

The Journal of Physical Chemistry, Voi. 78, No. 16, 1974



1674 D. E. O'Reilly

the estimate 1.5 X  10~23 cm3 for a ,  and setting W(M0 — 
W) equal to its average value M02/ 6, then yields A [P] =
2.4 x 10~4 cm3/g for comparison with the experimental 
jump in [P] at the transition of 5.2 X 10~4 cm3/g. This 
order-of-magnitude agreement with the theoretical esti­
mate lends some confidence to the explanation advanced. 
If it is correct, the sulfur system would appear to be the 
first system in which the effect of composition fluctuation 
on dielectric properties has been directly observed.

Summary
The careful examination of the dielectric properties of 

liquid sulfur reveals new phenomena calling for refine­
ment of the interpretation of the physical properties of 
this system. In particular the low-temperature phase, 
which we have assumed to consist entirely of Ss rings, ex­
hibits a temperature-dependent molar polarization; the 
high-temperature phase, consisting of a complex mixture 
of rings and chains, exhibits a molar polarization increas­
ing proportional to W; and extrapolation of the molar po­
larization to the transition temperature indicates a dis­
continuity at that point. The temperature dependence of 
the dielectric properties of the low-temperature phase can 
be interpreted in terms of a postulated polar Sg ring con- 
former, whose predicted properties are reasonable. The 
strict proportionality of molar polarization to W in the 
high-temperature phase raises some interesting questions 
on relative symmetry and conformational flexibility of Ss 
units in ring and chain. Further study of this matter is 
certainly desirable. Results of a simple fluctuation analy­
sis are consistent with the magnitude of the discontinuity 
in molar polarization at the transition. Finally, no evi­
dence was found for any dependence of static dielectric 
constant on frequency up to 10 kHz.

The interpretation of our results involves many uncer­
tainties. We have made heavy use of the Clausius-Mosotti

equation, the validity of which in assessing effects as deli­
cate as those considered in this work may be questioned. 
We have not attempted to take into account species other 
than the Sg ring and the (Sg)* chain, though other ring 
species, at least, are known to be present.23 It is evident 
that many points remain to be clarified before full under­
standing of the physical properties of liquid sulfur is at­
tained.
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The pressure dependence of viscosity and nuclear relaxation times in water and deuterium oxide may be 
readily explained in terms of a new model for water that has been formulated recently. Effective values of 
the deuteron quadrupolar coupling constant in D20  are given.

Water is unusual among liquids as evidenced by the 
fact that, at low temperatures and pressures, the coeffi­
cient of viscosity ())) decreases with increase in pressure.

Likewise, the nuclear relaxation time (Ti) of deuterium in 
D20  and the proton in H20  increase with increase in pres­
sure. A quantitative explanation of these effects has been
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Figure 1. (3 In y / d P) T  for H20  ( - O - ,  ref 3a) and for D20  ( - -  
□  - - ,  ref 3c); (3 In 7T/3P)t  for H20  ref 3b) and for D20
(- -M- ref 3c).

proposed in recent communications2 with the aid of a 
model which is based on the ice VII and ice Ic structures. 
It may easily be shown (from eq 6, ref 2a) that the pres­
sure coefficients of Ty and tj are related as follows

/  8 In 7i \  (  9 In Tj \
V dP )  T \  8P /  T

{6l) e <eh' ( d In (d2) \  m
1 -  e-<«2>\ dP ) T R T \ d P  ) T { >

where (62) is the mean square angle of rotation of a water 
molecule during a hard collision and w is the mean work 
required to form a vacancy in water. Equation 1 is written 
with the approximation that the water molecule is consid­
ered to be a spherical top molecule. In addition, it was 
shown26 that the pressure coefficient of t) is given by
/ a In rj \  /JL______ 1 \ ( 9 A E \
\  dP ) T ~ \ R T  A E )  \  9 P ) T

j f  ( S ) T + <8 ln (2)
where AE is the mean rotational energy barrier for molec­
ular reorientation.2b’c For deuterium oxide, the term 
-2(3 ln Q/dP)T must be added to the right-hand side of eq 1 
where Q is the effective quadrupolar coupling constant of 
deuterium in liquid deuterium oxide.

Experimental3 values of the pressure coefficients (3 ln 
?i/3P)t and (5 ln T1/dP)r for liquid H2O and D20  are 
shown in Figure 1 over the temperature range 0-100°. 
Water and deuterium oxide exhibit differences, particu­
larly with regard to (3 ln T1/dP)r. Small differences in 
the energy parameters26’0 fo and ti, the equilibrium con- 
stant2b-c K, and (dw/dP)T between H20  and D20  can rea­
sonably account for the difference between (3 ln r//3P) r 
for H20  and D20  shown in Figure 1. However the differ­

ence between (3 ln T1/dP)T for H20  and D20  (Figure 1) is 
considerably larger and the variation of Q with pressure 
and the intermolecular contribution to the proton in H20  
must be taken into account.

The variation of Q with pressure is readily estimated 
from the following semiempirical equation4

Q = 310 — (572 / R 3) (3)
where Q is in kHz and R is the H— O hydrogen bond 
length in Angstrom units. From eq 3 and the compressibi­
lity2® of H20  we obtain (3 ln Q/dP)r = -0.031 kbar~4 at 
0°. The fraction of intact hydrogen bonds increases slight­
ly with increase in pressure,5 but this is a small effect and 
will be neglected. Using the approximation26 for protons 
in H20  that (T1)inler^1 s  %(Ti)intra_1. the difference 
between (3 ln T1/dP)r for H20  and D20  is accounted for 
accurately by eq 1 with (3 ln (d2)1/2/8P)T = -0.021 
kbar-1 (10°) where we have used the result26-0 that (d2) =
1.1 which was assumed to be the same for H20  and D20. 
That is, the root mean square angle of rotation upon a 
hard collision decreases slightly with increase in pressure. 
The magnitude of the coefficient (3 ln (62)1,2/dP)r given 
above appears to be a reasonable value.

In the interpretation of the temperature and pressure 
dependence of the relaxation times of deuterium and oxy­
gen-17 in water the variation of Q with the fraction of hy­
drogen bonds that are intact (/) as well as the change of Q 
with the mean hydrogen bond length must be taken into 
account. Denoting the quadrupolar coupling constants for 
the deuteron in a ruptured and intact hydrogen bond by 
Q m  and Q h b , respectively, the effective value of Q is given 
by Q = / Q h b  + (1 — f)Qm- In the present model the effec­
tive value of Q for deuterium in D20  at 0° is 237 kHz and 
at 100° Q = 245 kHz; in the calculation we have placed 
Qm = 318 kHz6 and QHb = 213 kHz7 and used values of /  
recently reported5 (at 0° f = 0.774; at 100° /  = 0.694).

The behavior of water with temperature and pressure 
can be explained readily with the aid of the quasilattice 
model with reasonable values of the parameters that occur 
in the model and that are consistent with molecular dy­
namics calculations8 on water.
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Relaxation Kinetics of Micelle Formation1
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The relaxation time associated with a slow, rate-determining step in a general mechanism for micelle 
formation is expressed as a function of free surfactant concentration. The predictions of this treatment 
are shown to fit data in the literature on the formation of dodecylpyridinium iodide micelles over a wider 
concentration range than the linear concentration dependence originally proposed. In addition, when a 
plot of the reciprocal of the relaxation time against total surfactant concentration possesses a maximum, 
the slow step involves aggregates smaller than the full micelle. Finally, the model presented in this paper 
resolves reported discrepancies between chemical relaxation and nmr observations.

Introduction
Before the introduction of relaxation methods3-4 for the 

observation of fast reactions in solution, a large body of 
data necessary to the study of the kinetics of micelle for­
mation was inaccessible to experiment.5-6 In 1966, how­
ever, Kresheck, et al.,6 demonstrated that the tempera­
ture jump method could be used to obtain information 
about rate processes associated with dodecylpyridinium 
iodide (DPI) micelle dissociation.

In these experiments, two relaxation processes were 
noted, one too rapid to study quantitatively, interpreted 
as the formation of DPI molecule pairs, and a slower one 
attributed to dissociation of DPI molecules from micelles. 
The reciprocal of the slow relaxation time gave a linear 
plot against DPI concentration above the critical micelle 
concentration (cmc) with negative deviations from lineari­
ty at high concentrations (see Figure 1). Using the first 
two terms of a power series expansion of the rate equa­
tion, an expression was derived which gave a linear con­
centration dependence for the reciprocal of the relaxation 
time for the mechanism

(n -  1)A = A„_, (rapid equilibrium)
A + A„_j A„ (slow)

where A represents a surfactant molecule and A„ is a mi­
celle containing n molecules. It was suggested that the de­
viations from linearity at high concentrations result from 
interactions between micelles. More recent temperature- 
jump and pressure-jump studies have given similar results 
for other micelle systems.7"10 Employing the model de­
scribed above, all investigators have computed rate con­
stants of the order of 100 sec-1 or smaller for the dissocia­
tion of detergent molecules from micelles.

Nmr experiments on micelle systems1113 have given 
single bands which shift with micelle concentration above 
the cmc but show no exchange broadening, thus leading to 
the conclusion14 that residence times in aqueous and mi­
cellar environments are too short to measure under the 
experimental conditions. Muller14 shows, on the basis of 
these observations, that the rate constant for the dissocia­
tion of surfactant molecules from micelles must be greater 
than 4.5 X 10® sec"1, over three orders of magnitude 
greater than the largest dissociation rate constant calcu­
lated from temperature-jump measurements but in agree­

ment with the results of esr15 and ultrasonic absorption16 
measurements. He proposes that the relaxation time ob­
served by temperature jump is associated with many 
steps, not just a single one, and he presents an approxi­
mate calculation of the half-life for the dissociation of the 
entire micelle as might be observed in stopped-flow dilu­
tion studies, noting that in this way the nmr observations 
and temperature-jump results appear less divergent. He 
did not obtain an expression for the concentration depen­
dence of the slow relaxation time. It should be noted that 
one recent stopped-flow study17 gave a dissociation rate 7 
times faster than the temperature-jump result for small 
micelles,9 whereas a second, using an indicator dye, gave 
identical results for stopped-flow18 and pressure-jump10 
experiments.

It is the purpose of the present paper to introduce a 
more general form of the mechanism for micelle formation 
proposed by Kresheck, et al.,6 eliminating any assumption 
as to which step in the aggregation process possesses the 
observed relaxation time, to show that deviations from 
linearity are a general feature of all such mechanisms and 
do not require additional explanation, to discuss the sig­
nificance of maxima which may appear in plots of the re­
ciprocal of the relaxation time against concentration, and 
finally, to demonstrate that although the model presented 
here is still an over-simplification, it resolves the discrep­
ancy between temperature-jump and nmr results.

Extended M echanism
The basic assumption which will be made in the pre­

sentation of the generalized mechanism is that there ex­
ists, in the spectrum of relaxation times observed in the 
study of micelle formation, one distinct relaxation time, 
well separated from the rest, which is the longest and 
which may be associated with a single bimolecular or uni- 
molecular step in the aggregation process.

The first part of this assumption, that there is a dis­
tinct relaxation time which will be called the longest, is 
based on the experimental evidence presented in all 
chemical relaxation studies reported to date.610 It is this 
particular relaxation time that will be treated below.

The second part arises from the fact that simultaneous 
termolecular and higher order collisions are relatively low 
probability events and should not contribute significantly 
to the reaction kinetics. It can be argued, of course, as has
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been demonstrated in many other cases,3-4'19 22 that the 
normal mode of reaction resulting in the longest relaxation 
time is not necessarily associated with a single reaction 
step, but with several. A good example of this phenome­
non would be a mechanism in which a steady state is es­
tablished for one or several reaction intermediates.19-20 
On the other hand, an extended sequence of steps does 
not in general produce a single distinct relaxation time, 
but a spectrum as demonstrated in experimental and the­
oretical studies of the helix-coil transition.23 In that case, 
a single relaxation time would be observed theoretically 
only when there is a concerted transition with only two 
states possible for each molecule: helix or coil. Since we 
know that average micelle size grows with detergent con­
centration,24-26 a two state model, involving only monomer 
and micelle of fixed size is highly unrealistic. The 
grounds, then, for association of the longest relaxation time 
with a single step are those of simplicity, to keep the 
equations manageable, and of conservatism, because no 
evidence to the contrary has been produced. The basic 
conclusions of the present treatment will still be valid 
should a more complex mechanism be indicated in the 
future.

In the general mechanism, consistent with the assump­
tion above, all steps in the aggregation process equilibrate 
much more rapidly then a single slowest or rate-control­
ling step. These rapid steps can then be written as equi­
libria relating the concentrations of monomer and micelle 
in solution to those of reactants and products, respective­
ly, in the slow step. The slow step is that in which an ag­
gregate Ai containing i units of the monomer A reacts 
with an aggregate A, containing; units to form the aggre­
gate Aa where n -  i+ j .

¿A = A,- = [Aj]/[A]j (la)
jA = A;. = [Aj]/[A]J- (lb)

*1
fei/fc-i =Aj + Aj ^  A„

b 4 =
- 1

ra /[Â jr .-,o [Â X ° (lc)

A„ + ?A = Am Kn,m = [Am]/[Arn}[KY (Id)

where [Ar] represents the equilibrium concentration of 
rmers, Kr,s is the equilibrium constant for the formation 
of smers from rmers, ky, k-y, and K , are the forward and 
reverse rate constants and the equilibrium constant, re­
spectively, for the slow step, and the subscript m repre­
sents the number of monomer units in the largest aggre­
gate. The number m is considered to be constant for sim­
plicity in the present treatment although the size of mi­
celles is concentration dependent.24-26 Thus, the results 
obtained here represent an approximate average over the 
distribution of micellar species.

tq,r is the complement of the Kroenecker delta

C 0 if q = r  

( 1 if q * r
(2 )

The t;,o and tj,0 factors render the equations valid for a 
unimolecular rate controlling step (either i = 0 or j  = 0, 
with K i.o = 0). The relaxation rate equation for the slow 
step is27

d(5lA"1 d+/ lA j )  =  . E l " ’" ^ , ]  +

-  * _.,5[A„] (3)

where <5[Ar I represents a small deviation of rmer concen­
tration from its equilibrium value [Ar]

5[Ar] =  [Ar] -  [A J  (4)
Mass balance requires that

5[A] + e itlz6 [Af] +  eJ>t?6[ A j  + n6[ A j  +

m 6 [ A j  -  0 (5)

where eiyl and (7,i, defined in eq 2, allow for the possibili­
ty that either A* or A,, respectively, is really the monomer
A.

Writing the expressions for the equilibrium constants 
(eq la, lb, and Id) in differential form (i.e., in terms of 
small deviations of concentrations from their equilibrium 
values)

5[Af] = iKUi[A Y~l6[A] (6a)

6[A J  = ^ [ A l ' - ^ i A ]  (6b)

5 [A J  =  An>J Z [ A j A ] z- 16[A] +  [A ]!5 [A„]) ( 6 c )

and combining these with eq 5 in order to express the rate 
expression (eq 3) as a function of (o[A„] + <5[Am]) yields a 
simple linear differential equation of the form

d(5[A„] + 6 [A J )  =  _ l (6[Aj  +  5 [ a J )  (7)

Thus, the reciprocal of the longest relaxation time r is 
given by

(8)
1 , B  D[Al"-1{rc +  E[A]1}
t  ~  k ~lC + fel------------C-------------

where

5  =  1 +  c . - ^ X jIA ]1- 1 + t j ' f K i ' j i A ] * - 1 +

K j j’üK,Knt J Â p - 1 

C =  {1 + €U * X  ,[£ ]* -1 + +

K n, m[A }1} + X i  ''tfitfn.jA]
6i ,  o ej ,  n

D = j K it]K li{ + i K itiKìtJ

E =  mK„ „

lm-1

For the purposes of comparison with data, it will be 
necessary to plot 1/r vs. |A]o, where [A]o is thê  total (or 
formal) surfactant concentration, related to [A] by the 
equation

[A]„ =  [A] + ¿iAiKUi[AY + € , 'dK li} [A]* +

nKx<iK ,tjK,[A\n + mKu tKi' JK<Kntm[ A]m (9)

In the theoretical curves to be presented later in the 
paper, 1/r and [A]0 are computed as a function of [A] 
using eq 8 and 9, respectively, and then 1/r is plotted 
against [A]0 using values computed for each value of [A],
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Concentration D ependence of the Slow  R elaxation  
Time

Since the general expression for the relaxation time (eq 
8) is quite complex, it will be instructive to focus on two 
special cases.

Case I. Kn,m -  0. In this case, the concentration depen­
dence of the relaxation time is given by

=  k. +

n2KUiKUi[ A]"' 1
(10)

The model treated by Krescheck, et al.,6 in which the 
rate-determining step is the reaction of imer with mono­
mer to form the micelle An belongs to this category, with 
i > 1 and j  = 1, K i j  = Ki,i =  1, c,.i = <,,o =  f/,o = 1, and 

, = 0. Here the reciprocal of the relaxation time be­
comes

Figure 1. Plot of the reciprocal of the relaxation time observed 
in temperature jump studies performed on dodecylpyridinium io­
dide micelles against surfactant concentration. The data points 
and the solid line are taken from ref 6. The dashed line Is a the­
oretical curve plotted according to eq 11.

+ fej
1 + i2Klyi[ A ] i-1 (ID

The concentration dependent term in the denominator of 
the fraction in eq 11 did not appear in their work6 because 
the derivation of the equivalent expression in that paper 
was accomplished by dropping high order terms in a 
power series expansion yielding a solution which is valid 
only when i2Ku[A]11  1, a condition which, as Mul­
ler14 pointed out, may cease to hold at high surfactant 
concentrations. The authors6 noted that the expression 
they obtained in this approximation was identical in form 
with the one which would arise precisely from the highly 
unrealistic mechanism in which the observed relaxation 
time is associated with an n-molecular collision' to form 
ftmer. Their data are shown in Figure 1, plotted along 
with a solid line representing their fit to the data and a 
dashed line, plotted according to eq 11, with n = i + 1 = 
87, k-i  = 47 sec-1, fei = 2.5 X 106 M-1 sec-1, and K^j = 
10186 M'85.28 ji can ke seen that the present treatment 
fits adequately the high concentration deviations from lin­
earity without added assumptions about interactions be­
tween micelles. It might be added that one would expect a 
plot of 1 / t u s . [A]0 to level off at sufficiently high [A]o not 
only because, under these conditions, eq 11 becomes

\  =  fe-f + h  i r  [A] (12)
and [A] is virtually constant,6 but simply because the 
concentrations of monomer, ¿mer, and micelle are all in­
creasing very slowly compared to [A]0. Plots of [A], [A;], 
and [An] are given as a function of [A]o in Figure 2.

As discussed above, when j  = 1 in this case (Kn,m = 0), 
the rate-limiting step is the dissociation of monomer from 
the micelle. In addition, in this case, if j  = 0, the rate- 
limiting step is an isomerization of the micelle, and if i > 
1 and j  > 1, the slow step involves the combination of sub- 
micellar aggregates to form the micelle. All of these mod­
els obey eq 10, which predicts that 1/t will be a monoton- 
ically increasing function of [A]. (This property follows 
simply from the fact that n = i + j.) It should be noted 
also that the case l = 0, Kn,m > 0 is functionally identical 
with that treated above.

Case II. j  = 1 or 0, l > 0, Kn.m > 0. This is the case in 
which the rate-determining step involves nmer smaller

Figure 2. Semilogarithmic plots of monomer, /mer, and nmer 
concentrations as a function of surfactant concentration, corre­
sponding to the theoretical curve in Figure 1.

than the micelle. In this case, eq 8 becomes

1 + A ] * 1 + ImKutKiK^JiA]” - 1

’ {1 + *2tfltf[A ]*-i}{l +  K n j A } 1}  +

iK\K„tm[A. ]m-1

u nK\. j [^]n {̂n + mK„' JA ];}
‘ {1 + ¿2̂ i,¡[A]í -1}{1 + K„tm[A]*} + (13)

This expression will also fit the data of Kresheck, et al.,6 
although the number of constants in eq 13, coupled with 
the limitations to experimental accuracy preclude the de-
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[A]0 x I03 (M)

Figure 3. The reciprocal of the relaxation time vs. surfactant 
concentration plotted according to eq 13 for a case in which a 
maximum is observed. The constants used for the theoretical 
curve are / = 43, n = 44, m = 87, k _ i = 94 sec-1 , k i  = 2 X 
107 M-' s e c '1, Ku  = 1089 (Vr42, and Kn,m = 2.1 X 1 0 92 
M -43. The data of Kresheck, ef a/.,6 are presented for compari­
son.

termination of a unique fit. Unlike the previous case, it 
can be shown that for many values of the constants this 
expression possesses a maximum. Such a case is given in 
Figure 3. The corresponding concentration plots resemble 
those of Figure 2, with no maxima or minima or other sin­
gular features and will not be shown here. When both i 
and j  are greater than 1, the dependence, which possesses 
an extra term in the denominator, can also have a maxi­
mum.

On the basis of this analysis, a maximum is diagnostic 
when it is observed. If a system possesses a peak in the 
plot of 1/r against [A]o, the slow, or rate-determining step 
must involve aggregates smaller than the micelle, both as 
reactants and as products. Conversely, a failure to observe 
such a maximum is inconclusive.

For the purposes of this paper only the data of Kresh­
eck, et al.,6 which show significant negative high concen­
tration deviations from linearity, have been treated. Other 
investigators have reported either no significant deviations 
from linearity7’8-10 or a low concentration foot (a positive 
deviation from linearity) in the vicinity of the cmc.9 Both 
types of behavior may be simulated readily by the equa­
tions developed here.

This paper treats only the longest relaxation time for a 
mechanisrri for micelle formation. Development of the 
equations for the shorter relaxation times, which must 
also exist for such a mechanism, requires the inclusion of 
greater mechanistic detail than is appropriate at this 
time. Evidence for such faster relaxation processes has 
been reported in temperature-jump,6 ultrasonic absorp­
tion,16 esr,15 and nmr11“13 experiments.

Relation between Nm r and Chem ical R elaxation R esults

A final point to be discussed is the relation between the 
results of nmr and chemical relaxation experiments. The 
linear mechanism presented here for the chemical relaxa­
tion results involves rapid exchange of detergent mole­
cules between solvent and aggregates at all states of 
aggregation coupled to one slow step at a particular state 
of aggregation. Since the slow step is not observed in nmr 
experiments, it must not itself produce a change in the 
magnetic environment of the nuclei under study. In addi­
tion, before and after the slow step the exchange rate 
must be high, with all detergent molecules free to disso­
ciate from and associate with the micelle.

The mechanism of Kresheck, et al.,6 and all similar

mechanisms in which the last step is rate limiting (i.e., 
all cases mentioned under case I) are ruled out because a 
fraction of the detergent molecules would undergo slow 
exchange with solvent and this slow exchange would be 
detected by nmr. Muller14 has also pointed out that for 
large micelles, the affinity for surfactant molecules is rela­
tively constant at high states of aggregation and thus the 
initial dissociation steps for a micelle should be similar in 
rate, with no single one considerably slower than the rest. 
The rate-limiting step, therefore, occurs at an earlier 
stage in micelle formation than originally proposed.6 It 
probably involves a minor rearrangement of micelle, coun­
terion, and solvent structure either to facilitate further 
growth or to incorporate submicellar aggregates, without 
any major change in the net electromagnetic environment 
of chemical groups within each aggregate. As with macro­
molecules, very subtle changes in the free energy of mi­
celles can have an appreciable effect on micelle stability. 
For the model presented here, then, the nmr and chemical 
relaxation results produce a consistent picture.

In conclusion, any mechanism which fits the data avail­
able will have to incorporate rapid exchange of detergent 
molecules between micelle and solvent, coupled to a slow 
step or concerted combination of steps which affect the 
stability of the micelle without rendering a substantial 
fraction of the detergent molecules inaccessible to rapid 
exchange.
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(27) For the mechanism presented here, each aggregate A „ produced 
or lost through the slow step (1c) simply increases or decreases 
the sum (<5[A„] +  i5[Am]) since A„ and Am are assumed to be in 
rapid equilibrium. Thus the normal reaction coordinate for the slow 
step is (i)(A „] +  <5[Am]). This fact may be verified by deriving the 
expression for 1 / r 8iow and the corresponding normal coordinate as 
follows: assume only steps 1a and 1b are in rapid equilibrium, write 
the rate expressions for i5[A„| and 5[Am] independently, and solve

the resuling 2 X 2  matrix equation. When the expressions obtained 
are taken in the lim it In which step 1d equilibrates much more rap­
idly than step 1c, the results are identical with those reported here.

(28) The value of n used in the present calculations was chosen arbi­
trarily by dividing the reported molecular weight of the micelle, 
32,700 at the critical micelle concentration [H. C. Parreira, An. 
Acad. Brasil. Cienc.. 32, 207 (I960)], by the molecular weight of 
monomer.
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