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In this paper we have investigated the possible role of singlet oxygen in (i) the sensitized luminescence of 
fluorescein induced by the decomposition of hydrogen peroxide, (ii) the decomposition of superoxide ion 
by hydroxylic solvents, and (iii) the oxidation of linoleic acid by lipoxidase. Through the use of the pre­
viously reported deuterium isotope effect on singlet oxygen lifetimes we are able to confirm the partici­
pation of singlet oxygen in the hydrogen peroxide induced fluorescence of fluorescein. We found no evi­
dence for the presence of singlet oxygen in the decomposition of superoxide ion or in the oxidation of lin­
oleic acid catalyzed by lipoxidase.

Introduction
The participation of singlet oxygen has been implied in 

a number of liquid systems including photosensitized oxi­
dations,1-3 decomposition of hydrogen peroxide by chlo­
rine and hypochlorite,4-5 thermal decomposition of trans- 
annular peroxides of anthracene derivatives,6-7 reactions 
catalyzed by the enzyme lipoxidase,8 and in reactions of 
the superoxide ion radical, 0 2 .fl Determination of the ab­
solute lifetime of singlet oxygen in solution and the devel­
opment of diagnostic tests based on the large deuterium 
effects on the lifetime of singlet oxygen, as well as on the 
correlation between the lifetime and the intensity of the 
infrared absorption of the solvent by us, has opened a way 
of reassessing the participation of singlet oxygen in vari­
ous homogeneous10'13 as well as heterogeneous systems.14 
Employing these tools together with kinetic spectroscopy 
and azide as quencher,15 conclusive evidence for the par­
ticipation of singlet oxygen in the photosensitized oxida­
tion of the free amino acids histidine, tryptophan, and 
methionine was obtained.18 In an extension of this work 
the participation of singlet oxygen in the photodynamic 
inactivation of the enzymes alcohol dehydrogenase and 
trypsin was established.17 Identical results have now been 
obtained for the photodynamic destruction of lysozyme in 
two other laboratories using different sensitizers.18-19 In 
this laboratory it has recently been demonstrated that the 
red chemiluminescence from the hydrogen peroxide-hypo­
chlorite system is dramatically enhanced in D2O, al­
though the peroxide decomposition rate is retarded in this 
medium. In this way direct spectroscopic evidence for a 
deuterium effect on the lifetime of singlet oxygen was ob­
tained.20 In the present communication we have used this

deuterium effect to investigate three different systems 
which reportedly involve singlet oxygen. These include (i) 
the sensitized luminescence of fluorescein induced by the 
decomposition of hydrogen peroxide, (ii) the decomposi­
tion of the superoxide radical by hydroxylic solvents, and
(iii) the oxidation of linoleic acid catalyzed by lipoxidase.

Experimental Section
Chemiluminescence Measurements, (a) H2 O2-NC1OCI 

Sensitized Fluorescence of Fluorescein. The device for 
measuring the chemiluminescence consisted of a cuvette 
placed in a light-tight compartment situated in front of a 
sensitive photomultiplier equipped with a filter eliminat­
ing the red light originating from singlet oxygen itself. 
The photocurrent from the photomultiplier was measured 
directly by a storage oscilloscope. Since the peroxide de­
composition is very rapid, the photocurrent was integrated 
by charging a 1-^F condenser coupled between the input 
of the oscilloscope and ground. A 0.39 M solution of 
NaOCl (0.25 ml) in water or in 50% D20  was placed in 
the cuvette together with various amounts of fluorescein 
and 2 ml of a 0.3% solution of H2O2 in H20  or D20  was 
injected into the cuvette by means of a syringe connected 
to the inside of the light-tight chamber by a bent metal 
tube.

The yield of sensitized luminescence was found to be 
strongly dependent on the fluorescein concentration 
(Table I). Even at 10"3 M, where dimerization of the dye 
is considerable, an increase of the concentration of the dye 
increases the emission yield. The slight decrease observed 
around 10_ 2 M is therefore probably due to self quench­
ing. The extremely high concentrations of dye required to
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TABLE I: In fluence o f  th e  F lu orescein  C oncen tration  
o n  th e  In tegrated , S en sitized  C h em ilu m in escen ce  
In du ced  in  th e  Peroxide-H ydroch lorite S ystem

Fluorescein concn, M
R elative  in tegrated  

luminescence in tensity

2 x  1 er4 25
6 x  ic r 4 160
1.8 X 1(T3 240
6 X IO“3 500
1.2 X 10“2 440

achieve optimal luminescence seem to support the con­
cept of a termolecular mechanism of energy transfer.25 In 
Figure 1 the enhancement of the integrated luminescence 
is listed together with the expected lifetime of singlet oxy­
gen at two concentrations of D2O.

(b) Superoxide Sensitized Fluorescence of Fluorescein. 
The superoxide sensitized fluorescence of fluorescein was 
studied using the same apparatus described above. When 
solutions of dry dimethyl sulfoxide containing KO2 were 
examined for luminescence none could be detected either 
from solutions containing fluorescein or from solutions 
containing no fluorescein. However, with the injection of a 
small amount of water (0.25 ml) or dimethyl sulfoxide 
containing water, a weak light emission could be observed 
in the presence of fluorescein. Since the replacement of 
H2O by D2O should enhance the lifetime of singlet oxygen 
in the mixed DMSO-H2O water solution, the experiments 
were repeated using D2O instead of H2O, but no differ­
ence between the D2O and H2O experiments could be de­
tected.

Chemical Oxidation by Superoxide Ion. The oxidation 
of the singlet oxygen acceptor tetramethylene (TME) by 
KO2 was studied in the following way. A 3.5 X 10 2 M so­
lution of TME was prepared in dry dimethyl sulfoxide 
saturated with KO2. After 24 hr, either in a closed vessel 
or in an open container which permitted the slow absorp­
tion of moisture from the air, we were unable to detect 
any oxidation of the TME as analyzed by gas chromatog­
raphy.

Under the above reaction conditions the decomposition 
of the KO2 is rather slow so to accelerate it either water or 
ethanol was added. Even in the systems where immediate 
decomposition was induced by injection of water or etha­
nol, no oxidation of TME or another singlet oxygen accep­
tor, 1,3-diphenylisobenzofuran, was observed when they 
were added to the solution.

The Lipoxidase Catalyzed Oxidation of Linoleic Acid. 
The assay medium for measuring the activity of lipoxidase 
consisted of 100-^M suspension of linoleic acid in 0.2 M  
borate buffer pH 9 to which 0.05 mg of soybean lipoxidase 
(Sigma, lyophilized, 50,000 units/mg) was added. The ox­
idation of the fatty acid was monitored spectrophotomet- 
rically as an increase in absorption at 234 nm. Exchanging 
H2O for D2O had no effect on the rate of oxidation of lin­
oleic acid under these conditions.

D iscussion

(1) Sensitized Fluorescence from Fluorescein Produced 
by Decomposition of Hydrogen Peroxide by Hypochlorite. 
One of the most interesting aspects of the hydrogen perox­
ide-hypochlorite system is that it is capable of sensitizing 
the luminescence from various organic compounds which 
are present during the peroxide decomposition. Such lu­
minescence has been obtained in presence of substances 
such as anthracene, acridine, eosin, fluorescein, quinine

2 4  6 8 10 12

Figure 1. Variation of the integrated intensity of lum inescence in 
the fluorescein-hydrogen peroxide-hypochlorite system  with the 
lifetime of singlet oxygen, r, in solution. Different lifetimes were 
obtained by using solutions containing different relative amounts 
of H20  and D 20. The lifetime in H20  is 2 gsec, whereas in a 
solution containing 6 %  H20  and 9 4 %  D 20  the lifetime is calculat­
ed to be 12 gsec.

sulfate, aesculin, violanthrone, and rubrene.21-24 Since 
the energy available from 4Ag which is generated by the 
decomposition of H2O2 is insufficient to excite these mol­
ecules by energy transfer between two molecules, Khan 
and Kasha suggested a mechanism involving energy trans­
fer from molecular pairs of excited oxygen.25 The pathway 
by which energy pooling occurs is uncertain and a two- 
step successive excitation mechanism23 as well as a ter­
molecular mechanism25 has been proposed.

In order to test for the involvement of singlet oxygen in 
the H202-NaOCl sensitized chemiluminescence of fluo­
rescein we have examined the effect of D20  on the lumi­
nescence intensity. The basis for the experiment lies in 
the fact the lifetime of singlet oxygen in D2O is about 20 
Msec, but it is a factor of 10 shorter in H2O. Thus, if the 
chemiluminescene sensitized by the peroxide decomposi­
tion is due to the formation of singlet oxygen molecules, 
the luminescence should be much brighter in D2O than 
H20, simply because the singlet oxygen molecules live 
longer and therefore have a better opportunity to sensitize 
the luminescence. The only complicating factor is that the 
decomposition of the H20 2 is slower in D20  so that it 
would be possible to have no enhancement, or even a de­
crease in the intensity even though it involves a singlet 
oxygen sensitized process. If D20  enhances the lumines­
cence, however, then it is safe to conclude that singlet 
oxygen is involved.

The results of our experiments are summarized in Fig­
ure 1 , where it can be seen that relative to the H20  solu­
tion there is a fourfold enhancement of the fluorescein 
chemiluminescence when the reaction is run in 94% D20. 
In view of the singlet oxygen lifetime measurements re­
ported by Merkel and Kearns,11 we can compute that the 
singlet oxygen lifetime is about a factor of 6 longer in the 
94% D2O solution. Depending upon whether the mecha­
nism involved the singlet oxygen concentration to the 
first, second, or third power, we might have expected a 6-, 
36-, or 216-fold increase in the intensity. Unfortunately we 
are not able to distinguish between these three possibili­
ties because of the fact that the decomposition of H2O2 is 
slower in D20  than in H20. If we had accurate values for 
the decomposition rate, then we could evaluate this possi­
bility. Nevertheless, the involvement of singlet oxygen in 
the luminescence is clearly established.

(2) Decomposition of Potassium Superoxide in Dimeth­
yl Sulfoxide. When the singlet oxygen acceptor 2,5-di-

The Journal of Physical Chemistry, Vol. 78, No. 7 7, 1974
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methylfuran was added to a solution of KO2 in dimethyl 
sulfoxide Khan obtained a reaction product giving the char­
acteristic peroxide test with potassium iodide. Further, this 
solution was found to induce sensitized luminescence from 
anthracene. The results were interpreted in terms of pro­
duction of singlet oxygen from O2 9 Since the chemical 
test hardly could be considered as conclusive for proving 
the generation of singlet oxygen, we undertook a study of 
the D2O effect on the luminescence using the same equip­
ment as described in the previous section. Whereas no lu­
minescence could be detected from dry dimethyl sulfoxide 
containing KO2 with or without fluorescein, injection of a 
small amount of water or dimethyl sulfoxide containng 
water induced a weak light emission. The addition of a 
small amount of water to dimethyl sulfoxide will drastical­
ly reduce the lifetime of any singlet oxygen produced in 
the system due to the large differences in lifetimes in the 
two solvents: 2 Msec in H2O vs. 30 Msec in dimethyl sulfox­
ide. The replacement of H2O by D2O (td 2o = 20 Msec) 
would therefore be expected to greatly enhance the emis­
sion if the luminescence was actually caused by singlet 
oxygen. No such effect was observed. Furthermore, no oxi­
dation of the singlet oxygen acceptor tetramethylethylene 
could be detected in KO2 containing dry dimethyl sulfox­
ide after letting the reaction mixture stand for 24 hr, ei­
ther in a closed vessel, or in an open container permitting 
the slow absorption of moisture from the air. Even adding 
water or ethanol to promote the decomposition of the KO2 
did not result in oxidation of TME or DPBF. In view of 
these results it seems unlikely that singlet oxygen is pro­
duced in any appreciable amounts in this system.

(3) Oxidation of Linoleic Acid Catalyzed by Lipoxidase. 
On the basis of oxidation of tetraphenylcyclopentadienone 
and 1,3-diphenylisofuran during the catalytic action of 
soybean lipoxidase the participation of singlet oxygen has 
been proposed.8 If this intermediate is involved as an ac­
tive oxidizing species during the catalytic cycle, the over­
all oxidation rate should be speeded up by a tenfold in­
crease in lifetime of singlet oxygen caused by substituting 
H2O for D2O.

In our experiments we observed no change in the rate of 
the lipoxidase catalyzed oxidation of linoleic acid when 
D2O instead of H2O was used as the solvent. Thus, the

participation of singlet oxygen in the normal catalytic 
cycle of lipoxidase seems to be excluded. This finding is in 
line with the observation that tetraphenylcyclopentadi­
enone, one of the substrates used for identifying singlet 
oxygen in the above work,8 is readily oxidized by nonsing­
let oxygen pathways yielding the same products.26
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Existing theories of electron transfer reactions develop from two separate points of view: the transition 
state theory of Marcus and the quantum mechanical theory of Levich and Dogonadze. Both approaches 
have their merits. However, neither possesses the generality afforded a theory based on the fundamental 
premise of statistical mechanics, the Liouville theorem. Recently, a new approach to the examination of 
the solution electron transfer reaction system was advanced. This new approach employs an analysis 
based on the application of Yamamoto’s general statistical mechanical reaction rate theory. The purpose 
of this paper is to continue the examination of the electron transfer reaction system from this general 
point of view. In particular, this paper investigates the relationship between the simple Levich-Dogo- 
nadze outer-sphere electron transfer reaction theory and the more general approach. The analysis pre­
sented reveals the Levich-Dogonadze theory to be a special case of a more general approach. In particu­
lar, the result, the rate constant expression, is the same for the general statistical mechanical and per­
turbation theory treatments in the nonadiabatic limit. In the adiabatic limit the results differ. The com­
parison of the rate constant expression in the adiabatic limit and the result obtained here provides great­
er insight into the nature of that limit. The analysis presented here, moreover, shows that the rate con­
stant expression depends on a type of momentum space Van Hove correlation function. This dependence 
suggests types of more general analyses which, hopefully, may get around the use of the simple dielectric 
continuum representation of the solvent modes of the system and proceed to an analysis more explicitly 
revealing the dependence of reaction rate processes on individual molecular dynamical contributions.

Introduction
In the last 15 years, largely through the efforts of a 

small number of individuals, the theory of electron trans­
fer reactions has advanced to a fairly sophisticated and 
useful level. At this time there are two major theories for 
these reactions. On one hand, there is the equilibrium sta­
tistical mechanical, transition state theory originally for­
mulated by Marcus2a and Hush,2b and in recent years 
brought to a high level of development by Marcus.3 On 
the other hand, Levich and Dogonadze4 some time ago in­
troduced a quantum mechanically based theory which 
they and their coworkers continue to develop.5 Recently, 
we introduced a new theoretical approach.6 This new 
theory is based on the direct application of nonequilibri­
um statistical mechanics7 to the electron transfer reaction 
system. In many of its mathematical aspects this new 
theory bears close resemblances to both the Levich-Dogo­
nadze and Marcus-Hush theories. However, because this 
theory is based on the use of nonequilibrium statistical 
mechanics, in principle it possesses greater rigor and gen­
erality than the previous theories. Even in its present 
early state of development this new approach is able to 
reproduce all the general features of both the Marcus 
theory and the Levich-Dogonadze theory. This has been 
shown already in the case of the Marcus theory.8

The purpose of this report is to present a reformulation 
of the Levich-Dogonadze theory4 in terms of the more 
general nonequilibrium statistical mechanical theory.6 
Specifically, the analysis contained in this paper repre­
sents an examination of the Levich-Dogonadze model 
from a new theoretical point of view. Although the results 
obtained are of the same form as those obtained for the

simple electron transfer system considered by Levich and 
Dogonadze, these new results are not physically identical. 
The distinction lies in the theoretical approach; that is, 
the use of the nonequilibrium statistical mechanical ap­
proach imparts to the rate constant expressions a far 
greater generality and range of applicability.

There are several reasons for examining the Levich- 
Dogonadze model system in spite of its oversimplicity. 
First, in its simple form it is mathematically tractable. 
Interesting, physically useful expressions result for the 
rate constant. Sufficient detail of the mathematical devel­
opment is contained here to reveal this facet of the theory. 
Second, both the Levich-Dogonadze and the general, non­
equilibrium statistical mechanical theories cast the gener­
al rate constant expression into a form which depends on 
a time-dependent correlation function. It is a momentum 
space correlation function analogous to the Van Hove cor­
relation function familiar from neutron, electron, and 
X-ray scattering theory.9 By virtue cf this dependence of 
the rate constant expression on a momentum space corre­
lation function there is available potentially a consider­
able amount of physically interesting information about 
the dynamics of the electron transfer act. This aspect of 
the theory appears at this time to be the key to further 
theoretical development the goal of which is to account 
for more complicated inner-sphere reactions.

Finally, certain aspects of both the Marcus-Hush2’3 
and the Levich-Dogonadze4 theories recently have come 
under critical attack.10 In particular, the use of the di­
electric continuum representation of the solvent has been 
discredited as overly simplistic to the extent of being use­
less, thus rendering the existing theories invalid. When
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indiscriminately applied, this is certainly so. However, 
there are a number of aspects of the dielectric continuum 
representation which are useful. In particular, it is an ex­
cellent physical concept with which to examine the nature 
and influence of solvent fluctuations important in the ac­
tivation process. Clearly, the dielectric continuum repre­
sentation needs improvement, modification, or perhaps 
even (if possible) replacement. Nevertheless, it is not at 
all clear that without proper modification this representa­
tion of the solvent system cannot be more extensively and 
accurately used: for example, as a semicontinuum repre­
sentation.

This paper makes use of the dielectric continuum repre­
sentation. It is important to stress, however, that the gen­
erality of the expressions for the rate constant subse­
quently obtained depend heaviiy on this approximation. 
This, of course, is also true of the Levich-Dogonadze theo­
ry.

The Nature of the Simple Electron Transfer System
This section initiates the formal analysis which is the 

subject of this paper. There are two objectives for this 
section: one, the physical description of the model system, 
and two, the derivation and transformation to useful form 
of the Hamiltonian operator essential to the subsequent 
analysis resulting in the rate constant expressions. The 
system requires little more than a brief description of the 
now well-known Levich-Dogonadze model.4

Consider a system of (usually) ionic conjugate electron 
donor and acceptor pairs. A chemical reaction representa­
tion of such a system is the following

D ,e +  A , =  At +  D2e (1)

In eq 1 Ai is the acceptor conjugate to the donor Die. For 
example, for the heteronuclear exchange

F e  (II) + Ce (IV) =  F e d ll )  + Ce (III) (2)

Fe(II) and Fe(III) are conjugate donor and acceptor pairs. 
A similar description applied *o the Ce(III) and Ce(IV) 
entities. The reaction system symbolized by eq 1 repre­
sents the basic system of interest in this paper. However, 
it is necessary to be aware of two competing reactions, the 
homonuclear electron exchange reactions involving the 
Fe(II), Fe(III) and Ce(III), Ce(IV) pairs respectively

Both the Levich-Dogonadze quantum mechanical4 and 
the general nonequilibrium statistical mechanical theories 
of simple electron transfer reactions require the use of a 
dynamic representation of the dielectric continuum. This 
in turn requires that or.e examine the dynamics, or equa­
tions of motion, of the solvent polarization field, P, by 
which the dielectric continuum is characterized. It is well 
known from the polaron theory,11 and now accepted in the 
solution electron transfer theory (as a result of Levich and 
Dogonadze’s contributions) that the Hamiltonian operator 
for the dielectric continuum in the absence of interaction 
with the electron transfer system of interest is4

= (2ir/C) f  dF[P2 + o>“2P2] (3)

In particular, this Hamiltonian operator is the operator 
associated with the equilibrium dielectric continuum. The 
expression (3) already contains an assumption, namely 
that the dielectric continuum be regarded as dispersion 
free. That is only one frequency is assigned to all the en­
ergy modes of the dielectric. This is equivalent to the Ein­
stein representation for the dielectric continuum. This is, 
moreover, a drastic assumption, but one which can be 
dropped in a more refined treatment of the theory. In­
deed, this has been done recently by Dogonadze, Kuznets­
ov, Levich, and Vorotyntsev.12 However, for immediate 
expository purposes we consider only the Einstein approx­
imation of one frequency. The consequence of considering 
dispersion is found in the Appendix.

The factor C in eq 3 is
■ l / C = l / e .  - l A o  (4)

where e is the optical dielectric constant for the solvent. 
The static dielectric constant is given by eo-

As it stands, the Hamiltonian operator, (3), is not in 
tractable form. However, by means of a Fourier series ex­
pansion the operator simplifies subject to the requirement 
that the expansion coefficients satisfy the boson commu­
tation condition: viz.

n
yVu>

1/2
X  êkUk cos (k - r )  — pk sin (k. r )

(5)
with

Fe(II) + Fe(III)* =  Fe(III) + Fe(II)* (2a)
Ce(III) + Ce(TV)* =  Ce(IV) + Ce(III)* (2b)

Such a symbolic representation is suited to simple outer- 
sphere type electron transfer reactions. But, in general, 
and especially for more complicated redox reactions, not 
all reactions reduce to this form. For purposes of this 
paper, however, this representation has a useful clarity.

The electron donor and acceptor pair systems are in so­
lution in some suitable solvent system, perhaps with sup­
porting electrolyte. This solvent system is represented as a 
dielectric continuum. In selecting a dielectric continuum 
representation one generally stipulates that during the 
course of the electron transfer there is no formation or de­
struction of chemical bonds and no gross alteration of the 
solvent system immediately surrounding the reactants 
and products. With these stipulations, the resulting theo­
ry necessarily applies only to outer-sphere type reactions. 
The succeeding analysis assumes exactly these stipula­
tions.

Uk,Pk’] = i  Skk'

Thus, the solvent Hamiltonian operator transforms to

H » = ?f Z [ f , ! + 9 » ! ] 0 )
ù k

It is important to note that, in spite of the fact the solvent 
Hamiltonian operator has the form associated with the 
quantum harmonic oscillator, it does not specifically 
imply that physical harmonic oscillations of the solvent 
medium play a singular role in the activation process. 
Some confusion has arisen with respect to this point.10 
The process of Fourier transformation and the require­
ment that the Fourier transform coefficients satisfy boson 
commutation rules implies only that all motions of the 
solvent system together behave energetically as bosons. It 
is certainly true that physical libratory motions of mole­
cules in the solvent system contribute to the state of po­
larization of the system. However, all motions contribute
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to some degree. It is only the choice of the magnitude of 
the frequency ojs which limits the representation in the 
sense of stressing the contribution of a particular class of 
molecular motions. Thus, Levich13 in particular states 
that it is librations of the solvent molecules which in large 
measure contribute to the activation process. Levich has 
underplayed the fact that other molecular motions con­
tribute as well. Certainly in a complete analysis one must 
account for the contributions from all motions of the sol­
vent as well as the interactions coupling the various de­
grees of freedom. Such an analysis has been carried out by 
Dogonadze, Kuznetsov, and Levich.12 This analysis re­
quires a large scale diagonalization which isolates a num­
ber of system “normal modes.” One finds that certain of 
these normal modes contribute predominantly to the acti­
vation process. Moreover, the frequencies and associated 
energies of these modes are different from the frequencies 
associated with the individual molecular degrees of free­
dom. In a crude manner, with the Einstein model of the 
dielectric one does just this type of diagonalization, with­
out performing the calculation, by guessing a reasonable 
frequency to associate with the activating solvent modes.

Continuing with the development of the system Hamil­
tonian operator it is necessary to consider the effect on the 
solvent due to the presence of the electron transfer sys­
tem. Originally, Levich and Dogonadze expressed this as4

V„ = f d V  De- (P + Pe) (8)

where De is the induction field due to the transfer elec­
tron. This representation, however, is only a first approxi­
mation, and it ignores the fact that the electron remains 
tightly bound to the donor center during much of the 
time. In fact, even in the transition state the electron is 
reasonably tightly associated with several atomic centers; 
in that state it is associated generally with both the donor 
and acceptor centers. Accordingly, a better representation 
of the interaction is

Ves = 2 n f d V E m-P  (9)

for which Em is the complete electric field vector associ­
ated with the donor center and contains monopole as well 
as higher order contributions. The predominate contribu­
tion is likely to be a dipolar one. No detailed development 
of the interaction Ves is attempted (such a treatment will 
be reported shortly by McKinley and Schmidt). The in­
teraction is left general, specified only by Ves.

We now come to the consideration of the contributions 
due to electronic degrees of freedom. The typical expres­
sion of the electronic contributions is contained in the fol­
lowing terms

Pi2
~ 2 ^ e v e + U(R,r) (10)

Here U(R,r) is the potential energy operator which ac­
counts for the interaction of the exchange electron with 
the donor and acceptor centers as well as accounting for 
direct Coulombic interaction between the species. R is the 
set of coordinates for the interaction between ionic cen­
ters, and r is the set of electronic coordinates.

Following Levich and Dogonadze’s development4 of the 
system Hamiltonian operator, it is possible to write

3C =  -  ~  Ve2 + U(R,r) + ~  + q 2] +

f  dV(Dt2 + D22) + V j q k) (11)

in which the terms containing the induction field contri­
butions, D i and D2, represent the Born contribution to 
the ionic solvation energy. Equation 11 is the basic Ham­
iltonian operator necessary for the succeeding analysis. In­
deed, the further analysis requires simplification of this 
expression to a useful form. This is accomplished by 
means of the Born-Oppenheimer adiabatic separation 
analysis.

Let the electronic Hamiltonian operator be given by

He1 =  -  + U(R,r) + Ves(qk) (12)

The adiabatic electronic wave functions, which depend 
parametrically on both R and <?*, are solutions to the fol­
lowing eigenvalue problem

Hei(pi(R,r,qk) = E jR ,  qk)'(f){(R,r,qk) (13)

As usual, one seeks a solution to the total problem in 
terms of an expansion in a known set of basis functions. In 
this case the known basis set is the set of electronic wave 
functions which are solutions to (13). The general solution 
is of the form

* =Xi
The xi 316 the expansion coefficients, but in the usual in­
terpretation they are regarded as the vibrational wave 
functions. The problem now reduces to finding some 
equation which determines these wave functions.

The Born-Oppenheimer separation scheme defines an 
adiabatic vibrational Hamiltonian operator as

H j  = + qk2} + E {(R,qk) (14)
z k

Note, however, that the energy Ej(R,qk) depends para­
metrically on qk. (We shall not be concerned in this paper 
with the dynamics of the parametric R dependence.) This 
dependence of Et on q* is a result of the presence of the 
electron transfer system in what was originally an isolated 
dielectric continuum. As a result, the equilibrium values 
of the qk operators, which characterize in part the states 
of the dielectric continuum, are shifted. Assume the pres­
ence of the electron transfer system induces only small 
displacements of the solvent system from its equilibrium 
positions. Thus, by means of a Taylor’s series expansion, 
truncated with the first-order term, we find

H j  = ^ Y } p k2 + q 2} + E t(R,qik°) +

M i
&(lk- M k - Q i k )  (15)

“ik
In a straightforward manner the expression for the adia­
batic vibrational Hamiltonian operator simplifies to

Had1 -  ~2 Y ^ P k  + Qk2] +X~2~(i?;fc0)2 + E;(fî,qjfe0)
" k k 0

(16)
with
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1
tiu) .

(P-,Qk)
(17)

tk
which follows from the condition that the solvent and 
donor-acceptor system together are in an equilibrium 
state. As a result of the above manipulations, we make 
the following identification

T  ?<*.*>■ BO
With the notational simplification

tion operators bn* and bn similarly create and annihilate 
donor states for the species 2 (conjugate donor and accep­
tor pairs are D2e and A2). The vacuum state at a system 
site n, |0), is an acceptor state. Thus, the eigenvalue 0 
for the occupation number operator an*an operating on 
|0) indicates that at the site n species 1 is an acceptor, or 
oxidized, state. For example, a„*a„|0} = 0|0). Converse­
ly, the eigenvalue 1 in an*an|1) = 1|1>, indicates the 
species 1 at the site n is in a donor state, i.e., it is a re­
duced species. Similar arguments apply to the 2 species. 
As a result, the total Hamiltonian operator is now

J; = E,(R,9«°) €«, -  1 j d V  D;2 (19)

we Find the adiabatic vibrational Hamiltonian operator 
assumes the form

Had =  -n X l A 2 + ] + ¿i (20)z k
In addition to the adiabatic terms, the Born-Oppen- 

heimer separation analysis provides terms which mix sys­
tem states. These terms are signified as non-Born-Oppen- 
heimer, or nonadiabatic, contributions and for this partic­
ular system they are expressed as

Z  h, j
<Pj) +

k, j j
There are two nonadiabatic contributions. The first two 
terms in eq 21 together represent vibronic coupling terms 
which in principle can induce a system to make a transi­
tion from one vibronic state to another. They arise natu­
rally as a result of the parametric dependence of the elec­
tronic wave functions on the variable g*. Normally, 
these terms are disregarded; they are considered to con­
tribute insignificantly to the promotion of the system 
from one state to another. On the other hand, the last 
term in (21) can have a significant magnitude. In particu­
lar, it is the term which couples the motions of the elec­
tron on the donor center with the acceptor center; it is 
normally referred to as the nuclear Coulomb exchange in­
teraction. In a perturbation theory treatment, as, for ex­
ample, the Levich-Dogonadze theory,4 this exchange term 
is considered to be significantly greater in magnitude than 
the vibronic contributions, but still sufficiently small as to 
make possible the use of quantum mechanical perturba­
tion theory. Then, as Levich and Dogonadze have done,4 
one proceeds to evaluate the quantum mechanical expres­
sion for the probability the system makes a transition 
from some defined initial state to a final state. This we 
examine shortly.

There are now several manipulative operations which 
transform the total Hamiltonian operator to a more useful 
form. Specifically, the introduction of the occupation 
number operator, or second quantization, representation 
makes it possible in the subsequent analysis automatical­
ly to select the correct energies and operators which figure 
in the rate constant expression.

Associate the following operators with the designated 
states: the creation and annihilation operators an* and an 
create and annihilate donor states on a species 1 at a site 
n in the system (the associated conjugate donor and ac­
ceptor pairs are Die and Ai); the creation and annihila-

X  = Z (S a, + + X  + Jbn/ b n. * b „ . )  +

77, 77i,k

The energy San is given by
-

8e„7T

•*2 + ( * » -  <Am )2] +

w <2W  +

X  CQ)a * b n.
77, 7?'

(22)

(dV  Dt2(ox) (23)

and it is the Born solvation energy of an a species. The 
energy term Jan' is defined by

Js"' = € a + f e r  f d V ( D i2< « ,“ Di2<'-,) (24)
As a result of the operation of the occupation number op­
erators an*an and bn'*bn’, the following energy term ap­
pears as part of the enthalpy of reaction

J in =  €, + (C/8ir) f d V  (Dj2, ^  + D22(ox)) (25)

Similar terms apply tc the b species. The various Cou- 
lombic nuclear exchange interactions in eq 22 are

C (1> =  (<t>Ju(R,r)\(t>an.)

C<2) =  (4>b„\u(R,r)\<j)bni) (26)

C (3) =  (•pa„\u(R,r)\(pb„.)

Note, as indicated earlier, the total Hamiltonian operator 
contains terms which account for the heteronuclear as 
well as the homonuclear electron transfer reactions. This 
is a direct result of the microscopic consideration of the 
individual electron transfer possibilities. Of course, only 
those terms of the total Hamiltonian operator which yield 
the appropriate rate constant expression are used, i.e.. ei­
ther the homonuclear or heteronuclear examples.

In a quantum mechanical analysis, which employs 
time-dependent perturbation theory, the terms expressing 
the exchange interaction act as the perturbations to in­
duce the system to make a transition.

The following unitary transformation of the total Ham­
iltonian operator simplifies the calculations in both the 
quantum mechanical perturbation theory analysis and the 
nonequilibrium statistical mechanical analysis leading to 
the rate constant expression. The transformation is

5C =  e~is3CeiS (27)

with
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s = Z  ( a n* a n +  b n. * b „ . ) q \ i)kp k (28)
n, n' 
i , k

Carrying out the operations, we find 

W = Y , Janan*a„ +
n

T . J b„ ' b „ . * b n. +  ^  Z  ( a „ * a n +  b „ . * b n. ) [ p k2 +  q 2) +
n' ù  n»

t,fe

X  C(1) exp[ - i Y ^ Q a n k  ~ Q a r , ' k ) P k \ a n * a n‘ +
n,  n1 k

Z  C(2) exp[ -  i Z  (<?br!fe0 -  +

x  c<3) exp[ -  i ^ 2 ( q ank° -  q i n . k° ) p k \a „ * b „ .  (29)
«. n‘ k

The purpose of this transformation has been to eliminate 
the linear contributions to the solvent part of the Hamil­
tonian operator. As a consequence of this operation, the 
change in state of the solvent, which takes place as the 
system makes its transition to the electron transfer transi­
tion state, is displayed together with the perturbation 
terms which induce the transition.

In the following analysis leading to rate constant ex­
pressions interest is restricted to the heteronuclear ex­
change case. Therefore, we retain only the C<3) contribu­
tion. In order to further simplify the analysis the displace­
ment of the solvent coordinate variable is defined as

Sft = Élank -  Q tn 'k  ^

The heteronuclear nonadiabatic transition term simplifies 
to

Z  C<3) e x p [ -z Z fe£ A k * ^ '

Perturbation Theory Approach
In order to reveal the similarity between the nonequilib­

rium statistical mechanical and quantum mechanical per­
turbation theories of electron transfer reactions, in this 
section we cast the Levich-Dogonadze theory4 into a form 
suitable for comparison.

The starting point in the Levich-Dogonadze analysis is 
the quantum mechanical expression for the transition 
probability

w = j r  Z  e_SEi I {<Pi\H'\<pf ) \2b(Ef -  E {) (31)

where H' is a general perturbation; we do not yet specify 
it to be C(3). This expression is suitably averaged over all 
possible initial solvent states and summed over all possi­
ble final solvent states. As it stands, however, the summa­
tions in eq 28 are difficult to evaluate. This problem can 
be rectified provided by some means the dependence of 
the energy terms on the summation indices disappears. 
This indicial dependence vanishes in the following man­
ner. Introduce the Fourier transform representation of the 
Dirac delta function

5<E )= 2 S r / . ’.  O '6" " 1' <32>
Then by means of the operator theorem

eaH(bi = eaEi (pj  for H<pi =  E i <pi (33)

The transition probability is

w = - Z f  dt ( 0 , |/ / ' 10-> x
H2 i , f J -

(cpf | eiHtlh(H')* e-«~m)Hln | <t>t) (34)
As a result of the above manipulations, quantum mechan­
ical operators replace the energy terms. It is important to 
note that the Hamiltonian operator which appears in eq 
31 for the transition probability is the total Hamiltonian 
operator.

Next, by means of the closure condition

Z l  <#>/,)<4>/1 =  1 (35)
/

the summation over the final states can be carried out.
In the Heisenberg representation the time dependence 

of a quantum mechanical operator appears as

H'{t) = e iHt/hH'{ 0)e- iHt'n (36)
The expectation value for any operator, Op, is

(Op) = Tr{e'a,fOp} = Z (<S>, |e -SftOp | (37)
i

Thus, we obtain the final form for the transition probabil­
ity

w - - [ "  d t ( H ' { 0 )  (ff'(f))*> (38)
n2 -°°

At this point we specify the perturbation

H’ =  C(3) expL -  i H k i k P k W K ,  (39)
Thus, the transition probability is

d t  <C(3)(0)<?_iE*?̂ C (3>( f ) V E*fsM  x

exp[ i ( J b -  J a) t / K \  (40)

Here it is necessary to point out that to the lowest order 
in the interaction, expressed here by (36), the adiabatic 
part of the Hamiltonian operator replaces the total Ham­
iltonian operator. Thus, the time dependence of the oper­
ators in eq 37 is specified by the adiabatic Hamiltonian 
operator.

One final point worth noting at this stage is the conse­
quence of the neglect of the interaction terms in the Ham­
iltonian operator in the specification of the time depen­
dence in the Heisenberg representation. The consequence 
of retaining these terms is simple. Further application of 
perturbation theory is implied. When the manipulations 
are carried out, one finds contributions due to the involve­
ment of virtual states. In particular, one finds with an 
even more detailed Hamiltonian operator contributions of 
a bridge transfer character which involve virtual states of 
other (possibly bridge) species in the system. By neglect­
ing these terms, then, we restrict our considerations to the 
direct electron transfer cases. This applies as well to the 
analysis which follows based on nonequilibrium statistical 
mechanics.

The Cl3) matrix elements depend on time in eq 37. 
Strictly speaking, because these matrix elements depend 
parametrically on both R and qk, the time dependence 
appears as R(t) and qk{t) in C(3). However, the usual 
treatment, also followed here, assumes that the depen­
dence of C(3) on both R and qt is a slowly varying one. As
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a result of this slowly varying dependence, one is often 
justified in taking the matrix elements outside the averag­
ing brackets. This is the Condon approximation. Effecting 
it here results in the following expression for the transi­
tion probability

w =  i £ l i  f "  d H U e - W ^ e W " )  x
H'2 ^  - » k

e x p  [i{Jb - J a)t/K\ (41)

There is one very important physical restriction which 
applies to the transition probability expressed in eq 38. 
Namely, eq 38, and any subsequent expression for the rate 
constant derived from it, is valid only for values of the ex­
change matrix element sufficiently small as to satisfy the 
restrictions inherent in the use of perturbation theory. In 
physical and chemical terms the above transition proba­
bility applies only to chemically nonadiabatic reactions. 
That is, it applies to reaction systems for which the sepa­
ration between adiabatic potential energy surfaces is 
small. Therefore, in these nonadiabatic systems there is a 
probability much reduced from unity that the system 
once in the transition state will pass to the final state. As 
the Yamamoto rate theory shows,7 this restriction is ab­
sent in the nonequilibrium statistical mechanical treat­
ment.

Statistical Mechanical Expression for the Rate 
Constant

Yamamoto7 posed the problem of calculating the rate 
constant for a chemical reaction in the following way. 
Given a system displaced from equilibrium in a small 
amount, the affinity accounts for the tendency of the sys­
tem to relax to the equilibrium state. Thus, in order to 
account quantitatively for this relaxation process one adds 
to the equilibrium system Hamiltonian operator a term in 
the generalized potential associated with the nonequilibri­
um restoring force. Such a Hamiltonian operator is

Hr = H + AN A  =  a f f in i ty  (42)

Yamamoto’s theory7 then proceeds to the development of 
the equations of motion for the density operator in order 
to determine the linear response of the chemical system to 
the imposed, internal nonequilibrium force. In the linear 
response limit the rate constant expression is

k =
V

ß W o W o  0 J  0JV dx  (N{0)N(t +  iH\)) (43)

where N  is an occupation number operator for a particular 
species undergoing reaction6-14

N = Y ,an*a„ (44)
n

In eq 40 (Ni)o and (A ĵo are the equilibrium numbers of 
reactant species. The time derivative of the occupation 
number operator which appears in eq 40 is found by 
means of the Heisenberg equation of motion

iHN = [Ht , N] (45)

Although eq 43 is in a useful form, it can be trans­
formed to an expression which more nearly corresponds to 
that found by means of the perturbation theory

7tHV X  e - REi\{ l \Ñ \V ) \h { E l.
i, i'

£,)

_  y  r  
2(Na)o(Nf,)o J - di (Ñ(O)Ñ(í)) (46)

The final expression in (46) is the one we shall use in the 
subsequent analysis in this paper.

The equation of motion of the N  operator for a 1 species 
follows with the use of eq 26 and 45. It is

N = X  c<3> e x p [  -  -n nt
qbn'k)Pkiar,*br,’ +  (47)

Substituting eq 47 into 43 and taking into consideration 
the combinatorial factors, we find 

|r <3) |2
k =  4------1— I dt exp[i(J6 -  J a)t/f>] x

n2 -»
<n e x p [  -  i£kt>k{0) ] e x p ( 48)

k
This is essentially the same as eq 41 found by the applica­
tion of quantum mechanical perturbation theory. There is 
an essential difference, however, in that this expression is 
one of far greater generality. It applies, in principle, to all 
reaction limits from those termed chemically adiabatic to 
the nonadiabatic cases.

At this point one readily sees that with the evaluation 
of the correlation function, which is the same in eq 41 and 
48, the evaluation of the rate constant expression in either 
case can be completed.

The Correlation Function and the Rate Constant
The evaluation of correlation functions of the form ap­

pearing in (48) has been reported a number of times. In 
several places in the physics literature (including chemi­
cal physics) it is outlined in some detail.15 However, in 
only scattered instances is it outlined in any detail in con­
nection with the electron transfer problem in solution. In 
view of the importance of these averaging methods in this 
type of theory it is worthwhile to sketch the averaging 
process here.

The following analysis pays attention to quantum me­
chanical operator restrictions. The result obtained, there­
fore, is valid for all temperature ranges. In the end, how­
ever, we concentrate on the high temperature limit as it is 
the limit of greatest immediate interest to the practicing 
chemist.

Given any two quantum mechanical operators A and B. 
a corollary of the Baker-Hausdorff theorem states16

e x p  [A  + B ] ~  eAeB e x p (  -  [A,B]/2) (49)

subject to [A,B] = constant. Equation 49 is important in 
the evaluation of the average in either eq 41 and 48, as it 
is not possible, except in the classical limit, to combine or 
separate arguments of the exponential function (operator). 
The time dependence of the momentum variable which 
satisfies the harmonic oscillator Heisenberg equation of 
motion in dimensionless coordinates is

pit) =  p{0 ) c o s  Lot -  <7 ( 0 ) s i n  c¡)t
w ith

U,p] = i
The use of eq 49 together with the quantum commuta-
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tor relation allows us to write 
exp[ -  i£kpk(0)] exp[i£kpk(t)] =

exp[-z£fe/>fe(0)(l -  cos wt)} x

exp[-zffe#fc(0) sin cot] exp[(z/2)^2 sin cot cos wt]
(50)

The averaging operation can be expressed in a continuous 
basis as15
<exp[— i£kpk(0)] exp[i^pk(t)]) =

dxi dx2 ( x i |p |x 2) ( x 2 | exp[-zTfepfe(0)] x

e x p [ ^ ,p ,( i ) ] |%) (51)
where

< * l|p |* 2> = [
tanh (Hiv j3/2)'

27~
1 1/2

exp |̂ — + x2)2 tanh {Hwj3/2) +

ixx - X 2)2 coth (Kwi3/2)] (52)
is the normalized quantum mechanical density matrix for 
the harmonic oscillator. With the use of eq 51, the expec­
tation value of the quantity inside the averaging brackets 
is
(x2 \ exp[ — i£kpk{0)] exp[itkpk{i)}\xx ) =

exp[f(£fe2/2) sin wt cos wt -  H kxi sin wt] x
6(x2 -  £*(1 -  cos wt) -  xx) (53)

The substitution of eq 52 and 53 and 51, followed by the 
simplification of the result of the integration yields
(exp[— i t kpk{Q)\ exp[i£kpk(t)}) =

h L
2exp coth {Hwj3/2) +

£ 2 csch (Hwp/2) cos (cot -  iKw\3/2) (54)
This is the result quoted by Levich and Dogonadze4 who 
obtained it by equivalent means through the use of the 
Feynman operator calculus techniques.17 The route out­
lined above is considerably simpler.

At this point we note that by means of a simple refor­
mulation of the argument of the exponential in (54) one 
can. identify the generating function for the Bessel func­
tion /^ . . .)

(exp[ -  i t kpk{0)] exp[itkpk(t)]) =

exp^-.^-j coth (/zco/3/2)J x 

X  /„ - I -  csch (fao/3/2) exp [inwt
n -  -  «  L “ J

ntiwi3/2] 

(55)
If this expression is substituted in either (41) or (48), and 
the time integrations carried out, the result is an infinite 
series of delta functions. Energy conservation conditions 
automatically require the selection of one of these func­
tions. After the Bessel function corresponding to the tran­
sition is identified, either the high or low temperature ex­
pansion yields the results first reported by Levich and Do­
gonadze.4

An easier route to the final, high-temperature form of 
the rate constant is the following. Returning to eq 54 we

take the high-temperature limit and as well we expand 
the cosine function for small time arguments. This is 
valid as long as the lifetime of the transition state is with­
in the quantum mechanical uncertainty limit. The uncer­
tainty limit, then defines the time bounds on the lifetime 
of the transition state. This is a standard procedure em­
ployed frequently in the theoretical treatment of neutron, 
electron, and X-ray scattering.9 Moreover, it is equivalent 
to the use of the asymptotic forms of the Bessel function. 
The result is
(exp[ —¿£^(0)] exp[i£kpk{t)])ci

è 2exp 2Hp
u) 9

t + i J (56)
This expression can be substituted in eq 48 and the time 
integrations immediately carried out. We find

irli
L h2e .

v /2 rJ exp I - [J, -  J a + E sf p -
4E„

E S (57)

An alternate procedure, which has a number of advan­
tages for physical interpretation, employs the methods of 
steepest descents to evaluate the time integrals. Fischer 
has used this extensively in his examination of molecular 
nonradiative processes. Recently, he has used it in con­
nection with the electron transfer problem with some 
striking results. In particular, he has found Marcus’s pre­
dictions of the behavior of the rate constant us. the free 
energy of the reaction in the abnormal region (i.e., very 
exothermic reactions) is wrong. In the normal region the 
steepest descents methods yield results identical with 
those found here and elsewhere.

Equation 57 is based on the evaluation of eq 48, and has 
the same form as that obtained with the use of eq 41. The 
difference, as mentioned, is that the above result is gener­
ally valid.

Finally, we remark that eq 57 becomes the expression 
for the rate constant only after averaging over all possible 
separations between reactant species. This averaging pro­
cess has been discussed in some detail by Levich in his re­
view article.13

D iscussion

The fact that the form of the rate constant (57) is gen­
eral poses an interesting problem. We know, on the basis 
of the use of the Landau Zener theory, as well as more 
general arguments, that in the adiabatic limit (for the 
Levich-Dogonadze model system) the rate constant ex­
pression should have the form2®’3-13-18

u Wk = ¡s— exp¿Ti
[Jb - J a + E S] V  

4 £ s J (58)

There is no means whereby eq 57 directly reduces to (58). 
We conclude that for a certain critical strength of the in­
teraction matrix element C coupling the initial and final 
states, and thus being responsible for the splitting of the 
reaction potential energy surfaces, the rate constant ex­
pression assumes the form of eq 58. That is, for values of 
the interaction matrix element satisfying

C Hw 
2 7T (£ sA/3)1/2 (59)
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the rate constant must be given by eq 58. This, of course, 
is exactly what has been meant by the chemical adiabatic 
limit all along. Specifically, the conclusion is that past a 
certain separation between the potential energy surfaces 
the dynamics of the system must be governed entirely by 
the dynamics of the slow system, in this case by the fluc­
tuations in the polarization modes. Unfortunately, except 
for making the rigorous statement (59), nothing more can 
be said concerning the very important problem of deter­
mining whether indeed a reaction is adiabatic or not. 
More importantly, it is not clear how one may get the adi­
abatic result from the general theory. Hopefully, this is 
merely a temporary impasse. In view of the generality of 
the nonequilibrium statistical mechanical approach, it 
seems entirely possible that there should be some discern­
ible, theoretically based distinction between the limits, 
and that some future formulation will show this in a 
smooth manner.

The one very important, and potentially powerful, facet 
of the analysis of the rate constant presented here is the 
manner in which the dependence of the rate constant has 
been cast on a momentum space correlation function. A 
considerable effort is being made in several research 
groups to generalize the formulation of the electron trans­
fer reaction rate problem. In particular, steps away from 
the dielectric continuum approximation are being at­
tempted. We anticipate that some more general analysis 
of the correlation function should be possible by which 
more detailed and specific information about the dynami­
cal nature of the solution can be introduced. In particular, 
a general analysis based on the examination of the mo­
tions of all the particles in the system shows that the rate 
constant expression depends on a set of correlation func­
tions similar in form to the one found here for the dielec­
tric continuum polarization modes. As previously indicat­
ed in this paper, these correlation functions represent a 
momentum space analog of the Van Hove correlation 
function. In fact, they are formally the same as the inter­
mediate function I{k,t) introduced in scattering theory.9 It 
therefore seems entirely likely that some form of analysis 
of the equations of motion for these general correlation 
functions should introduce a more general picture of the 
effect of solvent and supporting electrolyte into the theo­
retical analysis leading to the rate constant expression for 
the solution electron transfer reaction.

The strong point of the analysis outlined in this paper, 
whether applied to the dielectric continuum representa­
tion model or to some more general treatment, lies in the 
fact that it does not depend directly on transition state 
arguments. These, of course, enter in a tacit and natural 
manner; although, care must be exercised in connection 
with the incorporation of the transition state energy mini­
mum condition (tc be discussed in a note, now in prepara­
tion). The evaluation of the contribution of system dy­
namics to the rate process depends on an examination of 
the operator equations of motion for the appropriate dy­
namical operators. Most importantly, the analysis de­
pends on an averaging process which uses only the system 
equilibrium density matrix. Thus, if the state of the sys­
tem is characterized in equilibrium, the state of the sys­
tem at the transition point follows automatically from the 
time development of the dynamical operators. These 
time-dependent operators when averaged over the initial 
equilibrium state, yield the average of the operators in the 
transition state. This is a well known and powerful con­

cept, and its validity rests on the validity of the statistical 
mechanical ergodic hypothesis.19

Sum mary
The purpose of this paper has been to report an exami­

nation of the model of the simple electron transfer reac­
tion originally defined and examined from a quantum me­
chanical point of view by Levich and Dogonadze.4 The 
analysis reported here depends on the use of the nonequi­
librium statistical mechanical theory of chemical reaction 
rates formulated by Yamamoto.7

In this paper we carefully formulated the system Ham­
iltonian operator through the use of the Born-Oppenheim- 
er adiabatic separation scheme. This Hamiltonian opera­
tor was simplified by means of a unitary transformation. 
The perturbation terms generally regarded as responsible 
for inducing the system transition from an initial reactant 
state to a final product state were cast into a form which 
allowed an unambiguous choice of dynamical contribu­
tions to the rate process. This technique can be used in 
either the quantum mechanical perturbation theory of 
Levich and Dogonadze, or in the more general statistical 
mechanical treatment. Both forms of the rate constant ex­
pression were given here.

The results for both the quantum mechanically derived 
rate constant and the rate constant which follows on ap­
plication of the statistical mechanical treatment have an 
identical form. For nonadiabatic reactions these two rate 
constants are indeed physically identical. However, the 
expression obtained on the basis of the Yamamoto theory 
is physically general, it applies to the adiabatic limit as 
well. We know, however, that in the adiabatic limit the 
rate constant should have the form of eq 58. Comparison 
of the general result, eq 57, with eq 58 yields the exact 
condition for the existence of an adiabatic reaction.

The nonequilibrium statistical mechanical formulation 
of the theory of electron transfer reaction rates is devel­
oping. In this development the theory grows increasingly 
complex. Already, it has been possible to consider the in­
fluence of internal molecular vibronic contributions on the 
reaction rate constant.20-21'23 A number of other dynami­
cal contributions have been examined. Even in the simple 
harmonic oscillator representation for the dielectric sol­
vent and for the vibrational contributions within the reac­
tant molecules the resulting rate constant expressions are 
very complicated. It is our hope that this brief look at the 
very simple electron transfer system, as well as the com­
parison to the relatively well-known Levich-Dogonadze 
theory, will serve as an introduction to the more compli­
cated analyses soon to appear.
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Appendix
The simple Einstein limit representation of the dielec­

tric continuum does not adequately account for the con­
tribution of all significant molecular dynamical degrees of 
freedom to the activation energy. As indicated in the text, 
Dogonadze and his associates12 have developed a phe-
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nomenological theory of the dielectric continuum which 
includes dispersion effects. The inclusion of these effects 
improves the theory to the point where the activation re­
polarization and solvation energies reflect this expanded 
consideration of the solution dynamics.

The purpose of this Appendix is to indicate the manner 
by which the expanded dielectric continuum representa­
tion enters the analysis presented in the text.

The form of the Hamiltonian operator which includes 
dielectric dispersion is12’24

h s = j : ^ [ p * + q t] (a d
ft *

where the frequencies oA are found from the inequality24
Im e a6_1(co,k) * 0 (A2)

In the above expression e„/?(a>,k) is the complex dielectric 
permitivity tensor of the medium (a and 8 are cartesian 
coordinate indices, a,8 = x,y,z). The origin of the above 
Hamiltonian operator is in an expanded phenomenological 
Hamiltonian operator expressed originally in terms of 
canonically conjugate polarization vector quantities.12 
Equation A1 follows after application of a Fourier series 
expansion and quantization of the expansion coefficients. 
All this has been reported in papers by Dogonadze.12

There is very little difference in the analysis which em­
ploys (Al) instead of eq 7 leading to the expression for the 
rate constant. The single important difference is that the 
solvent repolarization energy (and similarly for the ion 
solvation energy) is

Er = |  E u » ' k 0 / - ( h0if  (A3)
 ̂ ft

It is a relatively straightforward matter to show that this 
form of the repolarization energy, (A3), can be recast into 
a Fourier convolution integral

= “  Z fd3«! d3R2 AEa (RJ x
67T

AEs*(R2)Ca6n(R1,R2) = X

Z  f d 3fe CaB"(k)AEa(k)A V (k)e ik-R <A4)
a , 6 J

where AEn(k) is the change in the molecular field for the 
two states of the reactant, R is the interreactant separa­
tion, and Cn(k) is2b

C j ( k ) L L  r 1
k2 L €„"(*)

(A5)

The t quantities are the Fourier transforms of the optical 
(n) and static (st) dielectric permitivities. This form of 
the repolarization energy has been investigated in connec­
tion with several detailed studies of the phenomenological 
theory of the interactions between reactants and the polar 
medium surrounding them.24-28 In a general sense, the re­
polarization energy has been found by Dogonadze and co­
workers12 to be

e , = \ Z t e , “ ’ -  e ,<'V
n k

and this energy is usually about 80% of the energy calcu­
lated in the simple Einstein limit. In the above expression 
x(k,co) is the generalized susceptability for the solvent 
system.

fJ n dcuw _1 Im  x(k,co) 
(A6 )
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Redox Mechanism in an Ionic Matrix. IV. Catalytic Effects of Peroxide and Superoxide 
on the Oxidation of Nitrite by Molecular Oxygen in Molten Alkali Nitrates

F. Paniccia and P. G. Zambonin*

I n s t i t u t i  d i  C h im ic a  A n a l i t i c a  e  G e n e ra le ,  1 7 3  B a r i ,  I ta ly  

( R e c e iv e d  S e p te m b e r  *9 , 1 9 7 3 ; R e v is e d  M a n u s c r ip t  R e c e iv e d  A p r i l  15. 1 9 7 4 )

The catalytic effects of the species peroxide (O22”) and superoxide (O2_) on the reaction N 02'  + V2 O2 
= M V  in the equimolar (Na,K)N03 melt has been studied under an oxygen pressure of ~1 atm within 
the molal concentration ranges 0.16 < [N02~] > 0.5; 5 x 10' 4 < [O22_] < 4 X 10 '3, 10' 3 < [02']  < 8 
X 10~ 3. The accelerating power of oxygen anions on the given reaction is very high; for example, at the 
temperature of 505 K the presence of a 10 ' 3 total concentration of peroxide plus superoxide increased 
the rate of nitrite oxidation between three to five orders of magnitude depending on the value of the ratio 
[022-] /[0 2-]. The catalyzed process proceeds through several parallel (at least four or five) reaction paths 
whose prevalence also depends, all other parameters being constant, on the ratio between the two oxide 
concentrations. A satisfactory resolution of the various mechanisms involved was possible by studying 
the system under conditions in which the ratio [0 22~]/[02_] could vary continously from very high to 
very low values during the same kinetic experiment .

In the course of the past few years molten alkali nitrates 
have been widely used as reaction media1-2 for chemical 
processes involving the species peroxide (0 22')  and su­
peroxide (O2'  ), which are quite stable entities in “me­
dium-temperature” ionic solvents.1' 6

Recent kinetic works,lc-7 performed in the eutectic mix­
ture (Na,K)N03, have shown that the rate-determining 
steps for the three processes of nitrite oxidation by perox-
ide, superoxide, and molecular oxygen are

N 02~ + 0 22" — > products (1)

N 02" + 0 2'  —*■ products (2)

N 02~ + 0 2 — *- products (3)
respectively; the relevant kinetic constants values (at 505 
K) being

K x =  1.7 x 10"2 (m ol-1 kg sec"1) ( la )  

AT2 — 5 x 10”1 (mo'."1 kg sec"1) (2a)

K 3 — 5 x  10"4 (m o .'1 kg s e c '1) (3a)

In particular it has been seenlc that the higher reactivi­
ty of nitrite with peroxide instead of superoxide is respon­
sible for the prevalence of an autocatalytic mechanism for 
the reaction

2N 02" + 2<V = 2N 03" + 0 22'  (4)

which can be schematically indicated as follows 

N 0 2 + 0 2 _______________________
1 , 1

n o 2- + o 22" R e v  + O2"
- 1

5

o 2- + O2" — * O ' + 0 22'

V2(o" + O") __ 0 22' )
f a s t

r  + o 2" — O" -+- 0 22'

where K2 < Ki ^  K -i  < K5 so that the influence of di­
rect process 2 is, in general, negligible.

Arguing from analogy, hypothesis was made that perox­
ide could have a certain catalytic effect also on the reac­
tion between nitrite and molecular oxygen which, in the 
absence of catalysis, procedes according to the following 
mechanism7

N 0 2 - 0 2 — >■ NO3 + O

fao f

N 02" + 0  = *  N (V

2N 02" + 0 2 =  2N 03~ (6 )

The experiments performed to verify the validity of 
such a hypothesis are described and discussed in the pres­
ent paper.

Experimental Section
Chemicals. The solvent was an equimolar mixture of re­

agent-grade (sodium, potassium) nitrate containing given 
concentrations of nitrite (0.1-0.5 m). Controlled peroxide 
amounts (5 X 10 '4 to 5 X 10~3) were produced directly in 
the melt by electroreduction8 of the solvent anion

NO3 " + 2e" =  N 02" + O2'  (7)

O2" + NO3 " =  N 02" + 0 22~ (8 )

The high concentration of nitrite inhibited the formation 
of appreciable superoxide amounts according to

0 22" + 2N 03" =  2N 02" + 2 0 2" (9)

the reverse of eq 4. This can be readily derived on the 
basis of the value of the relevant equilibrium constant2 at 
the working temperature of 505 K.

[ 0 21 2 [NO;"]2 
9 ”  [o 221  [NO3Ì2

7 x 10"11 mol"1 kg (9a).

Cylinder oxygen of high purity was used after removing 
possible traces of water and/or carbon dioxide by keeping 
it in contact with molecular sieves 5A at —80° and “As­
eante” (A. H. Thomas Co. Philadelphia, Pa.).

Reaction Cell. As shown in Figure 1, the melt was con-
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F igure  1. Reaction cell: (A) ammeter, (B) dc generator, (C) 
coulometer, (D, E, F) electrodes, (G, H) stopcocks, (M) ma­
nometer, (N) calibration bulb, (P) polarograph, (S, S') magnetic 
stirrer, (d, e, f) holes for rapid pressure equilibration, (d', e', f') 
vacuum seal.

tained in a Teflon beaker placed in a Pyrex cell holding 
three O-ring joints (Ace Glass Co. Vineland, N. J.) which 
allowed the vacuum-tight insertion of three electrodes. 
Under conditions of controlled magnetic stirring a disk 
microelectrode (D) coupled with a quasi-reference plati­
num electrode (E) permitted us to record voltammograms 
of the electroactive species present in solution. In the 
course of the production of peroxide by massive electroly­
sis the same electrode (E) worked as a large-area cathode 
while the anode was another platinum electrode (F) 
placed in a fritted glass compartment. All glass surfaces 
in contact with the solution were protected by thin plati­
num foils. Electrode wires were sealed in d', e', and f' 
with low vapor-pressure resin (Torr Seal, Varian Asso­
ciates, Palo Alto, Calif.); holes d, e, and f permitted rapid 
pressure equilibrations.

The cell was connected with a mercury manometer, a 
vacuum line, and the apparatus for the purification of 
oxygen.

Calibrations. Some preliminary electroanalytical and 
volumetric calibrations were necessary to obtain quantita­
tive information on the various species involved in the 
chemical processes, (a) Preparation of plots in which vol- 
tammetric limiting currents (obtained under controlled 
magnetic stirring) were reported as a function of the con­
centrations of the species superoxide, peroxide, and oxy­
gen which are electroactive according to the reversible10-9 
processes

Oz + e  ̂ 0 2 (10)
02- + e" ^  022- (1 1 )

Similar calibrations were performed by using nitrite10 as a 
depolarizing agent. Under present working conditions the 
accuracy and precision limits for this “flux-voltammetric” 
technique were around 2-3% for concentrations ~ 1CU3 m.
(b) Calculation of a correlation between the number of 
moles of oxygen present in the free volume over the melt 
and the actual pressure read on the manometer. This was

done by expanding in the reaction cell a known volume of 
an inert gas contained in a thermostated bulb (N). The 
calibration leads to the relationship

n02 = A(T)P02 (12)

where n02 is the number of moles of oxygen present in the 
cell, P0, the experimental pressure, and A(T) a constant 
(at a given temperature of the melt) which takes into ac­
count all possible temperature gradients present in the 
experimental system. For more information on these 
manometric techniques see ref 11.

Procedures. A typical experiment was carried out as fol­
lows. A good vacuum was applied to the cell until disap­
pearance of the reduction water wave12 (water concentra­
tion not exceeding ICC5 m). Then by maintaining the sys­
tem under vacuum, the electroproduction (reactions 7 and 
8) of peroxide was performed to the desired concentration 
(coulometric control).

Gas produced at the anode (F) according13 to the over­
all reaction

N03~ —► N0 2 + y20 2 + e ' (13)
was immediately pumped off via hole f and the vacuum 
system (see Figure 1).

At the end of the massive electrolysis, after stirring of 
the melt was discontinued, a desired amount of oxygen 
was introduced into the cell. After reading the initial 
pressure, magnetic stirring was reactivated. The reaction 
kinetics was followed by detecting the decrease of oxygen 
pressure (manometrically) and the variation of the perox­
ide and superoxide concentrations (voltammetrically).

Results and Discussion
Description of Experimental Findings. The results ob­

tained in the course of a typical experiment performed at 
505 K are shown in Figure 2, where, as a function of time, 
the value of oxygen pressure over the reacting system 
(Figure 2A) and the actual concentrations of the species 
peroxide and superoxide (Figure 2B) are plotted. The ori­
gin of the time axis corresponds to the introduction of 
oxygen in the reaction cell.

It is apparent from the figure that the concentration of 
peroxide rapidly decreases in the initial interval AB while 
it remains approximately constant in the successive inter­
val BC. When the concentration of peroxide decreases 
some superoxide is produced. The variation of the two 
concentrations was correlated by the expression

- 2 A [ 0 22-]  =  A [0 21  (14)
An example of a current-potential profile recorded during 
the period BC is reported in Figure 3A; the concentrations 
of superoxide and peroxide are proportional10-8 to hi and 
h2, respectively.

After the “steady-state” period BC the concentration of 
peroxide and superoxide reached a minimum (close to 
zero) and a maximum value, respectively, by following S- 
shaped kinetic curves (interval CD). The large prevalence 
of superoxide over peroxide which characterized interval 
DE was present as long as an appreciable oxygen pressure 
was maintained over the reacting system. An example of a 
voltammogram recorded under these experimental condi­
tions is reported in Figure 3B. The limiting currents h3 and 
hi are proportional to the concentrations of superoxide 
and oxygen, respectively.

The effect obtained by pumping-off oxygen from the
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Redox Mechanism in an Ionic Matrix 1695

F igure  2. Variation of the oxygen pressure (• )  and of the con­
centrations of peroxide (X )  and superoxide (O ) as a function of 
time in the course of a typical experm ent presenting a marked 
"steady-state” period (interval BC) for the [ 0 22” ] and [0 2 ~]. 
Working conditions described in Table I (run 3).

system (interval EF) will be described in a separate para­
graph since it represents a side aspect of the problem.

Let us consider the rate of oxygen disappearance de­
scribed in Figure 2A. It is approximately constant (slope
a) during the “steady-state” interval BC when consump­
tion of oxygen is solely due to the oxidation of nitrite ac­
cording to reaction 6. The constancy of superoxide and 
peroxide concentrations exclude, in fact, the other possi­
ble oxygen-consuming overall reaction

0 22'  +  0 2 =  2 0 2~ (15)

On the contrary, process 15 certainly parallels reaction 6 
at the beginning of the reaction (interval AB) when part 
of the peroxide initially present is converted to superox­
ide.

The rate of oxygen consumption gets markedly smaller 
and smaller as the peroxide concentration decreases (in­
terval CD). After complete conversion to superoxide of all 
the initally present peroxide the pressure-time curve 
again resumes a linear shape (slope 0).

The prevalence of superoxide in DE is in agreement 
with the high value of the equilibrium constant9 for reac­
tion 15

[ 0 2-]2/ [ 0 2] [ 0 221  = K Vi =  2 x 10s (15a)
and the probably high concentration of oxygen in the melt 
(of the order of 10' 7 m). A reasonable estimation of the 
relevant value is possible on the basis of the partition 
coefficient11 for the process

- 0 5  - 1 0  - 1 5

POTENTIAL(voii)  »». Ag/Ag* (o 07)

F igure  3. Voltam m ogram s (corrected for residual current) indic­
ative of the melt situation in correspondence to interval BC  
(profile A) and DE (profile B) of the experiment described in 
Figure 2. Diameter of indicator disk electrode is 0.5 mm.

D 2(gas) — 0 2(Sol) (16)

K e =  4 X 10"6 m o l'1 kg a tm '1 (16a)
since consumption of oxygen is relatively slow and the 
melt stirred {vide infra).

The length of the “steady-state” period was strongly 
dependent on the initial peroxide concentration. Com­
pare, for example, the two experiments described in Fig­
ures 2 and 4, which were performed (all the other condi­
tions being the same) in the presence of initial peroxide 
concentrations equal to 1.6 and 0.55 m. respectively. In 
the case of the experiment described in Figure 4, no 
straight line corresponding to the one with the n slope in 
Figure 2 can be found. In both Figures 2 and 4, on the 
contrary, the “final” intervals of the pressure-time curves 
present well-defined linear shapes (slopes equal to 0 and 
0 ', respectively).

Effect of Vacuum on the Reacting System. As men­
tioned in the previous paragraph only the species O2- , O2, 
and N02- (large concentration) were present in the melt 
after point D in Figure 2. By applying, under these condi­
tions, a vacuum to eliminate oxygen (which stabilized the 
superoxide species even in the presence of a large concen­
tration of nitrite: see eq 9a and 16a) complete reconver­
sion of superoxide to peroxide was observed. The disap­
pearance of superoxide and the corresponding formation of 
peroxide followed S-shaped curves (see interval EF in Fig­
ure 2B) characteristic112 of the autocatalytic mechanism 
expressed by eq 4a. This confirms the conclusion drawn 
from previous kinetic studies on reaction 4 performed10 
under an inert-gas atmosphere.

Analysis of Data and Proposed Mechanism. The most 
interesting conclusion which can be drawn from the de-
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scribed experimental results is that the presence of both 
peroxide and superoxide ions strongly catalyzes reaction 6. 
For example, the rate of oxygen consumption at any point 
of the kinetic curves reported in Figures 2A and 4A is sev­
eral orders of magnitude (from three to five) larger than it 
should be, ceteris paribus, in the absence of O22“ and 
O2". This has been directly tested by following (for sever­
al months) the relevant slow kinetics by a suitable mano- 
metric technique.7-11

By considering the results reported in Figure 2 one 
notes that the first period of the reaction is characterized 
by a certain prevalence of the well-known113 process

mechanism I
O 2U) =  C>2(s)

P2(s) + O?2 = 2Q2
02(g) + 0 22 = 202

(16)
(15)

(17)
which leads to the disappearance of C>22~ and to the pro­
duction of 0 2~. The rate of the overall process 17, how­
ever, rapidly decreases and a “steady-state” situation for 
the concentration of peroxide and superoxide is reached 
(interval BC) which can be expressed by the relation

[0 22' ] / [ 0 2"1 -  constant (18)
This finding raises, in effect, the question why the forma­
tion of superoxide remains “frozen” for an appreciable pe­
riod of time (interval BC) while the actual oxygen pres­
sure is theoretically sufficient (see relations 15a and 16a) 
to shift reaction 17 far to the right. The apparently para­
doxical situation can be explained on a kinetic basis. Sup­
eroxide produced according to the overall reaction 17 must 
be consumed via a “distructive” parallel process. This last 
possibility can be expressed, for example, by the set of 
reactions involved in the autocatalytic mechanisms 4a rel­
evant to reaction 4. By combining mechanism 1 with the 
sequence 4a one obtains

¡
C>2(g) = 0 2(S) (16)

02 ,., + 0 22- =  2 0 2- (15)

2(N02" + 0 22'  =  N 03‘ + O2' )  (1)

2(02'  + 0 2'  = 0 22'  + O ')  (5)

O" + O" = 0 22'  _
2N02 + O j,.) =  2N 03 (6)

In effect mechanism II can explain the “steady-state” pe­
riod BC, during which the production of superoxide is bal­
anced by its consumption, and the oxygen disappearance 
is solely due to the oxidation of nitrite. The proposed 
mechanism also rationalizes the catalytic action (on the 
process 6) of peroxide.

Reaction 1 was supposed to be the rate-determining 
step of mechanism II and the disappearance of nitrite was 
expressed by the rate expression

v x =  -d [N 0 2"]/<tf = jfejNOi"] [022'] (19)

This hypothesis was made by considering Figure 2 which 
shows that as long as [O22-] does not vary, the rate of 
oxygen consumption (according to reaction 6) remains 
constant within the limits of constancy of the nitrite con­
centration (present in excess). See the shape of curve 2A 
in the interval BC.

In this interval the actual nitrite concentration, at a 
given time t, can be obtained by subtracting from its ini­
tial concentration the nitrite consumed via reaction 6.

T I M E  ( s e co n d s )

F igure  4. Kinetic curves relevant to a typical experiment (run 4 
of Table I) not showing a “steady-state" period for concentra­
tions of peroxide and superoxide (presence of a flex in corre­
spondence to interval BC in Figure 2). Sym bols a s in Figure 2.

The relevant calculation can be made or. the basis of oxy­
gen disappearance.

[n o 2"]( =  [n o 21 h - 2
(wo2)n («o2)t 

W +

([0 221 ti - [ 0 221 ( ) ]  (20 )

where [NCh'lfi, [O22- ]ii, and (n02)ti are the initial con­
centrations of nitrite and superoxide and the initial moles 
of oxygen, respectively; [NC>2_]f, [O22 r, and (no2)t are 
the same quantities at the time t and W is the weight, in 
kilograms, of the melt. The term 2([C2_]ri — [O22 ]r) 
takes into account that a small fraction of the consumed 
oxygen was used to convert (during the interval AB) per­
oxide to superoxide according to reaction 17. The concen­
tration of peroxide (constant in the interval BC) can be 
readily obtained from the limiting current of the relevant 
voltammetric wave (see Figure 3 and the Experimental 
Section).

For small time intervals the rate Vi (eq 19) can be ex­
pressed by the ratio

v ~  _  a [NQ2 1 _  [NQ2 ]fi ~~ [NQ2 ]f2 /pix 
1 u  ~  t i - t 2 (21)

Values of the kinetic constant k, calculated by using eq 
19-21, are given in Table I, column 2. It can be seen that 
reliable k\ values could be estimated only for some of the 
experiments described in Table I; this is because of the 
mentioned absence of a “steady-state” interval when the 
initial [O22 ] is too low. See, for example, Figure 4 which 
describes experiment 4 in Table I .

The average value fei = 1.9 X 10~2 mcR1 kg sec 1 ob­
tained from the results reported in Table I is very close to 
the value of 1.7 X  10~2 mol-1 kg sec-1 obtained10 by di­
rect measurement of the rate constant of reaction 1 under 
the same experimental conditions. This coincidence of ki­
netic data confirms a posteriori the assumption that pro­
cess 1 is the rate-determining step of mechanism II. In
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TABLE I: D ata R elevant to  K in etic  E xp erim en ts Perform ed  at 505 Ka

R un
ki  X 102, 

m o l-1 kg s ec ~l
k i  X 104, 

m ol~J kg sec _1
iO-.2-]init X 103, 

mol k g -1
[CM-Jplat X IO3, 

mol kg -1
[NO-.-],, 
mol k g -1

[N O ,-],, 
mol kg _1

l 1.8 2 . 0 1.0 0.90 0.447 0.410
2 1 . 8 0.40 0.402
3 2 . 0 2 . 1 1.60 1.40 0.362 0.304
4 1.9 0.55 0.388
5 1.4 0.80 0.60 0.275
6 2.3 1.8 4.35 4.05 0.223 0.172
7 1.4 2.3 1.10 0.95 0.477 0.474

Average k values 1.9 1.9
u [NOa ]i =  n itr ite  concentrations a t  the  beginning of the  pla teau  (for exam ple, po in t B in Figure 2). [NO: '] - n itr ite  concentrations a t  th e  beginning

of the  reaction period a t  m axim um  O .-  concentration  (for exam ple, poin t D  in Figure 2). (): ifm.ii =  2JOj‘- ], n , li -

particular, it can be excluded that the rate of the process 
is controlled by the diffusion of oxygen. Process 16 repre­
sents a fast step even if the actual oxygen concentration in 
the course of the reaction may be lower than the equilibri­
um concentration: i.e., that required by the relevant Hen­
ry’s coefficient. Reaction 15 (whose direct and reverse ki­
netic constants10 are quite high) represents a quasi-equi­
librium situation prior to the rate-determining step.

Of course mechanism II is just a simplified representa­
tion of the chemical dynamics relevant to the “steady 
state” interval BC. Other processes, leading to a net pro­
duction of superoxide, must parallel mechanism II. Such 
mechanisms, initially negligible, must become more and 
more competitive with mechanism II as the reaction pro­
ceeds. This can be expressed, in the simplest way, as fol­
lows

mechanism
III

3 0 2(e)

3 (0 2(g) — D2 (3 ) ) (16)

D2(s) + o 22- =  2 0 2' (15)

n o 2” + o 22- = n o 3- + O2' (1)

o 2 + 0 2(s) = 0 2 + O ' (22)

0 + 0 2(s) = o 2 + 0 (23)

n o 2■ + o =  n o 3- (24)

+ 2NO2" + 2 0 22'  =  2 N 03~ + 4 0 2'  (25)

and/or

mechanism
IV

20,

2(0 2(g) - 02(s)) (16)

D2(s) + o 22'

d<MII (15)

n o 2" + 0 22'  = n o 3- + O2" (1)

O2'  + o 2- = o 22'  + O ' . (5)

O ' + 0 2(s) =- o 2 + O (23)

n o 2'  + O II § w (24)

2 N 0 2'  + 0 22'  = 2N 0 3* + 202- (26)

In fact, besides with superoxide as in mechanism II, prod­
ucts of steps 1 and 5 can react with molecular oxygen pres­
ent in solution according to reactions 22 and 23. The for­
mulation of the final step 24 is suggested by the large con­
centration of nitrite present in solution.

Mechanisms III and IV justify14 the net production of 
superoxide and the consequent disappearance oi peroxide 
which occurs in interval CD in Figure 2A. The increasing 
prevalence of these processes can be expressed (reaction 
15, vide ante, represents a quasi-equilibrium situation) by 
the relation

In this context the reaction time BC is considered the 
equivalent of an induction period for the seemingly auto- 
catalytic nature of the kinetics in the time interval CD.

Another point of interest related to the present work is 
the rate of oxygen consumption in the presence of sup­
eroxide only (see the reaction intervals DE in Figures 2A 
and 4A). In this case the consumption of oxygen uniquely 
occurs via reaction 6 which is strongly accelerated by the 
presence of superoxide (comparison with a blank). This 
accelerating effect can be expressed, in the simplest way, 
by the scheme

/ JI no2 -f 0 2 = N0 3 ~b o

mechanism ) = ®2(si
j  O + o 2(s) =  O + o 2 

( N02'  + O = no3~

2N <V  + 0 2 =  2 N 0 3”

( 2 )

(16)

(23)

(24)

( 6)

By hypothesising that reaction 2 plays the role of the rate­
determining step, the relevant kinetic law can be ex­
pressed by

v 2 =  ~ d[NOj1/d t =  fc2[N02"] [O f] (28)
By following the same criteria used for the evaluation of 
ki, the values of k2 have been computed for all experi­
ments described in Table I. The data reported in this 
table are effectively constant within the limits of experi­
mental uncertainty. Their average value (k = 1.9 X  10' 4 
mol”1 kg sec '1) is in agreement with the corresponding 
datum (fe2 < 5  X  10 '4 kg sec '1) previously calculatedlc 
on the basis of completely different experiments. All this 
indirectly confirms the proposed mechanism V.

The reader’s attention is drawn to the fact that the 
values of the kinetic constants k2 and k3 (relevant to the 
“direct” reaction between N 02 and O2) are comparable. 
This indicates that the large acceleration of process 6 in 
the presence of superoxide (Figures 2 and 4) is uniquely 
due to the higher concentration of 0 2'  respective to the 
one which can be obtained for oxygen under pressures of 
the order of 1 atm (partition coefficient: KH = 4 X  10' 6 
mol kg' 1 atm). For example, under the pressure of 1 atm 
of oxygen and in the presence of a superoxide concentra­
tion of 10 '3 m the rate of process 6 is approximately the 
same as that under a pressure of 103 atm in absence of 
catalysts.

In conclusion, by considering the conditions of the
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“complete” experiment described in Figure 2 one can say 
that mechanism I prevails only at the beginning of the 
reaction (close to point A). When appreciable superoxide 
concentrations are formed, mechanism II takes on more 
and more importance and largely prevails in the interval
BC. Mechanisms such as III and IV become competitive 
with II only in interval CD when, again, a net production 
of superoxide can be observed. The prevalence of mecha­
nism V occurs when practically all the peroxide initially 
present is converted to superoxide.

Generally speaking the results presented in this paper 
appear self-consistent and in good agreement with previ­
ous studies. They satisfactorily support the hypotheses 
made on the existence of catalytic effect, by 0 22- and
0 2- , on reaction 6 even if some phenomena could be ex­
plained only on a semiquantitative basis because of sys­
tem complexity. On the other hand, this is the limit often 
found for molten salt studies because of the few analytical 
techniques which can be conveniently employed and be­
cause of several experimental restrictions which charac­
terize the use of these high-temperature solvents.
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Absorption spectra and kinetics of formation of transient species produced by laser flash photolysis of 
mercury(II) iodide in aqueous solutions are reported. An analysis of the results shows that the primary 
process in the photolysis of HgI2 is the formation of atomic iodine and of a transient species absorbing at 
340 nm which has been tentatively assigned to Hgl. In the presence of small quantities of I- ions, the I2- 
radical anion is formed as a result of a secondary dark reaction. A previously speculated mechanism is 
hereby directly confirmed. The primary quantum yield of photodissociation has been evaluated as 0.04 
and the rate constants of the equilibrium reaction I + I I2- as ky 2 X 1010 M -1 sec-1 and ft2 1.7 X 
106 sec-1. These data are obtained from a simplified kinetic scheme.

Introduction

Studies of the photochemistry of mercury(II) halides, 
HgX2, and of the related complexes, HgX42_, were pre­
viously undertaken by Langmuir and Hayon2 using a flash 
photolysis system capable of following the events occur­
ring subsequent to 20 Msec after the photolytic pulse. 
They found that on photolysis HgCl2, HgCl42 , HgBr2, 
HgBr42 , and Hgl42 gave rise to the corresponding radi­
cal anions, Cl2- , Br2_, and I2_. The only transient de­
tected in the photolysis of Hgl2 absorbed at 330 nm and it 
was not identified. I2- , with A m ax at 385 nm, was detected 
when small quantities of I- ions were added.

Several possible primary processes were considered by 
Langmuir and Hayon.2 The participation of hydroxyl rad­
icals, formed by charge transfer from a water solvent mol­
ecule to a mercuric ion, was discounted because of the ab­

sence of an effect by OH radical scavengers and because 
of the slight effect of pH on the yields of X2- . Two other 
mechanisms were considered: (I) an intramolecular rear­
rangement of the electronic charge followed by direct for­
mation of X2-

HgX2 — *■ {Hg+X2“} —*- X2~ + product 

and (II) the  dissociation of a m ercury-halogen bond
hv

HgX2 — > HgX + X

followed by the reaction of a halogen atom with a halide 
ion

X + X " — » X2~

However, it was not found possible to distinguish between 
these two mechanisms.
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The main purpose of the present study has to determine 
whether X2'  was a primary product of the photolysis of 
these compounds (mechanism I) or produced by a secon­
dary reaction (mechanism II) as suggested in ref 2. The 
technique of laser flash photolysis was applied in a previ­
ous study3 to the photochemistry of I2 in water and the 
time resolution was fully adequate to distinguish the ini­
tial product, the charge transfer complex HH2O, from the 
I2" radical ion formed subsequently by a thermal reaction 
with T . In this work we seek to make a similar distinc­
tion for Hgl2.
Experim ental Section

The experimental set-up, using a collinear arrangement, 
has been described elsewhere.4 The flash excitation is pro­
vided by a Q switched neodymium glass laser (C.G.E. in­
strument) associated with two KDP frequency doublers, 
delivering approximately 50 m j at 265 nm in 30 nsec. The 
analyzing light source is a pulsed xenon discharge lamp 
giving pulses having a flat part of 10 ¿¿sec. The cell has a
5-cm path length and aqueous Hgl2 solutions in the range 
of 6 x 10 - 5 M  were used, giving an optical density at 265 
nm of approximately unity. Transient absorption spectra 
were obtained point by point at a given time after the 
laser pulse. When I- ions were required in the Hgl2 solu­
tion, measured quantities of standard KI were added. The 
resulting concentration of free 1“ ions was then deduced, 
taking account of the equilibrium

Hgl2 + 2 r  — *  Hgl42-

Results
When 6 X 10 - 5 M  aqueous solutions of Hgl2 were excit­

ed with laser pulses of 265-nm light, a transient absorp­
tion was detected with a maximum at 340 nm. The spec­
trum, calculated from the transmittances observed just 
after the laser pulse, is given in Figure 1, spectrum 1. This 
transient decays uniformly and by a first-order process, as 
if due to a single species. At both 340 and 385 nm, the 
rate constant was found to be 2.5 x 105 sec-1.

The addition of small quantities of iodide ion causes 
both the spectral and the kinetic characteristics to be 
modified. Immediately after the laser pulse, the extent of 
the transient absorption is considerably diminished in the 
spectral regions below 350 nm and below 335 nm the mea­
sured A(OD) becomes negative. However, 1 Msec after the 
laser pulse the transient absorption has changed so that it 
now shows a maximum at 385 nm (Figure 1, spectra 2 and
3).

In Figure 2, we compare the changes in the OD at 385 
nm over the 1.5 msec following the laser pulse for H gt 
alone (curve 1) with those for various amounts of added 
KI (curves 2a, 2b, 2c, and 2d). In the presence of I- , we 
observe the same initial transient absorption as for Hgl2 
alone, followed by a slow increase, the extent and the rate 
of which depend on the iodide concentration.

Interpretation and D iscussion
The transient absorption spectrum shown in Figure 1 

curve 1 is similar to that previously reported but is not 
positively identified; it is most probably a primary photo­
chemical product since it is not observed to grow subse­
quent to the laser pulse. This transient absorption could 
be attributed to Hgl since, in the gas phase, this species 
has an electronic transition around 300 nm.5 The forma­
tion of Hg2K observed as an end product in this system is

300 350 400 X nm
Figure 1. Transient optical density changes produced by laser 
flash photolysis of (1) [Hg12] ~  6 X 10~5 M  Immediately after 
the laser pulse; (2, 3) [Hgl2] 6 X 10“ 5 M  In presence of 
[ I - ] ^  10-5 M ;  (2) immediately after the laser pulse and (3) 1 
/¿sec after the laser pulse.

Figure 2. Transient optical density at 385 nm vs. time: (1) 
[H gl2] =  6 X 10-5 M ;  (2) [H gl2] =  6 X 10-5 M  In presence of 
(a) [ I - ] = 2 X 10-5 M. (b) [ I - ]  = 3.8 X 10-5 M ,  (c) [ I - ] = 
5.4 X 10~5 M ,  and (d) [ I - ]  =  7.7 X 10-5 M.

in support of such an assignment. The transient absorp­
tion appearing in the presence of I- in the spectral region 
380-400 nm is assigned to the well-known diiodide ion 
I2” .5 In the spectral region 320-360 nm, the negative 
A(OD) does not necessarily imply that I2 or I- reacts 
with the product absorbing at 340 nm as has been pre­
viously suggested.2 An alternative possibility is a decrease 
of the concentration of HgU2 (which absorbs in the spec­
tral region in question with Xmax 325 nm and emax 20,000 
M~ 1 cm-1) by direct photolysis since this species is re­
ported2 to have a large absorption at 265 nm.

Since this spectral region is extremely complex to ana­
lyze, we examined only the kinetic behavior of the tran­
sient absorption at 385 nm. In Figure 2, we measured the 
difference in optical density, A(OD), between the curves 
2a, b, c, d, and curves 1, that is

A(OD) =  OD2aib, c -  ODi

The increase in A(OD) is clearly attributable to the for­
mation of I2 , and this quantity may be taken as a mea­
sure of I2- concentration, subject to the assumption that 
the rate of disappearance of the initial transient, having a 
Xmax at 340 nm, is unaffected by the presence of I- ions.

If the only reactions involving I2 that need be consid­
ered are
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_ *1I + I —*• I2 (i)
and b

I2" —*■ I + I" (2)
then we have

d[i21 /d / =  fe j[i][r] -  fet [i2“] (3)

Since in these experiments [I2- ] <  [I ], we may write

dx/d t = k]b{a -  x) — k2x

where a = [I]0 and b = [I ]0- After integration and the 
substitution of optical density changes for concentrations, 
we obtain
log {A(OD)max -  A(OD)} log A(OD)max -

l + &2 i 
2.303 (4)

where A(OD)max represents the plateau value of A(OD) 
which is assumed to correspond to equilibrium between 
reactions 1 and 2.

In Figure 3, we show the graphical test of eq 4 for [I- ] = 
5.7 X  10-5 M. From the slope, we obtain |fei[I ] + k2\ 
and the variation of this function with I" concentration is 
shown in Figure 4. The poor linearity of this plot is attrib­
utable to the neglect of other reactions of I2- such as

I2‘ + 1  — * I3 (5 )
and

I2 + I2~ *■ I3 + I” (6)
These become more significant at the higher concentra­

tions of I", so in Figure 4 we have drawn a straight line 
through the points at low [I"] and ignored these at higher 
[I- ] where the kinetic analysis is least valid. The slope 
and intercept give fti = 1.0 X  1010 M -1 sec-1 and k2 = 
1.7 x 106 sec-1. These values and the ratio k i/k 2 = 1.2 X 
104 M ~1 are in good agreement with those previously re­
ported4’6 (kx/k2 ~  1.4 X  104 M -1 and kx/k2 > 1.1 X  104 
M-1).

Our data show quantitative agreement with a scheme 
whereby the I2- is produced by an equilibrium reaction 
between an iodine atom formed in a primary photochemi­
cal step and an iodide ion. The existence of a charge 
transfer excited state Hg+I2- of Hgl2, which could also be 
a source of delayed I2- formation, can be ruled out by the 
I- dependence of the 12 formation. Thus, the finding not 
only substantiates mechanism II but indicates that any 
contribution from mechanism I can only be negligible.

The dependence on I- concentration of the plateau con­
centration of I2- , when reactions 1 and 2 are in equilibri­
um, also permits the evaluation of the initial concentra­
tion of I atoms. At equilibrium, eq 3 becomes

k ja  - ^max) *mai)
tie term inxmax, we obtain

1 l  ( .. kl \
^max.

+ (a \ 1 + M  )
]max is plotted against 1/ [I

h^rntx = 0

' Ï (7)

When 1/[I2- jmax is plotted against 1 / [I ] (Figure 5), a 
straight line is obtained from which we obtain [I] ~  1.4 X 
10-6 M and kx/k2 ~  2 X  104 M-1. Since during the laser 
pulse the volume of the irradiated solution absorbs about
3.5 X  10- 5 einstein l.-1, the primary quantum yield of I 
atoms is approximately 0.04. However, the values ob­
tained for the constants klt k2, the ratio fei/fe2, and <f> are 
only indicative since reactions 5 and 6 have been neglect­

F igu re  4. Plot of the slope of curves of the type shown in Figure 
3 against concentration of I - , that is, of ;/<i[l- ] +  k2\ against

[I-]-

F igu re  5. Plot of the reciprocal maximum concentration of l2- 
against the reciprocal of the concentration of I .
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ed for high concentration of 1“ to simplify the kinetic 
scheme.

Although we have shown that the mechanism of photol­
ysis involves I atoms production in the primary step, in 
agreement with the work of Langmuir and Hayon,2 we 
have not observed these directly. This is chiefly because 
the absorption maximum3 of the charge transfer complex 
at 255 nm lies in the region of the Hgl2 absorption. In any 
case, the low quantum yield means that a very small tran­
sient would be produced, a concentration of 1 pM produc­
ing an OD of 0.005.

At present, we cannot be sure that the mechanism pro­
posed in the case of HgL, applies also to other mercury(II) 
halides. Flash photolysis of aqueous solutions of HgCl2 
and HgBr2 have shown the formation of CI2" and Br2 .

However, hydrolysis and dissociation reactions of these 
compounds are important in water (2% for HgCL and 1%

for HgBr2) so that halide ions are always present in solu­
tion. Under these conditions, it is not unlikely that CL" 
and Br2_ radical anions are produced by a subsequent 
thermal reaction of halogen atom with halide ion. How­
ever, confirmation of this is difficult with our apparatus 
because the absorptions of HgCL and HgBr2 are very 
weak at 265 nm.
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Na0 H-4H20 can exist in two crystalline forms labeled a (stable) and d (unstable). The heat capacity of 
Na0 H-4H20-a has been measured from 20 to 280.7°K, its unstable melting point, and its heat of fusion at 
this temperature was found to be 6467 ± 20 cal/mol. The heat capacity of Na0H-4H20-d has been deter­
mined from 15 to 271.32 ± 0.05°K, its congruent melting point, and its heat of fusion at this temperature 
was measured as 4601 ± 15 cal/mol. The heat capacity of the liquid, including a supercooled region, was 
measured from 257 to 313°K. The J 0°K298 15°KCp d In T  was found to be 76.17 ±0.1 gibbs/mol for liquid te- 
trahydrate using the d form and 76.13 ± 0.1 gibbs/mol using the a form. These values not only agree with 
each other but also agree with a previously known value, 76.17 gibbs/mol at 298.15°K. Thus both forms ap­
proach 0°K without frozen-in entropy, such as can result from disordered hydrogen bonding or other struc­
tural defects. The thermodynamic properties of Na0H-4H20-a, Na0H-4H20-/3, and their liquid, have been 
tabulated. AH°o for the reaction a(s) = (3(s) was calculated as +822 cal/mol. At 1 atm the /3 form is thermo­
dynamically unstable with respect to the a form at all temperatures. When sodium hydroxide tetrahydrate 
crystallizes, the sequence appears to be 0, which has considerable kinetic stability; and then a, which has 
final thermodynamic stability. It is shown that this is in accordance with Robinson’s rule which pointed 
out that the higher entropy form is to be expected first in the mechanism sequence. It was found that the 
spontaneous transformation of d to a occurs with a volume increase of about 6%, and its initiation is most 
probable in the approximate temperature range, 210-250°K. It was also found that the a form floats on its 
liquid. Due to this expansion it is suggested that caution should be exercised in storing or shipping sodium 
hydroxide solutions near the tetrahydrate composition during winter weather. A special heavy calorimeter 
was devised and used to resist the effect of the solid-solid expansion. A more satisfactory light-weight 
fluted-type calorimeter, which was shown easily to undergo repeated expansions followed by a return to its 
original dimensions, has been described for future use in similar circumstances.

The research reported here is part of a program designed 
to disclose the extent to which residual entropy occurs at 
limiting low temperatures. This sometimes exists in solids 
due to “frozen-in” nonequilibrium structural disorder. The

present results are part of a series on the hydrates of sodi­
um hydroxide to ascertain the facts concerning possible or­
dered or disordered hydrogen bonding. An understanding 
of the various types of such residual entropy is of consider­
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able practical importance because they can interfere with 
the accurate application of the third law of thermodynam­
ics.

Giauque and Ashley (Giauque)1 considered available 
/ oTCP d In T data on ice, as compared to a reliable entropy 
value based on spectroscopic data of gaseous water, less the 
well-known entropy increments due to changes of state. It 
was shown that ice retained an entropy of 0.9 ± 0.1 gibbs/ 
mol (1 gibbs =  1 defined cal/defined deg) due to some type 
of frozen-in structural disorder. In the then absence of 
structural data on ice, they suggested (as it turned out— 
incorrectly) that the % mol of ortho molecules in H20  gas 
retained equal proportions of random clockwise and coun­
terclockwise internal rotations in ice at low temperatures, 
leading to a discrepancy of (3/4)7? In 2 = 1.03 gibbs/mol.

The importance of water in chemical thermodynamics 
made it desirable to perform a definitive investigation on 
the low-temperature properties of ice. This was undertaken 
by Giauque and Stout.2 They found that ice retained 0.82 
± 0.05 gibbs/mol at limiting low temperatures. On the basis 
of this information,2 Pauling3 then offered what we believe 
to be the correct explanation of the above discrepancy in 
terms of disordered hydrogen bonding leading to the value 
R In (3/2) = 0.806 gibbs/mol as a close theoretical approxi­
mation.

Long and Kemp4 showed that D20  also had a similar re­
sidual entropy of 0.77 gibbs/mol.

Pitzer and Coulter5 found a discrepancy of about 7? In 2 
in Na2SO4-10H2O, which was explained by Ruben, Temple­
ton, Rosenstein, and Olovsson,6 whose X-ray structural in­
vestigation disclosed details leading to a disorder of 7? In 2. 
Their results indicate a random clockwise and counter­
clockwise ordering of hydrogen-bonded rings each consist­
ing of four water molecules/mol of Na2SO4-10H2O.

Water is such a common component of solid compounds 
that it is important to make a systematic survey of the ex­
tent to which hydrogen bonding or other structural ar­
rangements cause residual entropy discrepancies. This 
should enable the development of methods of detecting 
such effects and, by various types of structural investiga­
tions, hopefully making calculated corrections where neces­
sary. For example, Ruben, et al.,6 also showed by their X- 
ray structural measurements that the similar structures of 
Na2Cr04-10H20  and Na2SO4-10H2O make it appear practi­
cally certain that the similar four-member H20  ring in 
Na2CrO4-10H2O would also retain disorder equivalent to a 
nonequilibrium entropy of 7? In 2 gibbs/mol at low temper­
atures.

However, we may quote from a considerable variety of 
low-temperature investigations carried out in this laborato­
ry, which show that all of the following substances and 
probably most other hydrates attain perfect order at limit­
ing low temperatures: NH3;7 NH3-H20, (NH3)2-H20 ;8 
NH3-2H20 ;9 HN03, HN03-H20, HN03.3H20 ;10 H2S04, 
H2S04-H20, H2S04-2H20, H2S04-3H20, H2S04-4H20, 
H2S04-6.5H20;u CdS04, CdS04-H20, (CdS04)3-8H20 ;12 
CoS04-6H20, CoS04.7H20 ;13 NiS04-6H20, NiS04-7H20 .14 
However, as a warning against any overconfidence, Stav- 
eley and his coworkers have recently found that Na2HP04- 
12H20 15 retains an entropy of 3.5 ± 0.5 gibbs/mol; Na2C03- 
10H2O16 retains 1.5 ± 0.5 gibbs/mol; and ZnF2-4H20 17 re­
tains 2.1 ± 0.4 gibbs/mol of nonequilibrium entropy at lim­
iting low temperatures.

Murch and Giauque18 measured the low-temperature 
heat capacities of NaOH and NaOH-H20. Siemens and

Figure 1. Central portion of the phase diagram for the system sodi­
um hydroxide-water after Pickering20 and Cohen-Adad, et al.21 Sev ­
eral previously observed invariant points have been deleted because 
the phases have not been identified.

Giauque19 extended the investigation to include NaOH- 
2H20  and Na0H-3.5H20. In each case the entropy of for­
mation of the above sodium hydroxide hydrate compounds, 
calculated by assuming perfect order at 0°K, agreed with 
the equilibrium values derived at 298.15°K by use of the 
second law of thermodynamics.

The present work covers the a (stable) and d (unstable) 
crystalline forms of Na0H-4H20. We may say at once that 
they also have been found to approach zero entropy and, 
thus, perfect order at limiting low temperatures.

A partial phase diagram, based on the work of Picker­
ing,20 and its confirmation by Cohen-Adad, Tranquard, 
Peronne, Negri, and Rollet,21 is shown as Figure 1. From 
the diagram it may be seen that both tetrahydrate melting 
points are thermodynamically unstable but that the a form 
is stable at a peritectic at which it splits to form NaOH- 
3.5H20  and solution. However, it was shown by Pickering 
that the a and d forms each have sufficient individual sta­
bility to permit the measurement of the melting curves as a 
function of solution composition. Pickering also noted that 
the unstable d form was the easier to obtain.

P reparation  and A nalysis o f the Sam ple
The sodium hydroxide used was made from reagent 

grade metallic sodium containing less than 0.01% impurity. 
The method of preparation was closely similar to that de­
scribed by Murch and Giauque.18 Briefly, clean pieces of 
sodium were mounted on a platinum screen above a plati­
num dish and allowed to react with water vapor carried by 
a stream of pure nitrogen in a Monel glove box with a Plex­
iglas window. The nitrogen was humidified by distilled 
water which had been freed of carbon dioxide by boiling. 
The resulting sodium hydroxide solution, about 50% by 
weight, was transferred to a Teflon bottle and diluted to 
about 38% for storage. It was titrated from a weight buret, 
against standard sulfuric acid, prepared from a constant­
boiling mixture as described by Kunzler.22 The stock solu­
tion was then diluted to Na0H-4H20. A final analysis of 
the sample gave NaOH-4.0002 ± 0.0010H20. A test for car­
bonate in the final solution was carried out by acidifying 
the solution and sweeping out C02 by a stream of nitrogen, 
followed by absorption of the C02 in a known amount of al­
kali. This was back-titrated to evaluate the difference. The 
carbonate present was evaluated at (2 ± 1) X 10-5 mol of 
C032-/mol of NaOH.
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Measurements with Gold Calorimeter VI

It had been planned to carry out the research in the same 
calorimeter, “gold calorimeter VI,“ used in the previous 
work on the sodium hydroxide hydrates.18’19 A description 
of this calorimeter has been given previously.18 It contains 
eight radial gold vanes to improve thermal conductivity 
and a well to accommodate a Leeds and Northrup strain- 
free platinum thermometer, No. 1215333, calibrated at the 
National Bureau of Standards. A new insulated thermome­
ter-heater of gold wire, 0.0031 in. in diameter, containing 
about 0.1% silver, was wound on the outer cylindrical sur­
face as described previously,18 except that a third lead was 
taken off near the midpoint of the thermometer-heater. 
The purpose of the third lead was to enable heat introduc­
tion in the lower portion of the calorimeter to produce con­
vection stirring of the liquid if necessary.

The Na0 H-4H20 sample was transferred from a weight 
buret to the gold calorimeter in the nitrogen-filled glove 
box. It weighed 169.178 g in vacuo equivalent to 1.50973 
mol. The molecular weight was taken as 112.0584. The un­
occupied space in the sample chamber was filled with heli­
um gas at 1 atm to assist thermal conduction. The auxiliary 
low-temperature apparatus was of a type described in con­
siderable detail by Giauque and Egan,23 except that there 
was no external tube leading into the calorimeter. A heavy 
cylindrical copper and lead “block,” within which the calo­
rimeter was suspended, served as a stable-temperature en­
vironment at any temperature within the experimental 
range. With the evacuated apparatus immersed in liquid 
nitrogen, the cooling rate of the calorimeter could be con­
trolled by admitting various pressures of helium to the vac­
uum space and by the temperature difference between the 
block and calorimeter. Since temperature control can be 
important, in producing and preserving unstable states, a 
record was kept.

At temperatures above the melting point of the /? form, 
271.32°K, the supercooled liquid was cooled at approxi­
mately 2°/min. The rate was then reduced to about 0.4°/ 
min until the temperature was about 262°K after which it 
was reduced to about 0.02°/min. Starting at some tempera­
ture between 259 and 258°K the temperature rose rapidly 
to the melting point of the thermodynamically unstable 0 
form. After standing at this temperature for about 0.5 hr, it 
was cooled at an average rate of about 3°/min to about 
200° K and continued cooling to the temperatures of liquid 
hydrogen without incident.

We were completely unaware that we had set a trap 
which would destroy the calorimeter. A typical series of 
heat capacity measurements was started and proceeded 
uneventfully to 212°K. Sufficient heat was then added to 
reach a temperature of about 220° K. However, after an ex­
pected 10-min equilibrium period, with the block colder 
than the calorimeter, the calorimeter was still heating slow­
ly and the rate increased to an average of 0.2°/min over a 
period of 8 min. Suddenly, the external gold thermometer- 
standard platinum thermometer circuit, which used a com­
mon stabilized current, was open. When a current was rees­
tablished in the platinum thermometer alone, some 60 min 
later, it was found that the calorimeter had been warmed 
some 22° to 242°K, equivalent to the addition of some 1200 
cal/mol of Na0 H-4H20.

The apparatus was disassembled and it was found that 
the gold calorimeter had expanded sufficiently to split the 
gold thermometer-heater, which was encased in silk cloth

Figure 2. Side view and cross section of the electroformed flexible 
nickel sample chamber, designed to survive the expansion of solid 
sodium hydroxide tetrahydrate. The top of the shell is cylindrical, and 
the bottom contains a bellows convolution. Distances: a =  36.3 mm, 
b = 28.7 mm, c =  31.8 mm, h= 11.1 cm.

and Formvar, from top to bottom. A measurement of the 
gap width along the split led to a rough estimate that a 
transition had occurred with a volume increase of about
6- 8%. The unstable /I form had evidently transformed to 
the solid a.

The heat capacities obtained with gold calorimeter VI 
are given as series I in Table I.

The Second Calorimeter
It was evident that a continuation of the work would re­

quire a calorimeter which could survive the expansion from 
the /3 to the a form and enable heat capacity measure­
ments. Two general types of solution to the problem were 
considered: (a) flexible containers which could expand easi­
ly without rupture, within a rigid helium-filled copper 
shell, to assist the distribution of heat, and serve as a sup­
port for the thermometer-heater and the strain-free plati­
num thermometer; (b) containers sufficiently strong to re­
sist rupture or appreciable deformation by the expansion, 
with subsequent annealing of the stable crystalline form to 
eliminate residual strains. Again a helium-filled copper en­
closing shell seemed desirable.

As examples of type (a) the transition was caused to 
occur in Teflon bottles, which survived the increase in vol­
ume and returned closely to their original dimensions when 
the solid was melted. This method would probably have 
been successful but was not used because of the poor ther­
mal conductivity of Teflon.

Another type of calorimeter was based somewhat on a 
fluted design used by Brickwedde, Hoge, and Scott,24 to 
solve an expansion problem, at or just below the melting 
point of UF6. They used a fluted copper structure inside a 
cylindrical copper shell. At the end of their experiments it 
was found that the inner container had a permanent in­
crease in volume of about 10%. Giauque and Stout2 had 
used a simple double-walled copper calorimeter in connec­
tion with the expansion during the freezing of water, but it 
also was rejected for the present work, because it was desir­
able to have a design that would always restore itself to the 
original shape and size after repeated expansions. It was 
decided to try a conventional electroforming technique in 
which nickel is deposited on an aluminum mandrel to make 
a fluted container as shown in Figure 2. The Servometer 
Corp.25 produces very flexible nickel bellows tubing by this
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TABLE I: H eat C apacities o f  N a 0 H  -4H 20-/3 
(E xperim ental)a

Ta y ’ ° K Cp ,av Tav  *°K C
P ,av

T , ° k; av CP ,av T ,°K  av Cp ,a v T ,°K Cp ,a v

S e r ie s  I*5 S e r ie s  I I C S e r ie s I I I C

15 .794 0 .7 0 0 51 .506 10.031 129 .643 28 .794 255.891 46 .9 7 2 257 .512 48 .9 2 6
17 .901 1 .0 2 2 57 .1 2 1 11 .7 3 0 137.457 30.212 260 .888 47 .9 2 6 262.067 51 .1 9 9
19 .937 1 .3 1 3 63 .1 8 9 13 .508 145 .108 31.531 265 .760 4 9 .5 8 2 266.485 59 .0 3 8
22 .1 2 6 1 .8 1 0 70 .3 7 3 15 .524 152 .394 32 .778
2 4 .7 6 5 2 .373 78 .177 1 7 .6 1 0 160 .130 34 .013
2 7 .5 7 1 3 .0 8 1 85 .9 1 5 19 .5 9 8 168 .199 35.234 M elted M elted
30 .6 3 4 3 .8 4 6 93 .6 8 8 21 .4 6 0 176 .178 36 .436
3 3 .9 0 8 4 .7 7 7 101 .135 23 .0 9 0 184.060 37 .616 280 .904 9 1 .4 1 0 281.321 91 .564
37 .731 5 .8 8 6 108.296 24 .586 191.888 3 8 .6 9 8 287 .832 92 .038 288 .852 92 .217
41 .9 7 4 7 .159 115 .334 26.034 200 .092 39 .811 294.754 92 .5 1 3
46 .5 0 8 8 .5 2 1 122.243 27.389 208.216 4 0 .8 0 2

a )  U n its o f C a r e  g ib b s p e r  mole (g ib b s  = d e f in e d  c a l / d e f i n e d d e g r e e ) .

b ) M easu rem en ts made in  th e  g o ld  c a lo r im e te r  on  1 .5 0 9 7 3  m oles  o f  sam ple  (mol wgt 112 .0584  
g m /m o le ) .

c )  M easurem ents made i n  th e  TWN c a lo r im e te r  on 0 .7 0 0 2 8  m oles o f  sa m p le .

process and they agreed to deposit nickel on an aluminum 
mandrel supplied by our shop, after which the aluminum 
mandrel was dissolved. The top was left open, to be closed 
by welding on a lid. The wall thickness was 0.2 mm. The 
container flexed very well and returned to its original di­
mensions. In trial transformations of Na0H-4H20-/3 —* 
NaOIMH^O-a its performance was excellent; however, we 
were unsuccessful in welding a lid onto the unnecessarily 
thin wall at the top, and the idea was abandoned only to 
save time. During one of the transition experiments it was 
found that dimension b (Figure 2) increased from 28.7 to
29.3 mm and we accept this measurement as a rather rough 
estimate of the average linear expansion of the tetrahy- 
drate solid. This corresponds to a volume expansion of 
about 6.4%. If a 0.5 mm thick lid, including a heavy thread­
ed inlet tube, had been electroformed on the original thin- 
walled vessel, it would probably have been an excellent 
sample chamber.

In the meantime experiments were progressing on type 
(b) containers. A bottom closure was welded onto an ordi­
nary piece of steel pipe, with an o.d. of 38.2 mm and a wall 
thickness of 1.5 mm, and successive transformations were 
caused to occur. The pipe acquired a small permanent 
bulge but never broke and it was evident that the expan­
sion was not far above the elastic limit. A rod of “nickel 
200” was bored with a drill, leaving the conical shape at the 
bottom corresponding to the drill bite. The exterior of the 
bottom was rounded, except that a flat circular portion was 
left (as shown in Figure 3) for soldering on a convection- 
stirrer hotplate. The cylinder diameter was 27.7-mm i.d. 
with a wall 2 mm thick. Two trial transition expansions 
were caused to occur and no bulging could be detected 
within 0.2 mm. This container, which had an i.d. approxi­
mately 12 cm long, was incorporated into a calorimeter as 
shown in Figure 3, which is largely self-explanatory. Al­
though nickel is generally reported to be inert in solutions 
of sodium hydroxide, a sample of “nickel 200” was tested in 
36% NaOH at about 50°. A loss in weight of about (1-2) X 
10-6 g/(cm2 day) was found, which was about the limit of 
error of the measurement. In the expansion trials it was ev­
ident that the strong cylinder did not prevent the expan­
sion but forced the solid to move upward. For this reason 
the standard platinum thermometer well was located out­
side the nickel vessel. The triangular-vane structure (Fig­
ure 3), which was planned to act as a chimney for convec­
tion stirring, was left loose in the sample chamber so that it 
could return to the bottom each time after the sample was 
melted. The calorimeter was designated the thick-walled 
nickel (TWN) calorimeter. The nickel filling tube was 
welded into the nickel lid, and the assembly was welded

Figure 3. Thick-walled nickel (TWN) calorimeter designed to survive 
expansion of solid sodium hydroxide tetrahyd'ate.

onto the nickel cylinder. The copper exterior lid was joined 
to the nickel filling tube with silver solder, as was the cop­
per trough in which the cap was soldered with 60:40 tin- 
lead solder. The brass tube, for introducing helium gas, and 
the three support eyelets were silver-soldered to the copper 
lid. The copper lid itself was joined to the copper cylinder 
with 95:5 Sn-Sb refrigeration solder, which was also used 
to seal the Stupakoff seals into the lid The range of melt­
ing points of the several solders is important in the assem­
bly sequence. The standard platinum thermometer, Leeds 
and Northrup No. 718170, which had been calibrated at the 
National Bureau of Standards, was checked at the ice point 
before the experiment. A gold thermometer-heater, as de­
scribed earlier,18 was wound on the calorimeter outer cop­
per wall, which was 0.75 mm thick, to assist thermal distri­
bution.

Measurements in the TWN Calorimeter
After measuring the heat capacity of the empty calorim­

eter, 78.472 g of the NaOH4.0002H20 sample, equivalent 
to 0.70028 mol, was added and the apparatus reassembled. 
The calorimeter and contents were cooled to 251°K and 
held for 24 hr. No crystallization occurred and a series of 
heat capacities, including the supercooled region, were then 
measured. These results are reported in Table II.

The sample was again cooled, and near 247°K, heat evo­
lution was observed and the sample warmed itself to the 
melting point of the /3 form. The crystallization was com-
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TABLE II: H eat C apacities o f  N a 0 H -4 H 20(I) 
(Experim ental)*

T , °K av Cp,av T , °K av Cp,av

260.317 89.005 286.655 91.897
266.874 89.865 293.575 92.576
272.835 90.469 300.331 92.629
279.535 91.226 306.860 93.193

a) Units of Cp are gibbs per mole (gibbs = defined cal/defined 

degree). Measurements made on 0.70028 moles of sample 

(mol wgt 112.0584 gm/mole) in the TWN calorimeter before 

any crystallization occurred.

TABLE III: H eats o f  F u sio n  o f  N a 0 H  4H 20 “

NaOH <*H20& NaOH 4Ha0a

M e ltin g  P o i n t ,  °K 271 32 2 80 .7

E x p e r im e n ta l O rd er 1 3 2 4

^ i n i t i a l ’ * 268 .5 2 0 268 .938 275.997 276 .3 5 0

Tf i n a l ’ ’ K 277 .494 277 .344 292 .121 291.388

P re m e lt in g 1 8 .1 9 5 .2 1 5 .2 4 2 .2

P r e m e lt in g  n e a r  255°K ( c o n c e n t r a t i o n  
d i s l o c a t i o n  to  w a te r  s i d e  o f  t e t r a ) 0 .0 1 7 .0 0 .0 1 7 .0b

J-CpO O  d l 1 34 .8 114.7 215 .6 1 9 9 .5

f c  (1 )  dT 
J  P

5 60 .2 5 4 6 .6 1 0 4 9 .9 9 82 .1

H eat added  to  s u b s ta n c e 5277 .9 513 4 .5 7737.2 7590 .1

C o r r e c t io n  f o r  h e a t  o f  m ix in g  a f t e r  
c o n c e n t r a t i o n  d i s l o c a t i o n 0 .0 -2 0 .0 -2 0 .0 - 4 0 . 0C

C o r r e c t io n  ( c o n c e n t r a t i o n  d i s l o c a t i o n  
to  NaOH s id e  o f  t e t r a — s e e  t e x t ) 0 .0 Unknown 0 .0 Unknown

“ f
4 6 0 1 .0 4 5 6 5 .4d 6 4 6 7 .0 6 4 2 8 .0d

A ccep ted  v a lu e  o f  AHp 4601±15 6467120

a )  A ll  h e a t  u n i t s  a r e  c a l /m o le .

b ) Assumed.

c )  E f f e c t  d o u b led  to  a l lo w  f o r  two c o n c e n t r a t i o n  d i s l o c a t i o n s .

d ) Low r e s u l t s  w e re  e x p e c te d  d u e  to  s m a ll  unknown c o r r e c t i o n s  ( s e e  t e x t ) .  T h u s , w h ile  
seco n d  d e t e r m in a t io n s  w ere s u p p o r t in g  e v id e n c e ,  th e y  w ere  g iv e n  no n u m e r ic a l w e ig h t .

pleted, the form was cooled to approximately 253°K, and 
measurements reported as series II in Table I were begun. 
Three heat capacities were determined on the solid, and 
then, after the first [3 heat of fusion was measured, three 
more heat capacities were completed on the liquid. The ap­
proximate lower temperature limit of 253 °K for cooling the 
¡3 form without inducing a transition to the a was selected 
after a large number of experiments, following the expan­
sion within the gold calorimeter. Attempts to cool even a 
few degrees below 253° K nearly always triggered the ex­
pansion to the a form. The original cooling through the re­
gion below 253-200°K, and below, must be regarded as 
somewhat fortuitous. In any case we did not succeed in re­
peating it. The calculation of the first heat of fusion of the 
¡3 form is summarized in Table III. An unsuccessful at­
tempt was then made to cool the (3 form so as to fill in the 
gap between 212 and 253°K; however, heat evolution began 
near 251 °K and the transformation to the a form was com­
plete in a few minutes. To eliminate any residual strain in 
the sample it was heated to the region 274-275°K and held 
there for 36 hr. The solid a form was then cooled to liquid 
hydrogen temperatures and the heat capacity measure­
ments reported as series I in Table IV were made. This se­
ries included the first a heat of fusion, detailed in Table 
III, and three more measurements on the liquid.

During the heat of fusion of the a form, it was necessary 
to consider the probability that some of the a would split at 
the peritectic temperature near 278°K (see Figure 1) to 
give Na0H-3.5H20  plus solution. The heat capacity runs

on the solid, which terminated at 276.0° K, showed a small 
amount of premelting. The next heat introduction started 
at that temperature and continued without interruption to 
about 291°K. This ensured that any 3.5-hydrate, formed 
during the process, would be melted during the fusion run. 
However, it was necessary to consider that any solid 
Na0H-3.5H20, which might have fallen to the bottom of 
the calorimeter before melting, and any equilibrium lower 
density peritectic liquid, which failed to recombine with 
melting Na0H-3.5H20, would cause a concentration dislo­
cation within the calorimeter at the end of the fusion run— 
a more concentrated liquid at the bottom and a more dilute 
liquid at the top.

The actual correction was estimated in the following 
manner. From the heats of solution summarized previous­
ly,19 the various heat capacities and heats of fusion in­
volved, and the phase diagram of Cohen-Adad, et al.,21 
three theoretical curves of enthalpy vs. temperature were 
plotted on the same graph corresponding to three limiting 
possibilities.

(1) The a form was assumed to split at the peritectic 
temperature and the 3.5-hydrate to settle immediately and 
completely to the bottom of the calorimeter. When the
3.5-hydrate layer melted at its melting point to give a dense 
liquid layer, with the equilibrium peritectic liquid layer 
above, the mixing correction was calculated to be about 
—90 cal/mol. This improbable situation represents the 
maximum correction possible.

(2) The a form was assumed to split at the peritectic 
temperature, but the 3.5-hydrate solid remained complete­
ly and uniformly suspended as a slurry. No correction 
would be necessary since complete mixing would be at­
tained, as recombination took place along the melting 
curve of the 3.5-hydrate (see Figure 1).

(3) The a form could melt at its own melting point, 
280.7°K. This would result in no correction.

The actual enthalpy vs. temperature data taken during 
the first heat of fusion were plotted on the same graph as 
the three theoretical curves for comparison. From this it 
was concluded that about half of the a form probably melt­
ed at its melting point, before a split occurred. From the 
path of the experimental enthalpy vs. temperature curve, 
an estimate of the mixing correction19 was made as —20 ± 
10 cal/mol. The measured value of the heat of fusion of 
Na0H-4H20-a, at its melting point, 280.7°K, was found to 
be 6467 ± 20 cal/mol. This was accepted later as the final 
value.

M elting P oin ts o f N a0H -4H 2 0-/J and NaOH-4H 2 C)-«

Before recrystallizing the sample in the 13 form for a 
melting point determination, it was desirable to eliminate 
any concentration dislocation left at the end of the first f3 
fusion. Accordingly the hotplate convection stirrer within 
the calorimeter was used with the intent to stir the solution 
and produce a uniform concentration. In all, the stirrer was 
on for around 3 or 4 hr each day for 2 weeks. The entire cal­
orimeter was heated at about 8°/hr. At 50° the stirrer- 
heater was turned off. After several hours (often over­
night), when the calorimeter had cooled 20 or 30°, the stir­
rer was started. Finally the calorimeter was cooled to about 
247 °K, the f3 form crystallized, and the melting point was 
measured carefully. Heat was added in amounts roughly 
corresponding to 10% of the total heat of fusion and, after 
each input, the calorimeter was allowed to approach equi­
librium for several hours before the temperature was re­
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corded. The results were as follows (f = fraction melted): /  
= 0.110, T = 270.842°K; f  = 0.195, T = 271.142°K; /  =
0.281, T = 271.219°K; /  = 0.383, T  = 271.257°K; { = 0.475, 
T  = 271.273°K. A plot of Tus. 1 //gives 271.32 ± 0.05°K as 
the melting point for Na0H-4H20-/3. The points listed 
above fall on a curve rather than a straight line and suggest 
that the sample had not been stirred to uniform composi­
tion with respect to components of Na0H-4H20. In such a 
case, where the “impurity” is itself one of the components 
of the melting solid, a plot of T vs. 1 //  is expected to ap­
proach the T  coordinate axis at right angles and the usual 
extrapolation of 1 If to zero was done in this way. If the 
“impurity” had not been a component, T vs. 1 If should ap­
proach the T  axis as a straight line at an angle. A check was 
made on the possibility that the “nickel 200” had begun to 
dissolve, more than was indicated by the initial test men­
tioned above, after an induction period. After the sample 
was removed from the calorimeter, it was found to contain 
only 10 fig of nickel/g of sample (approximately 0.002 mol 
%). This should have produced a relatively trivial premelt­
ing effect. We are forced to conclude that the stirring ar­
rangement in the TWN calorimeter was not effectivé. It 
seems probable that the heavy bottom and walls of the 
nickel container prevented the establishment of a sufficient 
thermal head to overcome density differences within the 
sample, which had resulted from the peritectic splitting 
during the heat of fusion of the a form, as mentioned 
above. Subsequent measurements of heat capacity before 
the second fusion determinations of both a and (3 forms, to 
be mentioned later, show a considerably increased premelt­
ing. This was consistent with the considerable change of 
the ¡3 melting point with the fraction melted. We finally as­
cribed these effects to remanent concentration dislocation. 
Fortunately this did not affect the original heat of fusion of 
the (3 form, and an appropriate correction was applied dur­
ing the calculation of the first heat of fusion of the a form.

Since it was impracticable to determine the unstable 
melting point of the a form in the calorimeter, it has been 
taken as 280.7 ± 0.1° from the work of Pickering.20 Values 
of this melting point in agreement with the above value 
were observed with a mercury thermometer during prelimi­
nary experiments of the present work.

Second H eats o f Fusion o f  N a O H H ^ O -d  and NaOH* 
4H 2 0 - a

Second heats of fusion of the (3 and later a form, which 
were only slightly lower than the first ones, were measured. 
As mentioned above, the heat capacities, measured in the 
temperature ranges before the second heats of fusion of 
both ¡3 and a started, showed much higher premelting than 
the measurements made before the first heat of fusion of 
the a caused the composition dislocation within the sam­
ple. Another evidence of the dislocation was a 17-cal/mol 
heat absorption in the a form near 255°K, the NaOH- 
4H20-a-Na0H-5H20  peritectic (see Figure 1). This peri­
tectic melting was not observed in the first fusion run on 
the a form and should not have been, since the tetrahy- 
drate composition should still have been uniform.

Immediately after the melting point measurements on 
the /3 form, the sample, which had been only 50% melted, 
was cooled to around 255°K and the heat capacity and heat 
of fusion procedures were repeated. The 17-cal/mol 4-5 
peritectic effect, found later before the second a fusion, 
was not observed before the second ¡3 fusion as the temper­
ature was too close to the region within which the (3 would

TABLE IV: H eat C apacity o f  NaOH -4H.O-« 
(E xperim ental)a

T ,°K C r. Ca v ’ P .av 3 ,av

S e r ie s  I b S e r ie s  I I

21.696 1 463 69 808 13.953 158.216 30.545 246 575 42 261 252.196 46 .517
23.943 1 886 77 419 15.816 166.256 31.733 254 596 43 524 256.359 4 4 .4 4 2
26.838 2 546 85 375 17 .681 174.356 32.880 262 730 44 256 260.714 44 .6 7 8
30 .242 3 315 93 401 19.434 182.632 34.048 270 939 45 863 265.074 4 5 .4 0 3
33.833 4 220 101 693 21.081 190.952 35 .145 269 .302 4 6 .6 2 6
37.545 5 188 109 805 22.618 199.303 36 .296 273.386 4 9 .2 3 0
41.643 6 295 117 549 24 .026 207.703 37.419 M elted
46 .226 7 537 125 501 25.416 215.904 38.451
51.333 8 970 133 464 26.716 223.659 39.442 295 428 92 570 Me Led

56.855 10 499 141 601 28 .071 231.311 40 .298 302 481 92 847 294.547 92 .534
62.947 12 177 150 007 29.323 238.876 40 .8 6 8 309 337 93 446 301.620 93 .061

a )  U n its of c
p

r e  g ib b s p e r  mole (g ib b s  = d e f in e d  c a l /d e f in e d  d e g re e ) M easurem ents made

on 0 .7 0 0 2 8  m oles o f  sam ple (mol w gt 112 .0584 gm /m ole) i n  th e  TWN c a lo r im e te r .

b ) D i f f i c u l t y  w ith  em pty c a lo r im e te r  a t  low te m p e ra tu re s ',  s e e  d i s c u s s io n  i n  t e x t .

TABLE V: T h erm od yn am ic P roperties o f  
N a 0 H -4 H 20 -a  (Stable Form)»

T,°K C°P S°
-< F'- » P T , °K

"p
S°

-  (F°-Hq)

T T T T

15 (0 .498) (0.165) (0.124) (0.041) 190 35.077 31.789 18.160 13.629
20 1.159 0.391 0.294 0.098 200 36.420 33.623 19.039 14.583
25 2.126 0.749 0.559 0.190 210 37.723 35.431 19.898 15.533
30 3.272 1.236 0.914 0.322 220 38.984 37.215 20.737 16.478
35 4.522 1.833 1.339 0.494 230 40.200 38.975 21.557 17.418
40 5.845 2.523 1.819 0.704 240 41.396 40.711 22.359 18.353
45 7.213 3.290 2.342 0.948 250 42.586 42.425 23.144 19.281
50 8.602 4.121 2.898 1.223 260 43.766 44.119 23.914 20.204
55 9.995 5.007 3.480 1.526 270 44.926 45.792 24.671 21.121
60 11.376 5.936 4.081 1.855 273.15 45.286 46.315 24.907 21.408
65 12.716 6.900 4.694 2.206 280 46.067 47.447 25.415 22.032
70 14.008 7.889 5.313 2.576 280 .7b 46.148 47.562 25.467 22.095
80 16.455 9.922 6.555 3.367
90 18.712 11.992 7.782 4.210 Liquid

100 20.786 14.072 8.980 5.092
110 22.702 16.145 10.142 6.003 271 .32c 90.382 67.523 47.052 20.471
120 24.487 18.197 11.264 6.934 273.15 90.593 68.131 47.343 20.789
130 26.170 20.224 12.346 7.878 280 91.324 70.384 48.410 21.975
140 27.775 22.223 13.391 8.832 280.7>> 91.394 70.612 48.517 22.095
150 29.321 24.192 14.402 9.790 290 92 227 73.605 49.906 23.700
160 30.818 26.133 15.382 , 10.751 298.15 92 791 76.170 51.071 25.099
170 32.275 28.045 16.333 11.712 300 92.899 76.744 51.328 25.416
180 33.695 29.930 17.258 12.672 310 93 365 79.798 52.677 27.121

a) The u n i t s  a re  g ibbs per mole (g ibbs = defined  c a l/d e f in e d  d e g ree ).

b) M elting p o in t Na0H»4H20a.

c) M elting po in t NaOH*4HaOp.

probably transform. We assume that it was present and 
have added 17 cal/mol to the second heat of fusion of the ¡3. 
This should be added whether or not Na0H-5H20  crystal­
lized and then melted before the heat capacity measure­
ments started a little above 255°K or if the solution super­
cooled and did not require melting. The heat of fusion de­
tails are included in Table III. The heat capacities taken 
before and after the second heat of fusion of the /3 form are 
recorded as series III of Table I.

Following the melting point and heat of fusion measure­
ments on the (3 form, the convection stirrer was run for 3 
more days, but in view of the later observations it is doubt­
ful that this removed much of the concentration disloca­
tion.

Because it was hoped that the repeated heating to 50° by 
the convection stirrer, over the 2-week period, might have 
destroyed the a nuclei, it was desirable to try one last time 
to cool the into and through the range below about 
253°K. The 13 form was crystallized in the calorimeter and 
cooled at approximately 0.1°/min intc the forbidden zone 
below 253°K. It was thought that this slow cooling (a factor 
of 10 less than the previous attempt) might be so gentle as 
to prevent the (3 from transforming. However, in the neigh­
borhood of 244° K, heat began evolving, and the transfor­
mation to a occurred. The a was again warmed to approxi­
mately 274-275°K and held there for 36 hr to relieve any 
strains within the sample before it was cooled to about 
250°K. Its second heat of fusion measurement, including 
the 17 cal/mol required at the 4-«-5 peritectic, as men­
tioned above, is summarized in Table III, along with that of 
the first.
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This completed the experimental work. The heat capaci­
ties taken before and after the second heat of fusion of the 
a are reported as series II in Table IV.

There was no systematic difference within the experi­
mental error that made separate consideration necessary 
for liquid heat capacities done before there had been any 
crystallization, done after (3 fusions, or done after a fusions. 
Accordingly, all measurements on the liquid were plotted 
on the same graph and a smooth curve put through them. 
The smoothed values were then used as the accepted heat 
capacities for Na0H-4H20  liquid in all subsequent calcula­
tions.

Since the appearance of a small amount of 4-a-5 peritec- 
tic during the second a fusion indicates some sodium hy­
droxide solution below the tetrahydrate concentration, it 
must have been balanced by an equal amount of sodium 
hydroxide at an average concentration above that of the te­
trahydrate. It was not surprising that some Na0H-5H20  
appeared, because this concentration is not far from that of 
the 3.5-4-a peritectic liquid (see Figure 1). This relatively 
low-density liquid should have been somewhat separated in 
a top layer during the first fusion of the a form. The com­
pensating higher density region could hardly have been 
produced in any other way than from the bottom layer 
melting of Na0H-3.5H20, derived from splitting at the 
same 3.5-4-a peritectic. If the second (3 fusion, which ter­
minated at 277.34°K, had included any crystalline NaOH- 
3.5H2O, its late melting above 277.34°K would have been 
noticed during the heat capacity measurements which fol­
lowed immediately. No such effect was observed. Since so­
dium hydroxide solutions of all pertinent concentrations 
supercool easily, supercooling is the most plausible expla­
nation, especially following the 2-week heating which was 
partly designed to destroy all previous crystal nuclei. This 
would have made the second [3 heat of fusion somewhat 
low. Its deficit of 36 cal/mol (Table III) is consistent with 
this. One cannot eliminate the possibility of a small 
amount of crystalline Na0H-3H20  (see Figure 1) during 
the second /3 fusion, but the appearance of an additional 
crystalline form in a small amount of displaced solution is 
very improbable. Its presence would have been obscured by 
the fact that its unknown melting heat would have been in­
cluded in the second ¡3 fusion near the 3~4-/3 eutectic tem­
perature (see Figure 1).

Within the possible small uncorrected differences of the 
a and 13 second heats of fusion, they strongly support the 
first values obtained with the original undisturbed tetrahy­
drate composition. However, the original determinations 
have been given 100% weight.

Comm ent on th e T hick-W alled  N ick el C alorim eter

Though the TWN calorimeter fulfilled its primary pur­
pose in surviving the expansions of ¡3 to a and continuing to 
work, there were several drawbacks to its use that made it 
somewhat less than the ideal calorimeter for heat capacity 
measurements. Because of the massive nature of the empty 
calorimeter itself and the relatively small sample chamber 
permitted by the design, the heat capacity of the full calo­
rimeter was approximately two-thirds due to the empty 
area and one-third due to the substance itself throughout 
most of the temperature range. In addition, equilibrium 
times were much longer than would have been the case in 
almost any other type of calorimeter. A comparison with 
the data books on some of the earlier work19 on NaOH hy­
drates showed that with liquid in the calorimeter in the

room-temperature region the gold calorimeter came to 
equilibrium within 8-12 min after heat input. In the case of 
the TWN calorimeter, the equilibrium times in the same 
region were 20-25 min. Furthermore, the gold calorimeter 
thermometer-heater wire superheated only about 1° above 
the average temperature during heat input in this region. 
In the present research, with the double-walled calorime­
ter, the value was around 2.5°. These difficulties had to be 
accepted, however, since an unusual calorimeter design was 
necessary to deal with the unusuai properties of the tet­
rahydrate system.

The E ntropies o f N a0H *4H 2 0 - o  and N a O H H ^ O -d
Integration of the /3 heat capacities, smoothed from the 

experimental data, gave an entropy of 76.17 ± 0.1 gibbs/ 
mol of Na0H-4H20  at 298.15°K. This included an extrapo­
lation below 15°K, made by plotting Cp.T1 us. T. The re­
gion between 212 and 253°K, in which the heat capacity of 
the a form could not be measured, due to its spontaneous 
conversion to the a form, was of necessity interpolated by a 
reasonable curve. The error due to this was considered to 
be small. The similar integration of the data on the a form 
gave an entropy of 76.13 ± 0.1 gibbs/mol of Na0H-4H20 at 
298.15°K. This included an extrapolation below 20°K by 
use of a Cp/T1 vs. T  plot. Several measurements on the 
empty TWN calorimeter at lower temperatures were lost 
due to a bad insulating vacuum, and the uncertainty of ex­
trapolated estimates for the heavy calorimeter with its nu­
merous varied components seemed too great to enable eval­
uation of the a heat capacity below 20°K.

The agreement of the entropy values of the a and (3 
forms and especially the fact that they agree with the sec­
ond-law value, 76.17 gibbs/mol, in the summary of Siemens 
and Giauque,19 based on anhydrous NaOH and liquid H20, 
indicate that each form approaches zero entropy (excepting 
nuclear spin contributions) at limiting low temperatures.

The X-ray structure of one form of Na0H-4H20  has 
been given by Hemily.26 It is alto included in a paper by 
Hemily and Wunderlich,27 who summarized structural data 
on various hydrates of sodium hydroxide. Hemily26 gave 
the melting point as 5.4°, which would eliminate the ¡3 form 
(mp —1.83°). However, Hemily and Wunderlich27 gave the 
melting point as about 0° and identified the sample as the 
¡3 form. This is probably correct, since the ¡3 form usually 
appears first. Their structural data were obtained at —81° 
(192°K), and they calculated the density as 1.41 ± 0.04 g/ 
cm3 at that temperature.

Assuming that Hemily had the (3 form, it is of interest 
that he cooled it through the difficult 212-253° region, 
mentioned above. The small size would greatly reduce the 
chance presence of a nuclei, to trigger transition, and in all 
probability the cooling was rapid.

During the present work it was found that the a form 
floated at its melting point, 7.55°. Seeding liquid NaOH- 
4H20  with a form at 0° produced crystals as large as 1 
cm3. The density of the tetrahydrate liquid is known to be
1.392 g/cm3 28 at 7.55°. Ice cubes of 1 cm3 size average 0.9 
mm above water. The a crystals seemed definitely less 
buoyant on a relative volume basis. If a median volume 
buoyancy between that of ice and zero is assumed, the den­
sity of the a crystals may be estimated as 1.33 g/cm3. Since 
the ice volume buoyancy is only 9%, this median estimate 
can hardly be in error by more than several per cent. Using 
the rough expansion factor of 6% given above, the density
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TABLE VI: T h erm od yn am ic P roperties o f  
NaOH 4HjO-(S (U nstable F orm )a

T , °K c; S° T , °K C° S®
T T T T

15 0 .6 1 0 0 .2 0 8 0 .1 5 5 0 .0 5 2 130 28 .8 5 9 2 2 .4 2 4 13 .6 2 6 8 .7 9 8
20 1 .369 0 .4 8 0 0 .3 5 8 0 .1 2 2 140 30.661 2 4 .6 2 9 1 4 .7 7 9 9 .8 5 0
25 2 .4 2 9 0 .8 9 4 0 .6 6 2 0 .2 3 3 150 32.371 26 .8 0 3 15 .8 9 5 10 .908
30 3 .7 0 0 1 .447 1 .0 6 0 0 .3 8 7 160 33.986 2 8 .9 4 5 16 .9 7 6 11 .969
35 5 .0 8 8 2 .1 2 0 1 .535 0 .5 8 5 170 35 .524 3 1 .0 5 2 18 .0 2 2 13 .0 3 0
40 6 .5 6 1 2 .8 9 5 2 .0 7 0 0 .8 2 5 180 37.013 33 .1 2 4 19 .036 14 .089
45 8 .0 7 1 3 .7 5 5 2 .6 5 3 1 .1 0 2 190 38 .440 35 .164 2 0 .0 2 0 15 .144
50 9 .5 7 9 4 .6 8 3 3 .2 7 0 1 .413 200 39.791 3 7 .1 7 1 2 0 .9 7 5 16 .196
55 1 1 .0 8 6 5 .6 6 7 3 .9 1 2 1 .7 5 5 210 4 1 .0 5 3 3 9 .1 4 3 21 .9 0 1 17 .2 4 1
60 12 .5 8 6 6 .6 9 6 4 .5 7 3 2 .1 2 3 220b (4 2 .2 9 2 ) ( 4 1 .0 8 1 ) ( 2 2 .8 0 0 ) ( 1 8 .2 8 1 )
65 1 4 .0 3 0 7 .761 5 .245 2 .5 1 6 230b (4 3 .5 1 2 ) ( 4 2 .9 8 8 ) ( 2 3 .6 7 4 ) ( 1 9 .3 1 4 )
70 15 .4 3 1 8 .8 5 2 5 .9 2 3 2 .929 240b (4 4 .6 9 2 ) ( 4 4 .8 6 5 ) ( 2 4 .5 2 5 ) ( 2 0 .3 4 0 )
80 18 .1 0 4 11 .0 8 9 7 .2 8 0 3 .809 250 4 5 .8 5 1 46 .7 1 3 25 .3 5 5 2 1 .3 5 8
90 2 0 .5 8 8 13 .3 6 7 8 .6 2 3 4 .7 4 4 260 4 7 .0 1 1 4 8 .5 3 4 26 .1 6 6 2 2 .3 6 8

100 22 .8 4 7 15 .6 5 5 9 .9 3 4 5 .721 270 48 .1 4 1 5 0 .3 2 9 2 6 .9 5 9 2 3 .3 7 0
110 24 .9 5 7 17 .9 3 2 11 .2 0 5 6 .7 2 8 2 7 1 .32c 4 8 .2 9 8 5 0 .5 6 4 2 7 .0 6 2 2 3 .5 0 2
120 26 .9 5 7 20 .1 9 1 12 .4 3 5 7 .756

For a lp h a ( a ) -  b e t a ( s )  , AH° ■= 822 c a l /m o le .

a )  The u n i t s  a r e  g ib b e  p e r  m ole  ( g ib b s  = d e f in e d  c a l / d e f l n e d  d e g r e e ) .

b )  No a c t u a l  e x p e r im e n ta l  m e asu re m en ts  m ade; se e  d i s c u s s io n  I n  t e x t .

c )  M e lt in g  p o in t  Na0H»4H30B.

of the ft form is estimated as 1.06 X 1.33 = 1.41 g/em3. The 
density of the liquid at the ft melting point, —1.83°, is 1.398 
g/cm3.28 The 1.41 g/cm3 ft density happens to coincide with 
the 1.41 g/cm3 value given in ref 27, on the basis of X-ray 
measurements, taken at —81°. However, the broad estimat­
ed density limits, as calculated in ref 27, extend from 1.37 
to 1.45 g/cm3 and could apply to either form. Nevertheless, 
we believe that the 1.33 g/cm3 (a) and the 1.41 g/cm3 (ft) 
densities should be accepted within about 3% until more 
accurate measurements are made.

The structural details of the monoclinic crystal, as de­
rived by Hemily,27 showed an unending three-dimensional 
network of hydrogen bonds with no evidence of disorder.

Thermodynamic Properties of N a0 H-4H2 0 -« and 
Na0H*4H20-/3

The thermodynamic properties of Na0H-4H20-a are 
tabulated in Table V and those of NaOH-lH^O-d in Table 
VI. In order to make the entropy of each form of the tet- 
rahydrate consistent with its second-law value at 298.15°K 
(taken as 76.170 gibbs/mol), the values in Tables V and VI 
have been adjusted by a small amount, well within the lim­
its of error of the various measurements. In each case, the 
various thermodynamic properties of the solid hydrate and 
the heat of fusion were multiplied by a factor of 1.00051 for 
a and 1.00004 for ft. This made the values of the ¡8 and the 
a forms consistent with the fact that they both must melt 
to give liquid Na0H-4H20. The AH°q for the reaction 
Na0H-4H20-a' -*• Na0H.4H20-|8 was then calculated as 
+822 cal/mol. With this value and the values reported in 
Tables V and VI, it can be shown that solid (8 form is unsta­
ble with respect to solid a form at 1 atm and all tempera­
tures.

The values in Tables V and VI were combined with those 
for Na0H-2H20  and Na0H-3.5H20 19 in order to determine 
whether solid Na0H-3.5H20  could split according to either 
of the reactions

4Na0H-3.5H20(s) — 3Na0H-4H20-«(s) + Na0H-2H20(s) (1)

4Na0H-3.5H20(s) -* 3Na0H-4H20-/J(s) + Na0H-2H20(s) (2)

In order to do this, the data on Na0H-2H20  and NaOH- 
3.5H20  were multiplied by very small factors to make the 
entropies at 298.15°K consistent with the second-law 
values.19 When the calculations were made, the AF for 
reaction 1 could be seen to approach zero at low tempera­
tures. However, the AF is neither negative enough nor posi­
tive enough to permit a reliable decision as to the thermo­

dynamic possibility of reaction 1. Slight changes, within ex­
perimental error, in the various heats of fusion, heat capac­
ities, and heats of dilution involved can make the value of 
AF at low temperatures change by several calories. It can 
only be said, therefore, that reaction 1 is on the borderline 
of being thermodynamically possible. Whether there actu­
ally is a temperature at which AF equals zero, or exactly 
what that temperature is if it does exist, cannot be deter­
mined with accuracy. It should be emphasized, however, 
that there is little likelihood that the 3.5-hydrate would 
ever split by reaction 1, whether or not it is thermodynami­
cally possible. Since the reaction would require the trans­
port of water molecules in the solid state, it could only pro­
ceed to give microscopic phase regions of the products. 
These regions would have such a high free energy that they 
would prevent the reaction from happening in any practical 
macroscopic sense (see the discussions by Barieau and 
Giauque29 and Cox, Hornung, and Giauque30 regarding 
ZnSC>429 and MgS(>430 hydrates).

From the calculations it is apparent, however, that reac­
tion 2 is thermodynamically impossible at all temperatures.

The temperature scales used in this research were the 
NBS-55 scale (below 90°K) and the ITS-48 scale (above 
90°K). Conversion to the new IPTS-68 scale was consid­
ered but not made at this time, since it was desirable to 
keep the data on the present hydrates on the same basis as 
that of the others.18,19

The results of the present research indicate that caution 
should be exercised in storing or shipping sodium hydrox­
ide solutions in the vicinity of the tetrahydrate composi­
tion. The ft form can easily crystallize from supercooled liq­
uid at temperatures below its melting point (about —2°C or 
+28° F) and, if kept cold after crystallization, can always 
transform to a anywhere below its melting point. This 
transformation becomes almost a certainty anywhere below 
about —20°C (—4°F).

The above temperatures are well within the range of win­
ter weather in many parts of the world. Should a storage 
tank or a railroad tank car be at these temperatures, there 
is the possibility of it rupturing if it contains solid sodium 
hydroxide (ft). It would not matter if there was room above 
the solid in the container, since the solid ft form expands to 
solid a in all directions and usually does not make much 
use of the empty space above. An effort should be made to 
avoid the conditions which could produce the sequence of 
events: crystallization of ft, transformation and expansion 
of ft to a.

It is of interest to note that the much greater probability 
of crystallizing the unstable ft rather than the stable a from 
the supercooled liquid sodium hydroxide tetrahydrate is in 
accordance with a rule first stated by Robinson.31 This ease 
of crystallization of the ft form was observed by Pickering20 
and supported by many observations during the present re­
search. Robinson’s rule was stated in order to replace a 
faulty rule due to Ostwald, which was based on free energy, 
by one based on entropy.

Ostwald’s rule could be stated as follows: In an isother­
mal system where several reactions are possible, that reac­
tion takes place first whose products are least stable. The 
obvious inapplicability of this rule was soon noted in terms 
of such well-known cases as that of sulfur vapor, which con­
denses to the monoclinic form whether the temperature is 
above or below the rhombic-monoclinic transition point.

Robinson’s rule is: “In an isothermal system where sever­
al reactions are possible, that reaction takes place first
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whose products are of highest entropy.” This is in accord 
with Boltzmann’s relation that S = k In (probability). The 
behavior of the sodium hydroxide ‘etrahydrate system also 
illustrates this rule, as may be noted by comparing the en­
tropy values in Tables V and VI. It is a good guide to the 
expected mechanism of any such system even though the 
rate of a subsequent reaction may eventually, and some­
times rapidly, eliminate a high-entropy intermediate form.
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Mixtures of Trifluoroacetic Acid with Acetic Acid and Carbon Tetrachloride1

Friedrich Kohler,* G. H. Findenegg, and M. Bobik

Institute of Physical Chemistry, University of Vienna, A-1090 Vienna, Austria (Received February 11, 1974)

The phase diagram (consolute curve and melting curves) of the system trifluoroacetic acid-carbon tetra­
chloride and the melting curves of the system trifluoroacetic acid-acetic acid have been determined. From 
these results the excess Gibbs energy of mixing of the two systems has been derived, using complementary 
data from the literature. The excess volumes and dielectric constants of the two systems have also been 
measured. The system trifluoroacetic acid-carbon tetrachloride resembles the system acetic acid-carbon 
tetrachloride, but all excess functions are more positive, which leads to phase separation below 8°. At this 
upper critical solution temperature the excess values of an equimolar mixture are AGE = 336 cal/mol, 
TASe = -47 cal/mol, and AV = 1.91 cm3/mol. The concentration dependence of the dielectric constant re 
sembles that of the acetic acid system and shows the dominant influence of dimers. The phase diagram of 
the system trifluoroacetic acid-acetic acid exhibits a congruent melting point of a 1:1 solid compound. At 
0° the excess values of an equimolar mixture are AGE = —467 cal/mol, TASk = —128 cal/mol, and AV = 
-0.54 cm3/mol. These values indicate a strong preference for the formation of heterodimers. The dielectric 
constant of this system has a maximum near equimolar concentration and a strongly positive temperature 
dependence. An equimolar mixture has also a higher electric conductance than either of the two pure acids. 
These results indicate that the heterodimer is strongly polar. This conclusion is also in agreement with an 
observed maximum of the downfield chemical shift of the acid protons.

Introduction
Recent studies on the system acetic acid-carbon tetra­

chloride have shown that thermodynamic,2 volumetric,3 
and ultrasonic absorption results4 for this system can be

explained consistently by a strong attractive interaction 
between acetic acid monomers and cyclic dimers, but it is 
not necessary to assume a formation of (sterically well-de­
fined) trimers or higher chain associates.5 Otherwise it

The Journal of Physical Chemistry. Vol. 78. No. 17. 1974



1 7 1 0 Kohler, Findenegg, and Bobik

would be difficult to understand the relatively large nega­
tive excess entropy of mixing of this system.

Trifluoroacetic acid has a higher dielectric constant (e = 
8.42 at 20°) than acetic acid (r = 6.17 at 20°), and this 
might be caused by some tendency toward chain associa­
tion in this liquid.

It was, therefore, of interest to study the thermodynamic 
and dielectric properties of the system trifluoroacetic acid- 
carbon tetrachloride and to compare the results with those 
of the system acetic acid-carbon tetrachloride. It was to be 
expected that the excess quantities should be more posi­
tive, mainly because of the substitution of the methyl by 
the trifluoromethyl group. The tendency toward chain as­
sociation in pure trifluoroacetic acid should give a positive 
contribution to the excess entropy of this system, but this 
effect will be small if dimerization still plays the dominant 
role.

In mixtures of trifluoroacetic acid-acetic acid, a strong 
preference for heterodimerization has been reported both 
in the gas6'7 and in the liquid phase.8 If association in the 
two pure liquids involves mainly cyclic dimers, the mixing 
effects should be caused essentially by the conversion of 
homodimers into heterodimers. Only a small negative ex­
cess entropy of mixing should then result on account of the 
increased number of dimers in the mixture. Such a prefer­
ence for heterodimers is thought to be related to a very 
polar structure of the heterodimer. Measurements of the 
dielectric constant, of electric conductance, and of nmr 
chemical shift were made in this system to investigate the 
character of the heterodimer.

Experimental Section
Materials. Acetic acid (purity better than 99.5%) was 

distilled after addition of acetic anhydride, using a column 
of about 80 theoretical plates and a reflux ratio of 40:1, and 
was then kept in a dark flask in vapor-phase contact with 
P 2O5. Melting points of different samples were between 
16.43 and 16.53°; densities at 20 and 40° were p2o = 
1.04927-1.04952 and p40 = 1.02665-1.02695 g/cm3.

Carbon tetrachloride (purity better than 99.5%) was dis­
tilled and stored under similar conditions: mp —22.65°;
P20 = 1.59410 and p4o = 1.55503 g/cm3.

Trifluoroacetic acid (purity better than 98%) was also 
distilled under similar conditions but was kept in a glass- 
stoppered flask in a desiccator. It was found that the melt­
ing point of the product was lowered progressively when 
the liquid was kept in vapor-phase contact with P2O5 or 
other drying agents and this was attributed to a formation 
of anhydride. The melting point of such a product could be 
raised to the original value by addition of a suitable 
amount of water. This swift establishment of the equilibri­
um trifluoroacetic acid ■ " anhydride, on the one hand, and 
the hygroscopic character of the acid, on the other hand, 
made it difficult to prepare and handle pure trifluoroacetic 
acid. Melting points of different samples were between 
-15.11 and -15.27°; p20 = 1.48944-1.48957, p40 = 
1.44217-1.44236 g/cm3.

Techniques. Melting and consolute curves were deter­
mined as described elsewhere.9’10 The temperature control 
of the cryostat was ±0.02° down to —50°. Densities were 
measured as described before.11 Dielectric constants and 
loss factors were measured with a General Radio 716-C ca­
pacitance bridge.12 Most of the measurements were made 
at 100 and 400 kHz. For mixtures of high electric conduc­
tance use of an additional external resistor (GR 1434-G)

was necessary. The capacitance of this resistor was cali­
brated with substances of known dielectric constant and 
known electric conductance. As sample cells we adapted 
the cells MFL 1, 2, and 3 of the dipolmeter DM01 of 
Wissenschaftlich-Technische Werkstätten. All metal parts 
exposed to the liquid were protected by an electrolytic 
layer of rhodium which was renewed whenever necessary. 
The electric conductance was calculated from dielectric 
loss and/or measured with a conductometer of Philips (PW 
9501). Nmr chemical shifts were measured with a Varian 
A-60A spectrometer with internal temperature regulation 
(40°); tetramethylsilane was used as internal standard.

Results13
(a) Trifluoroacetic Acid-Carbon Tetrachloride. The 

phase diagram of trifluoroacetic acid-carbon tetrachloride 
is shown in Figure 1. The consolute curve has been deter­
mined repeatedly with different samples of trifluoroacetic 
acid. Curve 2 in Figure 1 is probably due to a small water 
content, whereas curve 1 may correspond to a minor anhy­
dride content of the acid. On the trifluoroacetic acid side, a 
slow increase of the consolute temperatures with time was 
observed, apparently due to the insufficient elimination of 
humidity. Considerable effort was mace to determine the 
concentrations of the two coexistent liquid phases in equi­
librium with solid trifluoroacetic acid, v/hich are Xi = 0.081 
(0.087) and X\ = 0.854 (0.857). (Throughout this paper sub­
script 1 refers to trifluoroacetic acid; the numbers in paren­
theses refer to consolute curve 2).

The activity coefficients /, of component i in equilibrium 
with solid component i were evaluated from the melting 
curves using the equation9

In  f i L " ,-AT 
R T T m

AC,",-AT2 
2 R T T m

A g f(Tr . t ~ T) 
R T rs! 2

In Xi

Here L" denotes the heat of melting and ACp" the differ­
ence in heat capacity of liquid and solid at the melting 
point Tm of the pure component i; T is the equilibrium 
temperature of solid i and the liquid mixture of mole frac­
tion concentration x„ and AH, is the partial molar heat of 
mixing; AT = Tm — T, and Tref is a reference temperature 
for which the activity coefficient and the excess free energy 
of mixing are calculated (for this system Tref = 8° has been 
taken). The heat of melting can be obtained (or checked) 
by extrapolating the quantity RTTm (1 -  x,)/AT to x, = 1. 
Such a plot is linear for small values of (1 — x,) if In fi can 
be approximated by a parabola.9 For trifluoroacetic acid 
such a plot yields L" = 2250 cal/mol (Figure 2). For carbon 
tetrachloride, L" = 602 cal/mol was taxen from the litera­
ture.14 The term containing ACp" was neglected for this 
system. This approximation does not cause any serious 
error, in view of the relatively flat melting curves (small 
temperature differences) and the large positive values of In 
fi. The partial molar heats of mixing were derived from the 
integral molar heats of mixing (at 30° )8

A /// ( c a l  m o l-1) =  * j( l -  * i ) [ l l6 0  +

172(2*-! -  1) + 289(2*! -  l )2 -  239(2*! -  l ) 3]

The excess Gibbs energy was calculated as follows. The 
melting curve of trifluoroacetic acid was used to evaluate In 
f\; the function (In /i)/x22 was plotted us. mole fraction and
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0 0.2 0.4 0.6 0.8 |

Figure 1. Phase diagram of trifluoroacetic acid (1)-carbon tetrachlo­
ride. The solid consolute curve is referred to as curve 1 in the text; 
the dotted curve is referred to as curve 2.

Figure 2. Extrapolation for evaluation of the heat of melting of trifluo­
roacetic acid.

extrapolated to the mole fraction of intersection with the 
consolute curve, from which the In f\ value of the coexis­
tent liquid mixture rich in carbon tetrachloride could be 
deduced. Similarly, In / 2 was evaluated from the CC14 
branch of the melting curve and the function (In / 2)/xi2 ex­
trapolated beyond the eutectic point to the corresponding 
mole fraction at the consolute curve. Integration of the 
Gibbs-Duhem equation was then performed for both ho­
mogeneous regions, using the eutectic point (x4 = 0.049, T 
= 246.6 K) as a check on the consistency. AGE was then 
evaluated15 from the consolute curve. This furnishes 
dAGE/axi plus an integration constant over the heterogene­
ous region. The integration constant can be easily deter­
mined as AGE is known for the two mole fractions at which 
the consolute curve intersects the melting curve. The func­
tion AGe/xi*2 thus obtained is shown in Figure 3. For an 
equimolar mixture at 8°, AGE = 336 cal/mol and TASE = 
—47 cal/mol, indicating a similarity of this system with the 
system acetic acid-carbon tetrachloride2 for which AGe = 
238 cal/mol and TASe = —180 cal/mol for the equimolar 
mixture at 30°. The negative excess entropy of both sys­
tems can be explained by the fact that the relative concen­
tration of dimers is higher in the mixtures than in the pure 
acids.16

The excess molar volume of mixing AV is positive and

0 02  0 .4  0 .6  0 .8  1—»X,
Figure 3. The excess Gibbs free energy of mixing, divided by the 
product of mole fractions, of trifluoroacetic acid (1)-carbon tetra­
chloride at 8° (the solid line is evaluated from consolute curve 1; the 
dotted line from consolute curve 2).

Figure 4. The excess molar volume of mixing, divided by the product 
of mole fractions, of trifluoroacetic acid (1)-carbon tetrachloride at 
20° (crosses) and 40° (circles).

remarkably large and increases with increasing tempera­
ture (Figure 4). Here again a similarity with the acetic acid- 
carbon tetrachloride system3 is obvious. The volumetric be­
havior of both systems can be accounted for by assuming 
that the formation of a monomer-dimer contact is con­
nected with a decrease in volume. The highest concentra­
tion of such “contracted” contacts will be in pure trifluo­
roacetic acid; the effect of diluting the acid by carbon tetra­
chloride will be to break up such contacts, thus causing ex­
pansion of the liquid mixture.

The dielectric constant is plotted in Figure 5 and com­
pared with results for the acetic acid system.3 For mixtures 
up to a concentration of acid of X\ = 0.65 the curves for the 
two systems are very similar, although, at very low concen­
tration, the dielectric constant of the trifluoroacetic acid 
system is higher (indicating a lower dimerization constant) 
than that of the acetic acid system.17 For somewhat higher 
concentrations the acetic acid solutions exhibit a slightly 
higher dielectric constant. There is no obvious explanation 
for this fact, but it might reflect differences in the details of 
the monomer-dimer interaction. These differences could 
be caused by the different direction of the dipole moment 
in the two acids. The total dipole moment of the acetic acid
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Figure 5. The dielectric constant e at 20° of trifluoroacetic acid (1)— 
carbon tetrachloride In comparison to t of acetic acid-carbon tetra­
chloride (dotted curve, ref 3). The region rich in carbon tetrachloride 
is shown in larger scale in the insert. The temperature dependence 
is shown as e«  — «20-

Figure 6. The melting diagram of trifluoroacetic acid (1)-acetic acid.

monomer is directed approximately parallel to the carbonyl 
group, while the OH bond moment is approximately oppo­
site to this direction. By a rotation of the OH group out of 
the “cis” conformation the dipole moment of the molecule 
could thus be significantly increased. There is some indica­
tion3 that such an increase of the moment occurs in liquid 
acetic acid and also in mixtures with carbon tetrachloride, 
even at moderate concentrations of the acid. The dipole 
moment of the trifluoroacetic acid monomer is directed ap­
proximately halfway between the direction of the carbonyl 
and the CCF3 group moments.

The increase of the dielectric constant toward pure tri­
fluoroacetic acid and the change of sign of the temperature 
dependence indicate a relatively high concentration of mo­
nomers and/or some formation of chain associates in the

Figure 7. The functions (log fl)/( 1 — x,)2 wjscale on right side) and 
AC^/x^ l — xp  (scale on left side) for the system trifuoroacetic acid 
(1)-acetic acid at 0°. The solid part of the (log fj)/(1 — X/)2 curves 
gives the region of direct experimental observation. The scales differ 
by a factor of 1250, which corresponds very c'osely to 2.303RTat T 
= 273.15 K.

pure acid. However, this conclusion is still compatible with 
the results of the thermodynamic investigation, i.e., that 
the equilibrium between monomers and cyclic dimers is 
dominant.

(b) Trifluoroacetic Acid-Acetic Acid. The melting di­
agram of this system is shown in Figure 6. It shows the ex­
istence of a 1:1 compound with a congruent melting point. 
Extrapolation of the quantity RTTm( 1 — x\)/AT  to xi = 1, 
which gives the heat of melting of trifluoroacetic acid (sub­
script 1), is again shown in Figure 2. For acetic acid, the 
corresponding plot was fairly linear, but extrapolation gave 
L" = 2870 cal/mol, which is considerably higher than the 
value of 2780 cal/mol determined previously.10 This dis­
crepancy may introduce an error up to 5% in In // or AGe at 
concentrations corresponding to the lowest temperatures of 
the acetic acid melting curve. For AC ” of acetic acid a 
value of 5.4 cal K-1 mol-1 was taken.10 For trifluoroacetic 
acid, ACP" was set arbitrarily equal to 3 cal K-1 mol-1. An 
error in ACp" of ±1 cal K-1 mol-1 leads to a maximum 
error in In f\ or AGE of ±1% at concentrations correspond­
ing to the lowest temperatures of the trifluoroacetic acid 
melting curve.

The temperature dependence of the activity coefficients 
was calculated by means of the following equation for the 
integral heat of mixing (at 30°)8

A ///(cal m o l '1) = Xi(l -  Xj)[-2379 +
418(2*! -  1) + 342(2a! -  l ) 2 -  290(2*, -  l ) 3]

For the numerical integration of the Gibbs-Duhem 
equation it was necessary to extrapolate the activity coeffi­
cients of both components over the region of the melting 
curve of the 1:1 compound. Again, the function (In /,)/(1 — 
xd2 was used for this extrapolation (Figure 7). The smooth 
continuation of these functions beyond the region of the 
melting curve of the 1:1 compound indicates the substan­
tial correctness of the extrapolation procedure. The result­
ing function AG e/ x , ( 1 — x ,)  at the reference temperature 
(0°) is also shown in Figure 7. For an equimolar mixture 
AGE = —467 cal/mol and TASe = —128 cal/mol (at 0°). 
This is in agreement with the qualitative arguments given 
in the Introduction, that the most important process at 
mixing is the formation of heterodimers from homodimers,
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Figure 8. The excess molar volume of mixing, divided by the product 
of mole fractions, of trifluoroacetic acid (1 (-acetic acid at 20° 
(crosses) and 40° (circles). Figure 10. The logarithm (base 10) of the electric conductance of tri­

fluoroacetic acid (1 (-acetic acid at 20 and 40°.

Figure 9. The dielectric constant of trifluoroacetic acid (1)-acetic 
acid at 20° and its temperature dependence (difference between 40 
and 20°).

Figure 11. The nmr chemical shift in the system trifluoroacetic acid 
(1 (-acetic acid of the acid protons and the methyl protons in ppm 
downfield from TMS at 40°.

which should involve no major entropy change. The strong­
er bonds in the heterodimer and the increased concentra­
tion of dimers in the mixture contribute to a relatively 
small negative excess entropy.

The excess molar volume of mixing of this system is plot­
ted as AV/*i(l — x i) in Figure 8. The negative excess vol­
ume suggests that the formation of heterodimers from 
homodimers is connected with a considerable decrease in 
volume. Furthermore, as AV becomes more negative with 
increasing temperature (in spite of some dissociation of 
heterodimers), the contraction connected with the forma­
tion of heterodimers seems to increase with increasing tem­
perature (see below).

The dielectric constant of this system exhibits a pro­
nounced maximum at mole fraction 0.5, as shown in Figure
9. This reveals a highly polar nature of the heterodimer and 
shows that in addition to the asymmetry of the end groups 
the hydrogen bonds must be strongly polarized. There is 
also a maximum in the temperature dependence of the di­
electric constant. This is more difficult to understand, 
since breaking of the polar hetercdimers should not in­
crease the overall moment of the mixture. A possible expla­
nation for this behavior might be that with increasing tem­
perature the heterodimer assumes some zwitterion charac­

ter. This would be consistent with the observed increase in 
electric conductance (Figure 10) and with the increase of 
(—AF) with increasing temperature.

Finally, the nmr chemical shift of the acid protons in this 
system is shown in Figure 11. A large downfield chemical 
shift of the acid protons, i.e., a strong depletion of elec­
trons, occurs at approximately equimolar concentration, 
where the concentration of heterodimers has its maximum. 
Furthermore, there is a tendency for protonation of acetic 
acid with increasing concentration of trifluoroacetic acid, 
as shown by the chemical shift of the CH3 protons.18

C onclusions
The thermodynamic behavior of the system trifluo­

roacetic acid-carbon tetrachloride, like that of acetic acid- 
carbon tetrachloride, can be explained by the existence of 
cyclic dimers of trifluoroacetic acid which are relatively 
stable in nonpolar solutions but are distorted by the polar 
monomers and become less stable in the pure acid. The 
concentration dependence of the dielectric constant indi­
cates the existence of polar aggregates in concentrated so­
lutions and in the pure acid, which may be open dimers and 
a small (thermodynamically insignificant) fraction of high­
er chain associates.
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The mixing properties of the system trifluoroacetic acid- 
acetic acid are dominated by the formation of heterodimers 
from the homodimers. This is confirmed by the existence of 
a 1:1 solid compound which exhibits a congruent melting 
point. Evaluation of the formation constant from the melt­
ing curve (to be dealt with in a forthcoming paper) indi­
cates a high stability of the heterodimer. This is apparently 
related to the polarity of the heterodimer, as indicated by 
the maximum in dielectric constant, electric conductance, 
downfield chemical shift of the H-bonded protons, and vol­
ume contraction at or near an equimolar mixture of the two 
acids. The polarity of the heterodimers seems to increase 
with temperature.
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The electrochemical characteristics of dinaphtho[2,l:2,,3']furan-8,13-dione (I), dinaphtho[l,2:2',3]furan- 
7,12-dione (II), and benzo[6]naphtho[2,3-d]furan-6,ll-dione (III) in acetonitrile have been compared to 
those of naphthoquinone and anthraquinone in the same solvent system. Electron affinities of 1.22, 1.29, 
and 1.35 eV (relative to a value of 1.5 eV for p-benzoquinone) have been calculated from the respective 
one-electron reduction potentials. An estimate of the electron affinities for I and II from charge transfer 
spectral data gives values of 1.58 and 1.46, respectively.

Introduction
The electrochemical behavior of quinones in aqueous 

medium has been known for some time.1 Under these con­
ditions reduction to the corresponding hydroquinone usu­

ally occurs reversibly as a two-electron two-proton transfer 
process. The electrochemistry of quinones in nonaqueous 
solvents has been less extensively studied and differs from 
the behavior in protic solvents. Thus, in acetonitrile, di-
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methylformamide,2 or dimethyl sulfoxide,3 the polaro- 
grams of quinones typically show two waves corresponding 
to reversible one-electron transfer processes forming the 
dianion, which in a slow step may abstract protons from 
the solvent

Q + e =s=a= Q (1)
Q ' + e" Q2~ (2 )

Q2- + 2 H S  —>► QH2 + 2S~ (3)
The hydroquinones QH2 are not electrochemically oxi­
dized in aprotic medium in the potential range of the cor­
responding quinones.2’3

Peover demonstrated a good correlation, for a series of 
quinones in acetonitrile, between the electron affinities 
and the potential of the first polarographic reduction 
wave.4 There are, however, markec deviations due to dif­
fering degrees of solvation when the same correlations are 
attempted using half-wave potentials obtained in protic 
solvents. Peover also noted the correlation between reduc­
tion potentials of quinones and the energy of their lowest 
empty molecular orbitals,4 as well as the relation with the 
energy of the long wavelength charge transfer band seen in 
the spectra of quinones in the presence of aromatic hydro­
carbon donors.5 The interrelationship between the various 
quantities related to electron affinities has been summa­
rized in a review article by Briegleb.6

In previous papers7'8 we discussed the relative position 
and nature of the low-lying excited states of the furanqui­
nones dinaphthoPT^^S'Jfuran-S.lS-dione (I) and dinaph- 
tho[l,2:2',3']furan-7,12-dione (II) as determined by 
their molecular absorption and emission spectra and sup­
ported by the results of Hiickel molecular orbital calcula­
tions. The lowest excited singlet state of these quinones 
exhibits considerable charge transfer character resulting 
from the movement of electron density from the naphtha­
lene portion of the molecule to the naphthoquinone moi­
ety. In addition, two electronic transitions localized in the 
naphthoquinone portion of the molecules can be distin­
guished.

The charge generation and transport properties of a py- 
ridylcarboxamide derivative of I have recently been re­
ported by Tutihasi,9 while photoinjection and photoemis­
sion studies by Pfister and Nielsen10 on this derivative 
and furanquinone I itself have located the valence, con­
duction, and vacuum levels of these compounds in the 
solid state.

In this paper we report the electrochemical behavior of 
I and II in acetonitrile (AN) in addition to that of the re­
lated furanquinone benzo[b]naphtho[2,3-d]furan-6,ll- 
dione (HI) and of 1,4-naphthoquinone (NQ) and 9,10-an- 
thraquinone (AQ). Electron affinities are estimated from

the reversible one-electron reduction potentials and com­
pared to values estimated from the energies of the charge 
transfer absorption for anthracene-quinone complexes. 
These energies along with the energies of the highest oc­
cupied and lowest unoccupied molecular orbitals calculat­
ed using a HMO procedure serve to fix the molecular en­
ergy levels of the furanquinones. Finally, an estimate is 
made of the solid state “band gap” energy for furanqui­
none I and a comparison made with the measured value 
recently reported by Pfister and Nielsen.10

Experim ental Section
Materials. The synthesis and purification of furanqui­

nones I and II have been described previously.7 Compound 
IE was synthesized11 by the chromic acid oxidation of 
benzo[i>]naphtho[2,3-d]furan in glacial acetic acid. Re­
crystallized twice from ethanol and once from benzene, 
the compound has a mp of 244-245°. 1,4-Naphthoquinone 
and 9,10-anthraquinone supplied by Eastman Organic 
were recrystallized from ethanol before use. Acetonitrile 
(AN) was obtained from Burdick & Jackson, and was 
dried over 4A molecular sieves and percolated through a 
55-cm column of grade I neutral alumina immediately 
prior to use. Other solvents were Matheson Coleman and 
Bell Spectro-quality Reagent or Baker G.C. Spectrophoto- 
metric Quality Solvent. Tetraethylammonium perchlorate 
(TEAP), from Southwestern Analytical Chemicals, was 
dried 16 hr under vacuum before use.

Electrochemistry. Electrochemical data were obtained 
using a PAR 170 Electrochemistry System in the three- 
electrode mode. The auxiliary electrode was a platinum 
wire spiral in a compartment separated from the main ca­
thodic compartment by a glass frit. The reference elec­
trode was silver, silver nitrate (0.1 M), tetraethylammon­
ium perchlorate (0.1 M ) in AN. The reference compart­
ment was connected by a glass frit to a salt bridge which 
terminated in a Luggin capillary located next to the work­
ing electrode. The dropping mercury electrode (dme) used 
had the following characteristics: m = 1.40 mg sec-1, t =
3.99 sec at h = 80 cm, with an applied voltage of -1.00 V, 
when immersed in a 0.1 M  solution of TEAP in AN. For 
cyclic voltammetry, a Beckman 39016 mercury drop elec­
trode assembly was used. It was found that irradiation 
(GE Mazda sun lamp) of compound I in AN for 1 hr re­
sulted in the disappearance of the polarographic wave at 
— 1.6 V, possibly due to photoreduction of the quinone. 
Because of the photosensitivity, the samples were pro­
tected from light and voltammograms were obtained with­
in 20 min of preparing the solutions and following a 5-min 
purge with purified nitrogen.

Spectroscopy. Ultraviolet and visible absorption spectra 
were recorded on a Cary 14 spectrophotometer using 
quartz cells of 1- and 10-cm path length. Solutions were 
prepared by dissolving the appropriate quinone in carbon 
tetrachloride to near saturation and then adding anthra­
cene until the charge-transfer absorption band in the 
spectrum could be resolved. No attempt was made to 
measure equilibrium constants, etc. The following qui­
nones, (1) methyl-p-benzoquinone, (2) p-benzoquinone,
(3) chlorobenzoquinone, (4) 2,5-dichlorobenzoquinone, 
and (5) tetrachlorobenzoquinone, having known electron 
affinities,6 were used to determine the correlation between 
the frequency of the charge transfer band and the quinone 
electron affinity. The electron affinities of the furanqui­
nones were then estimated from this correlation function.
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TABLE I: E lectroch em ical D ata
Polarography Cyclic vo ltam m etry0

Com pd E i ß a — (Ez/i — E m ) /a6 -Epe Epa ¿pa/¿pc

I - 1 .0 6 0,09 3.06 - 1 .0 9 - 0 .9 6 0.95
- 1 .6 4 0 . 1 0 2.92 - 1 . 6 8 - 1 .5 3 1.06

II - 1 . 0 2 0.08 4.17 - 1 .0 5 - 0 .9 8 0.92
- 1 .6 0 0.08 2.71 - 1 .6 4 - 1 .5 7 0.64

III - 1 . 0 0 0.06 3.79 - 1 .0 6 - 0 .9 4 0.97
- 1 .5 2 0.06 3.69 - 1 .5 9 - 1 .4 7 0.84

NQ - 1 . 0 2 0.06 3.45 - 1 .0 6 - 0 .9 7 1 . 0 1

- 1 .4 5 0.06 2 . 6 8 - 1 .4 7 - 1 .4 0 0 .84
AQ - 1 .2 9 0.06 3.09 - 1 .3 3 - 1 .2 3 0.93

- 1 .7 5 0.06 2.99 - 1 .7 5 - 1 . 6 6 0.72

“ V olts vs. Ag|Ag+ ((XI M ).  b Id = ¿ d /C m 2 ,V i6. c A t hm de (1-/A drop), sweep ra te  0.2 V sec '.

- .6  - .8  -1 .0  -1.2 - . 6  -.8  -1.0 -1.2 -1.4 -1.6 -1.8
POTENT IAL,  V v s  Ag/Aq+

Figure 1. Cyclic voltammograms of furanqulnones I, II, and III 
In AN. Sweep rate 0.2 V/sec: left figure, first reduction; right 
figure,both reductions.

R esults and D iscussion
Electrochemistry. The polarograms of the quinones 

studied here show two reduction waves of approximately 
equal height and separated by 0.4-0.6 V. The numerical 
data obtained from these curves are summarized in Table
I. The values of the first reduction potentials of NQ and 
AQ are in good agreement with those reported by Peover4 
and by Chatterjee12 for these compounds when the differ­
ence of +0.337 V13 between the Ag|Ag+ reference elec­
trode used here and the aqueous see employed by these 
workers is noted. However, the second wave on NQ is 
found 0.1 V less cathodic and that of AQ 0.2 V less ca­

thodic than the values reported by Peover.4 The furanqui- 
nones I—III have their first reduction potentials located 
within 50 mV of the value observed for NQ. In addition, 
the values of the diffusion current constants la are in 
agreement with the values observed for NQ and AQ corre­
sponding to a one-electron reduction. Our value of la for 
NQ (3.45), while higher than the value reported by Peo­
ver4 (/a = 1.71), is in good agreement with the value re­
ported by Chatterjee12 (la = 3.37) and not unreasonable 
for a one-electron transfer in AN solution.14

The slope of a polarographic wave may be expressed by 
E3/4 ~ £ 1/4 and is equal to -0.0564/n V for a reversible 
process.15 As seen in Table I, the values of E3 4 — E \ /4 are 
in satisfactory agreement with the criterion for one-elec­
tron reversible processes for III, NQ, and AQ, while the 
values for I and II show a substantially larger deviation.

The current-potential curves obtained with the hanging 
mercury drop electrode are presented :n Figures 1 and 2. 
By this technique the two reduction processes are readily 
seen to be reversible. The peak potentials for the cathodic 
and anodic directions, Epc and Epa, respectively, are 
given in Table I. Their separation is of the order expected 
for a reversible or quasireversible charge transfer.16 The 
peak current ratio ipa/ipc is close to unity as expected for 
a reversible process.16 In the cyclic voltammogram of 
compound II there is observed following the first cathodic 
peak a smaller peak at -1.18 V with a corresponding peak 
located at —1.16 V on reversal of the sweep direction. 
These peaks are still observed after an additional crystal­
lization and sublimation of the compound, but are absent 
if the hmde is replaced by a stationary platinum elec­
trode. The i-E curve is characteristic of that expected17 in 
cases of adsorption of reactant molecules to the electrode, 
as is also the lower peak current ratio ipa/ipc as compared 
to the value observed for the other quinones. There is the 
suggestion of adsorption peaks seen in the CV curve of I, 
but not in that of III. The decreasing adsorption at the 
hmde in the order II > I > III may be related to the quali­
tative observation that their solubility increases in the 
same order.

The reversible one-electron reduction potentials for the 
furanquinones may now be used to obtain an estimate of 
their respective gas-phase electron affinities. According to 
Briegleb6 this relationship is expressed by

EA = E m  + 1.41 (4)
where the value of E1/2 is with respect to the see and on 
which scale chloranil has EA = 1.37 eV. Making the ap­
propriate substitutions we obtain electron affinities of
0.68, 0.72, and 0.75 eV for furanquinones I, II, and III, re­
spectively.
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-.6 -.8 -I.0 -I.2 -1.4-6 - 8  -1.0 -1.2 -1.4 -1.6 -1.8
POTENTIAL,V vs Ag/Ag+

Figure 2. Cyclic voltammograms of 1,4-naphthoquinone and 
9,10-anthraquinone in AN. Sweep rate 0.2 V/sec: left figure, 
first reduction; right figure, both reductions.

Charge Transfer Spectra. The frequency of a charge- 
transfer absorption band (j/CT) is given by18

g2
hvCT = IP -  EA -  —---- A (5)T

where IP and EA are the gas-phase ionization potential 
and electron affinity of the donor and acceptor, respec­
tively, e2/r  is the coulombic interaction between the two, 
and A represents all other intermolecular forces. In prac­
tice, the electron affinity for an unknown acceptor may be 
determined by observing the variation of cCt with EA for 
a series of similar complexes, the third and fourth terms 
in the equation being considered constant for such a se­
ries. This approach to estimating electron affinities has 
been discussed by Briegleb.6 For the present study, an­
thracene (IP = 7.4 eV) was chosen as donor and charge 
transfer frequencies were obtained from the spectra of 
concentrated solutions, in carbon tetrachloride, of anthra­
cene with a series of quinones of known electron affini­
ties.6 The variation of i'cr with acceptor electron affinity 
for this series of anthracene-quinone complexes, shown in 
Figure 3, gives the following correlation function

uCT = 27.4 x 103 -  8.3 x 103EA cm ' 1 (6 )
The measured frequencies for the anthracene -quinone I 
and anthracene-quinone -II charge transfer absorption 
bands are 20,100 and 21,200 cm-1, respectively. Substitu­
tion of these values into the correlation function leads to 
values of 0.88 and 0.75 eV for the electron affinities of I 
and II, respectively, again referenced to a value of 1.37 eV 
for chloranil. We were unable to observe CT absorption 
with III, possibly due to a low value for the equilibrium 
constant for the anthracene-III complex.

Recently Page and Farragher19 have measured, by the 
magnetron technique, an absolute gas-phase electron af­
finity of 1.5 eV for p-benzoquinone. With respect to this 
value, absolute values for I and II as estimated from the

ELECTRON AFFINITY, EA(eV)

Figure 3. Charge transfer maxima vs. electron affinity for qui­
nones in CCU  with anthracene donor. See Experimental Section 
for com pounds identified by numbers in parentheses.

TABLE II: S um m ary o f  E lectron A ffin ities and  
Io n iza tio n  P o ten tia ls  C alcu lated  for  
F u ran q u in on es I, II, and III

EA„»

Compd E\/2 hv CT IP g (HMO) IPc (PE)

i 1 . 2 2 1 . 5 8 8 . 1 0 ( 6 . 5 4 ) 6
i i 1 . 2 9 1 . 4 6 8 . 2 0

h i 1 . 3 5 8 . 6 4

a R elative to  p-benzoquinone, ref 19. D a ta  for su b stitu ted  derivative, 
ref 21. Pfister and N ielsen subsequently  reported  a  sim ilar value for I (ref 

. 10).

charge transfer energies are 1.58 and 1.46 eV, respectively. 
Similarly, electron affinities estimated from the one-elec­
tron reduction potentials when referenced to the absolute 
value for p-benzoquinone are 1.22, 1.29, and 1.35 eV for I, 
II, and III, respectively.

These electron affinity values (see Table II) estimated 
by the two differing techniques are in reasonable agree­
ment, considering the experimental uncertainties in­
volved.

HMO Calculations. In our earlier reports7-8 on furan­
quinones I and II, the results of HMO calculations were 
used to correlate the spectroscopic data. In Table III are 
presented the energies (E) in ¡3 units of the highest occu­
pied MO (HOMO) and lowest unoccupied MO (LUMO) 
of the quinones studied here. For the furanquinones the 
values of E i .u m o  are essentially the same and examination 
of the corresponding eigenvectors reveals that the LUMO 
is almost completely localized on the naphthoquinone 
portion of the molecule. The exact values of E i.u m o  are 
somewhat dependent on the input parameters chosen for
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TABLE III: Energies (p U nits) o f  th e  H igh est  
O ccupied and Lowest U noccupied  
M olecular O rbitals“

C o m p d E h o m o E l u m o

i 0.594 -0.045
ii 0.624 -0.046

i n 0.764 -0.039
NQ 0.985 -0.004
AQ 0.984 -0.103

Param eters  used a re  those quoted in ref 7.

the furan oxygen atoms, and perfect agreement between 
theory and experiment is not expected. The HMO results 
indicate that among the furanquinones the order of elec­
tron affinities should be III > I > II, which at least for the 
latter two quinones is in agreement with the values calcu­
lated from the CT spectra, while from the electrochemical 
data the ordering is III > II > I.

The energies calculated for the HOMO’s of the furan­
quinones are insensitive to choice of heteroatom parame­
ters as these orbitals are essentially localized on the hy­
drocarbon moieties distant from the quinone portion. 
Under these circumstances it should be possible to apply 
the linear relationship obtained by Streitwieser20 between 
ionization potential (IP) and E hom o  for a series of aromat­
ic hydrocarbons

IP = 3.14EHOMO + 6.24 eV (7)

Application of this equation to the three furanquinones 
leads to values of gas-phase ionization potentials of 8.10, 
8.20, and 8.64 eV for I, II, and III, respectively (Table II).

The differences in orbital energies ( £ l u m o  -  -Eh o m o ) 

should be related to the energy of the long wavelength ab­
sorption maxima for I—III. The HMO calculations pre­
dict these should be in the order I (0.639/3), II (0.670/3), III 
(0.803/3). This is in agreement with the observed order of 
the long wavelength maxima measured in hexane, i.e., I 
(23,300 c m '1), II (24,000 c m '1), and III (26,300 cm ' 1),7 
respectively. As previously described for I and II,7’8 the 
lowest energy ir-ir* transition for III also involves a move­
ment of electron density from the benzenoid to the qui- 
noid side of the molecule. This calculated increase in di­
pole moment upon excitation is in accord with the quali­
tative observation that the long wavelength absorption of 
III shifts to lower energies in dioxane or 1,2-dichlo- 
roethane.

Comparison with Solid State Data. Pfister and Niel­
sen10 have recently reported the energies of the valence, 
conduction, and vacuum levels for furanquinone I in the 
solid state. It is of interest therefore to estimate, using the 
molecular energies reported here, the energy separation of 
the valence and conduction bands in I and compare it to 
the experimentally measured value.10 To a first approxi­
mation the energies of the conduction and valence bands 
in an organic crystal correspond to the electron affinity 
(EAC) and ionization potential (IPC) of that crystal, re­
spectively, with

EAC = EAg + P  (8 )

and
IP C = IP g -  P  (9)

where subscripts c and g refer to crystal and gas phases, 
respectively, and P is the crystal polarization.

The band gap energy for the crystal AE is then given by
AE = IP C -  EAC = 2IPC -  EAg -  IP g (10)

Leiga has measured a value of 6.54 eV for the crystal ion­
ization potential (IPC)21 of a 6-(2-pyridyl)carboxamide de­
rivative of I, using the photoemission technique. A similar 
value is expected for the unsubstituted molecule due to 
the minor perturbation of such groups in the energy levels 
of this molecule.22 Substitution of the respective values 
for IPC, IPg, and EAg from Table II into eq 10 gives a 
value of 3.40 eV for AE. This value is in excellent agree­
ment with the value of 3.55 ± 0.13 eV reported by Pfister 
and Nielsen.10

Summary
The electrochemical behavior of the furanquinones is 

similar to that of quinones in general, the reduction po­
tentials being close to that for naphthoquinone. Electron 
affinities estimated from the polarographic data are in 
good agreement with those obtained from charge transfer 
spectral studies. Finally, an estimate of the solid state 
“band gap energy” for furanquinone I is in excellent 
agreement with the experimental value reported by Pfist­
er and Nielsen.
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Enthalpies of solution of tetra-n-propylammonium bromide in mixtures of Af,lV-dimethylformamide and 
water are added to those previously measured for tetra-n-butyl ammonium bromide. The results are con­
sidered as being the consequence of two effects: one that would appear if the tetraalkylammonium ions did 
not show a hydrophobic interaction with water in DMF-water systems and one due to the enthalpic effect 
of a hydrophobic interaction. Using a simple hydration approach it is possible to calculate the number of 
water molecules which surround a hydrophobic alkyl group and the enthalpic effect correlated with the 
corresponding interactions. Moreover, the calculations fit the experimental enthalpies of solution reason­
ably well. The same procedure is also applied to literature values of the enthalpies of solution of tetra-n- 
butylammonium bromide in aqueous mixtures of dimethyl sulfoxide. The results are in surprisingly good 
agreement with the corresponding ones obtained from the present investigation.

I. Introduction
At the present the more exothermic enthalpies of solu­

tion of the larger tetraalkylammonium halides in water, as 
compared with those of the corresponding alkali salts, are 
generally1 attributed to an enhanced hydrogen bonding in 
water in the vicinity of the tetraalkylammonium ions (hy­
drophobic interactions). This idea is substantiated by the 
absence of this effect in solvents such as /V.TV-dimethylfor- 
mamide (DMF) where significant hydrogen bonding is not 
present. 2~4 Moreover, it has been shown that also in N- 
methylformamide (NMF) and iV-methylacetamide (NMA) 
tetraalkylammonium ions do not exhibit enthalpic effects 
due to “solvophobic interactions.”5'6

In a recent paper7 we reported the enthalpies of solution 
of tetra-rc-butylammonium bromide (rc-Bu4NBr) in binary 
mixtures of water, formamide, NMF, and DMF. From this 
study it appeared that in the systems formamide-NMF 
and NMF-DMF the enthalpies of solution of n-Bu4NBr 
are intermediate between those in the pure solvents and 
proportional to the solvent composition. However, in the 
amide-water mixtures the behavior is quite different and 
we suggested that the enthalpies of solution-composition 
profiles of n-Bu4NBr in these systems are determined by 
the hydrophobic interaction of n-Bu4NBr in water and in 
the aqueous binaries.

The effect of a cosolvent on the enthalpies of dilution of 
hydrophobic species has been investigated by Mastroianni, 
Pikal, and Lindenbaum.8 With the aid of a statistical 
model these authors explained the experimental results 
very well. Their model assumes that the hydrophobic effect 
is present when a number of water molecules cooperate in 
forming a hydrogen-bonded cage around the hydrophobic 
particles, while one or more cosolvent molecules in the hy­
dration envelope will prevent such a formation. It will be 
clear that structural effects of the hydrophobic solute in 
the cosolvent must be absent. In this connection DMF 
should be an appropriate cosolvent.

In the present paper we will discuss enthalpies of solu­
tion of tetra-n-propylammonium bromide (n-Pr4NBr) and 
n-Bu4NBr in mixtures of DMF and water. It will be shown

that the magnitudes of the enthalpies of solution in these 
mixtures are the result of two effects. The first accounts for 
the endothermic shift of *he enthalpies of solution on going 
from DMF to water which occurs when hydrophobic effects 
are absent4 and the second takes care of the influence of 
hydrophobic hydration in both pure water and the aqueous 
mixtures. The enthalpic effect of the hydrophobic hydra­
tion of n-Pr4NBr and n-Bu4NBr in pure water, which has 
been estimated previously,6 can be evaluated more precise­
ly by comparison of several enthalpies of transfer. The hy­
drophobic effect in the DMF-water mixtures can be de­
duced by means of the cooperative model of Mastroianni, 
Pikal, and Lindenbaum.8

II. Experimental and Results
The solvent N.N-dimethylformamide (Baker Analyzed 

Reagent) and the salts n-Pr4NBr and n-Bu4NBr (Fluka 
Purum) were purified as described earlier.4’6 All solvent 
mixtures were prepared under nitrogen by weight.

Enthalpies of solution were measured with an LKB 
8700-1 precision calorimetry system; the experimental pro­
cedure has been reported previously.6 A test of the calorim­
eter by measuring the enthalpy of solution of THAM 
(tris(hydroxymethyl)aminom ethane) in 0.1 M aqueous 
HC1 yielded from eight independent measurements, a 
mean enthalpy of solution of —29.724 ± 0.010 kJ mol-1 
(the uncertainty is twice the standard deviation of the 
mean). This value is in fair agreement with literature data 
as reviewed by Prosen and Kilday.9

Since the molalities in the aqueous mixtures (0.02-0.001 
mol kg-1) were close to infinite dilution, any small depen­
dence of the enthalpies of solution on molality is within the 
experimental error. Consequently, the enthalpy of solution 
at infinite dilution Aif°(sol) was taken to be the average of 
three or more independent observations agreeing within 
150 J mol-1. The final results for n-Pr4NBr and for n- 
Bu4NBr (which has been reported already in another con­
text7) and their mean deviation as a function of the mole 
fraction of water are listed in Table I. The enthalpies of so­
lution in pure DMF were taken from literature.4
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TABLE I: E n th a lp ies o f  S o lu tion  A iP (so l) in  kJ  
m o l-1 o f  rr-Pr4NBr and (¡-Bu(NBr in  
IV ,lV -D im ethylform am ide-W ater M ixtures at 25°

ra-PttNBr n-BmNBr

.X h o O &H° ( s o l)  ^ H 20  A H ° ( s o l )

0 9 .9 0 12 .5
0 .143 13 .64 ± 0 .02 0 .192 18 .48 ± 0 .05
0 .309 17 .20 ± 0 .05 0 .311 22 .07 ± 0 .05
0 .494 20 .28 ± 0 .01 0 .488 27 .12 ± 0 .04
0 .600 20 .65 ± 0 .01 0 .623 29 .63 ± 0 .05
0 .705 18 .92 ± 0 .02 0 .695 29 .77 ± 0 .04
0 .865 9 .87 ± 0 .03 0 .760 27 .89 ± 0 .03
1 - 4 .25 ± 0 .05 0 .869 18 .21 ± 0 .06

0 .945 5 .26 ± 0 .02
1 - 8 .58 ± 0 .06

III. D iscussion
The enthalpies of solution of n-Bu4NBr in mixtures of 

NMF and DMF are almost proportional to the solvent 
composition7 and may be regarded as close to ideal.10 This 
implies that the structure of the solvent mixtures changes 
gradually from one pure component to the other. The 
enthalpies of solution of n-Pr4NBr and rc-Bu4NBr in 
DMF-H2O mixtures do not display this behavior, but reach 
a maximum value. In view of this different behavior in 
NMF-DMF and in DMF-H20  mixtures, the path of the 
enthalpies of solution in the latter system may be con­
ceived as the result of two effects.

(a) When the hydrophobic interaction between tetraalk- 
ylammonium ions and water or aqueous DMF is absent, 
the enthalpies of solution in the mixtures AiP(M) could be 
written, analogous to the NMF-DMF mixtures, as

Aff'(M) = AH2oA//'(H20) + (1 -  WH2o)AfT(DMF)

(1 )

In this equation A/i'(H20) represents the enthalpy of solu­
tion in water in the absence of hydrophobic interaction.

(b) In addition to this ideal behavior allowance must be 
made for the enthalpic effects of hydrophobic interaction 
in water, Hb(H20), and in the mixtures of DMF and water, 
Hb(M), so that the enthalpy of solution in pure water can 
be written as

Atf°(H20 ) = Atf'(H20) + Hb(H20 ) (2)
while the overall enthalpy of solution in a mixture of DMF 
and H20  is given by

AiT(M) =  Atf'(M) + Hb(M) (3)
Consequently AiP(M) can be calculated from experimen­
tal values of Aff°(H20) and AH°(DMF) if Hb(H20) and 
Hb(M) are known. The evaluation of these quantities will 
be discussed in order.

1. The Enthalpic Effect of Hydrophobic Interaction in 
Pure Water, Hb(H20). The enthalpies of transfer of both 
alkali bromides and tetraalkylammonium bromides from 
NMF and NMA to DMF are virtually constant.4 From 
water to DMF this still applies to the alkali bromides, but 
the transfer enthalpies of n-Pr4NBr and n-Bu4NBr deviate 
substantially. If this difference may be attributed to hydro- 
phobic interaction, the corresponding enthalpic effect for 
n-Pr4NBr and rc-Bu4NBr in water is of the order of magni­
tude of —50 kJ mol-1.

In order to quantify this effect better, recently6 we have 
compared the enthalpies of solvation of alkali and tetraalk­
ylammonium bromides in, among others, NMF, NMA, and

Figure 1. Enthalpies of solution AH°(sol) in mixtures of N,N-di- 
methylformamide and water as a function of the mole fraction of 
water: # ,  n-Pr4NBr; ▲ , n-Bu4NBr.

water with those in propylene carbonate (PC) as a refer­
ence solvent. This procedure yielded enthalpic effects of 
hydrophobic interactions in water which amount for n- 
Pr4N+ to —59, and for n-Bu4N+ to —67 kJ mol-1. However, 
these values carry large uncertainties (estimated at ±20 kJ 
mol-1) since the enthalpies of solvation of the salts in water 
and in PC are both dominated by the same large and rather 
uncertain lattice enthalpies.

These difficulties can be circumvented by applying the 
same procedure to enthalpies of transfer,11 AHtr. If in two 
solvents A and B all enthalpies of solvation of salts MBr 
are linear to the corresponding ones in PC, it can be shown 
that
Atftr(MBr, A — ^PC)  =

P  + QAtftr(MBr, B —*• PC) (4) 
in which P and Q are constants. Equation 4 only involves 
enthalpies of transfer which do not contain lattice enthal­
pies and hence are intrinsically of greater absolute accura­
cy. In Figure 2 eq 4 has been visualized, B being NMF and 
A NMA, DMF, or water. As this figure shows, the data for 
A = NMA or DMF are in fair accordance with eq 4. So in 
these solvents the conclusions drawn before that tetraalk­
ylammonium ions behave like large alkali ions and do not 
display “solvophobic interactions” are substantiated.

For A = H20  the tetraalkylammonium bromides plot de­
viates strongly from the linear dependence of the alkali 
bromides. As in the procedure with the enthalpies of solva­
tion,6 we attribute these deviations to the enthalpic effects 
of hydrophobic interactions. For n-Pr4NBr this effect 
amounts to —50 ± 6 kJ mol-1, while for n-Bu4NBr it is —55 
± 6 kJ mol-1. The quoted uncertainties are obtained from 
a least-squares technique. We shall use these values as 
being the enthalpic effect of hydrophobic interaction, 
Hb(H20), of n-Pr4NBr and n-Bu4NBr in pure water.

Figure 2 shows also that the enthalpies of transfer from 
any solvent to PC for all alkali ions obey a linear relation­
ship with respect to the corresponding enthalpies of trans­
fer from NMF to PC. Apparently, the different structural 
influences12 of alkali ions in water (Li+ and Na+ being hy-
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A H t r (NMF — PC) /  k j  mol'1

Figure 2. Enthalpies of transfer AH tr from DMF, NMA, and H20 to 
PC with respect to A H tr(NMF —► PC). From left to right values are 
given for Me4N-, Et4N-, n-Pr4N-, n-Bu4N-, Cs-, Rb-, K-, Na-, and 
LiBr.

drophilic structure makers, the other univalent alkali ions 
hydrophilic structure breakers) are not reflected by corre­
sponding differences in the enthalpies of transfer and con­
sequently purely entropic in origin.

2. The Enthalpic Effect of Hydrophobic Interaction in 
the Aqueous DMF Mixtures, Hb(M). Values of Hb(M) 
with increasing mole fraction of water can be calculated 
using the model of Mastroianni, Pikal, and Lindenbaum.8 
Then the following assumptions must be employed.

(a) In aqueous solution a large tetraalkylammonium ion 
is surrounded by a cage of N  water molecules and each 
alkyl group is surrounded by a subcage of N/4 water mole­
cules.

(b) In a mixture of DMF and water, the distribution of 
’ solvent molecules surrounding the ion is random so that

t h e  p r o b a b i l i t y  o f  a  g i v e n  s o l v a t i o n  s i t e  b e i n g  o c c u p i e d  b y  a  
w a t e r  m o l e c u l e  i s  X h 2o -

(c) The presence of one or more DMF molecules at a sol­
vation site of an alkyl group will prevent the formation of a 
subcage around this group but will not affect the structures 
of the subcages around the other alkyl groups.

(d) The enthalpic effect of hydrophobic interaction in 
DMF-water mixtures is merely the result of subcage for­
mation around large alkyl groups. Each hydrophobic hy­
drated alkyl group contributes V4 Hb(H20).

As a result of assumption b the probability of N/4 sites 
being occupied by water molecules is X Nli, if X  is the mole 
fraction of water. Using assumption d the enthalpic contri­
bution per mole of alkyl groups is given by X N/i- 
Hi HblFUO). Consequently, the contribution with regard to 
1 mol of R4NBr amounts to

Hb(M) = Xw/4Hb(H20 ) (5)
Exactly the same equation can be derived using the proce­
dure of Mastroianni, Pikal, and Lindenbaum,8 i.e.

4

Hb(M) = j  Hb(H20)
i- 1 ^

where

P; = (Xrf/i)i(l -  X NH)i - i

Figure 3. Excess enthalpies of solution A H E(sol) in mixtures of N,N- 
dimethylformamide and water as a function of the mole fraction of 
water. The experimental results for n-Pr4NBr are given by • , those 
for n-Bu4NBr by A.

3. Comparison with Experimental Data. Combination of 
eq 3 with eq 1, 2, and 5 yields for the enthalpy of solution in 
a mixture of DMF and water
AP°(M) = x {a p °(H20 )  -  Hb(H20)} +

(1 -  I)Aff°(DMF) + X */4Hb(H20) (6 )
Consequently, the excess enthalpy of solution in the mix­
ture, APE(M) is given by
AtfE(M) = AiP(M) -  {XA/P(H20) +

(1 -  X) AIT (DMF)} = (XN/i -  X)Hb(H20) (7)
Equation 7 can be checked using the values derived above 
of Hb(H20): for n-Pr4NBr —50 kJ mol-1 and for n-Bu4NBr 
—55 kJ mol-1. The value of N  can be evaluated from the 
mole fraction of water where AHE(M) reaches an extreme 
(maximum)

- ( j  -  l )  log Xmtx -- log ^  (8 )

For n-Pr4NBr in DMF-H20  this mole fraction is 0.63 and, 
consequently, N  = 16. For n-Bu4NBr the corresponding 
values are Xmax = 0.71 and N  = 26. The latter value is in 
good agreement with the value derived by Mastroianni, 
Pikal, and Lindenbaum (N  = 24). It is interesting to note 
that solid hydrates of n-Bu4NBr contain clathrate-like 
structures in which the n-Bu4N+ ion is surrounded by 
about 32 water molecules.1

Using eq 7 and with the aid of the derived values of 
HbCFUO) and N, Ai/E(M) of n-Pr4NBr and n-Bu4NBr in 
DMF-H2O has been calculated as a function of the mole 
fraction of water. The results are visualized in Figure 3 
(drawn line). Especially for n-Bu4NBr the theoretical re­
sults are in good agreement with the experimental data.

Another approach can be applied by subjecting eq 7 to a 
curve-fitting program in order to search for the best fit of 
the experimental data by optimizing both parameters
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TABLE II: B est F it o f  th e  E xperim ental Excess 
E n th a lp ies o f  S o lu tio n  in  k j  m o l - 1  o f  re-Pr4NBr and  
n-B u,NB r in  DM F-H .O  M ixtures U sing Eq 7 by 
O p tim izin g  th e  P aram eters N  and H b(H 20 )

n-B u.N B r6
n - F n iN  K r

X H,0 A l / E ( o b s d )
A H e - 
( c a i c d )X h . o A H b  (obsd) A jf iE ( c a lc d )

0 0 0 0 0 0
0.143 5.76 5.66 0.192 10.03 10.14
0.309 11.67 11.95 0.311 16.13 16.39
0.494 17.37 17.47 0.488 24.91 25.22
0.600 19.24 19.05 0.623 30.26 30.31
0.705 18.99 18.68 0.695 31.92 31.51
0.865 12.21 12.60 0.760 31.41 30.95
1 0 0 0.869 24.03 24.32

0.945 12.68 13.09
1 0 0

° N  = 16.8, H b (H 20 ) =  -3 9 .6  k j  m o l - > .  b N  = 25.6, H b(H iO ) =  -5 2 .8
k j  mol l.

Hb(H20) and N. These calculations were performed on an 
IBM-1130 computing system using a general curve-fitting 
program13 R O F IT . The results are given in Table II. The 
mean deviations of A//E(calcd) from AHE(obsd) are for n- 
Pr4NBr 172 J mol-1 and for n-Bu4NBr 229 J mol-1. There­
fore, we can conclude that, using the values of N  and 
Hb(H20) given in Table II, the fit is very good. Also the 
values of N  agree with those derived from eq 8 by taking 
the enthalpic effect of hydrophobic interaction in water as 
being known. The best fit value of Hb(H20) for n-Pr4NBr 
(—39.6 kj mol-1) is out of the limits derived in section III.l 
(—50 ± 6 kJ mol-1); the value of Hb(H20) for n-Bu4NBr 
given in Table II (—52.8 kj mol-1) is in excellent agreement 
with the value given before (—55 ± 6 k j mol-1). It seems 
reasonable to attribute the better concordance for n- 
Bu4NBr as compared to n-Pr4NBr to the greater hydro- 
phobic character of the larger n-Bu4N+ ion. On the other 
hand it is striking to note that the values of Hb(H20) for 
rc-Pr4NBr and n-Bu4NBr obtained from R O F IT  lead to the 
same contribution to the hydrophobic effect per carbon 
atom: —3.3 kj mol-1.

As a consequence of the model employed, values of 
Hb(H20) and N  ought to be independent of the choice of 
the cosolvent as long as specific structural effects are ab­
sent. Because in NMF structure breaking by tetraalkylam- 
monium halides may occur,14-16 we cannot test the model 
with our experimental results7 in mixtures of NMF and 
water. A similar reason16 prevents use of our results in 
formamide-water. However, very recently, Fuchs and 
Hagan17 reported on enthalpies of solution of n-Bu4NBr in 
aqueous dimethyl sulfoxide. Because DMSO is a dipolar

aprotic solvent in which specific short-range interactions 
are absent, it can be compared to DMF and the values 
given by Fuchs and Hagan can be used likewise to calculate 
Hb(H20) and N. Although the enthalpies of solution re­
ported by these authors are restricted to mole fractions 
above X  = 0.5 (except the value in pure DMSO) and their 
experiments carry rather large uncertainties, their excess 
enthalpies fit eq 7 rather well for N  = 23.2 and Hb(HzO) = 
—50.3 kj mol-1. The mean deviation of AffE(calcd) from 
AHE(obsd) is 791 J mol-1. The fit is much better if we omit 
the value given by Fuchs and Hagan at X  = 0.80; then the 
values of N  and Hb(H20) are 25.6 and —49.2 kJ mol-1, re­
spectively, with a mean deviation of 329 J mol-1. These 
values are in fair agreement with those given in Table II.

At the moment we can conclude that the outlined proce­
dure fits the experimental enthalpies of solution reason­
ably well and that this approach gives some additional evi­
dence for the number of water molecules which are neces­
sary for hydrophobic interactions and for the enthalpic ef­
fects corresponding with these interactions.

Acknowledgments. The valuable assistances of Miss E. J. 
Blom and Mr. W. J. H. Heuvelsland in the experimental 
work are gratefully acknowledged. Moreover, Mr. Heuvels­
land substantially contributed to the model calculations.

R eferences and Notes
(1) W. Y. Wen, "Water and Aqueous Solutions," R. A. Horne, Ed., Wiley- 

Interscience, New York, N. Y., 1972, p 613.
(2) S. J. Bass, W. I. Nathan, R, M. Meighan, and R. H. Cole, J. Phys. Chem., 

68, 509 (1964).
(3) C. V. Krlshnan and H. L. Friedman, J. Phys. Chem., 75, 3606 (1971).
(4) C. de Visser and G. Somsen, Reel. Trav. Chim. Pays-Bas, 91, 942

(1972) .
(5) J. S. Falcone, Jr., and R. H. Wood, J. Solution Chem., 3, 233 (1974).
(6) C. de Visser and G. Somsen, J. Chem. Thermodyn., 4, 313 (1972).
(7) C. de Visser and G. Somsen, J. Solution Chem., accepted for publica­

tion.
(8) M. J. Mastroianni, M. J. Pikal, and S. Lindenbaum, J. Phys. Chem., 76, 

3050(1972).
(9) E. J. Prosen and M. V. Kilday, J. Res. Nat. Bur. Stand., Sect. A, 77, 581

(1973) .
(10) Ideal behavior In this context means that A r f ’(sol) =  XaAHa°(soI) +  

XBAhk°(sol) in which AF/a°(soI) and A /^°(so l) are the enthalpies of so­
lution in two pure solvents A and B at infinite dilution. As a conse­
quence, the excess enthalpy of solution AF^(sol) =  A /-P p(sol) — AH4- 
(sol) =  0.

(11) We are grateful to Professor H. L. Friedman of the State University of 
New York at Stony Brook for drawing our attention to this point.

(12) J. E. Desnoyers and C. Jolicoeur, “ Modern Aspects of Electrochemis­
try,”  Vol. 5, J. O'M Bockris and B. E. Conway, Ed., Plenum Press, New 
York, N. Y „ 1969, p 1.

(13) We are indebted to Professor P. Ros from the Department of Theoreti­
cal Chemistry of our Laboratory for the use of this program.

(14) P. P. Rastogi, Bull. Chem. Soc. Jap., 43, 2442 (1970).
(15) R. D. Singh and R. Gopal, Bull. Chem. Soc. Jap., 45, 2088 (1972).
(16) C. de Visser and G. Somsen, J. Chem. Soc., Faraday Trans. 1, 69, 

1440(1973).
(17) R. Fuchs and C. P. Hagan, J. Phys. Chem., 77, 1797 (1973).

The Journal ol Physical Chemistry. Vol. 78. No. 17. 1974



Hydrogen Bonding of Water in Organic Solvents 1 7 2 3

Hydrogen Bonding of Water in Organic Solvents. I
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The «>2 + "3 combination band of water has been recorded for bulk water and for very dilute solutions of 
water in various organic solvents. In each instance, the bands due to the organic solvent have been elimi­
nated by placing a matched cell of pure solvent in the reference beam. This also served the purpose of can­
celling any trace of moisture in the solvent before adding the measured quantity of water. This particular 
band was chosen because there is no interference from OH groups in hydroxylic solvents such as alcohols 
and glycols, and hydroxy or amido compounds of biological interest. The water band has been resolved by a 
computer program into three Gaussian components which have been identified with the 1:1 water-solvent 
and the 1:2 water-solvent complexes. The assignments have been verified by dilution of the complexes 
with CCI4 and CeHg. The positions of the bands and their widths at half-intensity vary in a predictable 
manner with the degree of hydrogen bonding and with the basicity of the solvent. The total areas under the 
curves are dependent, within experimental error, only on the amount of water present. Interactions be­
tween water and oxygen-containing organic solvents are strongest in DMSO of all solvents studied and 
weakest in nitromethane.

Introduction
The effect of hydrogen bonding on the physical proper­

ties of liquid water is well known. It is also recognized that 
the change in the extent of hydrogen bonding caused by 
the addition of a solute makes a significant contribution to 
the properties of the solution. The current phase of our re­
search program was initiated with the objective of deter­
mining the nature of water in membranes and in biological 
systems. It was decided that near-infrared spectra would be 
susceptible to the most unambiguous interpretation. The 
combination band region was chosen since these bands are 
better separated than in the fundamental stretching region 
and because cells of more convenient and reproducible 
thickness can be used. The v2 +  v2 combination band of 
water is convenient in that it avoids interference from the
O-H and N-H stretching modes present in alcohols, sug­
ars, amides, etc. It has been observed,1-4 for example, that 
the vq h band in alcohols occurs in the same region as the 
iq and i>:>, water bands and that the 2 vo~h band has almost 
the same frequency as the v\ +  v2 water band. The v2 +  133 
water band is sufficiently far removed from all O-H and 
N-H modes occurring in organic cosolvents or solutes that 
no interference is observed. It may also be noted that there 
are no interfering water bands at neighboring wavelengths. 
The + v2 band which one might consider is not reported 
in the vapor phase5 or in carbon tetrachloride solutions of 
water.6’7

It is desirable to investigate the extent of water bonding 
both with itself and with other molecules as a function of 
concentration since the water content of membranes and 
tissues varies over a wide range. This report covers only the 
initial results which have been obtained for low water con­
centrations. Most of the initial data have also been ob­
tained in aprotic solvents since the number of possible in­
teractions are smaller and the data should be subject to 
more exact interpretation. This background will be used as 
a point of departure in future investigations of more com­
plicated systems.

Experimental Section
Spectrophotometric or Reagent Grade solvents were 

used in all instances without further purification. The spec­
tra were recorded with a Cary Model 14 spectrophotometer 
equipped with a 0-0.1 and 0.1-0.2 range slidewire. For all 
solvents except benzene, carbon tetrachloride, chloroform, 
and methylene chloride, the solutions were prepared con­
taining 0.025-0.2 ml of water in 5 ml of solution. The spec­
tra of the pure solvents (vs. CC14 in the reference beam) 
were first recorded in the 1800-2100-nm region. It was 
noted that few of the solvents had bands in this region and 
that when they were present their intensity was small com­
pared with that of the v2 + v2 water band. Difference spec­
tra of solution vs. pure solvent were then obtained in the 
same wavelength region. An interesting by-product of these 
preliminary investigations was the ability to detect small 
amounts (~0.02% or less) of water in supposedly “dry” sol­
vents. Absorption at the v2 + 33 water band could not be re­
moved by further drying, but the addition of a small 
amount of D2O would remove the band by converting the 
water to HDO. In the reported data small traces of mois­
ture in the solvent were cancelled by comparing the solu­
tions with the “pure” solvents in the double beam instru­
ment. Cell thicknesses were 0.1 or 0.5 mm depending on the 
water concentration. The solutions of water in CeHe, 
CHCI3, CCI4, and CH2CI2 were much more dilute and 2- or
5-cm cells were used. The longer cells were also used in the 
experiments in which the various water-aprotic solvent 
mixtures were diluted with carbon tetrachloride or ben­
zene. It was observed that Beer’s law was obeyed for solu­
tions containing less than 2% water by volume. Studies are 
presently underway on solutions in which the water con­
centration is much greater. In solutions containing only 
water and an aprotic solvent the water concentration was
0.1 ml per 5 ml of solution except for solutions in benzene, 
chloroform, and methylene chloride in which case the con­
centration was 10-3 ml of water per 5 ml of solution and for 
nitromethane where solubility limited the concentration to

The Journal of Physical Chemistry, Vol. 78. No. 17. 1974



1724 0. D. Bonner and Y. S. Choi

0.08 ml of water per 5 ml of solution. These solutions were 
then diluted with varying amounts of CCI4 or benzene and 
spectra were obtained us. reference solvent which was di­
luted in an identical fashion.

Spectral results as recorded were digitized so as to tabu­
late absorbance as a function of wavelength at 5-nm inter­
vals. The two pen instrument with the special slidewire 
permitted the recording of absorbance in the range 0- 0.2 
with chart divisions of 0.001 absorbance unit. Interpolation 
was easily possible to 0.0005 absorbance unit. A computer 
program was developed which would fit the experimental 
data as the sum of three gaussian curves each of which was 
defined by the equation

A — A 0 expif ; PLo.601(AX1/2)J

where A, is the absorbance of specie i at wavelength X; A;0 
is the maximum absorbance at the peak X,0, and AX1/2 is 
the band width at the half-intensity. The area under a 
curve is given by the expression

area = l/2[0.601vr7r At.0(AXi/2)]
It was permitted, of course, for one or more of the bands to 
have a value of A,0 equal to zero or a very small value. The 
computer program minimizes the sum of the residuals be­
tween the calculated and experimentally observed curves 
at each data point by adjusting the variable parameters A,0, 
X,°, and AX1/2. This is done in an iterative fashion with no 
limit placed upon the amount that any parameter can 
change from an initial guess. It was found that convergence 
could be obtained with the sum of the absolute values of 
the residuals being smaller in most instances than the un­
certainty in reading the data points.

Results and Discussion
Experimental data and plots of the computer resolution 

for some of the solvent systems are presented in Figures
1-3. The data for all of the systems are summarized in Ta­
bles I and II in the general order of increasing strength of 
the water-solvent complex. Data are also presented for so­
lutions of water in 1-pentanol and of pure water for the 
purpose of comparison. One may first note that these data 
are qualitatively in agreement with those reported by ear­
lier workers for similar systems.6-9 The fact that only one 
water band is observed in carbon tetrachloride does not 
conflict with the work of Magnusson10 since he found it 
necessary to use a double beam cancellation technique to 
observe the small amount of polymeric water which is pres­
ent.

At this point one should be concerned about two aspects 
of the results. First, is the computer resolution correct? Al­
though there is remarkable agreement between the sum of 
the resolved Gaussian curves and the experimental data, is 
this resolution unique and are three components the cor­
rect number? Second, if this is true, how may one interpret 
the data? One possiblity is, of course, to assign the bands to 
water molecules having zero, one, or two of the protons par­
ticipating in hydrogen bonding in a manner similar to that 
proposed initially by Buijs and Choppin.11 More recent 
data obtained by Barrow, et al.,12 on the fundamental 
water bands indicate, however, that this simple interpreta­
tion might be incorrect. Additional experiments were 
therefore performed in which successive dilutions of the 
water-aprotic solvents were made with CC14 (which is com-

Figure 1. Computer resolutions of a spectrum of a solution of water 
in dioxane (1 ^l of H20  per 5 ml of solution): curve A, band 1; curve 
B, band 2; curve C, band 3; curve D, sum of bands 1, 2, and 3; • ,  
experimental data points.

W avelength (n m )

Figure 2. Computer resolution of spectrum of a solution of water in 
nitromethane (1 /d of H20  per 5 ml of solution): curve A, band 1; 
curve B, band 2; curve C, band 3; curve D, sum of bands 1, 2, and 
3; • ,  experimental data points.

Figure 3. Computer resolution of spectrum of a solution of water in 
1-pentanol (1 /d of H20  per 5 ml of solution): curve A, band i ;  curve 
B, band 2; curve C, band 3; curve D, band 4; • ,  experimental data 
points.

pletely transparent at these wavelengths) and with ben­
zene. The pure reference solvent was likewise diluted with 
corresponding amounts of CC14 or benzene. The family of 
dilution curves for the tetrahydrofuran-water system is 
shown in Figure 4. This is typical of the curves obtained for 
other systems. It may be noted that the band at 1918 nm 
disappears with dilution while a new band at 1891 nm 
grows immensely in intensity, although not quite so much
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TABLE I: Observed B and M axim a and C om puter-R esolved  B and P osition s and H alf-W idth s for W ater
D issolved in  Solvents

Band 1 Band 2 Band 2
Exptl obsd --------------------------------------------  ---------------------------------------------  ----------------------------

Solvent max, nm Position, nm Half-width, nm Position, nm Half-width, nm Position, nm Half-width,

CCh 1893 1893 13.5
CHCL 1897 1897 12.2
CHoClo 1898 1898 14.0
CH3NO3 1899 1882 14.8 1899 17.5 1921 53.0
c 6h 6 1900 1900 16.5
PC“ 1904 1888 16.5 1904 26.2 1934 47.0
CH3CN 1905 1888 16.5 1905 27.6 1937 44.9
MEK'> 1909 1888 15.6 1907 31.6 1939 51.6
Sulfolane 1914 1888 15.4 1913 26.8 1943 37.8
Dioxane 1920 1891 14.2 1916 39.3 1954 40.5
THF“ 1921 1891 21.7 1920 37.5 1958 36.6
DMSOd 1943 1896 16.6 1941 47.3 1983 35.9
Pyridine 1944 1896 14.1 1441 79.1 2001 37.2
H3O 1928 1901 22.4 1923 57.9 1977 70.1
ra-AmOH 1940 1889 14.9 1923 64.8 1965 90.2

“ Propylene carbonate. b Methyl ethyl ketone. “ Tetrahydrofuran. d Dimethyl sulfoxide.

TABLE II: B and Areas for W ater 
Dissolved in  Solven ts“

Solvent

Band areas, nm absorbance X 103 

Band 1 Band 2 Band 3 Total area

c h 3n o 3 0.8 18.7 10.5 30.0
PC1 0.5 21.0 10.2 31.7
CH3CN 0.9 22.6 9.3 32.8
MEK“ 1.1 20.0 12.1 33.2
Sulfolane 1.0 26.7 6.3 34.0
Dioxane 0.4 27.2 6.4 34.0
THFd 4.0 22.3 6.8 33.1
DM SO“ 1.4 28.6 3.9 33.9
Pyridine 1.6 30.2 1.2 33.0
HoO 0.8 17.2 14.6 32.6
AmOH 1.7 10.7 19.0 31.4
° Areas normalized to 1 /d of HaO per 5 ml of solution; cell thickness = 

0.5 nm. b Propylene carbonate. c Methyl ethyl ketone. ** Tetrahydrofuran. 
e Dimethyl sulfoxide.

in integrated areas because of its narrowness. A third broad 
but weak band emerges at 1963 nm. This experiment gives 
strong support to the computer resolution of the original 
water-aprotic solvent curves in that there are exactly three 
Gaussian components and that the experimentally deter­
mined positions of the maxima in the CCI4 diluted solu­
tions occur at almost those positions calculated by the com­
puter resolution. In similar dilution studies on the other 
systems, there is never more than a few nanometers differ­
ence observed between the positions calculated for the 
bands (Table I) and those observed in the CC14 diluted so­
lutions; an explanation for these deviations will be present­
ed later.

These experiments indicate that the v2 + v3 water band 
may be interpreted in the same fashion as the fundamental 
modes12 when water is dissolved in various solvents. The 
sharp band occurring at 1890-1900 nm can be assigned to 
the free (or almost free) ôh + v2 mode of the 1:1 complex, 
H-0-H--B. The position of this band is almost identical 
with that of the extremely weakly bonded water in the 
chlorinated hydrocarbons and benzene. In both instances 
the band is shifted to the longer wavelengths as the water 
proton(s) becomes more strongly bonded. The band occur­
ring at wavelengths greater than about 1940 nm is due also 
to the 1:1 complex as is shown by its increase in intensity 
relative to the second band upon dilution of the solutions 
with CCI4. The fact that this band has an appreciable in­

tensity in solutions in which there are few unbonded pro­
tons indicates that it must occur in any unsymmetric situa­
tion in which the two protons of a water molecule are par­
ticipating in hydrogen bonds of unequal strength. This 
band likewise shifts to longer wavelengths as the basicity of 
the solvent increases.

The band occurring in the 1905-1945-nm region may be 
assigned the symmetrical situation, B--H-O-H--B, in 
which both water protons are hydrogen bonded with bonds 
of near-equal strength. The intensity of this band decreases 
upon CCI4 or benzene dilution as the probability of the 1:1 
complex increases. The shift in the position of the band 
due to symmetrically bonded water from the 1893 nm for 
the very weakly bonded H20-CC14 to 1944 nm for water in 
pyridine is directly related to the strength of the hydrogen 
bonds which are formed. It may be noted that the position 
of this band coincides with the experimentally observed 
maximum for most of the solutions indicating that water is 
largely doubly bonded. This should be expected since the 
mole fraction of water in all instances is less than 0.1.

These band assignments, of course, refute all previous 
interpretations11 in which they were assigned to water mol­
ecules containing zero, one, or two hydrogen bonds. A more 
proper interpretation of our experimental results appears 
to be the following. Tetrahydrofuran and pyridine, of the 
aprotic solvents, contain a somewhat larger fraction of dis­
solved water in which one of the protons is nonbonded or 
extremely weakly bonded. Steric effects can account for the 
1:1 complex in THF because of the bulky nature of the 
molecule containing only one oxygen. Dioxane, by contrast, 
shows a much smaller fraction of nonbonded protons. The 
band in pyridine is probably due to the weak interaction of 
one proton of some of the water molecules with the ir elec­
trons of the aromatic ring. The relative solubilities and 
band positions of water in CC14 and benzene confirms this 
type of interaction. Perhaps the most interesting aprotic 
solvent studied is the nitromethane-water spectrum and 
the dilution studies in CCI4 indicate that the water is as 
weakly bonded as when dissolved in benzene. The limited 
solubility of water in nitromethane is a further indication 
that any interactions must be very weak. If one does not 
wish to believe that hydrogen bonding in a water-oxygen­
ated solvent complex can be so weak, there is a possible al­
ternative explanation. It is possible that the attraction be­
tween water and nitromethane is purely dipolar in nature
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TABLE III: Effect o f  a C hange in  th e  Type o f  H ydrogen B on ding  on  B and In te n sitie s“

Solvent A Solvent B

W ater band area, nm absorbance X 103

Voi % A Band 1 Band 2 Band 3 Total area

c h 3c n

THF

THF

CC14

CC14

c 6h 6

100
50
25
12.5
6.25 

100
50
25
12.5
6.25 

100
50
25
12.5
6.25

0.9
5.4
9.1 

10.8
9.6
4.0
5.2
9.3
8 .6
8.4
4.0
9.5 

12.9 
13.7 
14.0

22.6
18.1
13.7

6.8
4.1

22.3
21.5
13.2
7.5
3.6

22.3
15.5 
9.8
5.3
3.4

9.3
6.3
6.2
4.7
3.3
6.8
5.3 
6. 2
4.6 
3.5 
6 .8  
6 .8  
6.9
5.4
3.7

32.8
29.8
29.0
22.3
17.0
33.1
32.0
28.7
20.7
15.5
33.1
31.8
29.6
24.4
21.1

“ Areas norm alized to  1 n\ of H ;:0  per 5 ml of solution; cell thickness =  0.5 nm.

W avelength(nm )

degree of accuracy. The absorbance is reported in nm ab­
sorbance units normalized to water concentrations of 1 gl 
per 5 ml of solution and a cell thickness of 0.5 mm. The 
total water absorbance is found to be approximately con­
stant for all water-aprotic solvent mixtures (Table II). This 
may be somewhat fortuitous, however, since most of the 
water protons are hydrogen bonded in all of the solutions. 
It has been observed that the intensity of fundamental 
stretching OH modes is increased by hydrogen bonding. 
The fact that the absorbance is independent of the solvent 
and dependent only on the amount of water up to about 2% 
water by volume recommends this as a convenient and ac­
curate method of determining small quantities of water in 
organic solvents.

Figure 4. Spectrum of dilutions of tetrahydrofuran-water solutions 
with carbon tetrachloride. The ratio of THF to H20  remains constant 
at 49 to 1: curve A, volume fraction of CCI4 =  0.00; curve B, volume 
fraction of CCI4 =  0.50; curve C, volume fraction of CCI4 =  0.75; 
curve D, volume fraction of CCI4 =  0.94.

The total area of the three water bands which is obtained 
when solutions are diluted with CC14 (Table III) decreases 
upon dilution. This is undoubtedly due at least in part to 
the loss of water by adsorption on the sides of the glass 
cells which were used and perhaps in part by a difference in 
molar absorbance of bonded and nonbonded OH groups.

and that because of the similar geometry of the H-O-H 
and O-N-O bonds (with protons being positive in water 
and nitrogen being positive in CH3NO2) the water molecule 
assumes a position so that the three oppositely charged 
atoms of each of the molecules are adjacent to one another 
in the form of two superimposed V’s. Hydrogen bonding in 
the usual sense is thus not possible.

At this point in the interpretation of the spectra, it 
should be observed in solutions containing only a small 
amount of water that the band 2 area is larger than the sum 
of the areas of bands 1 and 3. It is, in general, 10 to 20 times 
as large as the area calculated for band 1 (Table II). It has 
been properly pointed out by a reviewer of this paper that 
the area of bands 1 and 3 may be affected by whether one 
considers band 2 to be entirely Gaussian or to possess some 
Lorenzian character. The character of the bands cannot be 
indisputably determined by computer resolution. One may 
conclude, however, that the relative areas of bands 2 and 3 
will not be greatly disturbed by the character of the bands. 
It is possible that band 1 might be eliminated or its area 
doubled if band 2 were essentially Lorenzian but in either 
case the fraction of nonbonded protons in water would be 
only a small fraction of the total number.

The sum of the integrated areas under the bands is also 
of interest. One of the advantages of the near-infrared 
spectra is that these areas can be determined with a high

Dilutions with benzene confirm that the loss of water to the 
cell walls is less than when the dilutions are with CC14, a 
poorer solvent. This loss of water upon dilution with CC14 
or benzene does not, however, negate a comparison of the 
relative intensities of the three bands. The intensity of the 
second band due to the symmetrically bonded water defi­
nitely decreases as that of the first and third band in­
creases. The slight shift in the position of the band maxima 
upon dilution results from a decrease in water-THF or 
water-CHgCN interactions and an increase in H20-CC14 or 
H20-benzene interaction. At extreme dilutions the first 
band position approaches that in pure CC14 or pure ben­
zene. The more rapid decrease in the intensity of the band 
due to symmetric bonding in benzene relative to CC14 upon 
dilution indicates that the benzene is more competitive 
with THF than to CC14 for the H20  protons.

There has been a considerable difference of opinion con­
cerning the fraction of unbonded protons in pure water. Es­
timates have ranged from approximately 30% at 25° by 
Choppin11 and Scheraga13 to less than 1% by Stevenson.7 
We have recorded the spectrum for pure water and have 
obtained a resolution of the experimental data using the 
same computer program as was used for water in very di­
lute solutions. The total area of the bands is identical, 
within experimental error, with that of water in dilute solu­
tions. The fraction of nonbonded protons appears to be
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very small (perhaps 2 or 3%) from the relative areas of the 
three bands. The band widths at half-intensity are larger 
than those of water in dilute solutions as one would expect 
since there are more possible configurations and hydrogen- 
bond angles in pure water. The large area under the third 
band indicates that although most of the water is doubly 
bonded, there are a large fraction of the molecules in which 
the proton-oxygen bonds are of unequal strength. This 
suggests that the most appropriate model for water might 
be that proposed by Pople14 some years ago in which the 
majority of the hydrogen bonds are regarded as distorted 
rather than broken. This would result in a rather broad 
spectrum of energies for the bonds.

Finally data for water in one alcohol are presented (Fig­
ure 3). The roH band of the alcohol lies above 2000 nm and 
is much less intense than the water band so that there is no 
interference. All three water bands are observed for dilute 
solutions of water in 1-pentanol. The free voh water band 
could result from water molecules which are adjacent to the 
hydrocarbon portion of the molecule but more probably re­
sults from the hydrogen bonding of the alcohol proton and 
the water oxygen. The large area of band 3 relative to that 
of band 2 indicates that many of the water molecules are 
not symmetrically bonded. This could result from the steric 
effects of a five carbon alcohol. The band half-widths and 
band positions are similar to those of pure water.

In conclusion, the v2 + v2 water band appears to be better 
suited for the study of water structure than the fundamen­
tal modes for at least three reasons. (1) The data are easier 
to interpret as there is only one band when water is un­
bonded or symmetrically bonded rather than the three 
bands (¡u, "3, and 2;<2) which interfere with one another. (2) 
Interference of other O-H and N-H bands is avoided. (3) 
Semiquantitative measurements may be made as shown by 
the agreement in the values of the integrated intensities 
which were obtained.
R eferen ces and N otes

(1) R. M. Badger and S. H. Bauer, J. Chem. Phys., 4, 469 (1936).
(2) G. Herzberg and H. Verleger, Phys Z „ 37, 444 (1936)
(3) A. R. H. Cole and A. J. Mitchell, Aust. J. Chem., 18, 46 (1966).
(4) G. Habermahl, Angew. Chem., 76, 271 (1964).
(5) G. Herzberg, “ Molecular Spectra and Molecular Structure II. Infrared 

and Raman Spectra of Polyatomic Molecules,”  Van Nostrand, Prince­
ton, N. J., 1959, p 281.

(6) E. Grelnacher, W. Luttke, and R. Mecke, Z. Elektrochem., 59, 23 
(1955).

(7) D. P. Stevenson, J. Phys. Chem., 69, 2145 (1965).
(8) W. C. McCabe, S. Subramanian, and H. F. Fisher, J. Phys. Chem., 74, 

4360 (1970).
(9) A. Burneau and J. Corset, J. Phys. Chem., 76, 449 (1972).

(10) L. B. Magnusson, J. Phys. Chem., 74, 4221 (1970).
(11) K. Buijs and G. R. Choppin, J. Chem. Phys., 39, 2035 (1963).
(12) S. C. Mohr, W. D. Wilk, and G. M. Barrow, J. Amer. Chem. Soc., 87, 

3048 (1965).
(13) M. R. Thomas, H. A. Scheraga, and E. E. Schrier, J. Phys. Chem., 69, 

3722(1965).
(14) J. A. Pople, Proc. Roy. Soc., Ser. A, 205, 163 (1951).

Hydrogen Bonding of Water in Organic Solvents. II. 
The Change of Water Structure with Composition
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Department of Chemistry, University of South Carolina, Columbia, South Carolina 29208 (Received February 11, 1974)

The t>2 + va combination band of water has been recorded for tetrahydrofuran-water, acetonitrile-water, 
and dimethyl sulfoxide-water solutions over the entire range of water concentrations. Absorbance of the 
weak bands of the organic component of the solution has been compensated. It was found that in all solu­
tions the fraction of nonbonded or very weakly bonded OH groups was greater in solutions dilute in water 
and in pure water than in solutions of intermediate composition. It was also observed that a large fraction 
of the water molecules bonded with the two protons forming bonds of near equal strength in dilute water 
solutions but that the bonding became more “unsymmetric” as the mole fraction of water in the solution 
was increased. Evidence was obtained for the phenomenon of “hydrophobic bonding” in the case of te­
trahydrofuran-water solutions. The computer resolution of the bands in the organic solvent-water solu­
tions of various concentrations was substantiated by measurement of the derivative d(absorbance)/d(water 
concentration) for several solutions over the wavelength region 1850-2050 nm. It was found for these solu­
tions, just as for the dilute solutions reported previously, that the total water absorbance is independent of 
the cosolvent and dependent only on the amount of water which is present.

Introduction
In a previous paper1 spectra were reported for small 

amounts of water in 13 aprotic solvents and one alcohol. 
The v2 + vs combination band of water involving the bend­
ing mode was chosen so as to avoid interference from OH

and NH groups in alcohols, glycols, and amides since it was 
hoped to extend these studies to systems of biological in­
terest. It is the purpose of this paper to report spectra for 
some of the ogranic solvent-water systems which have been 
recorded over the entire concentration range from very di-
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TABLE I: Computer-Resolved Band Positions, Half-Widths, and Areas for the vi +  v3 Water Band in
Tetrahydrofuran-Water Solutions

M ole fraction of
w ate r  

B a n d  1
0 .0 8 0 .21 0 .3 2 0 .6 6 0 .82 0.91 0 .9 8 1 .00

Position, n m  
Half-width,

1891 1891 1892 1894 1897 1897 1900 1901

n m
Area, nm

21 .7 24.5 2 4 .3 22 .9 2 3 .6 2 2 .2 21 .6 2 2 .4

absorbance X 
B a n d  2

103 4 .0 3 .3 2 .5 0 .8 0 .8 0 .8 0 .6 0 .8

Position, n m 1920 1921 1923 1924 1925 1924 1923 1923
H alf-width , nm  
Area, n m

37.5 4 2 .8 4 6 .6 55 .5 5 6 .7 56 .7 5 7 .7 5 7 .9

absorbance  X 
B a n d  3

103 22 .3 2 1 .0 20.1 18.7 17.7 17.5 17 .2 17 .2

Position, n m 1958 1963 1966 1971 1975 1975 1977 1977
Half-width , n m  
Area, nm

3 6 .6 4 8 .3 5 3 .6 6 5 .8 7 0 .8 69.1 7 0 .0 70 .1

absorbance  X 
T o ta l  area, nm

10» 6 .8 10.0 11.7 12.9 14.2 14.9 14.5 1 4 .6

absorbance X 103 33.1 34 .3 34 .3 3 2 .4 32 .7 33 .2 3 2 .3 3 2 .6

lute water solutions to pure water and to note the water 
structure in these solutions.

Experimental Section
Spectrophotometric or Reagent Grade solvents were 

used in all instances without further purification. For solu­
tions containing only a small amount of water or for solu­
tions in which the water concentration was varied only a 
small amount a Cary Model 14 spectrophotometer 
equipped with a 0- 0.1 and 0.1- 0.2 range slidewire was used. 
The same instrument equipped with the normal 0-1.0 and 
1.0- 2.0 range slidewire was used for more concentrated 
water solutions. In order to be consistent with the data re­
ported in the previous paper, all absorbances were normal­
ized to 1 m1 of H2O per 5 ml of solution and a cell path 
length of 0.5 nm. The concentrated solution data may thus 
be directly compared with that for the very dilute solu­
tions. The two slide wires and the cells of varying path 
length were, of course, calibrated for internal consistency.

Results and Discussion
It is not possible because of solubility limitations to 

study aqueous solutions of all of the nonelectrolytes re­
ported in the previous paper1 over the entire concentration 
range. Three systems with different organic functional 
groups were, therefore, chosen and examined in detail.

(A ) Tetrahydrofuran-Water. The tetrahydrofuran- 
water system is interesting since the very dilute solution of 
water in THF exhibited the largest fraction of nonbonded 
water OH groups of all of the systems reported. Solutions 
containing various mole fractions of water were prepared 
and their spectra were recorded in the 1850-2050-nm re­
gion with the slight absorbance due to THF being compen­
sated in the reference beam. The absorbances were then 
normalized to 1 jul of H2O per 5 ml of solution and subject­
ed to computer resolution in the same fashion as the dilute 
solutions. The resultant data are reported in Table I. It 
may be noted that the position of band 1 shifts in a regular 
fashion with increasing water concentration from 1891 to 
1901 nm. The fraction of nonbonded OH groups, however, 
appears to decrease to a minimum value at an intermediate 
concentration and then increase slightly in pure water. The 
area of band 2 does not change drastically with composi­
tion but the position of the band appears to reach a maxi­
mum wavelength at an intermediate concentration. If this

1650 1879 1908 1937 1966 1995 B50 1879 1908 1937 1966 1995
W avelength (nm )

Figure 1. Spectra of the derivative d(absorbance)/d(H20  concentra­
tion) for tetrahydrofuran-water solutions of various compositions'. (A) 
0.21 mole fraction water, relative areas band 2/band 3 = 1.8; (B) 
0.66 mole fraction water, relative areas band 2/band 3 = 0.9; (C) 
0.91 mole fraction water; (D) 0.99 mole fraction water.

is related to the strength of the bonding in the symmetrical 
complex as was inferred from the earlier work, it indicates 
that the bonding is stronger in solutions of intermediate 
concentration than in pure water or in very dilute solu­
tions. This indication will be confirmed by further data. 
Band 3, which like band 1 is due to the unsymmetrically 
bonded complex, increases in area and in wavelength as the 
fraction of water increases. The constancy of the total area 
of the water band over the entire range of composition is 
reassuring. The average residual between the calculated 
sum of the absorbances of the three bands and that ob­
served experimentally was again less than the experimental 
error in reading the spectra.

The data in Table I give the overall picture for all of the 
water molecules in a solution of a given water concentra­
tion. Because of the unexpected minimum in the fraction of 
nonbonded OH groups and the maximum in the wave­
length of the symmetrically bonded water complex, it was 
desired to further substantiate the data in Table I. Conse­
quently, a series of experiments was designed in which 
values of the derivative d(absorbance)/d(concentration) 
could be measured at various water concentrations. This 
was done by preparing a solution of a given water concen­
tration and dividing it into two parts. One part was placed
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TABLE II: Computer-Resolved Band Positions, Half-Widths, and Areas for the v-i +  vs Water Band in
Acetonitrile-Water Solutions

Mole fraction of 
water 0.05 0.15 0.24

Band 1
Position, nm 1888 1889 1894
Half-width, nm 16.5 20.5 21.1
Area, nm

absorbance X 103 0.9 0.9 0.9
Band 2

Position, nm 1905 1908 1909
Half-width, nm 27.6 31.9 36.6
Area, nm

absorbance X 103 22.6 21.4 20.5
Band 3

Position, nm 1937 1944 1947
Half-width, nm 44.9 49.9 53.3
Area, nm

absorbance X 103 9.3 10.7 11.5
Total area nm

absorbance X 103 32.8 33.0 32.9

Figure 2. Viscosities of tetrahydrofuran-water solutions at 25°.

in the reference beam of the spectrophotometer and a very 
small amount of additional water (ca. 1%) was added to the 
other sample which was placed in the sample beam of the 
spectrophotometer. The observed spectrum was that re­
sulting from the increment of water which was added to the 
solution. This procedure is similar to that employed by 
Magnusson2 to study the dimerization of water in CCI4 and 
by Bellamy and Pace3 to investigate the polymerization of 
alcohols. It differs, however, in that the concentrations of 
water or alcohol in their compensation technique differed 
by factors of 5-50 while we changed the water concentra­
tion only slightly. These spectral data are thus somewhat 
analogous to partial molal quantities which may be calcu­
lated for a solution at a given (constant) composition. The 
derivatives for some of the solutions are shown in Figure 1. 
When a small increment of water is added to solutions con­
taining mole fractions of water in the range 0.15-0.82 the 
appearance of the derivative, d(absorbance)/d(water con­
centration), is similar to that of the spectrum of pure water 
except that the wavelength of maximum absorbance gradu­
ally shifts from 1925 to 1948 nm. The wavelength of maxi­
mum absorbance of pure water is 1928 nm. A computer res­
olution of the derivatives indicated that the additional in­
crement of water is at first primarily symmetrically bond­
ed with the bonds being rather strong as is indicated by the 
increasing wavelength of both the observed band maximum 
and also the maximum of resolved band 2 due to the sym­
metrically bonded water. It is necessary that most of the 
new hydrogen bonds be water-water rather than the weak­

0.56 0.74 0.87 0.96 1.00

1898 1900 1900 1900 1901
21.6 20.7 20.9 22.1 22.4

0.7 0.4 0.6 0.7 0.8

1914 1916 1919 1921 1923
43.3 47.0 50.0 54.2 57.9

18.6 17.0 17.1 16.5 17.2

1957 1961 1967 1971 1977
55.7 63.6 63.4 64.5 70.1

12.3 14.2 14.5 14.2 14.6

31.6 31.6 32.2 31.4 32.6

er water-THF bonds since at mole fraction 0.33 the avail­
ability of THF oxygen atoms for bonding is exhausted. The 
strength of the bonds appears to be experimental confirma­
tion of the “cooperative phenomenon” proposed by Frank.4 
It is also probable that the structure of the water is en­
hanced by the THF methylene groups. This phenomenon 
has been referred to as “hydrophobic bonding” by some 
persons. As the water concentration becomes greater, it be­
comes increasingly difficult for the water to hydrogen bond 
in a symmetrical fashion, primarily due to steric effects. In 
solutions having mole fractions of water greater than 0.9, 
the added increment of water exhibits completely unsym- 
metrical hydrogen bonding and this contributes to the larg­
er fraction of nonbonded OH groups present in pure water 
than in a solution containing 0.8- 0.9 mole fraction water. 
The derivatives thus tend to validate the computer resolu­
tions for the spectra of the various solutions.

The spectral data for the THF-water solutions also cor­
relate with certain physical properties of the solutions. 
Both the adiabatic compressiblity5 and the water activity6 
curves show minima between water mole fractions of 0.9 
and 1.0. the viscosity, which is probably a better indicator 
of structure, shows a maximum at a mole fraction of water 
of approximately 0.9 indicating that solutions of intermedi­
ate concentrations indeed have stronger forces of attraction 
than are present in the pure liquids. This behavior is simi­
lar to that observed in solutions7-9 of water with dioxane 
and alcohols.

(B) Acetonitrile-Water. This system seemed to be of in­
terest since the water-solvent hydrogen bonds appeared to 
be among the weaker of those reported1 for dilute water so­
lutions as indicated by the wavelengths of both the sym­
metrically and unsymmetrically bonded water. The spec­
tral data for solutions of various water concentrations are 
presented in Table II. It may be noted that the positions of 
the band maxima for the three bands and also the band 
areas vary in a more regular fashion with water concentra­
tion than was the case with the THF-H20  system except 
that there again appears to be slightly fewer nonbonded 
OH groups in solutions of intermediate composition than 
in either of the pure liquids. There is, however, no solution 
of intermediate composition in which the wavelength of the 
symmetrically bonded water band is greater than that for 
pure water. This confirms the suspicion that the occurrence 
of this phenomenon in THF-water systems may be due to 
the enhancement of the water structure (and strength of
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TABLE III: Computer-Resolved Band Positions, Half-Widths, and Areas for the m +  v3 Water Band in
Dimethyl Sulfoxide-Water Solutions

Mole fraction of 
water 0.07 0.19 0.31 0.63 0.80 0.90 0.97 1 . 0 0

Band 1
Position, nm 1896 1897 1898 1900 1901 1901 1901 1901
Half-width, nm 16.6 17.5 18.2 18.5 19.2 19.7 2 1 . 2 22.4
Area, nm

absorbance X 1 0 3 1.4 1 . 1 1 . 0 0 .7 0 . 6 0 .7 0 . 8 0 . 8

Band 2
Position, nm 1941 1940 1939 1934 1930 1927 1924 1923
Half-width, nm 47.3 51.0 51.3 57.3 57.7 57.7 57.7 57.9
Area, nm

absorbance X 1 0 3 28.6 27.4 23.9 2 0 . 0 17.8 17.0 16.3 17.2
Band 3

Position, nm 1983 1982 1980 1978 1978 1978 1977 1977
Half-width, nm 35.9 42.3 54.1 62.4 6 6 . 0 67.7 69.4 70.1
Area, nm

absorbance X 1 0 3 3.9 5 .4 8 . 8 11.7 12.5 12.9 13.8 14.6
Total area, nm

absorbance X 1 0 3 33.9 33.9 33.7 32.4 30.9 30.6 30.9 32.6

1850 1879 1908 1937 1966 19S61850 B79 1908 1937 1966 1995 
Wavelength (nm)

Figure 3. Spectra of the derivative d(absorbance)/d(H20  concentra­
tion) for acetonitrile-water solutions of various compositions: (A)
0.10 mole fraction water, relative areas band 2/band 3 = 1.8; (B)
0.24 mole fraction water, relative areas band 2/band 3 = 1.0; (C)
0.74 mole fraction water; (D) 0.96 mole fraction water.

Figure 4. Spectra of the derivative d(absorbance)/d(H20  concentra­
tion) for dimethyl sulfoxide-water solutions of various compositions:
(A) 0.19 mole fraction water, relative areas band 2/band 3 = 3.2;
(B) 0.31 mole fraction water, relative areas band 2/band 3 = 1.3;
(C) 0.63 mole fraction water, relative areas band 2/band 3 = 1.0;
(D) 0.97 mole fraction water.

the hydrogen bonds) by the methylene groups of THF. In 
this connection it may be observed that at comparable 
water mole fractions the wavelength of the symmetrically 
bonded water band is always greater in THF-H2O solu­
tions than in acetonitrile-water solutions. The areas of 
bands 2 and 3 indicate that the hydrogen bonding becomes 
less symmetrical as the concentration of water is increased. 
The spectra of the derivatives for this system (Figure 3) 
again confirm the data given by the computer resolution. 
The fairly sharp band at 1909 nm for a mole fraction of 
water of 0.1 indicates that the added increment of water is 
still bonding primarily in a symmetrical fashion but with 
stronger bonds. At a mole fraction of 0.24 the band is much 
broader and it can be resolved into both a symmetrical and 
an unsymmetrical bonded portion. The double peaks oc­
curring in the derivative for the 0.74 mole fraction solution 
confirm that the added water is bonding unsymmetrically. 
For a mole fraction of water of 0.96 the derivative exhibits 
a maximum at 1892 nm and a minimum at 1918 nm. This 
substantiates the increase in free OH group concentration 
and decrease in the fraction of symmetrically bonded water 
as one approaches pure water.

(C) DMSO-Water. This system was chosen for study 
since the DMSO-water hydrogen bond strength appears to

be greater than water-water hydrogen bond strength from 
the dilute solution data. This system also affords a direct 
comparison of the data obtained from near-infrared spec­
tra with those obtained from Raman spectra10 of the fun­
damental vibrational region. The DMSO-water spectral 
data, which are summarized in Table III, are about those 
which would be expected in the light of the experience 
gained with the previous systems. It appears that in all 
aprotic solvent-water systems that the fraction of non- 
bonded or very weakly bonded water protons is greater in 
pure water or in very dilute solutions than in those of inter­
mediate composition. Likewise, the fraction of symmetri­
cally bonded water decreases as the mole fraction of water 
in any of the solutions increases. The band maxima for the 
three bands again changes wavelength in a regular manner 
with water composition although there is a shift of only 2 
nm in the position of the symmetrically bonded water band 
between mole fractions of water of 0.07 and 0.31. This may 
be taken as further evidence that the added water con­
tinues to bond primarily to DMSO molecules rather than 
to other water molecules. The spectra of the derivatives for 
this system again confirm the computer resolutions of 
Table III. Computer resolution of the derivatives which 
have been made for solutions in which water is the minor
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component of the three cosolvent systems reveal that, for 
solutions of comparable mole fractions, the relative areas of 
band 1/band 3 are in the order DMS0-H20  > THF H20  > 
CH3CN-H2O. This is the same order as the relative 
strengths of the aprotic solvent-water hydrogen bond.

Although this study yields data which are more quantita­
tive concerning the state of water in various DMSO-water 
solutions it is interesting that the model proposed by 
Scherer, et al.,10 applies rather well. Both studies conclude 
that the water exists almost entirely dihydrogen bonded 
with a portion of it having one stronger and one weaker 
bond and another portion having hydrogen bonds of near 
equal strength. A very small fraction of the protons are 
very weakly bonded.

Conclusions
The ¡>2 +  vo, combination water band is useful for 

studying the nature of organic solvent-water solutions over 
the entire range of compositions from pure water to solu­
tions containing very small quantities of water. There is no 
interference of neighboring bands as is the case in the iq, 1% 
2 v2 region and no need to consider10 the effects of Fermi 
resonance. The water band of any solution can be resolved 
into its Gaussian components and from these data one can 
estimate (1) the relative amounts of symmetrically and un- 
symmetrically bonded water molecules, (2) the fraction of 
protons which are very weakly bonded, and (3) the strength

of the solvent-water hydrogen bond relative to that of the 
water-water bond from the wavelength at which the band 
occurs.

The technique of observing the derivative, d(absorbance)/ 
d(water concentration), should be extremely valuable in 
that it enables one to observe changes in water-water and 
water-cosolvent interactions as a function of solution con­
centration. In cases where water miscibility is not achieved 
over the entire range of concentrations such as for biologi­
cal membrane systems and solutions of electrolytes one 
may observe at what point the additional water molecules 
begin to bond to other water molecules instead of to the co­
solvent molecules. A study of biological systems by succes­
sive dehydration might furnish data for distinguishing be­
tween so called “bound” and “free” water in these systems.
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Free energies of transfer of a variety of ions from pure solvents to binary solvent mixtures have been esti­
mated by the application of an extrathermodynamic assumption to free-energy data from emf and solu­
bility measurements. In addition, the composition of the inner-coordination spheres of several cations in 
solvent mixtures have been estimated from pmr spectroscopic results. These results have been compared 
to those calculated from the measured equilibrium constants for the coordination of the cation by the 
solvents, using a simple coordination model of ionic solvation in which variations in solvation energy are. 
considered to arise solely from differences in the energy of complex formation between the ions and mol­
ecules of the component solvents, and in which interactions outside the first coordination sphere are con­
sidered to be constant. For ions in a variety of nonaqueous solvent mixtures, the agreement between 
measured free energies and those predicted by the model is excellent. In aqueous mixtures, deviations 
from the behavior predicted by the simple model are attributed to the effects of nonideality of the sol­
vent components and interactions between the complexed ion and solvent molecules outside the first 
coordination sphere.

Introduction
A number of recent studies2 have pointed out the in­

ability of the Born equation to account satisfactorily for 
the changes in solvation energy of electrolytes on transfer 
from one medium to another. Indeed in many cases the 
sign of the free-energy change is incorrectly predicted. For

example, the transfer of silver halides from methanol (e =
32.6) to propylene carbonate (e = 65) is energetically un­
favorable in all cases,3 while the opposite is predicted by 
the Born equation.

The unfavorable change in the free energy of anions 
from protic to dipolar aprotic media has been explained in
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terms of hydrogen bond formation between the anion and 
protic solvents,4 and the anomalous free-energy changes of 
silver and cuprous ions on transfer from water to a variety 
of nitrile solvents5’6 has been interpreted as being the re­
sult of specific complexing of the ions by the nitriles.

In view of the failure of Born type treatments and the 
qualitative success of consideration of specific interactions 
to account for these changes in ionic solvation energy, it 
was decided to see if changes in ionic free energy with 
changes in medium could generally be accounted for in 
terms of the coordination of the ion by the solvent mole­
cules.

If differences in specific ion-solvent interactions deter­
mine a significant part of the free energy of transfer of 
ions between different media, this should be reflected in 
the behavior of ions in mixed solvents, where the different 
solvent molecules can compete for coordination sites on 
the ion.

The estimation of the free energy of transfer of individ­
ual ions between different media can be carried out with a 
reasonable degree of confidence by the use of one of sever­
al assumptions3’7-8 and this technique has been applied to 
some systems involving binary solvent mixtures.9’10 A 
second useful technique is the estimation of changes in 
the inner-coordination sphere of the ion, by proton mag­
netic resonance spectroscopy,11 13 as the composition of 
the binary mixture is changed.

In this paper we report studies of a variety of ions in 
several binary solvent mixtures, by both of these tech­
niques, and relate the results to a simple coordination 
model of ionic solvation.

Experim ental Section
Solvents. Dimethyl sulfoxide and propylene carbonate 

were twice fractionally distilled under reduced pressure 
(1-3 mm) from calcium hydride and calcium sulfate, re­
spectively. Acetonitrile was purified by successive distilla­
tion from phosphorus pentoxide and calcium hydride, 
after initial drying with calcium hydride.14 Water was dis­
tilled from an all-glass still. Acetone was fractionally dis­
tilled from calcium hydride. Methanol was dried over ac­
tivated magnesium turnings15 and fractionally distilled.

Electrolytes. All salts were dried at 1-3-mm pressure for 
at least 24 hr before use. The purity of salts was deter­
mined by silver halide titration, or by atomic absorption 
spectroscopy, and water content was determined by Karl 
Fischer titration.

The following salts were analytical grade, having purity 
greater than 99% of analysis, and were dried at the tem­
perature, and to the hydration numbers, indicated in pa­
rentheses.

Silver perchlorate (60°, anhydrous), cupric perchlorate 
(60°, 5H2O), ferrous perchlorate (40°, 7-8H2O), ferric per­
chlorate, (40°, 10H2O), sodium perchlorate (100°, anhy­
drous). Tetraethylammonium picrate (60°, anhydrous) 
was prepared by neutralizing tetraethylammonium hy­
droxide (10% aqueous solution, Eastman chemicals) with 
a methanolic solution of picric acid and recrystallizing the 
product twice from methanol. Tetrabutylammonium chlo­
ride (60°, anhydrous) was recrystallized twice from di- 
methylacetamide and washed with dry ether. Potentio- 
metric measurements were made with a Radiometer type 
26 pH meter, having an expanded scale, accurate to ±1 
mV.

Proton magnetic resonance (pmr) measurements were 
made with a JEOL Mini Mar 100 spectrometer equipped

with a frequency counter having an accuracy of ±0.1 Hz 
and were carried out at the normal probe temperature 
(32°).

Sodium amalgam (0.2% w/w) was prepared by adding 
triply distilled mercury to the appropriate amount of sodi­
um under a layer of toluene.15

R esults
Free Energies of Transfer of Individual Ions AGtr. 

Values of AGtr of silver, sodium, cuprous, and ferrous ions 
in all solvent systems where they were studied, and of the 
cupric ion in the DMSO-H2O systems were estimated by 
assuming that there is a negligible liquid junction poten­
tial in cell Cl, where TEA Pic is tetraethylammonium 
picrate.

Ag AgC104 TEA  Pic m (c i o 4)„
(0.01 M ) (0.1 M) (0.01 M )

M, o r  M(Hg) (C l)

MeCN MeCN so lven t A o r  B
It has been shown that this assumption gives acceptable 

values of AGtr for individual ions3 and it is the simplest 
to use of the available extrathermodynamic assumptions 
for the estimation of AGtr. The assumption is expected to 
give estimates within ±0.5 kcal of the correct value.3

Values of AGtr(M) between any two solvents A and B 
were calculated from the potentials of cell Cl and eq 1

— 71

AGtr(M) = 4^84  (Ea -  E B) (1)

where n is the number of electrons involved in the overall 
cell reaction, F is Faraday’s constant, E,\ and E\\ are the 
potentials of cell Cl for the two solvents A and B, and the 
factor 4.184-1 converts the results to calories (from 
joules).

For cells Cl in which M was copper or silver, the elec­
trodes were metallic wires (99.99% pure) and were cleaned 
before each measurement by scraping with a mild abra­
sive. When M was sodium the electrode was a freshly pre­
pared 0.2% sodium amalgam in the form of a dropping 
amalgam electrode. Measurements on the iron system 
were carried out at an electrode of reduced iron powder 
placed over a platinum wire contact.16 The iron measure­
ments were carried out in a drybox, under an atmosphere 
of nitrogen, and after a 30-min equilibration period. The 
results for the ferrous-iron couples were reproducible and 
stable throughout the period 30-60 min. However, the 
value for the aqueous system was consistently 20 mV more 
positive than the literature value.16’17

Randall and Frandsen16 reported that the potential of 
the cells used to measure the ferrous-iron couple de­
creased gradually until it reached a stable value after 
about 100 days; therefore the high result is most likely 
due to nonequilibration of the system. No correction was 
applied for this effect and it was assumed that the differ­
ence from the equilibrium value was the same in each sol­
vent mixture.

Values of AGtr for ferric ions, and for cupric ions in the 
acetonitrile containing systems, in which cuprous ions 
were stable, were estimated from the potentials of cell C2 
and eq 2, where all symbols have their usual meanings

Ag AgC104 TEA Pic m (c i o 4)„ M(C102)„1
(0.01 M ) (0.1 M ) (0.01 Ai)

MeCN MeCN so lven t S

AGtr(M"+1) =  ~ ^ ( E a -  E b) + AGtr(M") (2)
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All cells gave steady reproducible potentials provided 
that sufficient care was taken to deaerate the solutions 
with nitrogen.

Measurements involving cupric and ferrous perchlorates 
in anhydrous media were complicated by the presence of 
water in the solid salts. In the cases of ferrous and cupric 
potentials in MeCN, it is likely that the true potentials in 
the anhydrous media would be higher than those mea­
sured in the presence of this water.18 In the MeCN-PC 
system the presence of water would lower the potential in 
all solvent mixtures, and would tend to reduce the 
changes in the solvation energy of the cupric ion. While 
this would affect the values determined, it would not be 
expected to change the form of the variations, which show 
the same qualitative behavior as those involving some an­
hydrous salts in the same media.

Values of AGtr for anions were determined from the sol­
ubility products of silver halides in the appropriate media, 
and the values of AGtr by eq 3 where A and B are the ref­
erence and test solvents, respectively.

AGtr(X~) =  R T  In -  AGtr(Ag+) (3)
-^•sp(AgX)B

For this work no corrections were made to the solubility 
products for Debye-Huckel activity effects, but as these 
corrections are commonly 0.1-0.3 kcal mol-1 for dilute so­
lutions in solvents having moderate dielectric constants,3 
and in addition largely cancel when values are compared, 
no significant change in the results would arise from such 
corrections.

Table I lists the cell potentials of each of the redox cou­
ples studied, the solubility products of silver chloride in 
MeCN-F^O mixtures, and the values of AGtr of the ions 
studied.

Equilibrium Constants. Equilibrium constants for the 
complexes formed between silver ions and acetonitrile or 
dimethyl sulfoxide in propylene carbonate were calculat­
ed19 from the results of potentiometric titrations of 0.01 
M  solutions of silver perchlorate in propylene carbonate 
with solutions containing 0.5 M  ligand and 0.01 M  silver 
perchlorate. These results are shown in Table II, together 
with results for a variety of other systems reported in the 
literature.19 Ligand concentrations are expressed as vol­
ume fractions (</>) and are simply related to the corre­
sponding molar concentration (c) by 4>a = CaM a/1000pa , 
where for ligand A, Ma is the molecular weight of A and 
P a  is the density of pure A.

Solvation Numbers of Ions. The fraction of the inner- 
sphere solvation sites occupied by one of the solvent com­
ponents was estimated by pmr spectroscopy from the dif­
ference in the chemical shift of the solvent protons in the 
solvent mixture and in an electrolyte solution in the sol­
vent mixture.

Chemical shifts (5) were measured relative to either cy­
clohexane or sodium 3(trimethylsilyl)propanesulfonate 
(TPS) as an internal standard. TPS was used as standard 
in solvent mixtures in which cyclohexane was too insolu­
ble. Where both standards could be used, agreement be­
tween the measurements based on the two standards was 
within experimental error for all electrolytes except cupric 
perchlorate, where the two values differed by ~ 2.5 Hz.

Changes in the chemical shift of the solvent protons, 
due to the presence of electrolytes, were found to vary lin­
early with electrolyte concentration up to 1.0 M  for silver 
and sodium perchlorates and to 0.15 M  for cupric perchlo­
rate.

The difference in the chemical shift of the solvent pro­
tons in the presence and absence of an electrolyte (A5) is 
caused by changes in the chemical shift of solvent mole­
cules in the inner-solvation spheres of the anion and cat­
ion, and of those in the bulk solvent. Since there is rapid 
exchange of solvent molecules among these three environ­
ments, only one line is observed and its chemical shift is 
given11 by

A5 = p+5* + p~5~ + />°6° (4)
where 8+, 5~, and 5° are the chemical shifts of solvent 
molecules around the cation, anion, and in the bulk sol­
vent, respectively, and p+, p~, and p° are the fractions of 
the solvent molecules in each environment. It was as­
sumed that the effects of the addition of an electrolyte on 
the bulk solvent and internal standard were the same so 
that A8 is given by

A5 = p*5* + p~ 6 “ (5)

The measured values of A8 for silver perchlorate in pure 
DMSO (+3.3) and MeCN (+4.1) were divided into contri­
butions from p+8+ and p~h~ by the method of Strehlow 
and Schneider.11 The chemical shifts (o) of the protons in 
MeCN and DMSO were measured in solutions containing 
2% of these solvents, and varying concentrations of silver 
perchlorate in PC. Since DMSO and MeCN form com­
plexes with silver ions in PC they are preferentially in­
cluded in the inner coordination of the silver ions. Extrap­
olation of plots of the inverse of the chemical shift (5_ 1) 
against the inverse of the electrolyte concentration, to in­
finite electrolyte concentration ([AgC104]_1 = 0) at which 
point all of the MeCN or DMSO would be in the inner- 
coordination sphere of the silver ions, gave values of 40.3 
and 33.3 for <5+ in DMSO and MeCN, respectively, in the 
presence of silver ions. Assuming a value of 4 for the coor­
dination number of silver ions these give values of +3.5 
and +5.7 for p+5+ in pure MeCN and DMSO containing 
0.5 M  silver ions. These values, combined with the mea­
sured A8 values, give +0.6 and —2.4 for p~c~ in these sol­
vents containing 0.5 M  perchlorate ions.

A second possibility for determining p+5+ would be to 
replace the solvent molecules in the inner-coordination 
sphere of the cation with a stronger complexing ligand, 
and observe the change A5, which results from the reduc­
tion of p +. Dimethylthioformamide (DMTF) complexes 
strongly with silver ions in the first and second coordina­
tion positions and less strongly in the third and fourth po­
sitions.20 The values of A5 for 0.5 M silver perchlorate so­
lutions in the presence of 2.5 M  DMTF in MeCN and 
DMSO were -0.4 and +1.2, respectively. If the DMTF re­
placed three of the solvent molecules from the inner-coor­
dination sphere of the silver ions, these values would be 
expected to be -1.0 and +1.5, respectively. The agree­
ment between these calculated and measured results 
lends good support to the values determined by the meth­
ods of Schneider and Strehlow.11

In the remaining work the values of p+o+ of 5.7 in 
DMSO and 3.5 in MeCN determined from the method of 
Schneider and Strehlow11 were used.

To determine the variation in p+5+ through a range of 
solvent compositions from the measured AS values it was 
necessary to estimate the change in p~<5~ over the same 
range. The simplest systems to consider were those in­
volving the paramagnetic cupric ion, since the Ao values 
are much larger than the p~8~ values due to the perchlo­
rate anion so that the measured A8 can be equated with
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the p +5+ values. The A5 values (see paragraph at end of 
paper regarding supplementary material) of the cupric ion 
vary in the same way as the AGtr values listed in Table I 
in both MeCN-H20 and DMSO-H2O solvent systems. In 
addition, if AGtr(C104~) parallels those of other anions in 
the solvent mixtures, the A<5 values of the electrolytes in­
volving diamagnetic ions parallel the corresponding AG,,- 
values, and it could be reasonably assumed that the A5 
values due to the individual ions would vary in the same 
way as their AGtr values. Thus, it was assumed that 
of the perchlorate ion would parallel p+6+ of the sodium 
ion in MeCN-FDO mixtures, and would be constant in the 
DMSO-H2O and MeCN-PC systems, since free-energy 
changes in these systems would be expected to be small 
(<1 kcal mol' 1).3'7

From the measured AS values and p~5~ values estimat­
ed in the above way, p+S+ values were calculated for the 
cuprous, silver, and sod:'um ions in the various media 
from eq 5. The fraction of the inner-solvation sphere sites 
of an ion occupied by one of the component solvents, B, 
[n(B)/n] was calculated from eq 6, where c is the molar 
concentration of the component solvent, B, and the sub­
script zero refers to values _n pure solvent B.

n (B )/n  =  (p+5+)c/(/>+6+)0c 0 (6 )

Despite some uncertainty about the assumptions used 
to divide the measured A5 values into anion and cation 
contributions, several factors make the calculated n(B)/n 
values appear reasonable. The corrections for p~5~ in the 
MeCN-FbO and MeCN-PC systems were small, so that 
errors could have only minor effects; and in the DMSO- 
H2O systems there was good qualitative agreement be­
tween the variation in p+5+ values for the cupric ion, 
which were essentially independent of the assumptions, 
and those of the sodium ion. Moreover, the relative 
changes in p+5+ for any two cations in a solvent system 
are independent of the assumptions used to determine 
P '5 - , so that qualitative conclusions about the relative 
preferences of two cations for the component solvents are 
unaffected by these assumptions.

Discussion
(i) Coordination Model of Ionic Solvation. In this sec­

tion the implications of an idealized model in which the 
free energy of transfer (AGtr) of ions between differ­
ent solvents results entirely from differences in energy 
of coordination of the solvents with the ions are consid­
ered. It is assumed that she interactions of the ion with 
solvent molecules outside its primary coordination sphere 
are independent of the medium. It is further assumed 
that, in mixed solvent, the differences in the intermolecu- 
lar forces are small so that solvent concentrations rather 
than activities may be used to describe the solvent com­
position. In mixed solvents the concentration of each com­
ponent solvent is expressed as a fraction of its molar con­
centration in the pure solvent and is given the symbol </> 
(this fraction is equivalent to the volume fraction).

The solvation of an ion M, with a coordination number 
n. in solvents A and B may be considered in terms of 
equilibria I and II, where M0 represents the unsolvated 
ion in a common reference state (e.g., in vacuo) and MA., 
and MB« refer to ion M coordinated by A and B respec­
tively.

Kh
M„ + ,1A =5=^ MA„ (I)
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kb
M 0 + n B ^  MB, (II)

The free energy of transfer of M from A to B [AGtr(M)] 
is simply the difference in the standard free-energy 
changes for equilibria I and II. This is equal to the stan­
dard free-energy change for equilibrium III and is given by 
eq 7

MA„ + wB MB„ + n A (III)

AGtr(M) = - R T  In ft, (7)
where 0 n is given by

_  [M B j /  0 a = Kk 
1 n [MA„] \  0  b  /  7 f B

( 8 )

Therefore if the equilibrium constant for equilibrium III is 
known, AGtr(M) can be calculated from eq 7.

If solvent B is added to a solution of M in A, the addi­
tional equilibria IV are established.

Ki
MA„ + B MA„.tB + A , ,

(IV)

Kn
MAB„.t + B ^  MB„ + BA

The free energy of transfer of M from A to any mixture of 
A and B is given by eq 9 where GM and GMA are the free

AGtr = GM -  GMA (9)
energies per mole of M in the mixture and in pure A, re­
spectively. The free energy of M in the solvent mixture is 
given by eq 10 where G m° is the standard free energy of 
M.

Gm = Gm° + R T  In [M01 (10)
From equilibrium I the value of [Mo] is given by eq 11

[M0] = [M Aj /K AcbAn (11)
which when combined with eq 10 gives eq 12. Since GM =

Gh = Gm° + R T  In (12)
K a  0  a "

Gma when <pA = 1 and [MAn] = 1, eq 12 leads to

GmA = Gm° -  R T  In Ka (13)
which when combined with eq 12 gives 
AGtr(M) = GM -  Gma = - n R T  In 0 A +

R T  In [M A j (14)

From considerations of the successive equilibria IV, and 
the fact that the total concentration of the various species 
MA,B„_, must be unity it can be shown that the concen­
tration of MAn is given by eq 15 where the 0,■ are the 
products K 1 K2 . . . K,

[M Aj
r

1 + Z /3;
i=1

Combining eq 14 and 15 leads to

(15)

AGtr(M) = -  nRT  In 0 A -

RT ln i1 + (,6)
Therefore if the equilibrium constants of (IV) are known, 
it is possible to calculate the variation of AGtr(M) 
through the range of mixtures of A and B from eq 16.

The fraction of the coordination sites of M which are 
occupied by each of the component solvents in a mixture 
can also be calculated from the equilibrium constants for 
(TV). If riff is the number of coordination sites occupied by 
B then the fraction of the coordination sphere occupied by 
B, riff/n is given by eq 17. It is also easily shown that the

n( B)
n

n

ft ( = \

concentration of any species MA„_ ¿Bj is given by

(17)

[MAH B j  = f t ^ ) ' [ M A j  (18)

The combination of eq 17 with eq 18 and 15 leads to ex­
pression 19 for n(B)/n in terms of the various ft and the 
concentrations of A and B.

2(B)
J  { § * • ( £ ) ' [ 1 +

iMtyy (19)

Before comparing the experimental results with those 
predicted by eq 7, 16, and 19 it is worth qualitatively dis­
cussing the behavior predicted by the model. Clearly the 
transfer of an ion from one solvent to another which com­
plexes more strongly with the ion will result in a favorable 
free energy of transfer (AGtr(M) < 0). The behavior in 
mixed solvents can be easily understood if two cases are 
considered. The first case arises if A is a much better lig­
and than B (0n << 1). The addition of B to a solution of 
M in A dilutes the ligand, which, until relatively little A 
remains, will cause a small decrease in n(A)/n and a rela­
tively small, unfavorable change in the free energy of M 
(AGtr(M) > 0). In the second case, when B is a better 
ligand than A (0n >> 1), the addition of small amounts of 
B will lead to a rapid increase in n.(B) / n since B is prefer­
entially coordinated to M, and in conjunction with this 
increase there will be a rapid favorable change in the free 
energy of M (AGtr(M) < 0). Therefore the model predicts 
that there will be a rapid change in AGtr(M) and n(B)/n 
as the concentration of the better solvent increases from 
zero to a value sufficient to complex M in its energetically 
important coordination sites (Kt >> 1), and then a grad­
ual change to pure solvent. In the case of changes in free 
energy, this behavior is clearly apparent in eq 16. If B is a 
poorer ligand than A (fit << 1), then the first term on the 
right-hand side of eq 16, showing an increase in Gm as [A] 
decreases, is the largest. Alternatively if B is the stronger 
ligand (ft >> 1), then the second term will dominate re­
sulting in a decrease in free energy as [B] is increased.

Departures from the simple behavior predicted by eq 7, 
16, and 19 are to be expected if there are strong specific 
interactions between the component solvents of the mix­
ture or between the solvent molecules coordinated to M 
and those in the surrounding medium. The former effect 
can be allowed for by substituting the activities of the 
component solvents for their concentrations where these 
are available. The latter effect, however, although it can 
be understood qualitatively, is difficult to account for ac­
curately as it involves activity coefficients for each of the 
species MA„-iBi.

(ii) Comparison with Results. Ttible III shows a compar­
ison of values of AGtr(Ag+) calculated (eq 7) from the 
equilibrium products in Table II, with those obtained
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TABLE II: E q uilib riu m  Products" for C om plex  
F orm ation  at 25°

Ion Ligand Solvent Log 0i Log ßi Log 03 Log 04

A g + 4 M eC N M eO H 2 .4 3 .8 5 .0
Ag + '- M eC N Me,CO 2 .3 4 .1 5 .5
A g+ 4 M eC N E tN O , 2 .4 5 .4 7 .8  9 .6
Ag + 6 M eC N h 2o 2 .0 3 .4
Ag + c M eC N P C 3 .0 5 .2 6 .9
A g +r D M S O P C 3 .3 5 .9 7 .9  9 .5
C u + 4 M eC N H , 0 6 .5 8 .0

a Solvent and ligand concentrations expressed in volume fraction concen-
tra tio n s  scale (eq 8). °Values from  re f 19. c T h is  work.

TABLE III: C om parison  o f  A G t r for Ion s b etw een  a
Variety o f So lven ts from  Eq 7 and from
th e  P o ten tia ls  o f  Cell A

AG tr, A G tr,
kcal m o l-1 kcal m o l-1

(calcd (measd by
from Ei, = 0

Ion Solvent A Solvent B eq 7) for cell C l)

Ag+ M eO H M eC N - 6 . 8 - 6 . 3 “
Ag + M e,CO M eC N - 7 . 5 - 7 . 3 “ .
Ag + R - N O , ' M eC N - 1 3 . 1 - 1 2 . 4 "
Ag + H , 0 M eC N - 4 . 6 — 4 . 2 “
Ag + P C M eC N - 9 . 4 -9.5“
Ag + P C D M S O - 1 2 . 9 -12.9“
C u  + H , 0 M eC N - 1 0 .9 - 1 1 .5 “

" Reference 3. 4 From  ¡in. values in T ab le  II . c (jn were measured in E tN O r 
while AGtr was measured for M eN O ,. d T his work.

from the assumption of negligible liquid junction poten­
tial in cell Cl. The agreement between the two sets of 
values is excellent.

Figure 1 shows the variation of AGtr(Ag+) in four sol­
vent mixtures as estimated from the assumption of negli­
gible liquid junction potential in cell Cl, and as calculat­
ed from the equilibrium constants listed in Table II (eq
16). The agreement between these pairs of curves, which 
is better than 0.5 kcal in virtually all instances, provides 
strong support for the coordination model of solvation. 
Thus, for example, from equilibrium constants for com­
plex formation between Ag+ and CH3CN at infinite dilu­
tion in propylene carbonate it is possible to reproduce the 
free energy of transfer of Ag+ from pure propylene carbon­
ate to mixtures of propylene carbonate and acetonitrile 
and to pure acetonitrile. This means that the free energy 
of the coordinated silver ions must be essentially indepen­
dent of the surrounding medium as deviations from ideal­
ity of the component solvents should be small.21

In addition to the four sets of data for the silver ion, 
Figure 1 shows the variation of AGtr(Cu+) in the MeCN 
PC system as estimated from the assumption of negligible 
liquid junction potential. This curve can be duplicated by 
calculation of eq 16 using the equilibrium products log /?i 
= 7.4, log ft, = 8.9, log /3s = 10.3, logd* = 11.3.

Figure 2 shows the variation in the inner-coordination 
sphere of silver and cuprous ions as estimated from pmr 
measurements and as calculated via eq 19 from the appro­
priate equilibrium products. The estimated curves agree 
qualitatively with the calculated ones, and show the type 
of behavior predicted above. However, the quantitative 
agreement is not nearly so good as for the AGtr values. 
This may be due to problems inherent in the estimation 
of n{B)/n values. The estimated values depend upon the 
assumption that the solvent molecules outside the coordi­
nation sphere of the ion are affected to the same degree as

F igu re  1. Comparison of calculated free energies of transfer of 
ions with those estimated from measurements in cell A. Solid 
lines refer to measured values: (a) O, Ag+ in MeCN-MeOH; 
(b) +, Ag+ in MeCN-Me2CO; (c) X , Ag+ in MeCN-PC; (d) □, 
Ag+ in DMSO-PC; (e) A, Cu + in MeCN-PC.

F igure  2. Comparison of calculated n(MeCN)/n values for Ag + 
and Cu+ in MeCN-PC mixtures with values estimated from pmr 
measurements (solid lines): (a) X , Ag+; (b) A, Cu + .

the internal standard, by the field of the ion. Since the 
solvent molecules are polar and the internal standard (cy­
clohexane) is nonpolar, it is possible that the solvent mol­
ecules are slightly more affected than the standards by 
the fields of the ions. This would lead to effective solva­
tion numbers greater than the number of molecules in the 
primary coordination sphere and so would cause the mea­
sured n(B)/n values to change more slowly than the com­
position of the coordination sphere. Calculated values of 
n(B)/n are also more susceptible to errors in fh and effects
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F igure  3. Free energies of transfer of ions from water to 
mixtures of water and acetonitrile. Solid lines refer to measured 
values: (a) Cu2 + ; (b) C l- ; (c) Na+;(d) Ag+, 0 calculated; (e) 
Cu + , + calculated.

due to solvent-solvent interactions than are AGtr values 
which are logarithmically related to the equilibrium con­
stants.

It should be noted that the cupric and sodium ions 
where they have been studied (see Table I) have the same 
■general variation in AGtr as those shown in Figure 1. That 
is, the type of behavior shown in Figure 1 is not specific to 
those ions which would be expected to form strong com­
plexes but is a more general phenomenon.

The solvent systems considered in Figures 1 and 2 are 
those for which the mutual heats of solution are small21 
and so, presumably, there are not large differences in the 
intermolecular forces for the components and their 
mixtures. Therefore these systems would be expected to 
be described by eq 16 and 19 without using the activities 
of the component solvents. The mutual heats of solution 
of MeOH and MeCN are considerably larger than those of 
the other systems, and it is this system for which there is 
the greatest difference between the calculated and esti­
mated AGtr(Ag+) values.

Studies of ionic solvation involving aqueous media are 
complicated by the strong hydrogen bond interactions be­
tween water molecules which cause considerable solvent 
structuring of high water concentrations, and by the 
strong interactions which can occur between water mole­
cules and those of other component solvents which are 
strong acids or bases. The MeCN-H20 and DMSO-H2O 
solvent systems can be considered in terms of these inter­
actions.

Figures 3 and 4 show the variation in AGtr(M) for the 
chloride ion, and several cations in MeCN-H^O mixtures 
and the variation in the composition of the inner-coordi­
nation sphere for silver, sodium, and cupric ions in the 
same mixtures.

It is clear that in this system the behavior of all of the 
ions studied is in qualitative agreement with the predic­
tions of the simple coordination model. Thus, considering 
the sodium ion, which is typical of those ions having an 
unfavorable free-energy change from water to MeCN 
(AGtr > 0) there is little increase in the fraction of the

F igure  4. n(MeCN)/n values for ions in mixtures of acetonitrile 
and water estimated from pmr measurements (solid lines): (a) 
Aq + , O, calculated values, ■ , values from ref 11; (b) Na + ; (c)
Cu2 +.

inner-coordination sphere occupied by MeCN until the 
H2O concentration becomes very low, and then there is a 
rapid rise in n(MeCN)/n to unity in pure MeCN. Accom­
panying the variation in n(MeCN)/n is the change in 
AGtr(Na+), which is slightly unfavorable until the low 
water region is reached, and then becomes rapidly more 
unfavorable as the H2O concentration decreases to zero. 
This behavior contrasts strongly with that of the silver ion 
which, like the cuprous ion, has a favorable free-energy 
change from H2O to MeCN (AGtr < 0). In this case there 
is a relatively rapid inclusion of MeCN in the inner-coor­
dination sphere, and an accompanying favorable change 
in the free energy of the ion.

Equilibrium constants for complex formation of Ag+ 
and Cu+ with CH3CN in dilute aqueous solutions have 
previously been reported19 and indicate that the major 
energy changes accompany formation of Ag(CH3CN)2+ 
and Cu(CH3CN)3+ species, respectively. By assuming 
that replacement of the remaining water in the coordina­
tion sites of Ag+ and Cu+ by CH3CN occurs without fur­
ther change in free energy, i.e., (K, = 1), AGtr(Ag+), 
AGtr(Cu+), and rc(CH3CN/rc have been calculated from 
eq 16 and 19. It can be seen from Figures 3 and 4 that the 
agreement with the simple model is better than expected, 
as it is known from vapor pressure studies22 that the ac­
tivities of CH3CN and H2O in the mixtures are consider­
ably higher than their concentrations. This behavior can 
be understood if it is assumed that there are unfavorable 
interactions, such as those between the component sol­
vents, between some of the solvent molecules coordinated 
to the ion and those of the surrounding medium raising 
the activities of the coordinated ions.

In the absence of measured values, we attempted to 
find a reasonable set of equilibrium constants that, when 
used in eq 16, would reproduce the estimated variation in 
AGtr for the cupric and sodium ions (which are preferably 
coordinated by water) in the acetonitrile-water mixtures. 
This, however, was not possible as in all cases, if the con­
centration of the component solvents were used, the cal­
culated values varied more slowly than those estimated 
from experiments, whereas if the activities of the compo-
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Figure 5. Free energies of transfer of ions from water to 
mixtures of water and dimethyl sulfoxide. Solid lines refer to 
measured values: (a) O Ac- (ref 9); (b) Cl~ (ref 9); (c) N3_ 
(ref 9); (d) l~ (ref 9); (e) H+ (ref 9); (f) Ag + , + calculated 
values; (g) Cu2 + , O calculated values.

nents, which are considerably greater than their concen­
trations,22 were used, the calculated values varied too rap­
idly. It seems that the activity coefficients of these coordi­
nated ions are varying in a similar manner to those of the 
component solvents leading to partial, but not complete 
cancellation of the effects.

Figures 5 and 6 show the variation of AGtr for a number 
of cations and anions from H2O to DMS0-H20  mixtures, 
and the variation in the coordination sphere of the silver, 
cupric, and hydrogen ions in these mixtures. The varia­
tion of AGtr of the anions in these mixtures agrees quali­
tatively with that predicted by the model. However, that 
of the cations is apparently significantly different from 
that predicted by the model and observed in the other sol­
vent systems. The variation in the cation results can be 
simply explained in terms of the strong DMSO-H2O in­
teractions which vapor pressure studies indicate23 signifi­
cantly lower the DMSO activity in aqueous media (for ex­
ample, when 0 d m s o  is 0.30, the DMSO activity is only
0.013 of its value in pure DMSO) although the H20  activ­
ity closely approximates its concentration in the mixtures. 
When the solvent concentrations were replaced by their 
activities it was possible to find reasonable equilibrium 
products (for Cu2+, log £¡1 = 2.60, log £¡2 = 5.00, log 03 =
6.00, log /J4 = 6.60, log £?s = 7.00, and log £¡6 = 7.20; for 
Ag+, log 0! = 2.24, log 02 = 3.93, log 03 = 5.06, and log £f4 
= 5.63) which when used in eq 16 would reproduce the 
AGtr variations of the silver and cupric ions in these 
mixtures (Figure 5). While this ability to “fit” the esti­
mated curves with calculations based on eq 16 and the ac­
tivities of the component solvents does not prove that the 
above explanation is correct, it strongly supports it.

The variation of n(DMSO)/n for the proton and to a 
lesser degree those for the cupric and silver ions (Figure 6) 
in the DMSO-H2O mixtures indicates that more H20  is 
included in the ionic coordinations sphere than would be

Figure 6. n(DMSO)/n values for ions in mixtures of dimethyl 
sulfoxide and water (solid lines): (a) Ag + , O calculated values; 
(b) Cu2+, + calculated values; (c) H+ (ref 24).

expected on the basis of the coordination model. This be­
havior for the proton, which actually shows preferential 
solvation by H20, although AGtr(H+) from H20  to 
DMSO is favorable (-4.8 kcal),9 has been explained in 
terms of greater stabilization of H3CD which can form 
three hydrogen bonds to the surrounding medium24 than 
of DMSO-H+ which can form only one such bond. Similar 
stabilization should be available to those coordinated 
species containing H20  in the coordination sphere relative 
to those containing DMSO, and this would increase the 
amount of H20  above that predicted by the coordination 
model. Since this stabilization affects only the higher en­
ergy species M(H20)n+, and not the energy of the more 
stable species M(DMSO)"+, it would not be expected to 
have large effects on the total energy of the system. This 
is in contrast to the MeCN-H20  system where the unfa­
vorable interactions apply to both coordinated species 
M(H20)n+ and M(CH3CN)n+ and so considerably affect 
the energy of the whole system.

It is clear from the preceding discussion that the solva­
tion of ions in the various pure solvents and solvent 
mixtures studied here can be explained largely and in 
some cases quantitatively in terms of the relative coordi­
nation energies between the various ions and solvents. 
That the variation of AGtr values is not a function of a 
change in some bulk physical property of the system, such 
as dielectric constant, but rather is related to the changes 
in concentration of the component solvents is perhaps 
most clearly seen in the CH3CN-H2O system. In this sys­
tem two of the ions (Cu+ and Ag+) have favorable AGtr 
values from H20  to MeCN while the remaining ions stud­
ied (Cu2+, Fe3+, Fe2+’ Na+, H+, and CD) all have unfa­
vorable AGtr values from H20  to MeCN. In each case the 
free-energy changes little across the range of solvent com­
position in which the concentrations of the “better” sol­
vent (i.e., MeCN for Cu+ and Ag+ and H20  for the rest) 
is high; and then changes rapidly to the more unfavorable 
value as the last few per cent of the better solvent is re­
moved. It is interesting that the chloride ion, which would 
be expected to hydrogen bond to HzO molecules, shows 
the same sort of variation as do the proton, cupric, ferric, 
and ferrous ions which are strongly complexed through the
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oxygen of the H2O molecules, indicating that the type of 
specific ion solvent interaction has little effect on the 
variation of AGtr with solvent composition. Similar varia­
tions are seen for the sodium ion for which interactions are 
presumably mainly electrostatic in nature.

Throughout this work the concentrations of the compo­
nent solvents have been expressed as fractions of their 
concentrations in the pure liquid, on a molar scale (this is 
equivalent to the volume fraction scale), rather than the 
alternative mole fraction scale. This choice is largely dic­
tated by the results of this work, that is, it is the concen­
tration of the better solvent relative to its concentration 
in the pure liquid (volume fraction) and not the relative 
concentrations of “good” and “bad” solvent (mole frac­
tion) which determines the solvation behavior of the ions 
in the solvent mixtures.

Supplementary Material Available. A table of the 
chemical shifts of solvent protons (in Hz) in the electro­
lyte solutions and the fractional solvation numbers of the 
ions in the mixed solvents will appear following these 
pages in the microfilm edition of this volume of the jour­
nal. Photocopies of the supplementary material from this 
paper only or microfiche (105 X 148 mm, 24 X  reduction, 
negatives) containing all of the supplementary material 
for the papers in this issue may be obtained from the 
Journals Department, American Chemical Society, 1155 
16th St., N.W., Washington, D. C. 20036. Remit check or 
money order for $3.00 for photocopy or $2.00 for micro­
fiche, referring to code number JPC-74-1731.
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A uniaxial smectic phase has been studied in binary mixtures of cholesteryl esters. A branched ester is 
prerequisite for formation of the texture in mixtures. Surface interactions are also necessary but were not 
investigated in detail. The electric field induced transition between the uniaxial smectic texture and a 
birefringent scattering texture is not dependent upon a critical field, but rather appears analogous to nu- 
cleation phenomena in polymers, showing sporadic points of transformation, followed by growth of the 
transformed areas. Addition of a room temperature nematic material with negative anisotropy lowers the 
field required for the transition. The results are compared to the familiar cholesteric-nematic field in­
duced transition.

Introduction
In previous work from this laboratory cholesteryl alka- 

noate structure has been related to the rate of nucléation 
of crystals in the supercooled liquid crystalline phases,2’3

to the phase transition thermodynamic parameters of both 
the pure materials and binary mixtures of them,4 and to 
the pitch of the cholesteric mesophase.5 In the course of 
these studies a number of phase diagrams have been con-
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structed;3'4-6 in several instances the existence of a 
unique spontaneously formed, thermally reversible uniax- 
ially aligned smectic phase was noted.

Liquid crystals have been used in a variety of imaging 
systems.7 Most devices incorporating liquid crystals are 
made from nematic and/or cholesteric materials. Imaging 
and display systems utilize changes in the molecular align­
ment of the various textures of the mesophases by exter­
nal perturbations. However, few studies of the effect of 
external perturbations, i.e., electric and magnetic fields, 
on the smectic mesophase have been reported,8 probably 
because of the high viscosity of the phase.

Our interest in the effects of shear9-14 and combinations 
of shear and electric field15 on texture transformations in 
liquid crystalline systems led us to a study of the effect of 
electric field on the spontaneously uniaxially aligned 
smectic mesophase mentioned above. The effects of mo­
lecular structure on the formation of this uniaxial phase 
as well as the effects of doping with a nematic material on 
the field assisted transition of the phase are also reported.

I
SOURCE 5490 POLARIZER , 

FILTER

/I

1/ ( D - f )
HOTOTUBE V y

OSCI!_OSCO PE

Figure 1. Experimental set-up for electrooptic field effect study.

Figure 2. Phase diagram for cholesteryl nonanoate and cholest­
eryl 2(S)-methylbutyrate.

Experimental Section
Cholesteryl alkanoates were prepared and purified as 

previously reported.3’4’66 p-Methoxybenzylidene-p-n-buty- 
laniline (MBBA), Eastman, was used as obtained.

Mixtures were produced by melt mixing of the compo­
nents. Optical observations were made with a Leitz Or­
tholux microscope containing a Mettler heating stage.

Field effect experiments were conducted at room tem­
perature in tin oxide coated glass cells in order that opti­
cal observation could be made simultaneously. A 5490-A 
filter was used with the microscope source to eliminate 
the possibility of infrared pick-up in a photocell mounted 
within the microscope (see Figure 1). Polarized light 
transmitted through the sample was monitored as a func­
tion of time and applied electric field. The effect of field 
is observed microscopically because of molecular realign­
ment from the uniaxial phase (dark field in cross polars) 
to a scattering birefringent texture. This latter texture 
does not resemble any of the general smectic textures and 
is referred to herein as the birefringent texture.

Results and Discussion
Uniaxial Phase. Binary mixtures of cholesteryl nona­

noate (CN) and cholesteryl 2(S)-methylbutyrate 
(C2MB*)6b at certain compositions exhibit a stable smec­
tic phase (Figure 2). As the temperature of the phase is 
lowered below the smectic-cholesteric transition, a focal 
conic texture of the smectic mesophase is observed. This 
is followed by a spontaneous, thermally reversible realign­
ment of the phase to a uniaxial texture on a clean glass 
substrate. The phase is characterized as a positive uniax­
ial material, implying it is a smectic phase. X-Ray dif­
fraction studies on a 50 wt % mixture of CN in C2MB* in­
dicate that the room temperature thickness of the smectic 
planes is 23 ± 3 A. This distance is approximately equiva­
lent to the molecular length and this indicates a uniaxial 
phase with no molecular tilt. This uniaxial smectic phase 
may be the more generally labeled the smectic A phase.16 
Similar uniaxial smectic phases have been found in other 
systems.6® The common structural feature of all these sys­
tems is the presence of at least one branched cholesteryl 
alkanoate.6® While all these systems have not been stud­
ied in detail, the results presented here are representative 
of the electric field effects.

It was noted that a requirement for this uniaxial phase

was the glass or tin oxided coated surface of microscope 
slides and cover glasses used in these experiments. With 
thin samples ( <10 fx) the phase formed spontaneously. In 
thicker samples, movement of a cover glass was some­
times necessary to produce the uniaxial state from the 
smectic focal conic state. The uniaxial texture was also 
observed in a free standing drop of the mixture; however, 
spontaneous molecular alignment occurred only to a finite 
depth near the glass substrate. The effect of surface prep­
aration was not studied systematically; however, it ap­
pears that surface interactions do control molecular ar­
rangement and that these interactions are temperature 
dependent.

Electric Field Effects. Electric fields would be expected 
to affect the uniaxial smectic phase in one of two ways.
(1) If the dielectric anisotropy of the molecule is negative, 
the application of field will cause molecular realignment 
with the long molecular axis perpendicular to the applied 
field. This orientation will be isotropic in a plane perpen­
dicular to the applied field and the viewer and the sample 
will appear birefringent. (2) Impurities in the sample may 
cause ionic conduction and produce disturbances similar 
to the dynamic scattering mode in nematic liquid crystal 
systems.7 The latter effect would be expected to be de­
pendent on the mobilities of such ionic materials within 
the liquid crystal matrix.

Figure 3 is a photograph of a phototube response during 
the field assisted birefringent texture transition for a 47.8 
wt % mixture of CN in cholesteryl 2-ethylbutyrate 
(C2EB). In Figure 4 is a sequence of photomicrographs 
showing behavior of the sample as a function of time after 
electric field was applied. The phototube response is an
S-shaped curve and is characteristic of all response curves 
obtained as a function of applied field. The field depen­
dence of this curve was characterized by correlating the 
slope of the curve at 50% change in light intensity (dV/ 
dt)5o% and the time needed to attain 50% change in light 
intensity (ti/2) with applied electric field. The results are 
shown in Figure 5. The field dependences of the two vari­
ables are approximately inverse (Table I).

The S-shaped time dependence of the transformation is 
noteworthy. It is similar to that of the field assisted cho­
lesteric-nematic transition;17 however, the time response 
in Figure 4 indicates that random areas within the uniax­
ial phase nucleate to a birefringent texture which then ad-
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Figure 3. Oscilloscope response as a function of time for field 
induced uniaxial to biréfringent texture transformation in smec- 
tric mesophase of 47.8% cholesteryl nonanoate-52.2% cholest- 
eryl 2-ethylbutyrate. Horizontal scale is 1 sec per division.

Figure 4. Photomicrograph sequence of field Induced uniaxial to 
biréfringent texture transformation in smectic mesophase (of 
47.8% cholesteryl nonanoate-52.2% cholesteryl 2-ethylbutyrate) 
as a function of time after field (20 V/¿i) application.

vances in place of the uniaxial state. This is in contrast to 
the cholesteric-nematic field assisted transition in which 
the entire state transforms at once.7 The S-shaped re­
sponse is similar to that observed in nucleation studies of 
crystalline polymers.18’19 An induction period is appar-

Figure 5. Log (dV/df)50% and log f1/2 vs. electric field for 
47.8/52.2 wt % cholesteryl nonanoate-cholesteryl 2-ethylbutyr­
ate.

TABLE I: Slopes o f  Log (A V /A t) - , ^  transmission and  
Log (£i/,) vs. Log E lectric Field  for a B inary M ixture  
o f C holesteryl 2 -E thylb utyrate and C holesteryl 
N on an oate and M ixtures o f  th e  Two w ith  MBBA

R
M ixture  (C N /C 2E B /M B B A ), (correlation

w t %  Slope coefficient)

A. (àV/àt)-M%
(47.8/52.2/0) 4. 91 ± 1 .58 0 ..84
(44.2/45.4/10.4) 3 .88 ± 0 .61 0 .90
(42.0/44.3/13.7) 4..75 ± 0 .78 0 .93

B. ti
(47.8/52.2/0) - 5 . .41 ± 1 .39 0 .91
(44.2/45.4/10.4) -3 .59 db 0 .54 0 ..91
(42.0/44.3/13.7) -5 .23 ± 0 .50 0 ..98

ently required before the transition takes place. The in­
duction and growth may be similar to spontaneous nu­
cleation followed by crystalline growth in supercooled sys­
tems.2’3-19'20 It appears in this system that the transition 
begins at specific spots and these spots grow in time (see 
Figure 4). With this type of transformation it appears that 
the transition is not a critical phenomenon, but one that 
occurs when enough perturbing force is present to cause 
certain areas to transform. These transformed areas do 
not appear to be thè normal focal conic smectic texture.

The transformation time is on the order of seconds or 
less, while relaxation times to the initial uniaxial state are 
much longer, in the order of minutes to tens of minutes 
depending on the samples studied. The response times are 
at least an order of magnitude higher than those observed 
for the field induced cholesteric to nematic phase transi­
tion.20 In order to facilitate the transformation from the 
birefringent texture to uniaxial smectic phase the sample 
was sheared. This process caused uniaxial alignment to 
take place almost immediately.

The transformation times in these binary systems are 
impractical for many imaging or display systems. In order
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Figure 6. Log (d V/df) 50% vs. electric field for ternary mixtures 
of cholesteryl nonanoate, cholesteryl 2-ethylbutyrate, and MBBA 
containing 0, 10.4, and 13.7 wt % MBBA (Table I).

to decrease the response time of the system, the room 
temperature nematic MBBA was added to binary 
mixtures of CN/C2EB. It was felt that the lower viscosity 
and negative dielectric anisotropy of MBBA would facili­
tate the field induced transition. The ternary system still 
exhibited the smectic phase at room temperature. At the 
higher MBBA concentrations, the uniaxial state was not 
as stable, i.e., could be induced by shearing of the system, 
but relaxed to the normal focal conic in some areas. When 
this happened, experiments were conducted on the mixed 
systems. Results are displayed in Table I and in Figures 6 
and 7. These data indicate the high field dependence of 
the transition. Nucleation and growth of the transformed 
areas occurred as in the binary system. Increasing the 
MBBA concentration in the mixtures lowered the field re­
quired for transition. Unfortunately, scatter in the data 
prevented determination of whether the speed of the sys­
tem (dV/dt)5o% is also increased with increasing MBBA 
concentration.

Conclusions
In conclusion, a uniaxial smectic phase has been stud­

ied in binary mixtures of cholesteryl esters. A branched 
ester is prerequisite for formation of the texture in 
mixtures. Surface interactions are also necessary as the 
uniaxial state will form only near surface boundaries in a 
free standing mixture.

An electric field induced transition between the uniax­
ial smectic texture and a birefringent scattering texture 
has been studied. The transition is not dependent upon a 
critical field, but rather appears analogous to nucleation 
phenomena in polymers, showing sporadic points of trans­
formation, followed by growth of the transformed areas. 
Addition of a room temperature nematic material with

Figure 7. Log f,/2 vs. electric field for ternary mixtures of cho­
lesteryl nonanoate, cholesteryl 2-ethylbutyrate, and MBBA con­
taining 0, 10.4, and 13.7 wt % MBBA (Table I).

negative anisotropy lowers the field required for the tran­
sition.
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Ground state properties of the dimethyl sulfoxide (DMSO)-iodine (I2) charge-transfer complex have been 
studied by dielectric, refractometric, conductivity, and far-infrared measurements. The dipole moments 
obtained in carbon tetrachloride for the DMSO-I2 complex, (5.8 ± 0.1) D, and for DMSO, (4.06 ± 0.05) D, 
suggest that electronic charge is actually transferred from DMSO to iodine in the ground state of the com­
plex. Experimental conditions for the dipole moment measurements were arranged to eliminate any contri­
butions from ion-pair formation. The far-infrared molecular iodine stretch absorption for DMSO-Io in car­
bon tetrachloride shifts to lower frequency with increasing DMSO concentration. This frequency shift re­
sults from a progressive increase in the solution dielectric constant which favors additional DMSO electron 
donation to molecular iodine.

Spectroscopic studies of Klaeboe3 demonstrated the for­
mation in carbon tetrachloride of a 1:1 charge-transfer 
complex between the oxygen atom of dimethyl sulfoxide 
(DMSO) and iodine. While considerable theoretical4 and 
experimental5’6 interest in the dipole moment of such com­
plexes has developed in recent years, doubts about the 
identity of the measured species have also been raised be­
cause some charge-transfer complexes dissociate into ion 
pairs.7,8 No crystallographic data concerning DMSO-iodine 
have appeared, due, presumably, to the difficulties of pre­
paring stable crystals.9 A further characterization of the so­
lution properties of the DMSO-iodine molecular complex 
seemed desirable because of this absence of definitive in­
formation concerning the intermolecular geometry.

The equilibrium association constant for DMSO-iodine 
in carbon tetrachloride,3 11.17 M-1, was considered ideal 
for a dipole moment determination of the corresponding 1: 
1 complex. It is sufficiently strong to provide a significant 
concentration of DMSO-iodine at very low total mole frac­
tion of DMSO but not large enough to induce spontaneous 
ion-pair formation.10 This was an important experimental 
consideration since ion-pair formation in DMSO-iodine so­
lutions can be avoided only with anhydrous conditions3 
and low DMSO concentrations.10 The effect of DMSO self- 
association11-14 on the dipole moment determinations 
could also be minimized by the use of very dilute DMSO 
solutions.

Dipole moment and far-infrared measurements for the 
DMSO-iodine complex have not been reported previously 
despite the chemical and biological importance of DMSO15 
and iodine16 intermolecular interactions. Dipole moment 
values for charge-transfer complexes provide valuable in­
formation concerning the nature of intermolecular bonding 
and are indispensible for checking theoretical calculations.4 
Studies with far-infrared and Raman spectroscopy, on the 
other hand, provide information concerning the motional 
dynamics of the complex which are usually quite sensitive 
to environmental influences such as the solvent dielectric 
constant.17

Experimental Section
Materials. Matheson Coleman and Bell (MCB) anhy­

drous DMSO and Mallinckrodt resublimed iodine, stored

over phosphorus pentoxide, were used without further pu­
rification. MCB spectrograde carbon tetrachloride was 
freshly distilled over anhydrous calcium sulfate before use. 
Infrared absorption indicated water content to be below
0.0005% in all DMSO and DMSO-iodine in carbon tetra­
chloride solutions.

Dipole Moment Studies. Dielectric constants of carbon 
tetrachloride solutions containing 0-0.216 mole fraction 
per cent,. X%, (0-0.021 M) DMSO with and without
0.76X% (0.081 M) iodine were measured by the frequency 
deviation method at 25 ± 0.1° and 1.050 MHz. An immer­
sion refractometer was used to measure the refractive in­
dices for DMSO-iodine and DMSO solutions in carbon tet­
rachloride. The DMSO concentration range was 50-fold 
greater than that for the dipole moment measurements.

Far-Infrared Studies. A Beckman IR 11 was used in the 
double beam mode with 2.0- and 1.0-mm path Beckman 
polyethylene cells and 0.4- and 0.2-mm path Beckman liq­
uid cells with polyethylene windows. (See Table II for 
DMSO and iodine concentrations.)

Dielectric Studies. The dielectric constants and conduc­
tivities of solutions of the same DMSO-iodine concentra­
tion as used in the far-infrared studies were measured on a 
General Radio R-F Bridge Type 1806-A using a General 
Radio Bridge Oscillator Type 1330-A and a radio receiver 
as detector. A mica capacitor was introduced in series with 
the platinum concentric electrode cell when necessary to 
keep the measurements on scale. The measurements were 
carried out at 1.00 MHz and 30°.

Dipole Moment Calculations
Because of the hygroscopic nature of DMSO and its ten­

dency to self-associate, dipole moment measurements were 
made with molecular iodine at the highest attainable con­
centration in carbon tetrachloride18 and the concentration 
of DMSO limited to a very dilute concentration range (0-
0.021 M). Even though the molecular iodine concentration 
used was near its solubility limit it could be shown that 
DMSO was not completely associated with iodine at any 
DMSO concentration.

A generalized version of the Halverstadt-Kumler extrap­
olation procedure19 for analyzing dielectric constant mea­
surements was applied to this four-component system con-
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TABLE I: R esu lts o f  P o lar iza tion  M easu rem en ts on  (a) D M SO -Iodine C om plex and (b) DMSO in  
Carbon T etrach loride

a ei FI (3 ¿V P
a 30.75«* 2.235 0.6285 0.00 535.9 39.5 (5.8 ±  0.1) D
b 20.67 2 .2286 0.6328 0.00 352.1 15.4 (4.06 ±  0.05) Dc
,l E xperim ental value, 29.17, corrected for iodine depletion. 17 See re f 43. c Gas-phase dipole m om ent, (3.96 ±  0.04) D .44

sisting of DMSO, DMSO-I2, molecular iodine, and carbon 
tetrachloride. We find

2

3««! L m u X u
P 2° = --------^ ---------- +

(€1 + 2)2
r 2

v \ X ^ 2fX2j 
i=i_______

*2

where P20 corresponds to the combined molar polarizations 
of DMSO and DMSO-I2 attained on infinite dilution of 
DMSO with 0.76 mole fraction per cent iodine in carbon 
tetrachloride. The measured value of a was corrected for 
change in the [DMSO-l2]/[DMSO] ratio which results from 
the depletion of molecular iodine upon the addition of fi­
nite amounts of DMSO (see Table I).

Equating P2° to the “solute” molar polarization calculat­
ed by the general formula21

2 > e< +  PH +  P>,)Ni ( 2 )
i

we can then solve explicitly for m d m s o - i 2 with ah Pa; as­
sumed equal to zero and P 2e° and P°DM SOe calculated from 
eq 1 using Maxwell’s equation, e = n2.

The factors

+ ¡3 X X lj
j=i

(ei ~ 1)
(ej + 2) (1)

XrDMSO
X,D M S O X,

and X,DMSO-I 2

D M SO -I, A n + X, ~  (3)
DM SO-I 2

appearing in eq 1 and 2 were calculated from the DMSO- 
iodine in carbon tetrachloride association constant,3 11.17 
M- 1 (25°).

Dielectric and Conductivity Results
The dielectric constant for DMSO-iodine solutions 

(Table II) increased linearly with the DMSO concentration 
up to about 2.5 M  DMSO. The solution with 0.068 M 
(about 4.5X%) DMSO and 0.086 M  iodine, for example, 
contained more than 20 times the amount of DMSO as the 
solution of highest DMSO content used for dipole moment 
measurement. No change was detected in the dielectric 
constant or conductivity of this solution during repeated 
measurement over a 2-hr interval. The dielectric constant 
and conductivity for the DMSO-iodine solution containing 
4.36 M  DMSO, on the other hand, increased rapidly during 
the measurement interval. The conductivity data of Table 
II are readily extrapolated to the DMSO concentration 
range of the dipole moment solutions (0-0.021 M). It is ap­
parent from such an extrapolation that the conductivity of 
no dipole moment solution could have exceeded about 
10-10 ohm-1 cm-1.

Figure 1. Far-infrared difference spectrum for (a) 0.068 AT DMSO + 
0.086 M iodine vs. 0.068 M DMSO and (b) 0.086 M iodine. Carbon 
tetrachloride was used as solvent.

Far-Infrared Results
Two absorption bands were observed in far-infrared dif­

ference spectra of DMSO and iodine in carbon tetrachlo­
ride solutions. In Figure 1, for example, they occur at 197 
and 150 cm-1, respectively. The 197-cm”1 absorption is 
due to the stretching vibration of iodine molecules com- 
plexed with DMSO.22 This molecular iodine stretch ab­
sorption shifted monotonically to lower frequency with so­
lution dielectric constant increase, as revealed in Table II.

The very broad 200-95-cm_1 absorption region may arise 
either from a resonant dipole pair absorption transition for 
DMSO-I2 pairs12̂ 14,23-25 or interionic vibrations.26 Free 
and DMSO-complexed27 triiodide asymmetric and sym­
metric stretching modes, which have been assigned to the 
148- and 114-cm_1 regions, respectively,22'28 may contrib­
ute to this absorption region at DMSO concentrations 
above 0.2 M.10

DMSO-I2 intermolecular vibration should occur at a fre­
quency below that for pyridine- and substituted pyridine- 
12 complexes,29 94-65 cm-1, since the pyridine-D associa­
tion constant,30 «100 M_1, and therefore the intermolecu­
lar stretching force constant,31 is greater than that for 
DMSO-I2. This region below 95 cm-1 was not accessible by 
the present difference absorption technique because of in­
creased carbon tetrachloride absorption32 between 100 and 
33 cm-1.

Discussion
Infrared338 visible and ultraviolet3 (uv) studies of 

Augdahl and Klaeboe demonstrated the formation in car­
bon tetrachloride of a 1:1 charge-transfer complex between 
the oxygen atom of DMSO and iodine. However, spectro­
scopic3,22 and conductivity data3 have revealed the pres­
ence of triiodide ions in concentrated DMSO-iodine solu­
tions. Giordano, et al. ,10 found a reversible formation of tri­
iodide ion which was related to the solvent polarity. Other 
iodine complexes17,3311 have also been shown to form highly 
polar reaction products.

Molar conductivity data for dilute iodine in pure DMSO 
solutions indicate that ionization increases very slowly in 
parallel with the iodide uv absorption.34 No triiodide was
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TABLE II: Averaged R esu lts o f  Far-Infrared  and D ielectric S tu d ies on  D M SO -Iodine S o lu tio n s in  
Carbon T etrach loride at 30° d uring 1-hr Period Follow ing Preparation

Concn, M  Iodine stre tch  frequency, c m _1 D ielectric constan t (e) C onductiv ity  (K ), o h m -1 c m -1

0.068 M DMSO + 0.086 M  I2 197.0
0.546 M  DMSO + 0.020 M I2 193.1
1.09 M  DMSO + 0.02 M I2 191.1
2.18 M  DMSO +  0.02 M  I2 190.3
4.36 M  DMSO +  0.04 M  I- 187.3
8.72 M DMSO + 0.20 M I2 185.7
15.0 M DMSO + 0.20 M I, 186.0

db 0.6 2.4 4.8 X 10-10
± 0.9 3.4 3.7 X 10' 9
± 0.4 4.8 4.3 X 10-J
± 0.6 6.9 5.7 X 10-«
± 1.9 37 2.8 X 10-5
± 0.5 80 1.2 X 10 -«
± 1.1 72 5.3 X 10-«

observed for dilute DMSO-iodine solutions in carbon tet­
rachloride and triiodide formation at high DMSO concen­
tration in carbon tetraahloride was completely reversed on 
dilution with carbon tetrachloride.3 Therefore, to eliminate 
concentration effects19 and DMSO and water catalyzed3,22 
triiodide formation from DMSO-iodine in carbon tetra­
chloride polarization measurements the solution compo­
nents must be anhydrous and the DMSO concentrations 
kept as low as experimental accuracy will permit.

The comparison, in Table I, between the present DMSO- 
I2 and DMSO dipole moment measurements in carbon tet­
rachloride, which were obtained in the absence of signifi­
cant conductivity, suggests that charge is actually trans­
ferred from DMSO to molecular iodine on formation of the 
1:1 complex. Polarization by quadrupole-induced-dipole 
and other electrostatic forces,35' 39 and solvent dielectric ef­
fects,40,41 undoubtedly contribute to the measured dipole 
moment and help stabilize the complex.

The shift to lower frequency of the molecular iodine 
stretch vibration with increased solution dielectric constant 
is also consistent with the concept of charge transfer from 
DMSO to iodine. Electrons donated by DMSO to molecu­
lar iodine occupy an iodine antibonding orbital.4 These an­
tibonding electrons weaken the iodine intermolecular bond 
and thereby reduce the vibration frequency below the value 
207 cm-1 observed for uncomplexed molecular iodine in 
carbon tetrachloride.42 This polar, “charge-transferred” 
configuration of the complex will be at lower energy in a 
high dielectric constant medium.17 The observed iodine 
stretch frequency shift is thus a measure of the greater 
electron transfer from DMSO to iodine induced by the po­
larizing effects of neighboring DMSO molecules.
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Nuclear Magnetic Resonance Studies of the Interaction of Molecular Oxygen with 
Organic Compounds

M. Polak and G. Na von*
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Proton nmr line broadenings and chemical shifts due to dissolved molecular oxygen were measured for var­
ious organic compounds. After corrections for the extra broadening in spin-spin multiplets, due to T\ spin 
decoupling effects, the observed oxygen-induced broadening was similar for all compounds studied. It was 
concluded that there was no complex formation between the oxygen and the organic molecules. Small oxy­
gen-induced chemical shifts could be observed and some possibilities for their origin were discussed.

Introduction
Since the original observation by Evans1 of the appear­

ance of a new uv optical absorption spectrum when oxygen 
is dissolved in aromatic solvents, similar spectra were ob­
served for solutions of oxygen in a variety of other organic 
substances as well.2-4 Tsubomura and Mulliken3 and Jort- 
ner and Sokolov4 concluded that the new oxygen-induced 
absorption spectra are not a result of the formation of sta­
ble complexes, but are due to contact charge-transfer inter­
actions.5 More quantitative studies made by Lim and Kow­
alski6 in benzene solutions, as well as those of King and 
Bradely in the gas phase,7 confirmed this general conclu­
sion. A negligible stability constant was also found for the 
charge-transfer optical absorption due to oxygen interac­
tion with halide ions.8

While all previous conclusions were based mainly on sol­
ubility and thermochemical data, the application of the 
nmr technique gives information on the molecular level, 
and is sensitive to the presence of preferred structures even 
in weak complexes. Measurements of proton nmr relaxa­
tion times of water saturated with oxygen were reported by 
Hausser and Noack.9

Experimental Section
Nmr spectra were measured on a Varian HA-100 spec­

trometer using 2% v/v TMS as an internal lock. Relaxation 
times T i and T2 of single-line spectra were measured by 
the methods of Carr and Purcell10 and of Meiboom and 
Gill11 using a pulsed spin-echo attachment to the HA-100 
spectrometer.12

In early experiments where atmospheric pressures of 
oxygen or nitrogen were used, the gas was bubbled through 
the solutions for 5 min in a syringe and the solutions were 
injected into a thin walled 5-mm nmr tube. In order to ob­
tain larger oxygen effects, which could be measured more 
precisely, higher pressures of oxygen were used in later ex­
periments. For such experiments, pure oxygen at atmo­
spheric pressure was introduced into a rubber tube of a 
known volume, which was connected to three-limb vacuum 
stopcock at one end and to a thick-walled nmr tube (Wil- 
mad 523-PP, 3.5-mm internal diameter and 5-mm external 
diameter) containing the solution at the other end. The 
stopcock could be linked either to the oxygen tank or to a 
vacuum line, thereby enabling the air to be replaced by the 
oxygen gas. The oxygen was then trapped in the nmr tube

by inserting the tube into liquid nitrogen, and the tube was 
sealed and brought to room temperature. Oxygen pressures 
were estimated from the ratios of the initial volume to the 
volume inside the sealed nmr tube.

Bulk susceptibilities were estimated using peak separa­
tions of spectra obtained in a coaxial cell without spin­
ning.13 The cell (Wilmad No. 517) consisted of two coaxial 
tubes with internal diameters of 2.3 and 4.2 mm and exter­
nal diameters of 3.3 and 5.0 mm for the inner and the outer 
tubes, respectively. The proton nmr signal of the solute in 
the inner tube which consisted of a single line was used for 
locking the spectrometer. In all experiments the outer tube 
contained a solution of 1.5 M  benzene in CC14. Its spectrum 
consisted of two broad peaks the separation of which is re­
lated to the bulk magnetic susceptibilities of the solutions 
in the inner and the outer tubes.13 A calibration curve was 
obtained using various liquids with known magnetic 
susceptibilities.14’15 In order to estimate the bulk magnetic 
susceptibility due to dissolved oxygen, the peak separation 
of the benzene solution in the outer tube was measured 
while the inner tube contained a solution of 1.5 M  acetone 
in CCI4 in which oxygen was dissolved at various pressures. 
The uncorrected shifts were obtained by spinning the same 
sample, thereby obtaining a single sharp peak from the 
outer solution.

Results and Discussion
In preliminary experiments line broadenings and chemi­

cal shifts were observed after bubbling oxygen through so­
lutions of organic compounds in CC14. All these effects 
could be reversed after bubbling nitrogen gas through the 
same solutions, thus eliminating the possibility that the ob­
served effects are due to the introduction of impurities or 
to oxidation products. Furthermore, both line broadenings 
and chemical shifts were found to be proportional to oxy­
gen pressure.

Since many of the samples contained oxygen at a pres­
sure of 3.6 atm all the other results listed in Table I were 
normalized to this particular pressure. In order to elimi­
nate errors due to inaccurate estimations of oxygen pres­
sures, spectra were run for solutions each containing a mix­
ture of three or four of the compounds listed in Table I. 
The results for one compound in different mixtures were 
consistent within the experimental error, and the values 
given in Table I are the average results.
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TABLE I: D ifferentia l L ine B roadenings and C hem ical S h ifts  o f  V arious O rganic M olecules  
D ue to  D issolved O xygen“

Line b ro a d e n in g ,H z Chem ical sh ifts ,0 Hz

Acetone 1 . 4 - 0 . 3

Dioxane 1 . 4 - 0 . 1

M ethy lene  dichloride 1 . 2 - 0 . 9

Chloroform 1 . 3 - 2 . 8

Benzene 1 . 4 - 0 . 6
p-D iiodobenzene 1 . 5 - 1 . 7

p -D im eth o x y  benzene
1-5

CH30 —( Q ) s-O CH 3 œ p —( ^ - ° ch3

p -D ie th o x y  benzene
1.6

r — k 34 2.6

.c h 3— ch2o —\ 0 /  OCH2CH3

-1 .2  ^

CH,— CHO— OCH,1

A nthracene

CH, 16
-0 .3
C H a - i - 3

9 ,10-D im ethylan thracene

CH, CH,

Pyridazine n» A ,j
N = N N=N

3-Chloro-6-methoxy-
2.3___2.3

Cl— och3 Cl—i f ^ S — OCH,
pyridazine N=N N = N

N ,W -Dimethyl-p-amino-
benzonitrile

E th y l  p - N ,JV-diethyI- 
am inobenzoate

p-Cyanobenzaldehyde

N C - ^ ) - N ( CH,)2 N C - ^ ^ N C C H , ) ,

V u

CH3CH2O C A 0 V - N ( C H 2CH3)2

0
”s “  II “3
CHjCH20 — C— ( ( _ ) ) —NfCHjCH,):

0

NC— C— H 13
-1 .2  -1 .4

NC—< ^ ) —C— H ~0J!

" All results are for 0.125 M  solution in CCI i and are norm alized to  oxygen pressure of 3.6 a tm . ! E stim ated  error, 0.3 Hz. r E stim ated  errors 0.2 Hz for 
singlets and 0.4 H z for m ultiplets.

Line Broadening Well-defined complexes of oxygen 
with the organic molecules should result in differential 
broadening effects: ordered structures should produce dif­
ferent broadenings of different functional groups within 
one molecule and unequal binding constants of such com­
plexes should result in different broadening effects for the 
various organic molecules in the same solution. However, 
from the results listed in Table I another trend may be 
noted: while all singlets exhibited the same amount of 
broadening (within experimental error) spin-spin multi- 
plets exhibited greater amount of broadening which in­
creased in the order doublets, triplets, quartets. Moreover, 
an apparent decrease of the spin-spin splitting, J, was 
noted for the multiplets. This decrease was more pro­
nounced at higher oxygen pressures and parallelled the 
amount of the line broadening.

All these results can be nicely interpretated by an equal 
oxygen effect on all proton groups together with a “T\ spin­
decoupling” effect by which an extra broadening occurs to 
a proton group due to a T\ relaxation process of another 
group, spin-spin coupled to it. According to the treatment 
given previously16 for first-order spectra, the broadening of 
the “A” portion of an AmX„ multiplet is given by

_1_  _ 1_ n . .
T !  r p  r )  r p  \ f  )

2A 1 2A Z M X

provided that the broadening is smaller than the spin-spin 
splitting, J. According to this equation the apparent broad­
ening 1 /T 2a' of a group of nuclei A, coupled to n nuclei X, 
having spins of one-half, consists of an intrinsic broadening 
1 /T 2a and an extra broadening effect due to T\ spin decou­
pling, n/2 T\x, where 'I\x is the longitudinal relaxation 
time of the proton group X. For the specific case of n = 1 
eq 1 was given also by Abragam.17

Measurements of the ratio Tip/T2p (Tlp_1 and T2P_1 are 
the relaxation rates due to dissolved oxygen) were per­
formed for acetone by a pulse nmr technique at 100 MHz 
and the result was Tip/T2p = 1.17 ± 0.15. We calculated 
this ratio, applying Pfeifer equations,18 which are based on 
a translational diffusion mechanism (see below) obtaining 
an estimated value of 1.06. Assuming that these ratios 
apply also for the intrinsic relaxation times of all other 
compounds, one expects for singlets, triplets, and quartets 
broadening ratios of 1:1.86:2.29, respectively, for T\p/T2p -  
1.17 and of 1:1.94:2.41 for Tip/T2p = 1.06. These are in good 
agreement with the average experimental broadening ratios 
of 1:1.87:2.46.

As a further check a 4.5-atm O2 broadened spectrum of 
the aliphatic residue of p-diethoxybenzene is compared in 
Figure 1 with a spectrum computed as described before.16 
The agreement seems satisfactory. Accordingly, the appar­
ent reduction of J  is fully explained.

From the above treatment it can be concluded that all
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4 0 5  4 0 0  395 39 0  385 3 8 0  37 5  S h ift (Hz)

Figure 1. Calculated and experimental spectrum of p-diethoxyben- 
zene under 4.5 atm of 0 2: (a) methyl spectrum, (b) methylene spec­
trum. (All shifts are relative to TMS which was used as an internal 
reference.)

broadening data can be accounted for, within experimental 
error, by equal oxygen effect on the relaxation rates of all 
the molecules measured and for all proton groups within 
each molecule. This rules out any specific binding of oxy­
gen to the organic molecules in solution. There are only sta­
tistical encounters with equal probability for all protons 
belonging to the various molecules and functional groups. 
This result is in agreement with previous suggestions for 
negligible stability of oxygen complexes with organic mole­
cules.3’4’6’7 Moreover, it gives evidence on the molecular 
level for the nonspecificity of their interaction.

The equality of the relaxation times of various proton 
types indicates also that the dominant relaxation mecha­
nism due to oxygen is through dipolar interaction. Scalar 
interaction should depend on the induced spin densities of 
the various proton groups and it is expected to have a large 
variation among groups of different chemical nature.

In the absence of stable complexes of oxygen and organic 
molecules the dipolar interaction can be modulated by 
their mutual translational diffusion and by the electronic 
spin relaxation of the paramagnetic oxygen. Such a relaxa­
tion mechanism was treated by Pfeifer,18 whose equations 
were used for the calculation of the Ti/T% ratio. As was 
mentioned above the calculated ratio for 100 MHz is in 
agreement with the experimental value within our experi­
mental error. Moreover, frequency dependence studies of 
the proton nmr relaxation times of oxygen solutions in 
water9 and organic solvents19 were in accordance with the 
above mechanism.

Chemical Shifts. The chemical shift data given in Table

17 4 9

TABLE II: S u scep tib ilities and C h em ica l-S h ift  
C orrections o f  A cetone O, B enzene

O o  p r e s s u r e ,  

a t m A^obsd>ft Hz Ap,b Hz
- X  X 1 0 ® ," 

c g s Accorr» H z

0.21 65.6 0.673
2.0 10.3 47.2 0.628 -0 .9
0.21 61.4 0.662
3.0 15.1 27.2 0.578 +  2.5

° Chem ical sh ift differences between solutions containing oxygen u nder high 
pressures and air sa tu ra ted  solutions (0.21 a tm  of oxygen). b T h e  separation  
o f th e  tw o peaks obtained  for a  nonrotating  coaxial nm r tube . c E s tim a ted  by  
using a  calibration  curve.

I are relative to internal TMS. The shifts are small but be­
yond experimental error. Especially noticeable are the dia­
magnetic shifts exhibited by aromatic protons and by 
methylene chloride and chloroform.

In order to estimate the absolute values of the chemical 
shifts caused by the dissolved oxygen, the shifts were mea­
sured against an external reference, and a bulk susceptibili­
ty correction was applied. The results are shown in Table
II. The chemical shifts relative to the external reference 
were highly reproducible with an average value of 6.0 ± 0.6 
Hz per 1 atm of oxygen. On the other hand, high precision 
could not be obtained for the bulk susceptibity corrections. 
This only allows us to conclude that dissolved oxygen does 
not induce large absolute chemical shifts in the nmr spectra 
of the organic solutes.

Two explanations can be tentatively suggested for the 
observed chemical shifts, (a) Anisotropy in the paramagne­
tism of the oxygen molecules which are close to the mea­
sured proton. It can be seen in Table I that the shifts are 
pronounced for protons to which the approach is relatively 
sterically hindered. Examples are the phenyl protons in the 
para-substituted benzenes which have shifts greater than 
benzene, and the shifts of the substituted methyl groups 
which increase in the order methyl, methylene chloride, 
chloroform. Oxygen molecules having a possible paramag­
netic anisotropy would induce proton chemical shifts by 
approaching the sterically hindered proton in a unique 
way. It should be stressed that an asymmetrical encounter 
complex alone cannot induce any shift because of orienta­
tional averaging. Only an anisotropy in the magnetic sus- 
ceptibiity would lead to a nonzero average, (b) A trans­
ferred hyperfine interaction induced by the oxygen mole­
cule during the short encounters could also occur. A possi­
ble mechanism for such an interaction might involve a mix­
ing with charge-transfer states in which the oxygen may 
serve as an acceptor and the organic molecules as donors. 
In such a case a correlation is expected to exist between the 
induced chemical shifts and the spin densities on the corre­
sponding protons in the cation radicals of the organic mole­
cules. This mechanism is consistent with the sign of the 
shift induced by oxygen; the shifts of the aromatic protons 
are more diamagnetic than those of the methyl protons (see 
Table I), in line with the negative spin densities on the aro­
matic protons in aromatic radicals.

The hyperfine constants of the aromatic protons in the 
cation radical of V.V-dimethyl-p-aminobenzonitrile have 
not been measured, but they are expected to be in the re­
verse order of that of the corresponding anion radical. The 
hyperfine constants in similar anion radicals as, e.g., p-ni- 
troaniline20 and V.V-dimethyl-p-nitroaniline21 are about
3.3 and —1.1 G for the protons in positions ortho and meta 
to the nitro group, respectively. Thus, the hyperfine cou­
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pling constant in the cation radical is expected to be higher 
for protons adjacent to the dimethylamino group. Such an 
order was, in fact, observed also for the chemical shifts.

The hyperfine coupling constant for the positive ion of 
dimethoxybenzene is slightly smaller than that of the ben­
zene cation (2.4 vs. 2.9 G, respectively)22,23 in contrast to 
our chemical-shift results. However, as the dimethoxyben­
zene is a better donor than benzene, it is reasonable that a 
higher amount of charge transfer occurs during the encoun­
ter with an oxygen molecule. However, the relatively high 
hyperfine constant of the methyl protons in the cation rad­
ical of 9,10-dimethylanthracene (8.0 G24,25) is not reflected 
in the oxygen-induced chemical shift of these protons, 
which is similar to the chemical shifts of methyl groups in 
all other compounds. This last result renders the correla­
tion between the oxygen-induced chemical shifts and the 
proton hyperfine constants of the cation radicals incom­
plete. Obviously, further study is needed before a firm con­
clusion about the origin of the chemical shifts can be made.

C onclusions
The equal relaxation rates induced by dissolved 0 2 on 

proton groups in the same or different molecular species 
lead to the conclusion that no stable complexes of oxygen 
with the organic molecules are present in the solutions. The 
relaxation is caused by a nonspecific dipolar interaction. 
The small but reproducible shifts, the origin of which is

s t i l l  u n k n o w n ,  m a y  i n d i c a t e ,  h o w e v e r ,  s o m e  s p e c i f i c  i n t e r ­

a c t i o n  d u r i n g  t h e  s h o r t  e n c o u n t e r s .
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10-Methylphenothiazine and dibenzo-N-methylphenothiazine were oxidized with silver perchlorate, hex- 
afluoroantimonate, and tetrafluoroborate to give stable ion-radical salts. All compounds exhibit exponen­
tial dependence of conductivity on temperature. Their magnetic behavior has been interpreted on the 
basis of a linear Ising model involving antiferromagnetic interaction of the unpaired electrons. Only a 
small fraction of the unpaired electrons participate in conduction.

Introduction

Organic salts of TCNQ radical anions have attracted 
much attention due to their low electrical resistivities, 
particularly when incorporating an apparently neutral 
molecule of TCNQ.1 Recently it has been shown that 
some simple radical-ion salts of TCNQ exhibit an insula­
tor-metal transition below room temperature.2,3

We have been looking for compounds that could form

cation radical ions by appropriate oxidation. The low ion­
ization potential of phenothiazine and related compounds 
made them worth investigating. These form charge-trans­
fer complexes with several electron acceptors.4,5 It was 
felt that stable salts of substituted phenothiazines could 
be formed using string oxidizing agents. We report here 
the preparation of several salts based on 10-methylphe- 
nothiazine (10-MP) and 3,4:5,6-dibenzo-./V-methylphe- 
nothiazine (DiB-N-MP) and their electrical and magnetic
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behavior. The structural formulas of the two compounds 
are shown.

Experimental Section
Preparation. 10-Methylphenothiazine was obtained by a 

procedure developed in this laboratory by Litt and Sum­
mers.6

10-Methylphenothiazine Perchlorate (IO-MPCIO4). 10- 
MP (3.3220 g, 0.0156 mol) was dissolved in sufficient 
95% ethanol to get an almost saturated solution at about 
60° and 1.9760 g (0.0077 mol) of iodine dissolved in 20 ml 
of ethanol was added. After a few minutes a solution of 
3.2280 g (0.0156 mol) of silver perchlorate in 10 ml of etha­
nol was poured in. A precipitate of Agl formed immedi­
ately. The precipitate was allowed to agglomerate and 
then was filtered off, leaving a red solution of 10-methyl- 
phenothiazine perchlorate. After evaporation to dryness in 
vacuo at room temperature the salt had the appearance of 
a black powder. The crude yield was 4.8232 g (99.3%). 
The product was recrystallized by dissolving in acetone 
(saturated solution) adding dioxane (% the volume of ace­
tone) and precipitating the crystals out by slow evapora­
tion of acetone under reduced pressure. After two recrys­
tallizations the yield was 4.2697 g or 87.9%. The ir spec­
trum shows the presence of water despite prolonged 
drying under vacuum. The element analysis indicates that 
the salt exists as a hydrate rather than as a simple salt.

Anal. Calcd for a 1:1 salt hydrated by one water mole­
cule, CigHnNSCKVHaO: C, 47.10; H, 3.92; N, 4.22; S, 
9.67; Cl, 10.69. Found: C, 48.48; H, 3.96; N, 4.08; S, 9.58; 
Cl, 10.08.

The nonhydrated salt decomposes in several hours. This 
was seen when the synthesis was attempted using a sol­
vent such as acetone. The compound starts decomposing 
above 120°.

10-Methylphenothiazine Tetrafluoroborate (10-MPBF4). 
The salt was prepared in the same way as IO-MPCIO4. 
The respective quantities of reactants were 3.3220 g of 
10-MP (0.0156 mol), 1.9760 g of I2 (0.0077 mol), and 
4.6668 g of AgBF4 (0.0156 mol). The yield after recrystal­
lization was 4.3048 g or 80.0%.

Anal. Calcd for a 1:1 salt, C13H11NSBF4: C, 52.04; H, 
3.66; F, 25.30; S, 10.68. Found: C, 53.40; H, 4.31; F, 23.74; 
S, 11.04.

Anal. Calcd for the 1:1 salt (+0.10 10-MP): C, 54.1; H, 
3.85; F, 23.95; S, 11.10.

The compound decomposes above 120°.
10-Methylphenothiazine Hexafluoroantimonate (10- 

MPSbFs). This was prepared as the salts above. The re­
spective amounts of reagents were 3.3220 g of 10-MP,
1.9760 g of I2, and 5.295 g of AgSbF6. After recrystallization 
the yield was 4.456 g or 64.4%.

Anal. Calcd for a 1:1 salt, Ci3HnNSSbF6: C, 34.77; H, 
2.47; S. 7.14; F, 25.39. Found: C, 36.54; H, 2.46; S, 6.82; 
F, 24.86.

The compound decomposes above 145°.
Dibenzo-N-methylphenothiazine (DiB-N-MP). Diben- 

zophenothiazine was prepared from 2,2'-dinaphthylam-

TABLE I: O ptical Spectra o f  C ation  R adicals in  
A ceton itr ile  S how in g B and M axim a P osition s and  
E xtin ction  C oefficients

Compound

B and maxim um
E xtinction
coefficientm/i eV

10-MPCIO4 850 1.46 1320
760 1.63 1320
512 2.42 7830
480 2.58 6480
312 3.98 2400

10-MPSbF6 Same as above
DiB-N-MPClO-i 720 1.72 9050

568 2.18 2830
500 2.48 3580

ine,7 and subsequently methylated by the same procedure 
as phenothiazine. The melting point of dibenzophenothia- 
zine was 230° (lit.7 232°). The yield was 77%. The melt­
ing point of the methylated compound was 287° and the 
yield was 85.1%. It was recrystallized from pyridine.

Anal. Calcd for C2iH i5NS: C, 80.43; H, 4.79; N, 4.47; 
S, 10.24. Found: C, 79.43; H, 5.00; N, 4.45; S, 10.39.

Dibenzo-N-methylphenothiazine Perchlorate (DiB-N- 
MPCIO4). DiB-N-MP being poorly soluble in ethanol, 
only 0.4690 g was dissolved in 750 ml at ~60° and 0.1889 
g of I2 in 30 ml of ethanol was added. After stirring the so­
lution for 5 min, 0.3086 g of AgC104 in 5 ml of ethanol was 
poured in. The solution turned blue-black and a precipi­
tate of Agl settled slowly to the bottom. Unfortunately 
DiB-N-MPC104 partly precipitated too; many extractions 
with ethanol were required to dissolve it from the silver 
iodide. After filtration and evaporation of the solvent, the 
salt was a black crystalline powder similar to the 10-MP 
salts. The yield was only 0.2764 g (44.8%). The salt was 
recrystallized from the same solvent-nonsolvent mixture 
as the 10-MP salts. It decomposes above 125°. The ir 
spectrum shows the presence of water not removed after 
several days of drying in vacuo.

Anal. Calcd for a hydrated 1:1 salt, C2i Hi 5NS-C104- 
H20: C, 58.53; H, 3.94; N, 3.25; S, 7.44; Cl, 8.23. Found: 
C, 59.15; H, 3.81; N, 3.11; S, 7.16; Cl, 8.20.

All synthesized compounds were stable in air for 
months.

Characterization. Optical Spectra. The uv and visible 
spectra of the salts in acetonitrile solution were taken on a 
Cary 14 spectrophotometer at concentrations of 2 X 10“5 
to 10~4 M. Transmission spectra on the solids were taken 
in Nujol mulls on the same instrument.

Table I shows the band positions and extinction coeffi­
cients for 10-methylphenothiazine perchlorate and di- 
benzo-N-methylphenothiazine perchlorate. Beer’s law is 
obeyed.

Esr Spectra. The solid salts were diluted with NaCl (1% 
of the salt). The concentration of the solutions was 8 X  

10~4 M. The measurements were made at room tempera­
ture on a Varian E-3 spectrometer.

Electrical resistances were measured on pellets of com­
pressed powder. The ac resistance was measured on a 
Tektronix curve tracer, Type 576, at 60 Hz. The higher re­
sistances were measured in dc using a Keitnley 610C elec­
trometer. The oscilloscope display was a simple straight 
line indicating that the compounds obey Ohm’s law.

Magnetic susceptibility measurements were made by 
Mr. Lever, Department of Chemistry, York University, 
Downview, Ontario. He used the Faraday method.

X-Ray spectra were run on powders using the General 
Electric XRD-6 wide angle diffractometer.
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Results
Esr Spectra. The esr spectrum of IO-MPCIO4 in aceto­

nitrile is shown in Figure 1. The spectrum is exactly the 
same as obtained by other workers who oxidized the com­
pound in sulfuric acid8'9 or electrochemically.10 The rela­
tive intensities of the lines are 1:4:7:7:4:1. The coupling 
constants of the electron with the nitrogen nucleus and 
the protons are An = 8.5 G and Ah = 7.4 G. DiB-N- 
MPCIO4 exhibits exactly the same solution spectrum.

The solid state spectra reduce to single lines of 4.95 and
5.3 G width respectively, indicating a large exchange ef­
fect.

X-Ray Data. Powder diagrams of the neutral 10-MP 
and its perchlorate salt are compared in Table II. The rel­
ative intensities of the strongest reflections are given.

Conductivity. All salts obey an exponential temperature 
dependence characteristic of semiconductors (Figure 2). 
The 10-MP salts exhibit very high <r0 values and high ac­
tivation energies. Many, Harnik, and Gerlich11 postulated 
the relation

a =  epN 0 exp( - E / k T)

where m is the drift mobility, e the electron charge, and 
Nq the effective density of states in the conducting levels 
of the crystal. N0 was taken as 1021 from the number of 
molecules per cm3 and the multiplicity of the first excited 
electronic level of each molecule. We used this relation to 
estimate maximum possible intrinsic drift mobilities. 
Table III summarizes the data obtained from conductance 
measurements.

Magnetic Susceptibility. The magnetic susceptibility of 
IO-MPCIO4 follows the Curie-Weiss law, as shown in Fig­
ure 3. The concentration of spins calculated from the 
Curie constant indicates one unpaired electron per cation 
radical. The constant 9 was -175°K showing antifer­
romagnetic interactions. In order to determine the energy 
of the interaction we applied the linear Ising model12 
which has been shown to fit similar crystalline organic 
free-radical systems reasonably well.13 (The singlet-triplet 
model was also tested but proved unsatisfactory.) The 
susceptibility is given by

_  n£ W
Xm ~  4kT  P kT

where N  is the total number of spins, mb is the Bohr mag­
neton, g the usual g factor, and J  is the energy of interac­
tion, often called exchange energy. The plot of log (x m T )  
vs. l /T  gave a straight line (Figure 4), from the slope of 
which J  was calculated to be 0.011 eV. Figure 5 shows the 
agreement between the experimental values of suscepti­
bility and those calculated from the above equation using

F igure  2. T e m pe ra tu re  dependence  o f c o n d u c tiv ity  fo r the  ca tio n  
ra d ica l sa lts.

F igure  3. R ec ip roca l m a gne tic  susce p tib ility  vs. te m p e ra tu re  fo r 
1 0 - M P C I O 4 .

TABLE II: R elative In te n sitie s  o f  S trongest X -R ay  
R eflections o f  10-M P and IO-MPCIO4

Com pound

d  spacings 
o f strongest 

reflections
R elative0
in tensity

10-MP 8.92 0.066
4.97 0.056

10-MP 4.45 0.116
3.72 0.200

IO-MPCIO4 5.33 0.027
4.97 0.048
4.45 0.065
3.54 0.110

a T h e  in tensities were corrected for L orentz and  polarization  factors.

J  = 0.011 eV. The low temperature divergence of the ex­
perimental points is attributed to a small amount of para­
magnetic impurity. The overall behavior of the salt is, 
therefore, one of an antiferromagnetic substance in the 
ground state, which becomes progressively paramagnetic 
with increasing temperature.

DiB-N-MPC104, however, gave the susceptibility tem­
perature dependence shown in Figure 6 (points). The 
curve can be reproduced to a large extent if we assume 
the material to act as an Ising solid with J  = 0.036 eV, 
which contains about 15% of a paramagnetic impurity 
(Figure 6, solid line). The calculated higher temperature
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TABLE III: D ata O btained  from  C ond uctan ce M easu rem ents

Compound
C onductiv ity  a t  

25°, o h m -1 c m -1

A ctivation 
energy, 
E, eV

<T0,
o h m -1 cm -1 No

Estim ated  
maximum 

d rif t m obility, n, 
cm 2 sec -1 V -1

In te rac tio n
energy,
J , eV

lO -M P C K L 1.8 X  10“ 7 0.73 1.8 X  10s 1.9 X  1021 5.8 X  102 0 . 0 1 1
10-MPSbFs 1.6 X  10-“ 0.98 2.5 X  105 1.3 X  1021 1.2 X  103
10 -M PB F4 7.0 X  10" 7 0.75 1.8 X 10® 2.0 X  1021 5.5 X  103
D iB -N -M P C IO i 2.5 X  10" 9 0.43 0.035 1.4 X 1021 1.5 X  10"“ 0.036

Figure 4. Ising model plot for I O - M P C I O 4 .

T ° K

Figure 5. Magnetic susceptibility vs. temperature for 10- 
M P C IO 4 :  solid line, calculated from Ising model equation using J  
= 0.011 eV; points, experimental.

susceptibilities deviate from the experimental curve. This 
may be due to a change in J  with temperature caused by 
lattice expansion. Other workers have also reported that 
the interaction energy is a function of temperature.114

Discussion and Conclusions
Although the crystal structure of these salts has not 

been elucidated, the strongest reflection in the X-ray 
spectrum of IO-MPCIO4 was at 3.54 A. This value is only 
slightly smaller than the strongest reflection for 10-MP it­
self (3.72 A) the latter being the distance between parallel 
10-MP molecules.

It has been recently shown that A'-methy 1 phenazinium 
tetracyanoquinodimethane, as well as TCNQ salts with

x
400-

Figure 6. Magnetic susceptibility ys. temperature for DiB-N- 
M P C I O 4 :  points, experimental; line, calculated from Ising model 
for J  = 0.036 eV, assuming 15% of a paramagnetic impurity.

inorganic cations, consist of linear chains of TCNQ" an­
ions stacked essentially face to face, the interplanar dis­
tance between TCNQ molecules within a given chain 
being 3.26 A.3’15 It is worthwhile pointing out that N- 
methylphenazinium cations also formed linear arrays be­
tween TCNQ" chains.

Therefore it seems very likely that 10-MP and DiB-N- 
MP cation radical salts are also built up of alternating 
columns of cations and anions. The electronic structure 
becomes pseudo one dimensional with maximum x-elec- 
tron interaction along the 10-MP+ chains.

It follows that the state of the solid is largely paramag­
netic at room temperature. However, the salts exhibit 
moderate electrical conductivities. Obviously not all the 
paramagnetic electrons are participating in conduction. 
Only those that can be excited to conduction levels be­
have as carriers. The paramagnetism is, therefore, due to 
the uncoupled electrons in the lowest antibonding w orbit­
als. The population of the conduction band is very small 
at room temperature or slightly above. The activation en­
ergy for conduction can probably be related to the Cou­
lomb repulsion energy for the double cation as elucidated 
in the modified Hubbard model for one-dimensional con­
ductors.16 As would be expected, the conduction activa­
tion energy is lower for DiB-N-MP than for the smaller 
molecules since a double positive charge can be accommo­
dated more easily in the larger molecule.

Under our conditions, the solid state spectra of 10- 
M C P I O 4  did not show evidence of an absorption edge at
0.73 eV. The solution absorption at 1.46 eV is reproduced 
in the solid state spectrum. However, we feel that though 
it is twice the conduction activation energy, they are 
probably not related.
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Structure of Aqueous Solutions. Structure Making and Structure Breaking in Solutions 

of Sucrose and Urea
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The effect of sucrose and urea on the librational band of water has been studied by infrared spectroscopy. 
Sucrose is found to produce little change in the band while all band characteristics are changed by the addi­
tion of urea. Comparison with changes produced by electrolytes indicates that the structural change pro­
duced by urea is different from that observed in electrolyte solutions.

The terms structure making and structure breaking 
have been used to describe aqueous solutions containing 
various solutes. From various measurements it was con­
cluded that urea w’as a structure breaker while sucrose 
was a structure maker.12 The region of the vibrational 
spectrum which corresponds to the librational energy of 
water molecules has been little studied although it may 
be expected to yield significant information on the hydro­
gen bonded structure in solutions. We present here a pre­
liminary report of a study of the librational spectrum of 
water in solutions of sucrose and urea using a thin film in­
frared technique.

The spectra were obtained using a Perkin-Elmer 457 
spectrometer and a thin film transmission technique in 
which a film of ~7 p thickness was held between KRS-5 
plates. Appropriate corrections were made for reflection 
losses and variations in film thickness and reproducibility 
of better than 1% in band intensity could be maintained 
from run to run. Band intensities are adjusted to unit 
concentration of water and all intensities are quoted rela­
tive to that of pure water at 20°. The technique is re­
ported in detail elsewhere.3 The collected results for urea 
and sucrose at various concentrations and temperatures 
are collected in Table I. Also shown, for comparison, are 
results for selected ionic salts.3-4

Three of the four band characteristics reported in Table 
I show different behavior for urea and sucrose. The shift 
in band maximum with added solute shows a small de­
crease in energy with either sucrose or urea. This decrease 
is similar to that noted for a number of ionic salts. The

band intensity increases much faster with added urea 
than it does for added sucrose. In this respect urea is sim­
ilar to tetraethylammonium nitrate and potassium iodide; 
sucrose on the other hand resembles potassium nitrate. 
The decrease of intensity with temperature rise noted for 
urea is unique among the solutes studied; pure water and 
all other solutions examined show an intensity increase. 
The band asymmetry as measured by the asymmetry 
index5 is markedly different for urea for which the asym­
metry goes from negative for pure water to appreciably 
positive. The only other solutes for which positive asym­
metry indices have been measured are LiNCT, NaClCT, 
LiCl, BaBrg, Nal, and KI at very high salt concentrations 
{e.g., for LiNC>3 concentration of 10 m the asymmetry 
index is + 8).

Examination of the spectrum of water as the tempera­
ture is raised indicates that a gradual disruption of the 
water structure produces a small increase in band intensi­
ty, a marked decrease in the band maximum, and little 
effect on the band asymmetry. The salts NTT Cl, NFTBr, 
and to a lesser extent N H 4 N O 3  and N H 4 C I O 4  show con­
centration-dependent behavior which resembles this. The 
behavior of all other solutes is more complex.

Intensity increase with added solute is frequently large; 
the largest increases are noted when there is a great size 
difference between anion and cation (e.g., Lil) or when 
the cation has aliphatic side chains (tetraalkylammonium 
cation). The former may be ascribed to the structure dis­
ruption produced by the dissimilar ion sizes while the lat­
ter may generally be ascribed to hydrophobic bonding. In
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TABLE I: C haracteristics o f  th e  L ibrational B and o f  W ater w ith  Added Urea and Sucrose

20° 40° 60°
Concn, -------------------------------------------------------  -------------------------------------------------------  ------------------------------

Sample M 7relc »'max W /2 »'As 7relc Pmax W /2 vAs Tret' »'max W /2 vAs

h 2o Pure 1.00 690 445 -2 0 1.03 660 433 -2 5 1.05 625 420 -3 0
Urea 2 1.10 670 440 0

5 1.23 640 432 +  20 1.15 605 430 +  20 1.10 600 420 +  22
9 1.44 595 425 +  20 1.25 585 425 +  20 1.19 580 415 +  20

Sucrose 0.5 1.01 685 440 -2 0 1.02 655 425 -3 0 1.00 628 415 -2 4
1 1.01 680 452 -2 0 1.02 650 425 -2 8 1.03 620 420 -2 0
2 1.03 675 418 -2 0 1.03 640 430 -2 5 1.05 610 420 -1 8

EtjNNCL“ 2 1.12 676 422 -2 5
KNOs» 2 1.01 690 485 -4 0
KCP 2 1.05 650 505 -40
KBr° 2 1.03 645 503 -3 0
K I” 2 » 1.08 640 518 -4 0

a In tensities  increase w ith tem pera tu re  rise. V m decreases w ith  tem pera tu re  rise (small); W /2  increases w ith tem perature rise (small). b A t h igh concen tra­
tions K I has a positive uAs- c /rei is th e  in teg ra ted  in tensity  re la tive  to  th a t  of pure w ater.

any case the intensity increase can be associated with a 
disruption of water structure. In the case of urea there is a 
marked intensity increase with added urea but neither 
disparate ion size nor aliphatic side chains can be respon­
sible. If the urea acted to disrupt the hydrogen bonded 
network there would be increased librational freedom 
which would result in greater amplitude of the librational 
motion. This would result in an increase in band intensi­
ty. The changes noted in the energy of the band maxi­
mum may also be attributed to a decrease in the hydrogen 
bonded forces holding the water molecules in the mean li­
brational position. The asymmetry of the librational band 
shows considerable variation as solutes are added to 
water. For most electrolytes (except ammonium salts) the 
asymmetry decreases (and may change sign) as the elec­
trolyte concentration increases. This decrease in asymme­
try is most pronounced for iodides where the large anion is 
expected to contribute to the absorption of water struc­
ture.

The change in band symmetry is more pronounced for 
urea than for any other solute studied. We feel that it 
gives a clear indication that the average environment of 
water molecules has been drastically altered by the addi­
tion of urea. This change is more pronounced than that 
produced by other solutes studied.

The spectroscopic changes induced by addition of su­
crose to water are, in general, small. They indicate that 
the forces acting on water molecules do not show great 
change as the sucrose is added. Thus the intermolecular 
water-water interactions appear to be similar to the inter­
molecular water-sucrose interactions.

The use of the terms “structure making” and “structure 
breaking” to describe our results does not appear to be 
appropriate. It is obvious that urea produces pronounced 
changes in the forces acting on water molecules but 
whether this should be termed structure breaking is not 
obvious. This work is currently being extended to a range 
of substituted ureas and thioureas in an attempt to clarify 
the factors contributing to changes in the intermolecular 
forces influencing water in solution.

Note Added in Proof. It has been suggested that a more 
extensive discussion of the band variations observed, to­
gether with a comparison with findings from other 
techniques, would be useful. The factors influencing the 
librational band are not adequately illustrated by sucrose 
and urea. However, the findings from a study of solutes 
structurally related to urea has enabled a much more satis­
factory discussion to be developed and this will be published 
shortly.
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The concentration dependence of the self-diffusion coefficients of the coion in polyelectrolyte solutions 
containing simple salts was studied at two concentrations of sodium polyacrylate at several concentrations 
of sodium chloride in water at 25°. At constant polyelectrolyte concentration, the self-diffusion coefficients 
of the coion increase with the added salt concentration, whereas at a fixed salt concentration the coion self­
diffusion coefficients decrease with increasing polymer concentration. Good correlation has been obtained 
between the predictions for the self-diffusion coefficient of the coion obtained from the Manning line 
charge polyion model and the data presented in this study.

It is well recognized that the interactions of small ions 
with polyelectrolytes in aqueous solution govern many of 
the solution properties of polyelectrolytes. Attention has 
been focused on the long-range electrostatic and short- 
range specific interactions of the counterions with the 
poly ion.1-5 However, no systematic experimental investiga­
tions have been reported concerning the interactions of the 
coion with the polyion. This interaction has been dismissed 
by many by their insistence that the coion, being of the 
same charge as the polyion, would hardly be affected by the 
polyion. Yet, the literature contains some results6-14 that 
indicate that the coion has a noticeable effect on the solu­
tion properties of polyelectrolytes.

A model for polyelectrolyte solutions developed by Man­
ning16-17 presents simple limiting laws for both thermody­
namic and transport properties for both the counterion and 
the coion. According to this theory, a fraction of the coun­
terions condense onto the polyion above a critical charge 
density for the polyion. The coions interact with the 
polyion by Debye-Huckel interactions, as do the uncon­
densed counterions.

While the Manning theory has not been tested extensive­
ly, a few good correlations between the theory and experi­
mental results have been discussed.4 Recently, Dixler and 
Ander18 reported excellent agreement between the theoret­
ical and experimental values of the self-diffusion coeffi­
cient of sodium ions in aqueous solutions of sodium polyac­
rylate in sodium chloride. Here, we discuss the results of 
the self-diffusion coefficients of chloride ions in aqueous 
solutions of sodium polyacrylate containing sodium chlo­
ride. A capillary method19’20 was used along with an equa­
tion developed by McKay21

where D is the self-diffusion coefficient, C/Co is the ratio of 
final to the initial chloride activities in the capillary, / is the 
length of the capillary, and t is the time of diffusion. The 
experimental conditions employed in this work were such 
that 0.5 < C/C0 < 0.7, for which range McKay’s equation 
has been shown to be valid.

Experimental Section
Material. The sodium polyacrylate used in this investi­

gation was the same used in a previous study.18 The ra­
dioactive 36C1 (half-life 3 X 105 years) was obtained from 
New England Nuclear as a 2.68 N  H 36Q aqueous solution, 
which was neutralized with aqueous NaOH.

Diffusion Measurements. All diffusion measurements 
were carried out in a bath thermostated at 25.00 ± 0.01°. 
The diffusion assembly was the same as used previously.18 
Precision bore capillaries of 1.60 mm i.d. and 3.00 cm 
length were used. After time was allowed for diffusion, usu­
ally 1 day, each capillary solution was quantitatively trans­
ferred to a planchet. All planchets were dried under an in­
frared lamp while rotating slowly on a sample spinner. 
After being emptied of the diffused contents, the capillary 
was rinsed with the original tracer solution and refilled. 
This was again quantitatively transferred to another plan­
chet and dried. The two planchets were subsequently 
counted in a Geiger counter to give C and C0.

Sample Counting and Validation of Technique. Since 
36C1 emits high energy ft particles, a Geiger-Muller Coun­
ter was selected as a detector. The counting assembly con­
sisted of a Nuclear Chicago G-M counter, timer, and a scal­
er Model 181B.

The counting parameter used to calculate the diffusion 
coefficient according to eq 1 is the square of the ratio C/Co 
and consequently the error is magnified substantially. In 
order to minimize the counting errors, each sample was 
counted at least six times, each count for a duration of 15 
min. The diffusion coefficients reported were calculated 
from the total count obtained from the six measurements 
for each sample. Each D% value reported is the average 
value and the standard deviation obtained for three to six 
samples.

Prior to the self-diffusion measurements in NaPA solu­
tions, the validity of the transfer of capillary contents, the 
counting techniques, and the diffusion procedure were test­
ed using aqueous NaCl solutions. The diffusion technique 
described above and eq 1 were used to determine the diffu­
sion coefficients of Cl- in 0.050 and 0.030 N  NaCl solu­
tions. The results obtained were 1.93 ± 0.01 X 10“5 and
1.97 ± 0.01 X 10-5 cm2/sec for the 0.050 and 0.030 N  NaCl,
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respectively. Since these are in good agreement with the 
corresponding literature values of 1.94 X 10-5  and 1.96 X 
10-5 cm2/sec,22 the technique was concluded to be ade­
quate for use in this study.

Results and discussions
Self-diffusion coefficients for Cl-  D2 were determined in 

dilute aqueous solutions of NaPA containing NaCl at 25°. 
Completely neutralized NaPA at concentrations of 0.0100 
and 0.0300 N  were used. The NaCl concentrations ranged 
from 0.0011 to 0.0300 N. Thus the value of X, defined by

X  = n j n s (2)

where ne and ns are equivalent concentrations of the poly­
electrolyte and sodium chloride, respectively, ranged from 
1 to 9 for both polyelectrolyte concentrations.

From the experimental results depicted in Table I it is 
evident that the D2 values decrease with increasing values 
of X, leveling off to a constant value at high X  values. Also 
the D2 values decrease with a decrease in concentration of 
the added salt, at constant polymer concentration. (It 
should be noted that this tendency is in contrast with the 
behavior in simple salt solutions23’24 where the opposite 
trend is observed.) Inspection of the data in Table I further 
reveals that at a fixed concentration of simple salt, the dif­
fusion coefficients decrease with increasing polymer con­
centration. Most important is that D2 is found to be a func­
tion of X  only under the conditions studied.

A test of the Manning theory is to compare the experi­
mental self-diffusion coefficients of the counterion and the 
coion with those predicted. Very good agreement has been 
observed in the case of the counterion.18 The experimental 
data obtained for the self-diffusion coefficients of the Cl- 
ion were correlated with Manning’s theoretical predictions. 
Based on the assumption that the condensed counterions 
have negligible mobility while all the uncondensed small 
ions are subject to Debye-Hiickel interactions with the 
polyions, Manning derived expressions to calculate the 
self-diffusion coefficients of the mobile ions. The diffusion 
coefficient on an ¡th ion is given by

D. 0 = 1 - 3 A (3)

where i = 1 and 2 represents the uncondensed counterions 
and the coions, respectively; Di is the self-diffusion coeffi­
cients of small ions in the polyelectrolyte solution and Dp 
is its value at infinite dilution in the absence of polyelectro­
lyte; and the quantity A is given by the series

A = Y  Y  M W  + W )  + 1 + 2 £ - 1] - 2

where m1( m > X 0, 0; £ > 1; m\ and m2 are integers and £ is 
a linear charge density parameter given by

£ = Zve2/ek T b
and Zp is the valence of a charged group on the polyion, e is 
the unit of electrical charge, k is the Boltzmann constant, T 
is the absolute temperature, and b the distance between 
charges on the polyion, 2.5 Ä for a fully charged vinylic 
polyelectrolyte making £ = 2.85 for the present study. Since 
the series A was rapidly convergent, the summation for 
values of (mi, m2) was evaluated only from —10 to + 10, ex-

X

Figure 1. Plot of D2 /D20 vs. X. Comparison of theoretical curve (solid 
line) with experimental D2 values for ne = 0.0100 N, O, and 0.0300 
N, 9 . with D2° = 2.033 X 10-5  cm2/sec.

TABLE I: S e lf-D iffu sion  C oefficients for C l- in  
N aP A -N aC l-H 20  S o lu tion s at 25°

D 2 X 105, cm 2/sec

X nQ =0.0100 N ne = 0.0300 N

1 1.92 ±  0 . 0 2 1.91 ±  0.03
2 1.85 ±  0.03 1 . 8 8 ±  0 . 0 1

3 1.82 ±  0 . 0 1 1.84 ±  0.03
4 1.81 ±  0 . 0 0 1.81 ±  0 . 0 1

5 1.80 ±  0 . 0 1 1.79 ±  0.03
6 1.78 ±  0.03 1.80 ±  0 . 0 2

7 1.79 ±  0 . 0 1 1.81 ±  0 . 0 1

8 1.78 ± 0 . 0 0 1.79 ±  0 . 0 1

9 1.78 ±  0 . 0 1 1.77 ± 0 . 0 2

TABLE II: V alues for X = 1 to  9
t-'X A i~X A

0.351 0.125 2.105 0.298
0.702 0.194 2.456 0.310
1.053 0.235 2.807 0.319
1.403 0.263 3.150 0.326
1.754 0.283

eluding the point (mi, m2) = (0, 0). The values obtained for 
A for X  values from 1 to 9 are given in Table II.

The limiting laws are specifically formulated to be strict­
ly valid at infinite dilution. However, the properties of 
polyelectrolyte solutions at the lowest measurable concen­
trations are taken to be very close to those at infinite dilu­
tion. The range of X  values was chosen because according 
to Manning theory the “polyelectrolyte effect” on the dif­
fusion coefficients of the coion is especially evident at high 
values of X.

Using the limiting value for D2° = 2.033 X 10-5  cm2/sec2'2 
and the values obtained as described above for X  and A, 
theoretical values were computed from eq 3 for D2. It can 
be seen from Figure 1 that the D2/DP values obtained from 
self-diffusion experiments are in close agreement with the 
values calculated from eq 3, within range of concentrations 
investigated. This lends confirmation to Manning’s theory 
for self-diffusion, since both the self-diffusion coefficients
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of the counterion and the coion are found to be in good 
agreement with the predicted values.

The general trend predicted is for the D2 of the coion to 
rapidly decrease with increasing X  values and then to level 
off to a constant value at higher values of X  over a wide 
range of concentrations. To investigate the validity of this 
conclusion two sets of data were obtained keeping X  con­
stant and varying the values of ne and ns. From Figure 1 it 
can be seen that the D2 values for the two sets of points are 
in good agreement and also display the expected trend. It 
should be noted from Figure 1 that the experimental points 
fall about 3% below the theoretical curve. This small dis­
crepancy may be thought to be due to the neglect of small 
ion-small ion interactions in the theory, which was dis­
cussed by Wells.25 However, Dixler and Ander18 found no 
need to consider small ion-small ion interactions since this 
small correction would be hard to detect in the larger scat­
ter of the points.

Theoretically the limiting value of D2 at ns = 0, i.e., a 
polyelectrolyte with no simple salt present, could be ob­
tained by evaluating A at X  = °°, which is 0.40, and insert­
ing this value into eq 3. This gives D2/D20 = 0.87 and hence 
D2 = 1.78 X 10-5 cmr/sec for the limiting value. It is inter­
esting that for both polyelectrolyte concentrations em­
ployed in this study, a constant value of 1.79 ± 0.03 X 10-5 
cm2/sec was obtained for D from X  = 4 to X  = 9. At X  = 4, 
D2/D20 has a theoretical value of 0.91, which is approxi­
mately 5% greater than 0.87, the limiting value at X  = °° 
which is predicted from the theory.

One additional prediction to be made from Manning re­
lationship is that

Dx/D *  < D2/D 2°

that is, for a maximally charged polyelectrolyte the relative 
decrease in the self-diffusion coefficient of the counterion 
is larger than that for the coion. For this case the diffusion 
coefficients of the condensed counterions are assumed to

be zero and those of the uncondensed counterions are given 
by the equation

= ( r 1*  + D (x  + d - ‘( i  -  (5)

The experimental data for Z?Na+18 and Z>ci- confirm the 
above result. Furthermore, these self-diffusion results jus­
tify an assumption of the Manning model that the mobility 
of the condensed counterions is negligible.
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The equivalent conductance (A) of double-long-chain electrolytes such as decyltrimethylammonium deca- 
noate was measured in a series of ethanol-water mixtures in which the mole fraction of ethanol was 0.05,
0.10, 0.15, and 0.20. With increasing electrolyte concentration, A was found to decrease by more than was 
predicted by the Onsager equation. This discrepancy was treated as resulting from ion-pair formation, and 
ion-pair association constants (K ) were calculated. The electrostatic and hydrophobic contributions to the 
free energy of ion-pair formation (AG;on pajr = —RT  In K) were separated by examining the effect of hydro­
carbon chain length on AGjon pajr. The change of the electrostatic contribution with ethanol concentration, 
as a result of accompanying change in the dielectric constant, agreed with Bjerrum’s equation. The hydro- 
phobic contribution (AGhi) initially decreased (hydrophobic interactions became stronger) with increasing 
concentration of ethanol, with the minimum value observed when the mole fraction of ethanol was 0.10. A 
linear relationship was obtained when AGhi was plotted against the reciprocal of the isothermal compressi­
bility (a measure of the free energy required to make a cavity in the solvent to accommodate a hydrophobic 
solute). Contrary to popular belief, AGhi does not appear to be related to the surface tension of the solvent.

Introduction
The importance of hydrophobic interactions in main­

taining the viability of living organisms is widely recog­
nized.1"8 Studies of effects of solutes on hydrophobic inter­
actions are important since they further our theoretical un­
derstanding of these interactions and also provide a means 
of distinguishing hydrophobic from other forces (such as 
electrostatic and hydrogen bonding) involved in stabilizing 
the native conformation of proteins and nucleic acids.

While studying the effects of hydrophobic interactions 
on the kinetics of reactions of some long-chain alkylamines 
with long-chain carboxylate esters of p-nitrophenol, we no­
ticed that low concentrations of ethanol (mole fraction 
<0.1) apparently increased the effect of hydrophobic inter­
action between the hydrocarbon chains, compared with the 
effect in pure water.9 In this paper we report a more de­
tailed investigation of this phenomenon.

This investigation is based on measurements of the 
equivalent conductance of solutions of hydrophobic ions. 
Some preliminary experiments10 on purely aqueous solu­
tions of decyltrimethylammonium undecanoate, decanoate, 
nonanoate, etc. had suggested that hydrophobic interaction 
between the hydrocarbon chains might lead to the forma­
tion of ion pairs (at concentrations below the critical mi­
celle concentration), but the effect was too small to obtain 
reliable ion-pair association constants. Addition of ethanol 
can be expected to favor formation of ion pairs because it 
lowers the dielectric constant of the solvent.11 Our investi­
gation shows that when the mole fraction of ethanol is 
>0.05, ion-pair formation is sufficiently increased to obtain 
reliable association constants and consequently to obtain 
an estimate of the free energy of hydrophobic interaction 
between the hydrocarbon chains.

Experimental Section
1. Materials. Decyltrimethylammonium bromide (East­

man) was recrystallized from 50% (v/v) ethanol-ether. Car­

boxylic acids were redistilled before use. Water was dis­
tilled from glass and passed through a mixed-bed ion-ex- 
change column [Bio-Rad AG 501-X8 (D)j. The conductivi­
ty was always below 1 X 10~4 ohm-1 cm""1.

Decyltrimethylammonium hydroxide was prepared by 
shaking a solution of the bromide (0.15 M) with a twofold 
excess of freshly precipitated silver hydroxide, for 2 hr. The 
filtrate was titrated potentiometrically (Radiometer 
PHM26/ABU lc), and carboxylate solutions were prepared 
by neutralizing (6 < pH < 7) aliquots with the appropriate 
amount of neat carboxylic acid. An appropriate weighed 
quantity of ethanol was added at this point.

2. Methods. Conductance measurements were made with 
a Wayne-Kerr universal bridge (B224). The cell was fitted 
with platinized platinum electrodes and was of a type de­
signed for use with solutions which have a tendency to 
froth (see Figure 13 of ref 12). The cell constant (15.72) was 
checked before and after each set of experiments by using 
standard potassium chloride.11 The carboxylate solutions 
were diluted by weight with the appropriate mixture of 
ethanol and water. All solutions were thermostated at 25° 
(±0.05°). We could detect no change in conductance with 
time, once the test solution had reached the thermostat 
temperature. When appropriate, the conductivity was cor­
rected for the conductivity of the solvent.

An Olivetti Programma 101 programable calculator was 
used for the repetitive calculations.
Results

Figure 1 shows equivalent conductance (A) plotted 
against the square root of the molar concentration, in 0.1 
mole fraction ethanol-water, for decyltrimethylammonium 
dodecanoate, undecanoate, decanoate, nonanoate, octa- 
noate, heptanoate, and acetate. The long-chain carboxyl- 
ates form micelles within die concentration range of these 
experiments (indicated by a sharp decrease in A), but as 
the points observed above the critical micelle concentration 
(cmc) are not relevant here, we have simplified the figure
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TABLE I: D e c y ltr im e th y la m m o n iu m  C arb oxy la tes  in  0.10 M ole  F r a c tio n  E th a n o l-W a te r  a t  25°

C arboxylate ion A oR C 0 2K o Aob Aoc K,  M - 1 Cm c, M

Acetate 64.27 36.404 >0.02
Heptanoate 57.59 29.72 29.83 5.8 ±  1.2 >0.02
Octanoate 57.42 29.55 29.71 10.6 ±  1.2 0.014
Nonanoate 56.50 28.63 28.66 38.6 ± 1 . 2 0.0080
Decanoate 55.88 28.01 28.03 91.6 ±  1.7 0.0056
Undecanoate 55.42 27.55 27.53 190 ±  2 0.0046
Dodecanoate 54.89 27.02 27.05 192 ±  3 0.0036

a L im iting  equ ivalen t conductance (cm2 o h m -1 m o l' ') of th e  potassium  salt. h L im iting equ ivalen t conductance of the  decyltrim ethylam m onium  salt, cal­
culated from  eq 2. c L im iting equivalent conductance obtained by  using D avies’ procedure. 4 Obtained, directly, from  th e  Onsager equation.

Figure 1. Equivalent conductance (A) of decyltrimethylammonium 
carboxylate solutions ir 0.1 mole fraction ethanol-water at 25° plot­
ted against \ / C  where Cis the molar concentration: (1 ) acetate, (2 ) 
heptanoate, (3) octanoate, (4) nonanoate, (5) decanoate, (6 ) un- 
decanoate, (7) dodecanoate. Broken lines show the theoretical (On­
sager) slope. Vertical lines represent the cmc.

by terminating the plots at the cmc. (Approximate values 
of the cmc are given in Table I.)

The points for the acetate conform with the Onsager 
equation11 (within the limits of experimental error) but 
those for the long-chain carboxylates lie consistently below 
the theoretical lines, indicated in Figure 1 by broken lines. 
The discrepancy is large enough (<25% for the dodeca­
noate) to be confidently explained as resulting from ion- 
pair formation,11'13 and such an explanation is supported 
by the fact that consistent values of the ion-pair association 
constant (K) were obtained for each set of values of electro­
lyte concentration and A (see below).

Modified to take ion-pair formation into account, the 
Onsager equation is usually given as

A =  a[A 0 -  (P + Q A j /a c  ] (1)
where P and Q are the constants which give the Onsager 
slope, a is the fraction of dissociated ions, c is the molar 
concentration (for a 1:1 electrolyte), and A0 is the limiting 
equivalent conductance.

For this particular concentration of ethanol (mole frac­
tion of 0.10), values of A0 were obtained independently of 
the data of Figure 1 by measuring Ao for the potassium salt 
of each of the carboxylic acids. Ao for the decyltrimethy­
lammonium carboxylate was then given by

TABLE II: C a lc u la t io n  o f  K  for
D e c y ltr im e th y la m m o n iu m  D e c a n o a te  in  0.10 M ole  
F r a c tio n  E th a n o l-W a te r  a t 25°

C, M Aa ab f ± 2 C K , d A f-i

0.00397 20.70 0.804 0.854 89.5
0.00199 22.97 0.872 0.887 94.8
0.00156 23.81 0.898 0.897 90.1
0.00120 24.49 0.918 0.908 88.6
0.00079 25.25 0.938 0.923 95.0

“ Observed equ ivalen t conductance (cm 2 ohm  1 mol 1). ^ F rac tio n  of 
dissociated ions, calculated from eq 1. c M ean activ ity  coefficient calculated 
from  th e  D ebye-H iickel equation, d M ean value is 91.6 w ith  s tan d ard  e rror 
± 1.2.

TABLE III: C o m p a r iso n  o f  O bserved  a n d  C a lc u la te d  
V a lu es  o f  A for  D e c y ltr im e th y la m m o n iu m  D e c a n o a te  
in  0.10 M ole  F r a c tio n  E th a n o l W ater  a t 25°

Calcd® A

Fuoss and
C, M  Obsd A O nsager Onsager

0.00397 20.70 20.69 20.91
0.00199 22.97 23.14 23.26
0.00156 23.81 23.85 23.94
0.00120 24.49 24.51 24.60
0.00079 25.25 25.41 25.45

Ao = 28.09 cm 2 ohm  " 1 mol ~l, K =  91.6 M - h  a = 0.352 nm.

A A CHoA0 — A0 c o 9d . . RCOoK
A0 2 -

A CHqCO r,K
A0 3 2

where AoCH3C°2D is the limiting equivalent conductance of 
decyltrimethylammonium acetate, A0RC°2K is the limiting 
equivalent conductance of the potassium carboxylate, and 
A0CH3C°2K is the limiting equivalent conductance of potas­
sium acetate. An iterative procedure was then used to cal­
culate from eq 1 a for each set of values of c and A. The as­
sociation constant (K ) was then calculated from

K = (1 -  a ) / f±2a 2c . (3)
in which f± is the mean activity coefficient of the free ions 
as given by the Debye-Hiickel equation.11 Table II shows a 
typical set of results. The values of K  were considered suffi­
ciently close to each other to substantiate our interpreta­
tion of the results in terms of ion-pair formation.

Alternatively, Ao and K  can be obtained without recourse 
to the equivalent conductance of the potassium salts by 
using the procedure suggested by Davies.13’14 This gave 
values of Ao almost identical with those obtained by using 
the potassium salts (see Table I); hence we felt justified in 
using this less laborious procedure for the other concentra­
tions of ethanol.

Instead of using the Onsager equation to calculate K, we 
considered using the more exact version of Onsager and
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TABLE IV: D ecy ltr im eth y la m m o n iu m  C arboxylates in  E th an ol-W ater M ixtures at 25°

Carboxylate ion

X'EtOH® = 0.05 ^EtOHa = 0.15 Xe to  ft'1 = 0.20
Ao, cm 2 

o h m -1 m o l-1 K ,  M ~ '

Ao, cm 2 
o h m “ 1 m o l-1 K ,  M“>

Ao, cm 2 
ohm _1 mol ~l K ,  M ~ l

Acetate 47.37 27.31 27.43
Hexanoate 40 .00 < 0 . 6 23.06 1.8 ±  0 . 2
Heptanoate 38.77 1.4 ±  0 .4 22.39 2 . 9  ±  0 .1 22.49 2 . 4 ±  0 .2
Octanoate 38.55 3 .2 ±  0 .2 22.22 6.6 ±  0 . 2 22.37 3 . 7 ±  0 .2
Nonanoate 37.20 7 .5 ±  0 . 2 21.78 12.5 ±  0 .4 21.60 5 . 6 ±  0 .1
Decanoate 36.46 17.1 ±  0 .2 21.08 23 ±  1 21.18 9 .1 ±  0 .1
Undecanoate 20.79 43 ±  1 20.72 12.3 ±  0 .1

a M o l e  f r a c t i o n  o f  e t h a n o l .

Fuoss,15 but a comparison (see Table III) of the observed 
values of A, for decyltrimethylammonium decanoate, with 
values of A calculated from both the original Onsager equa­
tion (eq 1) and the extended version of Onsager and Fuoss 
leads to the conclusion that our results were not of suffi­
cient precision to justify the more elaborate treatment.

The results obtained in ethanol-water mixtures contain­
ing 0.05, 0.15, and 0.20 mole fraction of ethanol are summa­
rized in Table IV.

D iscussion

1. The Free Energy of Hydrophobic Interaction in Etha­
nol-Water Mixtures. The free energy of ion-pair formation 
by the hydrophobic ions is given by

AGlon pair =  - R T  In K  (4)
The term AG;on pajr can be split into two components: the 
contribution from the interaction between the charged 
head groups (AGeiectrostatic) and the contribution from the 
interaction between hydrocarbon chains (AGhydrophobic)-

A G ion pa ir  — A G e l e c t r o s t a t i c  V  A G hyd ro p h o b ic

The value of AGhydrophobic must increase with increasing 
length of contact between the hydrocarbon chains. If we as­
sume that the free energy increment for each additional 
contact between two methylene groups is constant, then

A G h y d r o p h o b i c  — ^ A G j j i  ( 6 )

where n is the number of methylene groups in contact in 
the ion pair and AGhi is the free energy of hydrophobic in­
teraction between two methylene groups (which includes 
contributions from both the hydrocarbon-hydrocarbon at­
traction and the solvent). This assumption would obviously 
be incorrect if the free hydrocarbon chains were curled up, 
by intramolecular hydrophobic interaction. However, the 
free energy of transfer of hydrocarbons to water, from the 
gas phase or from an organic solvent, varies linearly with 
the length of hydrocarbon chain from C4 to Ci6-16 Conse­
quently intramolecular hydrophobic interaction must be 
insignificant for chain lengths below at least C]fi. Combin­
ing eq 5 and 6, then, gives

A G j 0n p a i r  — A G e i e c t r o s t a t i c  7 ^ A G m  ( 7 )

The interaction between the charged head groups, i.e., 
AG electrostatic? ¡s presumably constant and independent of 
the interaction between the hydrocarbon chains, so that 
AGeiectrostatic and AGHi can be separated by plotting 
AGion pair against n.

Figure 2 shows the four plots of AGion pajr against n. (The 
values of n assume maximum contact between the hydro-

Figure 2. AQon palr plotted against the maximum number of methy­
lene groups in contact (n). The lines refer to the following mole frac­
tions of ethanol: (1) 0.05, (2) 0.10, (3) 0.15, (4) 0.20.

carbon chains.) These plots are indeed linear (correlation 
coefficients are given in Table V) and the intercepts 
(AGeiectrostatic) are consistent with Bjerrum’s theory of ion- 
pair formation (see below). The values of AGeiectrostatic and 
AGhi are given in Table V. The table also includes a value 
of AGhi for pure water (—1.40 kJ/(mol methylene group)). 
This value was obtained from a study of the binding of 
long-chain counterions to cationic micelles10 and is identi­
cal with that obtained from Némethy and Scheraga’s theo­
retical treatment of hydrophobic interaction.17

The value of AGhi initially becomes more negative (i.e., 
hydrophobic interactions become stronger) with increasing 
concentration of ethanol, and this is in agreement with the 
qualitative trend previously observed in a kinetic study of 
reactions between hydrophobic molecules.9 The minimum 
value was observed when the mole fraction of ethanol was
0 . 10.

This was a surprising result because it has been argued 
that hydrophobic interactions are always weakened, by the 
addition of even dilute ethanol, and indirect evidence such 
as effects of ethanol on the cmc of nonionic detergents18 or 
on the solubility of amino acids19 has been brought to sup­
port this contention. We suggest that the similar argu-
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TABLE V: V alues o f  AGeiectrostatic and AGh i (Eq 7) at 25°
Mole fraction

of ethanol AGeiectrostatic» kj mol-1 n , a  nm AGhi, kj mol 1 Correln coeff

0
0.05 10 .3  ± 1 .0 0.352

— 1 . 406
- 2 . 0 6  ±  0 .13 0 .837

0 .10 9 .2  ± 0 .8 0 .322 - 2 . 2 4  ±  0 .11 0 .991
0 .15 6 .7  ± 0 .3 0 .352 - 1 . 6 1  ±  0 .0 4 0 .997
0.20 4 .0  =fc 0 .1 0.382 - 1 . 0 3  ±  0 .0 4 0 .996

ft Effective distance between the charged groups in the ion pair, calculated according to Bjerrum. b From sources other than this work; see text.

1 2 r

10-O
E
2  '
■$ 8 - o
Vio
■BHJ
■al 6 - o D<i

4

Figure 5. A Ghi plotted against the interfacial tension of the solvent 
and n-hexane. Values of interfacial tension, at 25°, were estimated 
by using the drop-weight method (J. T. Davies and E. K. Rideal, “ In­
terfacial Phenomena,’' Academic Press, New York, N. Y „  1963).

can be expected11 and inspection of molecular models 
shows that their mean value (0.352 nm) is physically rea­
sonable. When this mean value was used to calculate the 
theoretical curve relating AGeiectrostatic to 1/e, there was ex­
cellent agreement between the theoretical curve and the 
experimental points (see Figure 3).

3. Correlation of AG hi with the Compressibility of the 
Solvent. Several authors have suggested that the free ener­
gy required to make a cavity in the solvent, to accommo­
date the hydrophobic solute, might be a useful practical 
index for comparing hydrophobic interactions in different 
media.22-24 The free energy of cavity formation can be esti­
mated from the isothermal compressibility (8) of the sol­
vent by using the relationship9

/ 3 G \  = _ F / a P  
\ 9 V ) T \  9V

from  which
cavity -  - V j i 3 (8)

where Vm is the molar volume of the hydrophobic solute. If 
AGcavity is proportional to AGHi, then AGhi should be lin­
early related to 1//3. Figure 4 shows a plot of -AGhi against 
1//3. This plot is sufficiently linear (the correlation coeffi­
cient is 0.946) to suggest that compressibility data might be 
used to predict effects of other media on hydrophobic in­
teractions.

4. Correlation of AG h i with the Interfacial Tension of 
the Solvent and Hexane. Figure 5 shows how AGhi varies 
with the interfacial tension of the solvent and n-hexane. 
There is clearly no support here for the notion that interfa­
cial tension is largely what determines hydrophobic inter­

Figure 3. AG%iectrostatic plotted against the reciprocal of the dielectric 
constant. (The curve was calculated according to Bjerrum.)

Figure 4. AGhi plotted against 10~9//3, where 8 is the isothermal 
compressibility of the solvent at 25° (obtained from K. H. Jung, The­
sis, University of Calgary, 1969).

ments which have been applied to determining the effect 
on hydrophobic interactions of other solutes, such as 
urea,20,21 guanidine hydrochloride,20 or “chaotrophic 
salts,”22 should be regarded with suspicion.

2. The Variation of AGeiectrostatic with Dielectric Con­
stant. Bjerrum11 has developed a theoretical relationship 
between the free energy of formation of a simple ion pair, 
the dielectric constant of the solvent (c), and the distance 
of closest approach of the two ions (a). We have used Bjer- 
rum’s equations to calculate, from AGeiectrostatic, the dis­
tance between the two charged groups in a hydrophobic ion 
pair, in each of the four solvent mixtures. These distances 
(shown in Table V) are as consistent among themselves as

1-4 1-6 1- 

100/E

2-5r

2-0

x  T5
CD <d

1-0 - i
20 ¿0 60 

in te rfac ia l tension (dyne cm
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actions.25,26 This is hardly surprising because it is inappro­
priate to apply a bulk surface tension to a very small sur­
face consisting of a relatively small number of molecules. 
This was recognized as long ago as 1870 by Lord Kelvin 
when he stated that his equation for the equilibrium vapor 
pressure over a curved surface could not be expected to 
apply over distances of less than 500 molecular diame­
ters.27 Surface tension results from the fact that molecules 
at, or near, the surface of a liquid are subject to intramolec­
ular forces more from one side (the interior of the liquid) 
than the other.28 However, the maximum distance between 
water molecules at a “surface” surrounding a hydrophobic 
molecule need never be more than about 1 nm. At this dis­
tance the force between two water molecules is still about 
10% of its maximum.29 Consequently, the net force on the 
water molecules around a hydrophobic molecule must be 
quite different from that experienced by water molecules at 
the interface between water-hydrocarbon bulk phases.

It might be argued that interfacial tension is simply 
being used as a measure of the intramolecular forces that 
must be overcome to make a cavity in the solute. This again 
is doubtful because, although surface tension is undoubted­
ly controlled by intramolecular forces, it is only at the tri­
ple point that it can be directly related to the bulk proper­
ties of the liquid.30'31
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Matrix Isolation Infrared Study of the Reaction between Germanium Vapor and Molecular 
Oxygen. The Characterization and Mechanism of Formation of Molecular Germanium 
Dioxide and Ozone

A. Bos, J. S. Ogden,*1 and L. Orgee

Inorganic Chemistry Laboratory, South Parks Road, Oxford, England (Received January 28, 1974)

When germanium vapor is cocondensed at 16°K with an excess of krypton containing a few mole per cent 
O 2 , the principal products are found to be O 3  and molecular GeO. In nitrogen matrices, however, signifi­
cant concentrations of molecular Ge02 are also produced, and a normal coordinate analysis for this mole­
cule based on the available germanium and oxygen isotope frequencies indicates that Ge0 2 is linear I),„h 
with a principal Ge-0 stretching force constant of 7.32 mdyn/À. A study of the oxygen isotope distribu­
tions in the O 3 and Ge02 in 180  enrichment experiments clearly shows that the formation of Ge02 involves 
insertion of a Ge atom into the 0 -0  bond of the oxygen molecule, while in the formation of O3, ground- 
state 3P oxygen atoms effectively add end-on to molecular 0 2.

Introduction
Several recent papers have described how matrix isola­

tion techniques may be used to study the chemistry of 
metal atoms and, in particular, reactions with molecular

oxygen have attracted considerable attention. The alkali 
metal atom-02  reactions have been studied extensively by 
Andrews, et al.,2~5 and it is clear that a considerable 
amount of new information concerning the stoichiometries
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and vibration frequencies of the reaction products can be 
obtained. In a few cases it has been possible to carry out 
fairly detailed normal coordinate analyses and to establish 
molecular geometries. Studies on some transition metal-02 
reactions in low temperature matrices have also been re­
ported by Ozin, et al.,6’1 and by Darling, et al.s'9

One feature common to practically all these studies is the 
characterization of small superoxide or peroxide molecules 
with typical stoichiometries Mx(02)y in which the 0 -0  
bond appears to remain intact throughout the reaction se­
quence. However, when tin atoms react with molecular 
oxygen under these conditions,10 an insertion reaction 
takes place to produce linear (D^h) Sn02 in which the 0 -0  
bond is ultimately broken, and a number of other reaction 
products such as O3 can also be produced. It is therefore of 
considerable interest to investigate whether this alternative 
type of reaction is a common feature of group IV atom 
chemistry, and this paper describes the results of analogous 
studies on the Ge atom-02  reaction in low temperature ma­
trices. The reaction products are detected using ir spectros­
copy, and extensive use of both germanium and oxygen iso­
tope data is employed in the vibrational analyses.

E xperim ental Section

The Knudsen furnace and low temperature cryotip used 
for the matrix isolation studies have been described pre­
viously.11 In the present experiments, germanium metal 
(Koch-Light, 99.999%) was heated to ca. 1500°K and the 
vapor deposited on a cooled Csl window with an excess of 
Kr or N2 containing between 1 and 25 mol % 0 2. The sam­
ple holders used (2.5 cm X 0.5 cm i.d. tubes, with 1-2-mm 
orifice) were made from either tantalum, graphite, or alu­
mina; none was found to be completely satisfactory, al­
though the spectroscopic results obtained were identical in 
each case. The tantalum holders alloyed with the germani­
um, crumbling to a powder after two to three runs; the 
graphite holders gave too great a quantity of C02, presum­
ably by reaction with some of the matrix gas which had dif­
fused back into the furnace; and the alumina holders were 
porous to the molten germanium, leading to fracture of the 
saturated holders, on cooling.

Research grade lfi0 2, Kr, and N2 gases were obtained 
from the British Oxygen Co., and 180  enriched oxygen gas 
(86% 180 2, 14% 160 180) was supplied by Miles Laboratories 
Inc. The method for making up isotopically scrambled 
(e.g., 25% 160 2, 50% 160 180, 25% 180 2) and “unscrambled” 
(e.g., 46% lfi0 2, 8% 1B0 180, 46% 180 2) oxygen mixtures has 
been described previously.10

Most experiments were carried out using oxygen concen­
trations of between 5 and 10 mol % in the matrix. Experi­
ments carried out using smaller or larger proportions gave 
essentially the same products, but the rate of product for­
mation was too slow when the proportion was ~ 1% and the 
yield of product based on oxygen content was uneconomi­
cal for higher concentrations. The gas samples were made 
up using a Toepler pump and flow rates were varied be­
tween 2 and 10 mmol/hr. The rate of growth of product 
peaks was less sensitive to the matrix gas flow rate (for N2) 
than was previously found for the system Sn-02. Germani­
um deposition rates were equivalent to weight losses from 
the holder of ca. 10-50 mg/hr, which when combined with 
the matrix gas flow rate and the geometry of the set-up 
gave estimated matrix ratios of ~500:1. The Csl deposition 
window was maintained at either 16 or 20°K during deposi­
tion, and at higher temperatures for diffusion studies, by

adjusting the H2 back pressure in the cryotip. Ir spectra 
were recorded at 20° K using a Perkin-Elmer 225 spectro­
photometer, calibrated in the wave number region of inter­
est with gaseous NH3 (IUPAC Tables).

R esu lts and Band A ssignm ents
Over 30 experiments were carried out using either kryp­

ton or nitrogen as matrix gases, but the ir spectra obtained 
were found to be markedly dependent on the matrix gas 
used, and the results from the two systems Ge-N2- 0 2 and 
Ge-Kr-02 are therefore discussed separately.

N itrogen  M atrices
Nitrogen matrix depositions were carried out over a 

range of window temperatures from 16 to 20°K, and oxy­
gen concentrations of between 1 and 10% were employed. 
All spectra showed traces of H20, CO, and C02 after depo­
sition, but several additional features were also produced. 
Figure la shows a typical ir spectrum obtained after cocon­
densing germanium vapor at 20°K with a large excess of ni­
trogen containing 5% lfi0 2. Apart from the presence of ma­
trix isolated C02, and a window impurity band (labeled X), 
this spectrum shows five important features: a very closely 
spaced triplet at ~1060 cm-1, a sharp singlet at 1042.4 
cm"1, and three broader bands at 974, 824, and 599 cm-1. 
Figure lb shows the 980-1080-cm"1 region under higher 
resolution, and the “triplet” feature now appears as a quin­
tet with three intense components at 1070.6, 1065.8, and 
1061.6 cm"1, and two weaker bands at 1063.6 and 1057.3 
cm"1. This intensity pattern corresponds closely to the nat­
ural abundance of germanium isotopes which is also shown 
on this diagram.

These results may be compared with the earlier matrix 
isolation studies on molecular germanium oxides by Ogden 
and Ricks,12 and on the basis of this earlier work, the bands 
at 974, 824, and 599 cm" 1 are assigned to GeO, Ge20 2, and 
Ge.jOa (Table I). The absorption at 1042.4 cm" 1 and the 
quintet pattern are provisionally assigned to O3 and molec­
ular GeOo respectively by analogy with corresponding stud­
ies on the tin atom-0 2 matrix reactions,10 and these assign­
ments are discussed in detail below.

When depositions were carried out at 16°K, the bands 
assigned to Ge02, GeO, and O3 were still prominent, but 
the absorptions of Ge20 2 and GeaOs were considerably less 
intense, and in some experiments they could hardly be de­
tected. In an attempt to confirm the identification of Ge02 
and O3 produced in these cocondensations, a number of ex­
periments were carried out using both scrambled and un­
scrambled samples of l80  enriched oxygen. Depositions 
were generally carried out at 16°K in order to maximize the 
relative intensity of these bands and, in the majority of ex­
periments, the proportion of total oxygen in the matrix gas 
was kept constant at 5%.

When a scrambled oxygen mixture was used (95% N2, 
1.2% 160 2, 2.5% lfi0 180, 1.3% 180 2) two moderately intense 
GeO bands were observed at 974 (Ge160) and 928 cm" 1 
(Ge180) together with several sharp bands in the 980- 
1080-cm"1 region. The absorptions of Ge20 2 and GesOs 
were not detected. Figure lc shows the 980-1080-cm"1 re­
gion of the spectrum under high resolution, and if our as­
signment of the 1042.4-cm“1 band to O3 is correct, then six 
of the bands in this spectrum must be assigned to 1/3 vibra­
tions of the six possible isotopically scrambled ozone mole­
cules. The vibrational spectra of these molecules have re­
cently been studied in inert matrices by Andrews and Spik-
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Figure 1. Ir spectrum obtained (a) after condensing germanium 
vapor at 20°K in a nitrogen matrix containing 5% 160 2; (b) part of 
the above spectrum under higher resolution; (c) after condensing 
germanium vapor at 16°K with nitrogen containing 1.2% 160 2, 
2.5% 160 180, 1.3% 180 2; (d) after condensing germanium vapor at 
16°K with nitrogen containing 2.2% 160 2, 0.4% 160 180, 2 4% 
180 2.

TABLE I: Ir A bsorptions (cm -1) Observed after  
C ondensing G erm an iu m  Vapor in  a N itrogen  M atrix  
C on ta in in g  5% l60 2

T h is  w ork“
Previous related 

studies Assignm ent

1070.6 16O70Ge16O
1065.8 160 72Ge160
1063.6 160 73Ge160
1061.6 160 74GeI60
1057.3 160 76GeI60
1042.4 1042.5b 160 3
974 973.4« GeO
824 824« G63O3
599 599.0« Ge202

1050 1000 950 c rr f '—I-------------1---------------1----------------

Figure 2. Ir spectrum obtained (a) after condensing germanium 
vapor at 16°K with krypton containing 10% 160 2; (b) after condens­
ing germanium vapor at 16°K with krypton containing 1.2% 160 2, 
2.5% 160 180, 1.3% 1S0 2; (c) after condensing germanium vapor at 
16°K with krypton containing 2.3% 1®02, 0.4% 160 180, 2.3% 1S0 2.

counted for. Two experiments were therefore carried out 
using optimum 180  enrichment (95% N2, 4.2% 180 2, 0.8% 
160 180 ) and in these experiments, a normal lower frequen­
cy quintet pattern was observed, together with a prominent 
18C>3 band. Table II shows that two ozone bands are expect­
ed at ~1029 and ~1020 cm-1, and it is clear that in 160 - 180 
experiments, there is accidental overlap between these two 
bands and two of the components of the Ge180 2 quintet.

Figure Id shows the same spectral region in a corre­
sponding experiment using unscrambled oxygen (95% N2, 
2.2% 160 2, 0.4% 160 180, 2.4% 180 2) and it is evident that 
very little Ge160 180 is produced, and that bands due to 
160 180 160  and 180 160 180 are absent. By analogy with our 
previous tin atom^0 2 matrix experiments, this observation 
provides information on reaction mechanisms, and this is 
discussed below. A complete tabulation of the Ge02 and O3 
vibrations observed in these experiments is given in Table 
II together with their isotopic assignments.

“ Frequency accuracy ± 0 .2  cm 1 for GeOa and O3, ± 0 .5  c m -1 for the  
rem aining bands. 0 Reference 13. c Reference 12.

er13 and it is clear from the frequency comparison in Table 
II that the four bands at 1042.4, 1009.2, 994.5, and 985.3 
cm-1 may immediately be assigned to ozone.

The remaining bands consist basically of a pattern of 
three quintets, in which the intensity of the central group is 
approximately twice that of the outer pair. This 1:2:1 in­
tensity ratio using 50% scrambled 180  enrichment is char­
acteristic of a dioxide in which the two oxygen atoms are 
equivalent and it is evident from the general intensity pat­
tern in each quintet that the vibration involves one atom of 
germanium. However, it is also clear that the two compo­
nents of the lower frequency quintet at 1029.1 and 1019.9 
cm-1 appear to be more intense than would be expected on 
the basis of the known germanium isotope distribution, in 
addition to which two remaining ozone bands remain unac-

Krypton Matrices
Figure 2a shows part of a typical ir spectrum obtained 

after cocondensing germanium vapor with a large excess of 
krypton containing 10% 160 2. In contrast with the corre­
sponding nitrogen matrix experiments this spectrum shows 
virtually no absorption due to Ge02, although bands due to 
On and GeO are relatively intense. Traces of Ge20 2 and 
GeaOfj could also be observed in these experiments when 
depositions were carried out at 20°K, but these were essen­
tially absent in 16°K depositions even though the O3 and 
GeO bands remained prominent. The proportion of 0 2 in 
the matrix was varied from 1 to 25% in an attempt to ob­
tain conditions under which Ge02 could be observed, but in 
no case could a prominent Ge02 absorption be detected. 
Two experiments were, however, carried out under opti­
mum noise level and sensitivity conditions in an attempt to 
locate the characteristic quintet at ~1060 cm-1. Under
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TABLE II: V ibration  Frequencies (cm -1) o f  Isotop ica lly  Labeled GeOj and 0 3 in  Low T em perature M atrices

G erm anium  isotopes

70 72 73 74 76

vi Ge02(N matrix) a ,b

I60Ge160 obsd 1070.6 1065.8 1063.6 1061.6 1057.3
caled 1070.8 1066.1 1063.8 1061.7 1057.4

16OGelsO obsd 1052.6 1047.8 1045.6 1043.5 1039.4
caled 1052.5 1047.8 1045.5 1043.3 1039.1

18OGelsO obsd 1029.1 1024.6 1022.4 1019.9 1015.6
caled 1029.2 1024.3 1021.9 1019.7 1015.3

Ozone isotopes

16-16-16 16-16-18 18-16-18 16-17-16 16-18-18 18-18-18

n  Ozone
N2 matrix" 1042.4 1029.2'' 1020.2d 1009.2 994.5 985.3
Ar matrix" 1040.0 1026.2 1017.1 1006.5 992.0 982.8
Kr matrix" 1034.6 1020.9 1012.1 1001.5 986.8 977.7

a T h is work. b GeCh vibrations calculated assuming a linear Dœk s truc tu re  w ith principal and  in teraction  G e-O  force constants of 7.32 and —0.094 m d y n /Â» 
respectively. Frequency accuracy for observed values ± 0 .2  c m -1. c Reference 13. d P a rtly  overlapped b y  G e18C>2 absorptions.

these conditions, three very weak absorptions (OD ~0.002) 
could just be detected at 1050, 1054, and 1058 cm-1 (Figure 
2a) and these are assigned to 74GeI602, 72Ge1602, and 
70Ge16O2. They would not have been located without prior 
knowledge of their approximate position.

The results of 180  enrichment using krypton as a matrix 
are shown in Figure 2a and 2b. These experiments were 
carried out principally to investigate the distribution of 
oxygen isotopes in the ozone under conditions where the 
ozone bands would not be overlapped by Ge02. Using a 
scrambled oxygen mixture (95% Kr, 1.2% 16C>2, 2.5% 1B0 180, 
1.3% 180 2) six ozone peaks were observed at 1034.6, 1020.9, 
1012.1, 1001.5, 986.8, and 977.7 cm-1 with relative intensi­
ties —1:2:1:1:2:1. This intensity pattern is thus very close to 
that predicted by simple statistics and found experimental­
ly by Andrews.13 The frequencies are uniformly ~8 cm-1 
lower than the corresponding absorptions in nitrogen 
(Table II) and this observation has also been reported pre­
viously.10 In contrast, Figure 2c shows the corresponding 
spectrum obtained using isotopically unscrambled oxygen 
(95% Kr, 2.3% 1602, 0.4% 160 180, 2.3% 1802). Four bands of 
comparable intensity were observed, and the absorptions of 
160 180 160 and 180 160 180  were again absent. The Ge160 
and Ge180  bands were prominent in both types of 180  en­
richment experiment.

Discussion
These results indicate that when germanium vapor is co­

condensed with krypton matrices containing a few mole per 
cent oxygen, ozone is produced together with GeO and 
traces of Ge202 and Ge.jOs. In nitrogen matrices, however, 
molecular Ge02 is formed in addition to the above species, 
and the isotopic data obtained may be used to deduce its 
structure.

Ge02
The assignment of the 15 bands ascribed to various iso­

topic GeÜ2 molecules (Table II) is made on the basis of iso­
tope intensity patterns and simple statistics. By analogy 
with our previous studies on molecular Sn02, Ge02 must 
have either D^h or C2u symmetry, and the observed bands 
are assigned to antisymmetric stretching vibrations. The 
apex angle 2« may then be estimated10 from the relation­
ship

4tt2w32 = (Fr -  Frr){i±0 + 2pGe sin2 a)

and frequency data from pairs of molecules such as 
72Ge160 2 and 72Ge180 2 or 72Ge160 2 and 76Ge160 2. As in our 
previous analysis for Sn02, the neglect of anharmonicity is 
expected14 to produce upper and lower limits for sin a de­
pending upon which atom undergoes isotopic substitution, 
and Table III shows the results of product rule calculations 
and experimental ratios for three pairs of isotopically sub­
stituted Ge02 molecules. It is clear that isotopic substitu­
tion at oxygen has, as expected, produced a higher value of 
sin a than substitution at germanium, and the value sin a 
= 1.023 obtained from oxygen isotope substitution is inter­
preted as indicating a linear Ge02 molecule. The lower 
limit for the apex angle is estimated to be ~170° from the 
germanium isotope effect.

The principal and interaction Ge-0 force constants (Fr 
and Frr) may be obtained from the observed frequencies of 
Ge160 2 and Ge160 180  using standard equations15 and the 
values obtained are 7.32 and -0.094 mdyn/A, respectively. 
Table II compares the 15 frequencies observed for isotopi­
cally substituted Ge02 species with those calculated using 
these parameters and assuming a linear D^h structure and, 
in all cases, agreement is to within 0.5 cm-1. The totally 
synmetric stretching vibrations are inactive in the ir for 
this molecular symmetry, but are predicted to lie at 875.6 
(Ge160 2), ~848 (Ge160 180), and 825.5 cm-1 (Ge180 2) using 
the above force constants.

The value of FT Ge02 found here (7.32 mdyn/A) is very 
close to that for matrix isolated GeO (7.34 mdyn/A),12 and 
the corresponding bond length estimated from the appro­
priate Herschbach-Laurie equation16

rGe-o = 2.15 -  0.60 log Ft 
is 1.63 A. A similar calculation for GeO also gives rce-o = 
1.63 A compared with the accurate value17 of 1.65 A and, 
although the above equation appears to give a slightly low 
estimate of the bond length, it is significant that rc,e-o in 
both Ge02 and GeO is considerably less than the sum of 
the single bond covalent radii18 of Ge and 0 (1.22 + 0.66 
A). Molecular Ge02 would therefore seem to be rather sim­
ilar, as regards its general electronic structure, to the relat­
ed molecules C02, Si02, and Sn02 all of which adopt a lin­
ear configuration,10’19 and show a considerable shortening 
or strengthening20 of the M-0 bond compared with the 
corresponding single bond values.

One final point remains concerning the bending mode in 
Ge02. This vibration is active in the ir but was not ob-
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TABLE III: Observed and C alcu lated  F requency R atios for Isotop ic GeO. Species in  N 2 M atrices

C alculated ra tio

Species Obsd frequency O bsda ra tio Sin ab Dah (a  =  90») C2v {a =  75°)

160 72Ge160 1065.8
1.0402 1.023 1.0408 1.0418

18072GelsO 1024.6
16O70Ge16O 1070.6

1.01258 0.997 1.01263 1.01203
16076Ge160 1057.3
18072GeI80 1024.6°

1.00886 0.997 1.00891 1.00849
I80 76GelsO 1015.6'

° E rro r lim its ±0.0002. b E rro r lim its ± 0 .003. c N o t overlapped by  ozone peaks.

served in these experiments. By comparison with v-$lv2 for 
CO2, it would be expected to lie within the range of our 
spectrometer, and we conclude that its extinction coeffi­
cient is at least one order of magnitude smaller than that 
for vo,.

Ozone

The bands assigned to isotopically substituted ozone are 
very close to those recently obtained by Andrews and Spik- 
er,13 Brewer and Wang,21 and Spoliti, et al.,22 in similar 
matrix studies. The frequencies obtained here in krypton 
and nitrogen matrices need not be discussed in detail, but 
the intensity patterns obtained are very significant.

R eaction  M echanism s

The experiments with scrambled and unscrambled oxy­
gen show interesting intensity patterns which provide im­
portant information concerning the mechanisms both of 
the Ge-02 reaction and of ozone formation in matrix reac­
tions. We shall consider the Ge-02 reaction first.

The reaction products obtained when group IV atoms 
react with molecular oxygen are typified by the two reac­
tions

C + Oz — ► CO + O

and
Pb + O2 —*- P b 0 2

which have been found to occur in the gas phase.23’24 For 
the intermediate element, tin, previous matrix isolation 
studies10 have indicated that both abstraction and addition 
products are present, and that small amounts of ozone, as 
well as Sn202 and Sn303 are produced depending upon the 
matrix gas used.

In the analogous germanium-02 system, the reaction 
products are found to be strongly dependent on the nature 
of the matrix gas, and at 16°K, in krypton-02 matrices, the 
principal species observed are O3 and GeO. This suggests 
that the most important reactions here are

Ge + 0 2 — * GeO + O (i)
followed by

O + O2 O3 (2)
At higher deposition temperatures, small amounts of
Ge20 2 and Ge30 3 are produced, and although no detailed 
isotope studies were made on these bands owing to their 
low intensities, we believe that they are formed by the step­
wise polymerization of GeO.

In N2- 0 2 matrices, GeO and O3 are still observed, but 
Ge02 is now an important product. Again very few GertOn 
polymers are observed at the lower deposition tempera-

Cs
CD 00 CO CD CO co
7 7 7 T~ 7 7
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CD CD CD
1

00 co co
I- T- 'r~ 7
1

CD
1

CD 00
1

CD
1

CD 00
7— 7— 7— 7— 7— 7“

Ozone Isotopes
Figure 3. Ozone isotope intensity patterns for four possible mecha­
nisms O + 0 2 —*• 0 3 In experiments involving 50% 180 enriched un­
scrambled oxygen (160 2 + 180 2).

tures. By analogy with the corresponding tin atom-02 ma­
trix reaction,10 two mechanisms would seem possible

Ge + Oz — GeO + O  (1)

followed by diffusion and further reaction to give

GeO + O — *0602 (3)

and/or

0
0

— -  Ge (4)
0 O

Just as in the formation of Sn02, the Ge atom-unscram­
bled oxygen results (Figure Id) clearly indicate an insertion 
mechanism (4) in which the 0 -0  bond is retained in the 
transition state. If the alternative step (3) were important, 
one might expect to observe significant amounts of 
Ge160 180  in these experiments, since this mechanism pro­
vides an opportunity for isotope scrambling.

The bond dissociation energy in diatomic GeO is 156 
kcal/mol20 and the heat of atomization of molecular Ge02 
may therefore be estimated as ~220 kcal/mol by compari­
son with the corresponding values20 for Si02 (with respect 
to SiO) and C02. The overall enthalpy change for the reac­
tion Ge + 0 2 —► Ge02 is thus — 100 kcal/mol, and it is 
clear that both the cyclic intermediate and the final prod­
uct are likely to contain a large amount of excess energy.
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For a molecule in the gas phase, this energy might easily be 
lost through dissociation, which would result in an overall 
reaction in the gas phase Ge + O2 -*■ GeO + 0, AH = —38 
kcal/mol, but for a matrix isolated species there is the pos­
sibility of transferring the energy to a vibrational mode of 
the matrix. In krypton matrices only the lattice modes are 
available, and very little Ge02 was in fact observed, but in 
nitrogen, where there is the additional possibility of energy 
transfer to the high-frequency ]NN=N vibration, Ge02 was 
produced in much higher concentrations. If this form of 
stabilization is important for the product of M + O2 -*• 
MO2 reactions, one might expect that it would be increas­
ingly more difficult to produce Si02 and CO2 in this way, 
and that the products would be MO + 0  (-*• O 3 ). Converse­
ly, the stabilization of Sn02 or Pb02 would be relatively 
easier, and it is interesting to note that in our earlier paper 
Sn02 could be established in both krypton and nitrogen 
and that ozone was only observed in krypton matrices.

In contrast to the tin atom-02  matrix reactions, very lit­
tle M2O2 was produced in this work, and there is no evi­
dence that this comes from the reaction Ge02 + Ge —*■ 
Ge202. Instead, experiments at different window tempera­
tures (16 or 20°K) indicate that any Ge202 present is 
formed by dimerization of GeO. In the Sn-02  system, the 
majority of the Sn202 (D2h isomer) was produced from 
Sn02, and this difference in behavior may partly be ac­
counted for in that although germanium vapor contains a 
large proportion25 of monatomic Ge, one might expect ger­
manium atoms to be more reactive than tin atoms and to 
be removed by oxygen in reactions I or 4 leaving little pos­
sibility for subsequent reaction with Ge02.

Ozone Formation
The identification of ozone in all the experiments indi­

cates that the overall reaction 1 does occur and, as the net 
enthalpy change is —38 kcal/mol, the oxygen atoms pro­
duced in (1) must be in the 3P ground state (the promotion 
energy 0(3P) —*■ 0 (1D) is 45.5 kcal/mol26).

Two general mechanisms might be considered for the 
matrix reaction of 3P oxygen atoms with O2 to form O3. 
The first of these could involve a cyclic transition state

O 0  o
0 + | *■ O/ * () O (5)

O O
in which the intermediates had C2v or D3h symmetry, while
the second might involve end-on attack via a linear or bent 
(C,) intermediate. The overall AH for the reaction under 
matrix conditions is--- 25 kcal/mol.

Wright27 has suggested that a cyclic form of ozone might 
be an intermediate in the reverse decomposition reaction, 
and that such a structure might even be more stable than 
the usual open C2u form by ~6  kcal/mol. Reaction 5 might 
therefore also be the pathway adopted in the formation of 
ozone, and it is interesting to examine our oxygen isotope 
results in this context.

Experiments with completely scrambled oxygen would 
be expected to yield the statistical distribution of isotopi- 
cally labeled ozone molecules irrespective of mechanism, 
and Figure 2b shows this pattern for ~50% 180  enrichment. 
However, in unscrambled oxygen mixtures, only the reac­
tions 160  + 160 2, 160  + 180 2, 180  + 160 2, and
,80  + ls0 2 can lead directly to ozone formation, since 
these mixtures contain virtually no 160 180. In practice, it is 
found that essentially no lfi0 180 160  or 180 160 180  is pro­
duced in this type of experiment, and that the four other

ozone molecules are produced (Figure 2c) in approximately 
equal amounts.

Figure 3 shows the intensity patterns expected in “un­
scrambled” oxygen enrichment experiments (50% 180  en­
richment) for four possible mechanisms 0  + 0 2 -*• O3. The 
first of these (a) considers the possibility of a Dzh cyclic in­
termediate in which there is no preferential bond breaking 
in the final step. Simple statistics then predict that all six 
isotopically substituted ozone molecules should be ob­
served with relative intensities as shown.28 Two other cyclic 
transition states of lower symmetry are also possible, and 
the isotope patterns expected for these are shown in Figure 
3b and 3c. Reaction scheme b should be described as an in­
sertion reaction in which the final step involves preferen­
tial fission of the original 0 - 0  bond, while c shows the ef­
fect of retaining the original 0 -0  linkage and breaking one 
of the other two bonds in the ring. This particular mecha­
nism (c) produces an intensity pattern which is very similar 
to that observed experimentally, but the same pattern 
would also be predicted for simple end-on attack (d).

These experiments therefore indicate that the formation 
of ozone takes place here either by end-on attack, or by 
side-on attack involving a C2u intermediate in which the 
original O2 bond remains intact throughout. There is no ev­
idence for either a D3/, cyclic intermediate or for a simple 
insertion reaction. It is impossible to assess whether the 
matrix cage imposes any particular restrictions on either 
the geometry of the intermediate or on the overall reaction 
mechanism, but matrix perturbations of molecular geome­
try are generally considered to be small,14 and we believe 
that the above conclusions concerning the mechanism of 
the O + 0 2 matrix reaction will remain valid for the corre­
sponding gas-phase reaction.

Conclusions
A pronounced third body effect has been observed in the 

reaction between germanium atoms and molecular oxygen 
under matrix isolation conditions. In nitrogen matrices, the 
principal products are the molecular species Ge02, O3, and 
GeO, but only traces of Ge02 are observed in krypton ma­
trices, and it is suggested that energy transfer is an impor­
tant factor in stabilizing molecular Ge02.

A normal coordinate analysis based on the frequencies of 
a large number of isotopically substituted species indicates 
that GeO2 is linear D„h and thus isostructural with the 
other group IV oxides C02, Si02, and Sn02. The relatively 
high value of the principal Ge-0 stretching constant indi­
cates that Ge02 contains appreciable multiple bonding.

Experiments with both isotopically scrambled and un­
scrambled oxygen indicate that the mechanism of forma­
tion of Ge02 involves insertion of a Ge atom into the 0 -0  
bond to form a cyclic transition state. Ozone formation, on 
the other hand, is shown to proceed with retention of the 
0 - 0  bond throughout the reaction 0  + 0 2 -*■ 0 3, and the 
possibility of a D3h triangular intermediate is discounted.
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Electron Spin Resonance Study of 
Chlorine Dioxide Adsorbed on the 
Alkali-Cation-Exchanged X-Type Zeolites
Publication costs assisted by Tokyo Institute o f Technology

Sir: As has been suggested by Rabo, et al.,} the catalytic ac­
tivity on zeolite surfaces is, in some cases,2“4 associated 
with the polarization of the adsorbed molecules by the in­
tense electrostatic field in the adsorption sites. Gardner5 
first applied the esr technique to the study of these surface 
fields. Coope, et al.,6 have recently reported that esr spec­
tra of CIO2 and Cl2_ adsorbed on the zeolites exhibit signif­
icant shifts in the hyperfine splittings, caused by the large 
electrostatic field of the zeolite surfaces. Thus it is of con­
siderable interest to investigate systematically the effect of 
the exchanged cations on esr spectra of the adsorbed radi­
cals, since the surface field is related to the poor shielding 
of cations in the zeolite structure. In this communication 
we will report our recent results of the esr study on the ef­
fect of the cations, and adsorbed water upon the hyperfine 
splitting of CIO2 adsorbed on the cation-exchanged X-type 
zeolites.

All forms of the X-type zeolites were prepared from 
Linde 13X (sodium form) by ion exchange in the conven­
tional manner and were pretreated under vacuum at vari­
ous temperatures for 6 hr. The C102 was allowed to adsorb 
onto the samples at 0.1 Torr, and then evacuated for a few 
minutes at room temperature. The esr measurements were 
made at 77 K and a JES 3BSX X-band spectrometer was 
employed.

In Figure la is shown the spectrum of C102 adsorbed on 
NaX pretreated at 350°. As has been reported by Coope, et 
al.,6 the spectrum indicates the presence of two types of 
C102 with different hyperfine splittings. The relative inten­
sity of both species, however, was changed, as is shown in 
Figure lb, when the zeolite was exchanged further with so­
dium by immersing the 13X into a sodium nitrate solution 
for 12 hr. The two-site spectra were also obtained in the ze­
olites exchanged partially (10%) with lithium and potassi­
um. It was found that, when the 10% LiX was pretreated at 
600°, the hyperfine splittings were increased, while in the 
10% KX treated at 350 and 600° and the 10% LiX treated 
at 350° the spectra were the same as NaX. In other ex­
changed zeolites studied, the spectra indicated the pres­
ence of a single species of C102, as is shown in Figure lc. 
However, the hyperfine splittings of these spectra were de­
pendent upon the cations and the pretreatments of zeo­
lites.

According to the model proposed,6 the C102 is adsorbed 
on the cationic sites, whose negative (oxygen) end is closest 
to the cation, and the large electric field due to the cation 
causes the change of the electron-density distribution in 
the molecule to give an increase in the spin density on chlo­

rine nucleus. Therefore we could make use of the hyperfine 
splitting of chlorine as a measure of the electric fields. The 
observed hyperfine splittings on the cation-exchanged zeo­
lites pretreated at various temperatures are listed in Table
I. For the sake of simplicity, we chose the splitting of an 
outermost component, which corresponds to the principal 
axis perpendicular to the radical plane in the anisotropic 
hyperfine structure.6’7

The electrostatic fields in these zeolites are, as has been 
reported by Ward,4 dependent on the ionic polarization 
power, which is proportional to the charge (e) and inversely 
to the cationic radius (/•;). However, the polarizing power 
may be better correlated with the field by taking into con­
sideration the shielding of nuclear charge by electrons on 
cation. The correction due to this effect can be made by in­
cluding a factor Seff = (5e127)/(ri1/2/) (I is the ionization 
potential), derived by Ahrens,8 and the usefulness of which 
has been confirmed by Brooker and Bredig9 in their ir 
study of some metal nitrates. For alkali metal ions the 
value of Seff is approximately unity except for lithium, in 
which the value is 1.12. Figure 2 shows the hyperfine split­
tings of the spectra observed in the zeolites pretreated at 
200 and 350° as a function of e/(rjSeff). Except for the pres­
ence of the two-site spectra in NaX and 10% LiX, evidently 
there exists a good correlation between the splitting and 
the polarization power (e/r;Seff), as might be expected from 
above discussion. Similar relationship has also been ob­
tained by Ward4 in the systematic study on the infrared 
spectra of water adsorbed on the X-type zeolites. The lin­
ear relation in Figure 2 may give experimental support of 
the linear Stark shift6 of the hyperfine couplings with the 
electric field.

The effect of dehydration on the splittings can be inter­
preted by taking into consideration the shielding of the cat­
ions by adsorbed water. From the data listed in Table I, it 
may be suggested that, although the evacuation at 200° 
cannot eliminate the water adsorbed on the cations and the 
electric field on the radical is reduced to some extent by the 
water, the splittings still reflect the polarization power of 
the cations. However, since the adsorbed water, as is well 
known, cannot be effectively removed by evacuation at 25°,

TABLE I: H yperfine S p littin g s  o f  CIO2 

Adsorbed on  Z eolites (G)

E vacuation  tem pera tu re

Sam ple 25°° 200° 350° 600°

LiX (10%) 74.7 82.5 85.1, 77.6 88.1, 80.8
LiX 75.4 76.5 76.9 76.9
NaX 74.7 82.1 85.1, 77.6 85.1, 77.6
KX 73.5 78.9 79.9 79.9
RbX 72.8 77.4 78.8 78.8
CsX 74.3 76.5 77.6 77.6

a Room  tem perature .
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Figure 1. Esr spectra of CI02 adsobred on the alkali-cation-ex­
changed X-type zeolites; (a) NaX, (b) NaX after treatment in NaN03 
aqueous solution; and (c) KX.

Figure 2. The hyperflne splittings of CI02 on the alkali-cation-ex­
changed zeolites as a function of the polarization power (e/rjSeff) of 
the cations with the samples pretreated at 200° (O), 350° (O), and 
600° (•)(10% LiX).

the radicals are almost free from the effect of the cationic 
fields because of the water adsorbed not only on cations, 
but on the other sites in the zeolites. This effect may inter­
pret the least and nearly equivalent hyperfine splittings as 
is listed in the second column of the table.

In the LiX the splitting was smaller than those in the 
other zeolites, even when the sample was evacuated at 
600°. This probably means, as Pelman10 has suggested in 
his esr study of CIO2 on LiX, that the accessible distance of 
the radical to Li+ is different from those in the other cat­
ions, because decreased size of the cation decreases the ex­
tent of exposure of the cation to the cavities in the stabi­

lized form of the exchanged zeolites. In the partially ex­
changed LiX, however, the splittings of both species were 
larger than those of NaX when pretreated at 600°. There­
fore it is suggested that the Li+ in the 10% LiX is sited in 
the more exposed position than that in LiX, possibly due to 
the interaction with Na+ tc give the larger splittings. The 
result that the observed splittings in 10% LiX treated at 
350° was the same as NaX may imply the preferential ad­
sorption of CIO2 on Na+ sites due to the difficulty in elimi­
nating the adsorbed water on the Li+ site.

R eferen ces and N otes

(1) J. A. Rabo, C. L. Angell, P. H. Kasai, and V. Schomaker, Discuss. Fara­
day Soc., 41,328(1966).

(2) J. T. Richardson, J. Catal., 9, 182 (1967).
(3) J. W. Ward, J. Catal., 10, 34 (1968).
(4) J. W. Ward, J. Catal., 14, 365 ('969).
(5) C. L. Gardner, J. Chem. Phys., 46, 2991 (1967); C. L. Gardner, E. J. 

Casey, and C. W. M. Grant, J. Phys. Chem., 74, 3273 (1970).
(6) J. A. R. Coope, C. L. Gardner, C. A. McDowell, and A. I. Pelman, Mol. 

Phys., 21, 1043(1971).
(7) T. Cole, Proc. Nat. Acad. Sci. 0. S., 46, 506 (1960).
(8) L. H. Ahrens, Nature (London), '74 , 644 (1954).
(9) M. H. Brooker and M. A. Bredig, J. Chem. Phys., 58, 5319 (1973).

(10) A. I. Pelman, Ph.D. Thesis, The Jniversity of British Columbia, 1971.

D e p a r tm e n t  o f  C h e m is t r y  K. Shimokoshi*
T o k y o  In s t i tu te  o f  T e c h n o lo g y  H. Sugihara
M e g u ro -k u ,  T o k y o , J a p a n  1 5 2  I. Yasumori

Received February 20, 1974

Equilibrium Studies by Electron Spin Resonance. VIII. 
The Use of Time Averaged Coupling Constants to 
Determine Free Ion-Ion Pair Equilibrium Constants
Publication costs assisted by the University o f Puerto Rico

Sir: Esr spectroscopy has proven itself to be the most use­
ful tool for probing the nature of ion pairing in solution and 
has been used by several workers to investigate the actual 
equilibrium constants controlling the dissociation of ion 
pair fi to form the free ion a .1

/3 a  + M* (1)

The number of systems for which this equilibrium constant 
for ion pair dissociation is known, however, is still quite 
small. This is due to the fact that it has been necessary to 
observe the free ion (a) and the ion pair (/3) simultaneously. 
That is, the esr signal for the two species must be observed 
together.2 Further, simultaneous observation of a and 0 is 
rarely encountered, since in most cases there is a rapid in­
terchange between the free ion and ion pair that is fast on 
the esr time scale.3 This results in an esr spectrum that is a 
weighted average between that for a and that for

Here we wish to report the first use of weighted average 
equations in terms of esr coupling constants for the deter­
mination of an equilibrium constant for ion pair dissocia­
tion to form free ion and the conditions under which these 
equations can be used.

It has been previously observed that anion radicals in 
hexamethylphosphoramide HMPA) are virtually fully dis-
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Figure 1. Plot of V(A° — A) vs. the reciprocal of the potassium ion 
concentration.

sociated,4 but the addition of alkali metal salts to these 
anion radical solutions in HMPA often results in the for­
mation of ion pairs.2’5

The reduction of 2,6-di-ierf-butylbenzoquinone in 
HMPA by potassium metal results in the formation of the 
free anion radical, which exhibits an esr signal consisting of 
a triplet due to two equivalent protons with a coupling con­
stant of 2.346 ± 0.005 G. Succesive additions of potassium 
iodide to this solution result in a gradual decrease in this 
coupling constant. This decrease is due to the formation of 
the ion pair, which exists in rapid equilibrium with the free 
ion, eq 1. Since the observed coupling constant for the time 
averaged species (A) smoothly decreases with the addition 
of the potassium ion,6 this coupling constant must be a 
weighted average between the coupling constant for the 
free ion (A°) and that for the ion pair (A'). This weighted 
average can be expressed by

A = {(a)Aa + (/3)A'}/{(«) + (0)} (2)

Combining this expression with that for the thermodynam­
ic equilibrium constant, Keq = (a)(K+)/(/3), where (K+) 
represents the concentration of added potassium iodide,7 
leads to the following expression.

1/(A -  A 0) = Keq/(K*){A' -  A0) + 1 /{A' -  A 0) (3)

If the two jump model expressed in eq 1 (ion pair to free 
ion) is correct, a plot of 1/(A -  A°) vs. 1/(K+) should be lin­
ear and have a slope of Keq/(A' — A°) and an intercept of 
1/(A' — A°). Treated in this manner our data did yield a 
straight line (Figure 1). At 23° this plot yields an intercept 
and slope of 3.45 and 0.36, respectively. This leads to a 
value of 2.06 G for A' (the coupling constant for the ion 
pair) and a value of 0.105 ± 0.01 for Keq.

Deranleau8 has recently pointed out that equilibrium 
constants for weak complexes determined with the use of 
weighted average equations are most reliable when they are 
based upon spectral data that extend as much as possible 
into the region where the saturation factor (s) is between 
0.2 and 0.8. For the esr experiment described here

s =  (£)/{(“ ) + (0)} — (A -  A°)/(A' -  A 0) (4)

Calculated in this manner our saturation factor varied from 
0.34 to 0.85.

We must note here that the data treated as described 
above should yield linear plots only if there is no formation 
of triple ions (ion pairs consisting of one anion and two cat­

ions). The free ion can be in equilibrium with either of the 
two possible ion pairs (structures I and II) or with both of 
them as shown in eq 5.

O' 0"M + o-

The existance of both ion pairs would not necessarily 
give curvature to the plot of 1/(A — A°) vs. 1/(K+) since the 
two structures could be in rapid equilibrium and only the 
time average between them observed. The position of this 
equilibrium and hence the fraction of ion pair of each 
structure would not be expected to be a function of the 
concentration of K+. However, if either the interconversion 
between structures I and II is slow on the esr time scale or 
the triple ion is formed, curvature of this plot would be ex­
pected. The fact that neither of these two possibilities oc­
curred for the potassium system is probably due to the fact 
that the potassium cation is sterically hindered from enter­
ing on the side of the ring in which the carbonyl group in 
sandwiched by the two tert-butyl groups. A smaller cation, 
however, might not be so hindered.

Addition of sodium iodide to the free anion radical of
2,6-di-ierf-butylbenzoquinone in HMPA also results in a 
decrease in the observed coupling constant, but a plot of 
1/(A — A°) vs. l/(Na+) is not linear. Further, an asymmetry 
is observed in the esr line widths. That is, the line widths 
increase with decreasing magnetic field. This spectrum is 
obviously due to the formation of two different ion pairs 
with slightly different coupling constants and g values. If 
the radical with the smaller coupling constant also possess­
es the smaller g value then the difference in the positions of 
the lines due to the two ion pairs will decrease with mag­
netic field. A similar effect was observed for the nitrosam- 
ine anion radicals in ethereal solvents9 and for the benzo- 
quinone anion radical in a saturated solution of KI in 
HMPA.2 The two ions observed for the sodium reduction 
are probably best represented by structures I and II. The 
formation of II is not as sterically hindered in the case of 
the sodium ion pairs as it is in the case of the potassium ion 
pairs due to the smaller size of the sodium cation. From 
this we would predict that the addition of lithium iodide to 
the free ion in HMPA would also result in the observation 
of an asymmetric esr spectrum. Experimentally this is the 
case.

The work presented here indicates that time averaged 
esr coupling constants can be used to determine ion pair 
dissociation constants, but care must be taken to be sure 
that the system can be represented by a single ion pair and 
free ion, or if more than one ion pair exists that they are 
rapidly interconverted and the equilibrium between the 
two is not a function of the counterion concentration.
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On the Negative Temperature Dependence 
of Slow Ion-Molecule Reactions
Publication costs assisted by the National Science Foundation

Sir: With the equipment and techniques developed over 
the past few years it has become possible to study “slow” 
ion-molecule reactions under conditions which permit the 
determination of the order of the reaction and the depen­
dence of the rate on temperature. For many of these reac­
tions the temperature dependence is unequivocally nega­
tive, that is, the rate increases as the temperature is low­
ered. In most cases the data best fit not the Arrhenius 
equation, but the equation kT = ATn where n has been 
found experimentally to have values from 0 to —4.6.

Two kinds of theoretical explanations have been pro­
posed for these observations. In the first,1 it is assumed 
that the reaction proceeds in two stages, the formation of 
an intermediate, followed by the unimolecular decay of 
that intermediate. The assumption is made that the longer 
the lifetime of the intermediate, the higher the probability 
of its dissociation into the observed products. The other 
theoretical explanation is quantum chemical and analyzes 
the reaction path along potential energy surfaces in terms 
of symmetry and selection rules.2

In the study of one ion-molecule reaction3
/-C4H9+ + i-C5H12 — * i-C4Hio + /-C A T  (1)

for which n = —3.0, we have found that ordinary transition 
state theory (TST) accounts satisfactorily for the observed 
temperature dependence. We have, therefore, applied TST 
to other known slow ion-molecule reactions. The results 
are reported herein.

The basic equation of TST4 may be written as

M T) kT  Qtrans^Qrot^QviJ Qelec^
h n(Qj)t r a n s ( Q ¿ ) r o t  ( Q ; ) v i b ( Q i ) e l e C i

exp { -Eo/kT)  (2)
where k T is the reaction rate constant, c is the transmission 
coefficient, the Qf are the partition functions for the acti­
vated complex, and the Qi are the partition functions for 
the reactants. The temperature dependence of the trans­
mission coefficient and the electronic and vibrational parti­

Temperoture (°K)
Figure 1. Temperature dependence of the rate constant for the
reaction 0 + + N2 —* NO+ + N. Experimental data (----- ) are taken
from ref 13; (----- ) calculated using TST. Calculated rate constant
arbitrarily scaled to equal experimental rate constant at T = 300°K.

tion functions will be assumed to be sufficiently small to be 
neglected as a first approximation.5 The partition functions 
of any internal vibrations that remain unchanged in the 
complex will cancel out. Labeling the origins of the temper­
ature dependent terms, eq 2 may be rewritten as

kr{T) = AT- (T t 3 /2  ) I  f T  y /2  \ I  
s I K 1 r o t  I m r/2 ■ 

1 i n t  ro t
n (T trans3/ 2) i ( r roti / 2 ) ii

exp (~E0/ kT )  (3)
Here A is a constant with respect to temperature; r is the 
total number of new internal rotations created upon the 
formation of the complex, i.e., the number of new internal 
rotations present in the complex minus the number of in­
ternal rotations that became hindered upon the formation 
of the complex; j  is 3 for nonlinear molecules, 2 for linear 
molecules, and 0 for atoms.

If Eo is negligible, eq 3 reduces to the form kr -  ATn. 
The only reaction of neutrals for which there is a large neg­
ative temperature coefficient, that of nitric oxide with oxy­
gen, was treated by Gershinowitz and Eyring.6 In that case, 
as "in the case of the ion-molecule reactions which we are 
here discussing, attractive potentials between the reactants 
balance the zero point energy of the newly formed vibra­
tions, giving an effectively zero activation energy. Although 
we wish to reserve a discussion of absolute rates for a more 
detailed consideration at a later time, we would like to 
point out here that the same factors which introduce nega­
tive exponents for T  also explain the slowness of such reac­
tions.

For the ion-molecule reactions, other than reaction 1 re­
ported in the literature, those which have the most mark­
edly negative temperature coefficients are those which 
have been found to be third order. Table I gives the ob­
served temperature dependences and those predicted from 
TST for reactions for which experimental data are avail­
able. It will be seen that the agreement is very good, con­
sidering the accuracy of the experimental data quoted and 
the approximations involved in the present calculations.

We have already mentioned the reaction of ieri-butyl ion 
with isopentane, in which the temperature dependence of 
T~3 indicates that about two free rotations of the methyl
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TABLE I: C a lcu la ted  a n d  E x p er im en ta l T e m p e r a tu r e  D ep en d e n c e  o f  th e  R a te  C o n sta n ts  
E xp ressed  a s kt = A T 11 for  T r im o le c u la r  Io n -M o le c u le  R e a c t io n s

T ype of reaction“ Exam ples

Caled tem pera tu re  dependence6

Linear Nonlinear 
complex complex

E xp tl
tem pera tu re
dependence0 R ef

A + +  A +  A He + -f- He +  He —►He,+ +  He T - 1 jP —0 .5 T - i 7
A ^  +  L +  A N + +  N2 +  He -*■ N3+ +  He T~2 T~1J 8
L+ +  L +  A N2 + +  N2 +  He -*• N4 + +  He J » - 1 . 6 8
or J ' - Z ' f T-2.5

A + +  L +  L N + +  N2 +  N2 - n 3+ +  n 2 /y'r — 2.5 9
L ~  +  L +  L 0 ,+ +  0 , +  0 2 o 4+ +  0 2 T - 4 J ' - Z . ó rp ~ z 10

N,+ +  N2 +  N2 - n 4+ +  n 2 rp  — 4A 9
NL+ +  L +  L h 3 + +  h 2 +  h 2 ^ Hs+ +  H2 'J1 — 4.5 T ~ i T~4.6 11
NL+ +  NL +  NL H30 * +  H20 +  CH, — H;,02 + +  CH., T -55 T ~5 'jp- 4 . 2 12

a H ere A denotes an  atom ic, L a linear, and  N L  a nonlinear species. b C alculated  from  eq 3, w ith  r — 0. r C alculated from th e  d a ta  given in th e  correspond- 
ing references.

groups are restricted in the activated complex. The bimole- 
cular reaction

O* + N2 —>- NO* + N (4)
has been studied over a wide temperature range.13 It has 
been observed that the temperature coefficient changes 
from negative at low temperatures to positive at high tem­
peratures. This can be accounted for on the basis that at 
higher temperatures the effect of the vibrational partition 
functions can no longer be neglected and, consequently, 
there is no need to introduce arbitrarily a change in the 
mechanism at higher temperatures.

We have assumed that the activated complex is a linear 
N20 +. As a first approximation, we take the vibration 
frequencies of the activated complex to be those of the sta­
ble N20+ ion,14 and we have calculated the temperature 
dependence of the rate constant. The results, compared 
with the experimental data, are shown in Figure 1. The 
agreement is again gratifying, but more detailed study will 
be needed to determine whether this explanation based on 
TST or one of the alternatives proposed by Ferguson1 or by 
Kaufman2 is the correct one.

The fact that we now have on hand a large amount of ex­
perimental data for reactions of small molecules with little 
or no activation energy makes possible new attempts to cal­
culate absolute rates from first principles and suggests 
possibilities for experimental investigations of such phe­
nomena as kinetic isotope effects. We think that the study 
of ion-molecule reactions will contribute to a better under­
standing of the preexponential factor in chemical reactions 
in general.
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