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Vibrationally excited n- butyl-2 radicals at an average energy of ~43 kcal mol-1 were prepared by chemical 
activation. Collisional deexcitation by a homologous series of perfluoro-rc- alkane bath molecules, CF4 to 
CsFjs, as well as by CH4 and cis- C4H8-2 was studied at 298 and 195°K. Increments in collision diameter
A.s (CF2) were determined per CF2 group. Relative collision diameters referenced to cis-butene-2 were mea­
sured. Comparison of results at both temperatures indicates that collisional deactivation efficiencies, 
/3C(M), are less than unity for the smallest molecules. The temperature dependence of collision diameters 
does not follow the prediction based on the Lennard-Jones 6-12 potential.

Introduction
This paper is part of a continuing study of vibrational 

energy transfer between highly excited complex polyatomic 
molecules and various types of heat bath species. Our ear­
liest efforts involved the use of chemical activation to pro­
duce vibrationally excited species having energies within a 
relatively narrow, well-defined region of energy. In these 
systems, a reaction event is in competition with vibrational 
deactivation by collisional transfer of energy to a bath gas. 
From a theoretical knowledge of the reaction event, and 
from measured values of the decomposition/stabilization 
ratio, information can be obtained concerning the nature of 
the deactivation process, including relative collision cross 
sections, collisional efficiency, and the form of the collisio­
nal transition probability distribution. Results have been 
obtained by this method both from single-channel unimo- 
lecular decomposition systems2 and from competitive mul­
tichannel systems.3

The second principal source of information we have pur­
sued has been collisional activation in low-pressure thermal 
unimolecular systems. Much of die work in this area (which 
has actually been active for almost 50 years) has tended to 
be incomplete and has been disconnected from cogent 
qualitative and quantitative considerations of experimental 
design and interpretation. A notable exception has been 
the pioneering contributions by Johnston and coworkers4 
of the early 1950’s which initiated quantitative examina­

tion of this subject. Recently, we have described theoreti­
cal5,6 and experimental7 studies of thermal systems which 
provide quantitative information concerning inert gas ef­
ficiencies. In particular, a method was devised for deter­
mining relative collision cross sections of bath molecules, 
for identifying the smallest member of a homologous series 
at and above which unit collisional efficiency (i.e., satisfac­
tion of the appropriate operational criteria for strong colli­
sion behavior) is attained, and for defining the relation be­
tween molecular geometry of structural isomers and colli­
sion cross sections.73 This work involved highly polar meth­
yl isocyanide (g c* 4 D) substrate and various paraffinic al­
kane, alkene, alkyne, and perfluoroalkane bath molecules.70

In the present paper we have attempted to broaden the 
experimental basis of this phenomenon by measuring the 
cross sections of various fluoroalkane bath species for deac­
tivation of an excited nonpolar substrate in a chemical acti­
vation system. In some of the earlier systems mentioned 
above, the activation was via H-atom addition to an olefin 
to form the relatively nonpolar, vibrationally excited alkyl 
radical. In order to minimize complications due to radical 
isomerization, and because sec-butyl decomposition has 
been very well studied, cis-butene-2 was chosen as the sub­
strate olefin. This choice also eliminates the possibility of 
anti-Markovnikoff addition to the double bond. A series of 
bath gases has been examined. This series consists of the 
homologous perfluoro-n-alkanes, Ci through C8.
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1980 R. C. Ireton and B. S. Rabinovitch

Experimental Section
Materials. Phillips research grade cis-butene-2 was puri­

fied by gas chromatography until completely free of im­
purities. The perfluoroalkanes were obtained from P.C.R. 
Inc. and were further purified by gas chromatography. Ul- 
trapure H2 from Airco was passed through a silica trap at 
77°K. The condensable gases were subjected to a freeze- 
pump-melt degassing procedure before use.

Apparatus and Procedure. A conventional greaseless 
Pyrex vacuum system was employed,8 and runs were car­
ried out in a 12-1. reactor at 300°K and a 2-1. reactor at 
195°K, each fitted with a Wood-Bonhoeffer discharge tube 
which carried a small slit through which H atoms effused 
into the reactor at a leak rate of ~15 /¿/hr. Pressure in the 
discharge was maintained at ~0.8 Torr by a flow system. 
Mixtures of the substrate cis-butene-2 and perfluoroalkane 
bath molecules were made up in the proportion of ~1:80 for 
lighter molecules (Ci to C3) and ~1:25 for C4 to Cs- The av­
erage run times varied from 0.25 to 2 hr, and average deple­
tion of substrate was 6%.

Analysis. The reaction products were removed from the 
reactor with hydrogen sweep gas and were analyzed by gas 
chromatography using a flame ionization detection. The 
hydrocarbon products were separated from the bath gas on 
a 5% squalane column in series with a 40% AgNC>3 in glycol 
column. Two aliquots from each reaction were analyzed; 
the first on a 12-ft AgN03-ethylene glycol in series with a
12-ft squalane column 0.187 in. diameter; and the second 
on a 100-ft support-coated (SCOT) 0.02-in. squalane col­
umn, with temperature programming.

Results
The chemical activation system used is represented by 

the equations2®’9

H- + c/s-CH3CH=CHCH3 —  CH3CH2CHCH3* (la) 

CH3CH2CCH3* CH3CH=CH2(D) + CH3- (lb)

CH3CH2CHCH3* + M ^  CH3CH2CHCH3(S) + M (lc)

The minimum internal energy of the activated butyl radi­
cal (B) is 40.4 kcal mol-1. This energy is sufficient to pro­
duce carbon-carbon bond rupture and leads to the decom­
position product propylene (D) in (lb). The foregoing pro­
cess is in competition with collisional energy transfer to 
heat bath molecules (M) which stabilizes the active butyl 
radical (S), as in (lc). Once stabilized, the radical under­
goes typical disproportionation and combination reactions 
which provide a measure of S. The rate constant for the 
process characterized by reaction 1 is given by9a ka = 
i3c(M)co(D/S), where d c ( M )  is the effective collision efficien­
cy on a collision-per-collision basis of collision partner M 
relative to the strong collider behavior of the 2-butene sub­
strate for which / ? c ( B )  = 1; w is the collision frequency of B 
given by PMSBM2(8n-/kTpBM)1/2; and s b m 2 is the effective 
hard-sphere collision diameter of B and M. Then

S/D =  87rfeT/>u|3c(M)sBM2/fea (2)

where pp = p m / ( m b m ) 1 /2  is a reduced mass-corrected pres­
sure. Thus, a linear relationship exists (Figures 1 and 2) be­
tween S/D and p(J, the slope of which is a measure of 
/? c ( M ) s b m 2 . Relative to a suitable standard collision pair, 
taken as butyl-butene (BB), the cross section for any other 
pair s b m 2 is found from the relation

Figure 1. A plot of S/D vs. pp_ at 300°K for butyl radical decomposi­
tion in the presence of the following bath gases: CF4 (•); C2F6 (O); 
C3F8 (■);' C4F1o (□); C6F12 (A); C6F14 (A); C8F18 (©); cls-C4H8 (O); 
and CH4 fo). The lines represent least-squares fit constrained to 
have zero intercept; the dashed line gives the parent butene behav­
ior.

Figure 2. A plot of S/D vs. at 195°K for butyl radical decomposi­
tion. The symbols are as described in Figure 1.

sBM2 =  s BB2(slopeBM//3c(M) slopeBB) (3)

provided /3C(B) = 1. This condition seems the case at room 
temperature and below, as shown by earlier studies of alk- 
ylbutyl radicals,18 and from related thermal energy trans­
fer systems which utilized several homologous series as 
bath gases.7 Georgakakos, et al.,w have given /3C(M) = 0.85 
for CF4, s o  that d c ( M )  1.00 would be expected for C2F6

The Journal of Physical Chemistry, Voi. 78. No. 20. 1974



Collisional Deexcitation of n-Perfluoroalkanes 1981

TABLE I: Summary of Experimental Quantities (À) at 298°K

Bath gas SlopeBM/slo p eBB

This work Ref 7c"
Viscosity values 

%0 &
Ò B M S A M <Ai

CF4 0.443 ± 0.049 4.89 (5.39)c 3.23 (4.10)c 4.20s
C2F6 0.602 ± 0.059 5.21 (5.91)* 3.63 (4.81)c 5.59* 4.28 5.01s
C3F8 0.760 ± 0.075 5.86 (6.17)c 4.63 (5.16)c 6.08 4.99
C4F 10 0.991 ± 0.018 6.69 5.89 6.51 5.59
C5F12 1.304 ± 0.089 7.67 7.39 6.87 6.08 7.36s
C6F14 1.571 ± 0.220 8.43 8.58 7.27 6.67 8.05s
C8F18 2.102 ± 0.32 9.74 10.56
CIS  -C4H8 (1 .00) (6.72) (5.51) 6.75 5.56 5.5U
ch4 0.313 ± 0.046 4.86 (5.32)c 3.08 (3.86)c 5.26 3.77 3.76*

° As corrected in text. e Obtained using /3c(CH4) = 0.60, 0c(CF4) = 0.85, and ftJM) = 1.00 for C2 and higher homologs to determine sBM, 
together with the Lennard-Jones values for QBM22*(T*) at 298°K (Appendix I) to obtain <tbm. c Obtained using the value of ftJM) deter­
mined as in footnote b, Table II, together with the value of fiBM22* (Appendix I) to obtain uBM.Reference 9. e Extrapolated from higher 
homologs in this series. ' L. W. Flynn and G. Thodos, AIChE j., 8,362 (1962). * R. A. Svehla, NASA Technical Report No. R-132, p 34,1962.

TABLE II: Experimental Slopes and Collision Diameters (A) Measured at 195°K and Collisional Efficiencies 
dc(M)(298°K) Based on Eq 6

Bath gas SlopeBM/slopeBB S B M /3C(M) c  195 / c 298 
Ò B M  / * B M

c f 4 0.807 ± 0.073 6.74 0.55“ (0.70)6 1.109c (1.244)6
c2f 6 0.961 ± 0.047 7.35 0.63 (0.80)6 1.110 (1.244)
c3f 8 1.073 ± 0.027 7.78 0.71 (0.90)b 1.114 (1.244)
C 4 F i o 1.227 ± 0.040 8.30 0.81 (1 .00)ft 1.112 (1.244)
cis -C4H8 (1 .00) 7.50 1.00 1.116
ch4 0.646 ± 0.034 6.03 0.50 1.109

a d c ( M) values determined from eq 6 using the Lennard-Jones ratio of Q b m 22* integrals and /3C(M) = 1 at 195°K. i’ / 3 c ( M )  values deter­
mined from eq 6 using a corrected value for Q B m 2 2 *  at 195°K such that the ratio of Q b m 22* integrals makes ftJCUFio) equal to 1.00 at both 
temperatures; this ratio is the parenthetic quantity in the adjoining column and is, of course, also the resulting value of the s2 ratio. c Based 
on theoretical Q. integral ratio.

and higher members. These values of dc(M) were used in 
the determination of the room temperature values of sbm 
given in Table I. However, in order to test the validity of 
these values of /3C(M), studies were also performed at 
195°K and the experimental sbm, as well as calculated 
room temperature values of dc(M), are given in Table II.

Discussion
Room Temperature Data. In order to compare more di­

rectly the present experimental results for the butyl radical
(B) with those obtained at 553 °K for fluoroalkane bath 
gases in the thermal methyl isocyanide (A) system,7c it is 
desirable to apply a correction factor to the data in ref 7c 
which takes into consideration the temperature difference 
between the two systems, as well as changes in the cam and 
cam constants due to the different substrates A and B em­
ployed as references. Using the relation,2®’11 ,s2 =
a2Q22*(T*),then
sAM (corn) =

SamK m22* (TBM* )/f iAM2i* ^ m*)]1 / 2aBM/ a AM (4)

where the fi22’ integrals are a tabulated function11 of the 
reduced temperature, Tam* = kT/tam and Tbm* = kT/ 
cbm, and cam = (ca«m)1/2 and cem = (*b(m)1/2- (A discussion 
of the selection of cm values is given in the Appendix). The

(tbm and oam were found from the values in ref 7c with use 
of the relation

Tam = K  + %)/2 and aBM = (crB + <rM)/2 (5)
<tb for butyl was arbitrarily assigned the same value as for 
butane, 5.23 A.

The values of SAM(corr) are found in Table I; the value 
for C2F6 is our estimate based on extrapolation down to n 
= 2 of the available experimental Sam values for higher ho­
mologs, CrtF2n+2- Agreement may be seen to be fairly good 
between SAM(corr) from ref 7c and the present work with 
regard to magnitudes of the several values; so that no gross 
change results, nor need be expected for polar-nonpolar 
molecular interaction upon passage from MeNC (p ~  4 D) 
to C4H9 (p ~  0).

The incremental changes As(CF2) from member to mem­
ber in both series are more disparate; the average incre­
ment Asbm is 0.75 A (excluding the CF4-C2F6 difference) 
while AsAM(corr) is 0.42 A. However, an amelioration of the 
discrepancy can be made: the correction applied to Sam to 
reduce the experimental values to room temperature does 
not reflect adequately the temperature variation for fluoro­
carbon species; indeed, it will be evident from the present 
low-temperature results (below) that the temperature de­
pendence of sbm is not accurately predicted by the Len­
nard-Jones correlation, and a somewhat larger correction is 
expected based on our experimental low-temperature data.

The Journal Qf Physical Chemistry, Voi. 78. No. 20. 7974



1982 R. C. Ireton and B. S. Rabinovitch

Using this factor in the treatment applied to transpose the 
data in ref 7c to room temperature, As am then becomes12 
~0.50 A, which, although low, is in better agreement with 
the present data. Moreover, if the values of dc(M) deter­
mined with the aid of the low-temperature data are used, a 
new set of s b m  (Table I, parenthetic quantities) is obtained 
for which the average increment is only Asbm = 0.60. The 
disparity of values for Ascf2 'n these two systems lies with­
in the uncertainty of the overall precision available in the 
two experimental techniques.

Low-Temperature Data. Experiments at 195°K were 
performed for two reasons: first, to help eliminate uncer­
tainties in the choice of the room temperature values of 
dc(M) for the less efficient gases, CH4, CF4, and C2F6; sec­
ond, to obtain an experimental measure of the variation 
with temperature of the collision diameter for energy trans­
fer by the more efficient gases.

The hydrocarbons studied at low temperature were CH4 
and C4H8. The reference collision diameter at 195° K, sbb 
for the butyl-butene pair, was assigned a value of 7.50 A, 
based on a Lennard-Jones extrapolation from room tem­
perature, sb b 195 = s b b 2 9 8 [£1b b 2 2 * ( 1 9 5 ) / O b b 2 2 * ( 2 9 8 ) ] 1 / 2 , as­
sumed valid for hydrocarbons. The requirement that the 
Lennard-Jones predicted collision diameter should equal 
the experimental quantity for these species leads to the fol­
lowing relation between /?C(M) at 298 and at 195°K,

|3c298(M)//3c195(M) = (R298/ ^ 9 5)(« bm22(195)/

i2BM22(2 9 8 )) /(n BB22(1 9 5 )/n BB22(298)) (6)

where R2es = slopeBM/slopeBB at 298°K, and R195 = 
slopeBM/slopeBB at 195°K, and are the experimental quan­
tities measured at the two temperatures. The ratio of Q in­
tegrals for BM and BB give the temperature dependence of 
s bm and s bb! respectively. From this, a value of /3C298(M)/ 
/JC195(M) = 0.50 for CH4 is obtained.

Previous workers2*5 have shown that i3c(M) for the noble 
gases increases with decreasing temperature in the butyl-2 
system. This suggests a plausible choice of dc(CH4) = 1.0 at 
195°K; a fortiori, dc(M) = 1.00 for C4H8 at 195°K.

An absolute value of /3C(M) for CH4 has been measured 
at 298° K in the pentyl-2 chemical activation system by the 
low-pressure turn up method;10 this technique is indepen­
dent of the value of the collision diameter and gave the re­
sult that 0.52 < dc(CH4) < 0.72. The value for CH4 in the 
present work (0.5) is easily within experimental error of the 
range of values for this gas in ref 10.

Predicted values of s b m  at 195°K were also calculated 
from the room temperature results, as above, with sBm 195 = 
sBM298[^BM22*(195)/nBM22*(298)]1/2, and uniformly gave 
sbm  quantities less than the experimentally measured ones. 
For the lower members of the series, as we saw for CH4, 
this comparison also depends on the choice of dc(M) used 
in the determination of the room temperature sBm  values, 
as well as on the Q integral ratio.

If the value of /3c(CH4), the least efficient gas for this se­
ries, is unity at 195°K then /3C(M) for CF4, C2F6, etc., are 
expected also to be unity at 195°K. Efficiencies at 298°K 
can then be deduced from eq 6 (Table II) and result in 
dc(CF4) = 0.55, dc(C2F6) = 0.63, /Jc(C3F8) = 0.71, and 
/3c(C4Fxo) = 0.81. These values of dc(M) lead to sb,cf4 = 6.04 
A, sb,c2f6 = 6.57 A, sb,c3f8 = 6-95 A, and sb,c4f8 = 7.43 A, all 
of which appear too large in relation to s a m  and to the next 
member of the series, i.e., sb,c5Fi2 = 7.67 A. Indeed, there is

no reason to believe that /SC(M) for C4Fio should be less 
than unity at 298°K.7c

This discrepancy can be explained on the basis that al­
though the assumed variation of sbm with temperature, 
namely, i 2 B M 2 2 * ( 1 9 5 ) / i l B M 2 2 * ( 2 9 8 ) ,  is valid for hydrocar­
bons, the same is not true for fluorocarbons. Given that 
j8c(M) = 1 . 0  for C4F10, then [ i 2 B M 2 2 * ( 1 9 5 ) / f i B M 2 2 * ( 2 9 8 ) ] 1/ 2 , 

must have the value 1 . 2 4 4 ,  rather the theoretical value
1 . 1 0 9 .  We proceed from here as before but using the quan­
tity 1 . 2 4 4  in the relation for [/3c298(M)/dc195(M)]1/2. The re­
sulting values of efficiency are /3c(CF4) = 0.70, (¡c(C2FB) =
0 . 8 0 ,  and dc(C3Fs) = 0 . 9 0  with, of course, dc(M) = 1 . 0 0  for 
C4Fio- These values correlate well with the results and ex­
pectation of ref 7c and 1 0  in terms of correct overall magni­
tude and are reasonable within the limitation of the pres­
ent experimental accuracy.

It will come as no surprise that the Lennard-Jones 6-12 
potential model seems not well suited to interactions of 
nonspherical fluorocarbon hydrocarbon species; notwith­
standing, the use of the U integrals at constant tempera­
ture, based on the present set of e/k values (see the Appen­
dix), leads to plausible values of <r constants (Table II) for 
the gases studied, and which compare well with viscosity 
derived am constants.

Comparison with Photoactivation Data. Recently, Luu 
and Troe13 studied the photoisomerization of cyelohepta- 
triene (CHT) to toluene at 2600 A in the presence of a 
number of bath gases. Overlap with bath gases in the pres­
ent series occurs for CH4, CF4, C2F6, and C3F8. Their ex­
perimental quantities, Stern-Volmer constants, a(M), were 
related to the ratio k iso/k ¿eact through an absolute efficien­
cy factor 7 , namely, 7LJ(M) = a (M)k iso/k deact, in their 
notation, where &jS0 is the RRKM calculated isomerization 
rate constant at 2600 A (110 kcal/mol); &deact is given by 
the gas kinetic collision number o>(M), evaluated with use 
of the same relation as used by us, scht.m2 = 
f f C H T , M 2 H c H T , M 2 2 *- Their quantity 7LJ(M) is an absolute 
average efficiency for bath gas M and would be the same as 
our dc(M) if dc(M) for the reference molecule CHT were 
unity. With the data analyzed in this manner, their values 
of 7 varied from 0.078 for CF4 to 0.17 for C3F6, with 
7 (CHT) = 0.16. However, these values depend directly on 
the choice of the <tm values, chosen by them to be o-cf4 = 
4.66 A, (TC2F6 = 5.10 A, and o-c3f8 = 5.03 A, with ctcht = 8.0
A. Since there is no reason to believe that <tc2f6 is greater 
than <tc3f8, we will adopt more appropriate estimates, 
namely, <rCF4 = 4.10 A, (rC2F6 = 4.81 A, <rc3Fa = 5.16 A, and 
frcHT = 5.90 A. Then we find from their data 7LJ(CF4) =
0.13, 7 LJ(C2F6) = 0.18, 7lj(C3F8) = 0.23, and 7LJ(CHT) =
0.30. Obviously, the values of 7LJ(M) are strongly depen­
dent on the choice of a om basis set as well as the value of 
the RRKM calculated magnitude of k iso.

In order to use the data of Luu and Troe for comparison 
with the present results, a recasting of their relation for 
ctlj(M) is desirable, relative to their reference chosen as 
CHT. Their equation as modified is

yLJ(M)/yLJ(CHT) =

(tf(M)/ (̂CHT^Ctfojj-r  ̂cht/ ^ chTjM (7)

and thus

SCHT,M =  SCHT, CHT[(a ( M ) /a ( C H T ) ) ( l / |3 c, (M )) X

(M-CHT,M1 / 2/VcHTtCHT1/2)]1/2 (8)

The Journal of Physical Chemistry, Vol. 78. No. 20, 1974
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TABLE III: Some Collision Cross-Section Parameters for the 6- 12 Potential

Bath gas c j k ,  °K °K [ ( « b m 2 2 * ) ] 1 / 2  (298°K) A“

c f 4 134 209 1.156 3.23
c 2f 6 155 224 1.175 3.63
C3F8 173 237 1.189 4.47
C4F10 188 247 1.203 5.89
C5F 12 202 256 1.215 7.39
C-6Fl4 214 264 1.2 2 0 8.58
CsFib 234 276 1.233 10.56
c h 4 149 220 1.170 3.08
cis -C4H8 259 290 1.251 5.51
c 4h 9 325 325 1.249 5.23

° See footnote b, Table I.

where /3C'(M) = 7 LJ(M)/7 LJ(CHT). Here, the choice of 
7 c'(M) and sc h t .cht determines sc h t ,m from the experi­
mental results for o(M). With use of values of Geor-
gakakos, Rabinovitch, and McAlduff10 of /3c(CF4) = 0.85 
and dc(C2F6) = 1.00 etc. as well as sc h t .cht = 
ffCHT,CHT(il22)1/2 as 8.0 A, then sc h t ,cf4 = 4.09 A, sc h t ,C2F6 
= 4.92 A, and sc h t ,c3Fs = 5.89 A. These s quantities give 
back ccf4 = 1-10  A, cc2f6 = 2 37 A, and CC3F8 = 3.85 A. 
These results are clearly not the correct magnitudes for 
these gases compared to known viscosity results. However, 
if lesser values of fic' such as may apply here are used, 
namely, ft/'(CF4) = 0.70, /3c"(C2F6) = 0.80, and /?c"(C3F8) =
0.90, then <tcf4 = 1-80, <rc2F6 = 3.35, and <tc3f 8 = 4.42 A in 
better, although not acceptable, agreement with the pres­
ent work (Table I) as well as with the results and expecta-. 
tion from ref 7c. It seems that for the photoactivation sys­
tem of Troe, substantially smaller efficiencies (/?') may 
apply, at least for CF4 (0.43) and C2F6 (0.60). Nonetheless, 
before accepting this conclusion, we need remember, as was 
pointed out by Luu and Troe, that the estimation of k iso 
from RRKM theory, which affects the apparent value of 7 , 
might be in error by a factor of 2-3; this could then raise 
the experimental results for 7 LJ(CHT) to ~1.0. The rela­
tive efficiencies dc would become absolute efficiencies 
which would be in the range 0.5-1.0, i.e., approximately the 
same as found in the present wcrk.

Appendix
The parameters needed to relate sbm quantities to the 

Lennard-Jones force constants <tm are a consistent set of 
e/k values for the gases studied. Since no such set is avail­
able, three different prescriptions for assigning e/k were 
considered. The first, similar to that of ref 7c, used a con­
stant value of e/k of 160° for all members greater than C2F6 
and leads to an upper limit for cm- The second utilized a

simple theoretical relation based on the Lennard-Jones po­
tential model, namely, e/k = 1.15Tb. Results obtained from 
this method give the smallest cm values and represent a 
lower limit for <tm. Finally, the third method, and the one 
selected, used a correlation of existing experimental data14 
(e/k = 72° + 0.43Tb) and gives a consistent set of values as 
well as good agreement with existing viscosity data for 
C5F12 and C6Fi4 which are beyond any /¡c uncertainties. 
These values Me summarized in Table III, and those for 
the first two methods are given in ref 12 .
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Transfer of Vibrational Energy from Highly Excited Butyl Radicals. Structural Effects on 

the Magnitudes of Relative Collision Diameters13
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Relative collision diameters for energy transfer have been measured at room temperature in the butyl-2 
radical chemical activation system for various substituted and cyclic fluorocarbon molecules. Three gener­
alizations are supported and illustrated by the data. (1) Branching of fluoroalkanes causes a decrease of the 
collision diameter relative to the straight chain perfluoroalkane of the same carbon number. (2) Cyclization 
of the fluoroalkane chain decreases the effective size of the molecule. (3) Introduction of a terminal double 
bond decreases the size relative to the straight chain perfluoroalkane. A simple equivalent sphere model 
based on the strongest end-to-end carbon chain systematizes the relative collision diameters of related 
molecules. These results support similar considerations for hydrocarbon bath molecules found previously 
in the thermal methyl isocyanide system.

Introduction

Intermolecular vibrational energy transfer during the 
collision process in a gas-phase reaction is the primary 
mechanism of activation in thermal unimolecular systems, 
and of deactivation of vibrationally excited species. A 
knowledge of relative collision diameters of bath gas mole­
cules for the energy transfer process in systems of highly vi­
brationally excited polyatomic molecules is of importance. 
For the most part, assumed collision diameters derived 
from transport properties (viscosity measurements, usual­
ly) have been used in the literature for the calculation of 
gas kinetic collision diameters, of rate constants, and for 
the evaluation of energy transfer data. In some cases, errors 
or irregularities in <tm are carried directly into the corre­
sponding dc(M) values, the efficiencies for transfer of vi­
brational energy upon collision between substrate and bath 
molecule. It is apparent, then, that a consistent set of colli­
sion diameters is important for the determination of dc(M) 
and for comparison with theoretical predictions when ap­
plicable.

Previously, we have made an extensive investigation of 
this phenomenon for the thermal low-pressure unimolecu­
lar isomerization of methyl isocyanide in the presence of 
several homologous series of hydrocarbon and fluorocarbon 
polyatomic bath molecules.2’3 It was possible to determine 
relative values of effective hard-sphere collision diameters 
for substrate-bath molecule pairs, «am; incremental 
changes Asam were also determined with increase in the 
number of structural units, i.e., AsaivKCPD) and Asam(CF2) 
were measured.2 The relation between the molecular geom­
etry of structural isomers and their effective collision diam­
eters for energy transfer was also examined in this thermal 
system. In particular, it was found that increased branch­
ing of alkanes having constant carbon number entailed a 
progressive decrease in the collision diameters; cyclization 
of the alkane also decreased the effective size of the bath 
molecule.

In order to broaden the experimental basis of this phe­
nomenon, we have previously reported4 a study of vibra­
tional energy transfer in the chemically activated butyl-2 
system and have measured the collision diameters of some 
fluorocarbon bath gases. In particular, a simple method

was devised for measuring the increments, Asbm(CF2), and 
the relative collision diameters, sbm, of bath molecules for 
a homologous series of perfluoroalkanes (Ci to C8); also, by 
comparison of apparent collision diameters at 298 and 
195°K, the relative collisional energy transfer efficiencies, 
dc(M), could be surmised for the less efficient gases. The 
experimentally determined values of dc(M) for inefficient 
bath gases are dependent directly on the choice of the 
equivalent hard-sphere collision diameter for the collider 
species.

In the present study, we extend our earlier studies on use 
of the nonpolar butyl-2 species in a chemical activation sys­
tem. A series of perfluoro-l-alkenes, as well as selected cy­
clic fluoroalkanes and cyclic fluoroolefins, has been studied 
for comparison with the corresponding alicyclic com­
pounds.

Experim ental Section
The fluorocarbon compounds were obtained from P.C.R. 

Inc. and were further purified by gas chromatographic 
techniques until free of impurities. The cis-butene-2 was 
Phillips Research Grade, and was also chromatographically 
purified until the impurity level was less than 0.001%. 
Mixtures of the fluorocarbon with cis-butene-2 were made 
in the ratio of 20:1 on a pressure basis for all but the 
C2F4-butene (10:1) system. The reactants were subjected 
to a vessel. The details of the run procedure and analytical 
techniques are given in ref 2 and 4.

Results
Description of the calculation of the effective hard- 

sphere collision diameters, sbm> has been given earlier and 
need only be described briefly here. The relevant quan­
tities measured in chemical activation systems are the ratio 
of stabilization to decomposition, S/D, and the collision 
frequency, to = Zp. The apparent rate constant for decom­
position is ka = dc(M)&j(D/S). Then, S/D = 0C(M)u/ka = 
dc(M)Zp/k&, and plots of S/D us. p yield a linear relation 
whose slope is (¡c(M)Z/ka; the specific collision rate Z is a 
function of sbm2, and a ratio of the slope of the butyl-M 
collision pair relative to the butyl-butene reference pair 
yields a relation for sbm in terms of sbb
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TABLE I: Experimental Quantities and Lennard-Jones Constants at 300°K

Bath gas SlopeBM/slopeEB ç ® ÒBM Sbc*f uJ Ac [« bm22*(T*)]1/2 A CTmc„f2,»2

c 2f 4 0.620 ± 0.037ä 5.52 5.83 0.31 157 1.178 4.14 4.81
c3f g 0.757 ± 0.033 5.88 6.18 0.30 176 1.193 4.62 5.16
¿-c4f 10 0.894 ± 0.060 6.35 6.69 0.34 185 1.200 5.35 5.89
cis -C4F8 1.092 ± 0.082 7.02 6.69 -0 .33 189 1.204 6.43 5.89
C5F 10 1.284 ± 0.089 7.61 7.67 0.06 202 1.214 7.31 7.39
c-C4F8 0.896 ± 0.110 6.36 6.69 0.33 187 1.203 5.32 5.81
c -C 5F 8 1.040 ± 0.040 6.85 7.67 0.82 201 1.214 6.06 7.39
c -c 6f 12 1.195 ± 0.064 7.35 8.43 1.08 212 1.220 6.82 8.58
c -C gF 10 1.148 ± 0.020 7.20 8.43 1.23 212 1.220 6.57 8.58
CgF6 1.245 ± 0.114 7.50 8.43 0.93 224 1.230 6.97 8.58
c -CF3C6Fu 1.325 ± 0.038 7.74 222 1.230 7.36
c¿s -C 4H8 1.00 6.72 259 1.251 5.51

° Collision diameter obtained using /jc(C2F4) = 0.88, /CfCaFe) = 0.99, and fic(M) = 1.0 for M > C4F8. 6 Collision diameter from ref 5 for 
the corresponding straight chain alkanes. c Decrement between the collision diameter sbm and the corresponding straight chain diameter. 
d Standard deviation.

(torrg l/2)

Figure 1. Plots of S/D vs . for butyl radical decomposition in the 
presence of the following bath gases at 300°K: c-C4F8 (•); c-C5F8 
(O); c-C6F10 (A); C6F6 (A); c-C6F1£ (■); c-fCFalCeFn (□). Dashed 
line represents the data for the reference c/s-C4H8.

s BM =  s BB( s l o p e BM//3 0(M ) s lo p e BB)1/2 (1)
with the assertion that /3C(B) is unity.5

Of the present collision partners studied, C2F4 and C3F6 
may have dc(M) less than unity. Previously,5 dc(M) for 
C2F6 was found to be 0.8, and dc(M) for CaFg was 0.9. Chan, 
et al.,2 found an increase in /3C(M) in going from perfluo- 
roethane to perfluoroethylene, from dciCaFg) = 0.64 to 
dc(0 2F4) > 0.71. This represents an increase of 10%. This 
seems a reasonable choice for the present system, also, and 
yields i3c(C2F4) = 0.88 and dc(C3F8) = 0 99. For the remain­
der of the bath gases studied, dc(M) equal to unity was 
used in the evaluation of sbm - The Lennard-Jones con­
stants e/k (and the integrals Cbm 22*) were found as in ref 5. 
The results are summarized in Table I and the data are 
shown in Figures 1 and 2.
Discussion

Fluoroolefins. Hydrogen atoms add to the olefin to give

Figure 2. Plots of S/D vs. for butyl radical decomposition in the 
presence of the following bath gases at 300°K: C2F4 (•); C3F6 (O); 
'-C4F10 (A); c is -C4F8 (A); C5F10 (■). Dashed line represents the data 
for the reference cfe-C4H8.

the excited fluoroalkyl radical.5 For C2F'4H-, as well as 
C,3FfiH-, evidence of radical addition to the stabilized butyl 
radical was confirmed by mass spectrometric identification. 
Where mass spectrometric identification was not feasible, 
chromatographic retention data provided identification of 
the radical combination products. These products account­
ed for a maximum of 20% of the stabilization product for 
the C2F4 system, ~ 10% of S for C3F8, ~ 1% of S for cis-C4F8, 
and ~5% for C5F 10.

The C2F4, C3F6, and C5F10 bath gases show a decrease in 
collision diameter in comparison with the corresponding al­
kanes (see Table I), but the «.s-C4F8 diameter is larger 
than that of perfluoro-n-butane.

The general trends here are consistent with the findings 
for hydrocarbon-olefin compounds in ref 2, where contrac­
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tion in diameter occurred on going from alkane to olefinic 
species, except for interior olefins such as cfs-butene-2 
where the reverse was obtained. C5F 10 data appear to give 
the smallest contraction.

These results apparently reflect the contraction of bond 
length encountered on going from a single to a double bond 
in the a position of the carbon skeleton. When interior dou­
ble bonds are considered, the planar configuration of the 
fluoromethyl groups seems to lead to a larger effective di­
ameter, as for ci's-C4F8-2 .

Cyclic Fluoroalkanes. The results of Spicer and Rabino­
vitch3 in the isocyanide system revealed that cyclic hydro­
carbon bath gases behaved like straight chain molecules 
with an effective length equal to the longest end-to-end 
distance in the ring, and with the remaining CH2 moieties 
to be taken as CH3 branching substituents; such branching 
adds an increment to the effective collision diameter which 
is less than 0.4As(CH2) for the interval in question. On 
applying this model to fluorocarbon species, C-C4F8 simu­
lates a C3 compound having one CF3 substituent, or effec­
tively has the same size as /-C4F10; likewise, c-C5 represents 
an effective chain of four carbons with one side CF3 group; 
and a C6 cyclic compound is effectively n-perfluorobutane 
in length with two methyls attached. These considerations 
are summarized in Table II, where the equivalent carbon 
number chain length and side CF3 groups are given. The 
collision diameter sbm for perfluorocyclobutane is 6.36 A, 
almost identical with that of perfluoroisobutane, sbm =
6.35 A, as anticipated. Also, the increase in diameter from 
C3F8 to ¿-C4F 10 was measured as 0.17 A, in agreement with 
the prediction of < 0.22 A obtained from <0.4As(CF2), for 
the C3-C 4 pair. For c-C6Fi2, the longest chain is a C4, 
equivalent, from Table II, to 6.69 A, while the additional 
two CF3 groups predict an additional < 0.8 A, since the 
As(CF2) value between C4 and C5 is 0.99; thus, sbm ^ 7.49 
A is expected, as compared to the experimental value 7.35
A. The same comparison yields a predicted sbm of <8.47 A 
for perfluoromethylcyclohexane while the experimental 
value is 7.74 A.

The only irregularity in this pattern is found for perfluo­
romethylcyclohexane, in which the longest chain is five 
carbons with two equivalent side methyls, and which has a 
diameter only a little larger than that of n- C5F12. This be­
havior may possibly be characteristic of cyclic compounds 
with exterior branching, since Spicer and Rabinovitch3 
found that methylcyclopentane, which should behave like 
an effective C4 with two side methyl groups, had a diameter 
of the same size as n-butane with Sam = 5.53 A. This phe­
nomenon also appears for toluene in ref 3. This molecule 
can be considered as an effective C5 with an additional in­
crement for two effective methyls; what was found was a 
collision diameter «am = 5.66 A, less than that of n-pen­
tane, sam = 5.83 A.

Cyclic Fluoroolefins. Perfluorocyclopentene, perfluoro- 
cyclohexene, and perfluorobenzene were examined in order 
to ascertain the effects of cyclization and, also, of olefinic 
bonding on the collision diameter. Due to the double bond­
ing, the previous considerations for predicting the effective 
diameter of cyclic molecules are expected to be slightly 
modified, but they do hold in general. For example, per­
fluorocyclopentene has a longest chain of C3 (6.18 A), with 
two side methyls for a predicted collision diameter sbm =
6.62 A, slightly less than the measured value of 6.85 A. Per- 
fluorocyclohexene has an effective longest chain length of a 
C4, or 6.69 A, with again two side methyls, for a predicted

TABLE II: Effective Chain Length 
of Cyclic Compounds in Comparison 
with Straight Chain Molecules

Bath gas S B M >  A

Effective 
straight 
chain 

carbon no.

Effective 
no. of CF3 
branching 

units
Fraction 1
As(CF2)

C2F4 5.52 2 0
c 3f g 5.88 3 0
c 3f 8“ 6.18
i -C4F10 6.35 3 1 0.23
c-C4F 8 6.36 3- 1 0.24
n - C 4 F i 0 6.69 4 0
c - C 6 F 8 6.85 3 2 0.45
cis -C4F8 7.02 4 0
c "C6F 10 7.20 4 2 0.34
c -c 6f 12 7.35 4 2 0.38
Q F g 7.50 4 2 0.54
n -C5F 10 7.61 5 0
« -C 5F 12a 7.67 5 0
c - C F 3 C 6 F i i 7.74 5 2 (0.05)
n-C6Fu ° 8.43 6 0

a Values for the perfluoroalkane member are those from ref 5. 
b Expressed as the fractional incremental increase in As(CF2) per 
effective CF3 branching unit with use of the average value As(CF2) 
= 0.75 A, as in ref 4.

length of 7.49, a little larger than the measured value of 
7.20 A.

From the last column in Table II the individual experi­
mental incremental increases per equivalent side substitu­
ent CF3 are seen to fluctuate due, at least in part, to experi­
mental error. They have an average value of 0.36A.s(CF2) 
(excluding the anomalous methylcyclohexane), similar to 
the value of Spicer and Rabinovitch.

There are insufficient data for a detailed comparison of 
these cyclic alkenes with the corresponding perfluorocy- 
cloalkane compounds. However, for the one pair for which 
experimental evidence is at hand, perfluorocyclohexane- 
perfluorocyclohexene, the evidence is for a slight contrac­
tion in size of the latter.

The situation for perfluorobenzene is not well under­
stood. In the methyl isocyanide thermal system ,3 it was 
found upon comparison of the hydrocarbon species, cyclo­
hexane and benzene, that benzene was much the smaller of 
the two. The present result gives an increase in size for per­
fluorobenzene relative to perfluorocyclohexane. If the data 
are correct, evidently perfluorobenzene does not follow the 
behavior of its hydrogen counterpart.

Summary

Some qualitative generalizations are supported and dem­
onstrated by the data. (1 ) Branching of fluoroalkanes caus­
es a decrease of the collision diameter relative to the 
straight chain alkane. (2) Cyclization of the fluoroalkane 
chain decreases the effective size of the molecule. (3) Intro­
duction of terminal double bonds decreases the size relative 
to the fluoroalkanes. The quantitative magnitudes associ­
ated with each of these effects are revealed by the data of 
Tables I and II.

These results emphasize again3’6’7 that the drop model 
central force treatment which predicts a cross-section de­
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pendence on carbon number6 does not apply, and collision 
diameters for energy transfer are a strong function of the 
detailed molecular structure; molecules may be treated as 
equivalent spheres whose diameters are related to their 
end-to-end molecular geometric lengths.
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The reaction of the hydrated electron with benzene has been studied by the technique of pulse radiolysis. 
The rate constant of this reaction was found (1.3 ±  0.5) X 107 M - 1  sec- 1  by following the pseudo-first- 
order disappearance of eaq-  at 600 nm, in Ar-saturated aqueous benzene solutions, at pH 11 and 13, in the 
presence of OH radical scavengers (ierf-butyl and isobutyl alcohol). The bimolecular rate constants of the 
disappearance of CgHv and CeHeOH- have also been determined as (1.25 ±  0.22) X 109 and (7.05 ± 0.35) X 
108 M -1  sec-1, respectively. The absorption maxima of the transient species CeH«- , CeH7-, and CeHgOH- 
were found at 312, 311, and 313 nm, respectively, and their molar extinction coefficients were calculated as 
eC6H6-312 2450 (±13%), cceH-f311 5350 (±10%), and cc6h6oh-313 4700 (±13%) M- 1  cm-1. The observed ab­
sorption at 312 nm, under conditions where mostly electrons are present (pH neutral to 13, Ar-saturated, 
tert- butyl alcohol present), is consistent with the assumption that this absorption is due to the formation 
of CgHfi-  (B- ), which, under the present experimental conditions, rapidly disappears by bimolecular radi­
cal reactions before protonation.

Introduction
The reactions of the simple free radicals, H atoms, OH 

radicals, and hydrated electrons with benzene in aqueous 
solutions is an interesting problem from the point of view 
of physical organic chemistry, in that it shows the reactivi­
ty of the simplest aromatic molecule toward free radicals. 
This problem has been studied using the technique of pulse 
radiolysis. In particular, the reactions of OH radicals and H 
atoms have been elucidated2 and the rate of formation, ab­
sorption spectra, and further reactions of the intermediate 
free-radicals CfiHfiOH- (BOH) and CfiH7- (BH) have been 
established.2-8

By contrast, the reaction of eaq-  with benzene is still not 
fully elucidated. A number of researchers, and in particular 
Hart and coworkers,7’9 have convincingly shown that eaq-  
reacts with benzene and leads to the formation of products. 
The suggested mechanism of the reaction is the attachment 
of eaq-  to benzene, as a first step, followed by rapid proton­
ation leading to the formation of BH, which is the interme­
diate claimed to have been observed. This radical then 
reacts further.

The absorption spectrum of B-  has not yet been studied. 
However, it is reported10 that in 7 -irradiation of benzene in

MTHF, at —196°, two small bands were observed at 290 
and 390 nm, which were assigned to B- .

An interesting fact is the difference between the high 
rate constants of OH and H addition to benzene (of the 
order of 10® M - 1  sec-1) and the relatively low apparent 
rate constant of the reaction of eaq-  with benzene, which is 
nearly two orders of magnitude smaller.7’11’12

We therefore reinvestigated the reaction of eaq-  with 
benzene in some detail, using the technique of fast pulse 
radiolysis.

Experim ental Section
Materials. The reagents [benzene (Mallinckrodt), tert- 

butyl alcohol (Fluka), isobutyl alcohol (BDH), NaOH (Ri­
edel de Haen), and HCIO4 (Merck)] were of analytical 
grade and were used without further purification. Ultra- 
high-purity N2O and Ar (Matheson Co.), also Ar (Oxygen 
Center, Israel), were further purified by passing them 
through two bubblers of alkaline pyrogallol solution, fol­
lowed by two additional bubblers containing 50% H2SO4 
and water, respectively.

Solutions. All solutions were prepared just before irra­
diation in triply distilled water, saturated with Ar or N20

The Jownal of Physical Chemistry, Voi. 78, No. 20, 1974



19 8 8 D. G. Marketos, A. Marketou-Mantaka, and G. Stein

in 100-ml syringes. The pH was adjusted either with HCIO4 
or with NaOH, as required, and measured with a Radiome­
ter PHM52 digital pH meter. Saturated benzene solutions 
were prepared by adding a slight excess of liquid benzene 
to a syringe containing the aqueous solution of solute (tert- 
butyl and isobutyl alcohol), while purified Ar or N20  gas 
was flushed for 15 min through the syringe. To avoid loss of 
solute, an additional bubbler, containing an aqueous solu­
tion of the corresponding alcohol of the same concentration 
was inserted before the syringe. Then the excess gas was 
expelled and after a few minutes of standing the excess ■ 
benzene was discharged. The concentration of benzene in 
this solution was taken equal to 2.02 X 10-2 M.1 Solutions 
of benzene of the desired concentrations were then pre­
pared by injecting the proper amount of the saturated ben­
zene solution into another syringe containing a blank solu­
tion of tert-butyl alcohol similarly prepared. The syringes 
were kept without gas space, ground stoppered, to avoid 
volatilization of solutes. The concentration of benzene in 
these solutions was determined on a Hilger Uvispek spec­
trophotometer or on a Cary 14 spectrophotometer, using 
<254nm 177.4 M-1 cm- 1 .13 This value is in good agreement 
with a recently reported one7 of 180 M - 1  cm-1. We believe 
that the accuracy in the determination of benzene concen­
tration is within ±5%, including a correction for the loss of 
benzene occurring during the transfer of the solution to the 
spectrophotometric cell.

Pulse Irradiation. All experiments were carried out by 
pulse radiolysis using a Varian-7715 linear accelerator with 
electron pulses of 5-MeV energy and 200-mA current. 
Pulse durations varied between 0.2 and 1.5 psec. The dose 
ranged from 950 to 3500 rads/pulse. The pulse intensity 
was monitored by using the inductive current of the elec­
tron beam in a coil. A rectangular, 4 cm long, Spectrosil cell 
equipped with a multiple reflection arrangement served as 
the irradiation vessel. A threefold pass of the analyzing 
light was used with a total optical path of 12.4 cm. An auto­
matic syringe sample changer was used to provide fresh so­
lution in the absence of a gas phase. The analyzing light 
source was a 150-W Osram xenon arc lamp. Two Bausch 
and Lomb grating monochromators were used, one for the 
region below and the other for above 400 nm. Suitable light 
filters (Schott or Corning) were used between the light 
source and the irradiation cell to avoid photochemical reac­
tions, also in front of the entrance slit of the monochroma­
tor to reduce scattered light. Regardless of this, scattered 
light below 290 nm was observed and allowed for. An RCA 
1P28 photomultiplier was used in the range from 270 to 600 
nm and a Tektronix 556 dual-beam oscilloscope with se­
lected (1A1 and/or 1A5) plug-in units was employed. 
Changes in light transmittance through the sample after 
delivery of the pulse were displayed on the oscilloscope and 
photographed. A split analyzing light beam was used to 
record spectra. One beam at the maximum of the absorp­
tion served to monitor the pulse intensity, the other being 
varied.

Dosimetry. The total dose per pulse was determined 
using an argon saturated 10 mM aqueous methanol solu­
tion of pH 9.5 as a dosimeter, and measuring the transient 
optical densities at 578 nm. The dose was then calculated 
by extrapolating the optical density to “zero time” and as­
suming ieaq-578 1.06 X 104 M~l cm-114  and Geaq- = 2.75. 
The reproducibility of the dose per pulse was found to be of 
the order of ± 10%.

Data Treatment. A CDC 6400 computer was employed

for the kinetic analysis of the photographs of the oscillogra­
phic traces.

Results
Reaction of eaq~ with Benzene. The rate constant of this 

reaction was determined directly by following the decay of 
the absorption of eaq-  at 600 nm, in Ar-saturated solutions 
of benzene, at pH’s 11 and 13, in the presence of OH radi­
cal scavengers at relatively high concentrations (tert-butyl 
alcohol 0.8 and 2 M, or isobutyl alcohol 0.6 M). By using 
500-nsec and 1.5 nsec pulses and appropriate concentra­
tions of benzene (3.5 X 10-3, 1.01 X 10-2, and 2.02 X 10-2 
M), in different combinations, the ratio of the initial con­
centration of eaq~ to that of benzene was 0.002 or less. 
Under these conditions pseudo-first-order kinetics prevail; 
indeed, strictly first-order plots were obtained (shown in 
Figure 1) from which, after corrections for the reactions of 
eaq-  with impurities, the value (1.3 ± 0.5) X 107 M- 1  sec-1 
was calculated for the rate constant of the reaction of eaq~ 
with benzene.

Reaction of H Atoms with Benzene. The transient ab­
sorption spectrum of the H-atom adduct of benzene (BH) 
was observed in pulse radiolysis of Ar-saturated aqueous 
solutions of 3.5 X 10-3 M benzene, at pH 2, in the presence 
of 2 M tert-butyl alcohol. Under these conditions the eaq~, 
reacting with H+, are completely converted into H atoms, 
while 95.5% of the OH radicals are taken up by tert-butyl 
alcohol, the rest reacting with benzene. In the competition 
between benzene and tert-butyl alcohol for the H atoms 
90.3% BH is formed. Taking the total G ht = Gh + Geaq- = 
3.50 and G oh = 3.00 at pH 2, we calculated G(BH) = 3.16,
i.e., 96% of the benzene radicals formed and G (BOH) = 
0.13, i.e., 4% of the benzene radicals formed. The maximum 
absorption was observed at 311 nm. Applying appropriate 
corrections for the interfering absorption due to BOH from 
the spectrum of BOH and the value of £boh313 determined 
previously by us,8 and redetermined further in the present 
work, we calculated îbh 311 5350 (±10%) M- 1 cm-1.

Kinetic analysis of the rate curve obtained with a slow 
(100 Atsec/cm) sweep rate at 311 nm gave a second-order 
decay of BH. From the slope of the plot shown in Figure 2 
and the value of the peak-molar extinction coefficient of 
BH, the rate constant of the bimolecular disappearance of 
BH was calculated &bh+bh = (1.25 ± 0.22) X 109 M - 1  
sec-1.

Reaction of OH Radicals with Benzene. The transient 
absorption spectrum of the OH-radical adduct of benzene 
(BOH) was observed in pulse radiolysis of neutral, N20- 
saturated, aqueous solutions of 3.5 X 10-3 M benzene. 
Under these conditions the eaq- , reacting with N20, are 
completely converted into OH radicals, which subsequently 
react with benzene to form BOH. The H atoms add also to 
benzene with formation of BH. Taking the total G 0 h t  =  
G oh + G eaq- = 5.45 and GH = 0.55 at neutral pH, we calcu­
lated G (BOH) = 5.45 (90%) and G(BH) = 0.55 (10%). The 
maximum absorption was observed at 313 nm. After cor­
rections similar to those applied for the < r h , we obtained 
£boh3134700 (±13%) M- 1  cm-1.

Kinetic analysis of the rate curve obtained at 313 nm 
gave a second-order decay of BOH. The plot is shown in 
Figure 3. From this we calculated &boh+boh = (7.05 ±  
0.35) X 108 M- 1  sec-1.

Transient Spectra. Under conditions similar to the 
above, we observed the transient absorptions produced in 
the uv region from 280 to 330 nm. The transient absorption
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Figure 1. First-order decay of eaq~ at 600 nm in Ar-saturated solu­
tions: (O) 3.5 X 10~3 M  benzene, 0.8 M  te r t-butyl alcohol, pH 11, 
3500 rads/pulse; ( • )  2.02 X 10~2 A4 benzene, 0.8 M  fert-butyl alco­
hol, pH 11, 3500 rads/pulse; (□) 3.5 X 10~3 M  benzene, 0.6 M  iso­
butyl alcohol, pH 11, 3500 rads/pulse; (■) 1.01 X 10~2 M  benzene, 
2 M  fert-butyl alcohol, pH 13, 1650 rads/pulse.

Figure 2. Second-order decay of the C6H7- radical at 311 nm in Ar- 
saturated solutions: 3.5 X 10-3 M  benzene, 2 M  fert-butyl alcohol, 
pH 2, 1650 rads/pulse.

spectrum obtained 3 ¿tsec after the pulse (Figure 6, curve
b), when the maximum absorption has been built up, 
showed a maximum at 312 nm. Under these experimental 
conditions small percentages cf the H atoms and OH radi­
cals produced escape scavenging and react with benzene. 
The resulting concentrations of the species formed from 
these equaled ~15% for BH and ~10% for BOH, leaving 
~ 75% of the total concentration of the radicals reacting

Figure 3. Second-order decay of the C6H6OH- radical at 313 nm in 
N20-saturated solutions: 3.5 X 10-3 M  benzene, pH neutral, 1650 
rads/pulse.

with benzene for the species resulting from the eaq~ addi­
tion. The two known species formed have absorption maxi­
ma at 311 (BH) and 313 nm (BOH). We calculated the per 
cent absorptions due to these species in the region 280-330 
nm from their molar extinction coefficients and subtracted 
their sum from the experimentally observed total absorp­
tion. We used the value of 4700 M - 1  cm-1  for «boh313 de­
termined previously by us8 and redetermined in the pres­
ent work. We measured also the cbh311 5350 (±10%) M- 1  
cm-1, using proper conditions, because of a disagreement 
in the reported values of 5400 (±9.3%)2b and 3300 (±6%) 
M - 1  cm- 1 .7 We found that, in optical densities, BH con­
tributed ~25% and BOH ~15%, leaving ~60% due to the 
species resulting from the eaq~ addition to benzene. Anoth­
er necessary correction further applied was the subtraction 
from the experimentally observed spectrum of the absorp­
tion due to the eaq_ which had not reacted with benzene in 
3 /isec. We used the values of eeaq-15 850-950 M~1 cm-1  for 
the region 280-330 nm. The resulting difference spectrum 
is shown in Figure 4. The absorption maximum of this 
spectrum is at 312 nm and the £b-312 was calculated equal 
to 2450 (±13%) M- 1 cm“1.

It could be argued that this excess absorption might be 
due to the f-BuOH radical adduct of benzene. We investi­
gated this possibility by pulse radiolysis of aqueous solu­
tions of benzene, in the presence of tert-butyl alcohol (a) 
Ar saturated and (b) N20  saturated. In the first case, in 
which mostly electrons were present, an absorption was ob­
served at 312 nm, which decreased in the second case, 
where electrons were taken up by the N20. This result 
showed that the excess absorption must be attributed to 
the product of eaq~ addition to benzene. Our results should 
be compared with the spectrum attributed to BH in Figure 
5 of ref 7 and with that of BH in Figure 2 of ref 2b, repro­
duced in our Figure 4. It will be seen from the present Fig­
ure 4, that neither our B_ spectrum nor that of ref 7 (which 
closely resembles it) could be compared with that of BH of
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A(nm)------
Figure 4. Transient absorption spectra of the H atom, OH radical, 
and eaq-  adducts of benzene: (A) H-atom adduct, Xmax 311 nm 
(from ref 2b, converted by using tB>H311 5400 AT1 cm-1); (B) OH- 
radical adduct, XmaX 313 nm (from ref 8, converted by using €Boh313 
4700 AT1 cm-1); (C) eaq-  adduct, corrected for the contribution of 
BH, BOH, and eaq- , Xmax 312 nm, eB- 312 2450 (±13%) AT1 cm-1.

ref 2b. There is no increase in 6 for B-  below ~290 nm. 
There is an excess e above ~325 nm.

Reaction Stages. Using slower sweep rates we calculated 
the half-lives of BH and BOH. In solutions where either 
only BH or BOH were present the half-life due to bimolec- 
ular disappearance was equal to about 130 gsec. From the 
results in experiments where mixed absorptions were ob­
served as mentioned before, the spectrum due to mixtures 
of BH, BOH, and B-  decays with a half-life of <60 /¿sec. 
Figure 5 shows some representative results in neutral solu­
tion. We see the initial formation of the intermediates BH 
and BOH. We can also see, quite clearly, a third intermedi­
ate process proceeding on the time scale of the order of a 
few microseconds in Ar-saturated solutions, but not pres­
ent in N20-saturated solutions. This intermediate stage 
overlaps both preceding step of H addition and subsequent 
step of radical decay and therefore exact kinetics could not 
be established for the rate of B-  formation, though it 
agrees in time scale with the rate of eaq-  disappearance. 
The mixed spectrum does not show a further increase in 
the time range of ~3 to ~10 msec after the pulse, but begins 
to decay from ~3-4 /¿sec after the pulse. Figure 6 shows 
stages in the build up and the decay. No new intermediate 
is indicated.

Discussion
Under the experimental conditions of the present work 

the main species present, reacting with benzene, was eaq-  
However, some H and OH radicals were also present and 
reacted with benzene. Therefore, we first evaluated exactly 
the contributions due to H and OH so as to establish the 
amount due to eaQ- .

S w e e p  r a t e
Figure 5. Transient absorptions obtained at 312 nm in pulse radioly­
sis of neutral, aqueous solutions of 1.01 X 10-2 A# benzene in the 
presence of 2 At ferf-butyl alcohol: upper trace, Ar-saturated solu­
tions; lower trace, N20-saturated solutions; (a) 500-nsec pulse, 
sweep rate 1 /rsec/division, sensitivity 50 mV/division; (b) as in a, 
but sweep rate 100 ¿¿sec/dlvision; (c) 200-nsec pulse, sweep rate 1 
jusec/division, sensitivity 20 mV/division; (d) as in c, but sweep rate 
100 jusec/division.

M n m ) ------ »
Figure 6. Experimentally observed transient absorption spectra ob­
tained in Ar-saturated solutions of benzene of different concentra­
tions (3.5 X 10-3 and 1.01 X 10-2 A)), at different pH values (neu­
tral, 11, and 13), in all cases with 2 M  ferf-butyl alcohol present. 
Dose 1650 rads/pulse. Every point is the mean value of similar mea­
surements in six different experiments corresponding to various 
combinations of the conditions described above: (a) 500 nsec after 
the pulse; (b) 3 g s e c  after the pulse; (c) 35 pisec after the pulse.

Table I sums the results for BH. References 2b and 7 
give different data for its c. We find excellent agreement 
with that of ref 2b and propose that the value 5350 M - 1  
cm-1 be used. References 2b and 7 also differ on the rate 
constant of BH formation. Michael and Hart7 suggest that 
this may be connected with the different values of e. If so,
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TABLE I: Sum m ary o f Rate C onstants for the Reaction o f H A tom s w ith Benzene, for th e  Bim olecular  
Disappearance o f th e  R esulting Radical C6H7 • and Spectral Data for th e  Products

R e a c t i o n k, M~l s e c -1 P r o d u c t Xma i p ro d llo t , n m Emaxp r o d u c t , i t i ” '  c m -■ p H R e f

B +  H (1 .1  ± 0 . 1 )  X 10» B H 311 5400 ±  500 3 2b
B  +  H B H 310 2 6
B  +  H (5 .3  ± 1 . 0 )  X 108» B H 3106 3300 ±  200- 2, 4 7
B +  H B H 311 5350 (± 1 0 % ) 2 T his  w ork
B H  +  B H 1 .8  X 10« 3 2b
B H  +  B H (0 .8  ±  0 .1 5 ) X 109 (BH) 2 (m ainly) 4 7
B H  +  B H (1 .25  ±  0 .22 ) X 109 2 T his  w ork

°  A t  p H  2 . 6 A t  p H  4 .

TABLE II: Sum m ary o f Rate Constants for th e  R eaction o f OH Radicals w ith Benzene, for the Bim olecular  
Disappearance o f th e  R esulting Radical C6H6OH •, and Spectral Data for the Products

R e a c t i o n k, M ~ l s e c -1 P r o d u c t  X,^ p r o d u c t ,  n m im a x p ro d u c t , -W “ 1 c m - -* p H R e f

B +  OH (4 .3  ± 0 . 9 )  X 109 B O H 313 N eu tra l 2b
B  +  OH (4 .3  ± 0 . 9 )  X 109 B O H 313 3500 ±  800 N eu tra l 3
B +  O H (3 .3  ± 0 . 8 )  X 109 B O H 313 3 4
B - f -  OH (7 .8  ± 1 . 1 )  X 109 B O H 313 N eu tra l 5
B +  O H (7 .6  ± 1 . 9 )  X 109 B O H N eu tra l 7
B +  O H B O H 313 4700 ±  600 N eu tra l T h is  w ork, 8
B O H  +  B O H  (7 .0  ± 0 . 9 )  X 10s (B O H )2(m ainly) 260 2300 N eu tra l 8
B O H  +  B O H  (7 .05  ±  0 .35 ) X 10s (BOH) 2 (m ainly) 260 N eu tra l T h is  w ork

TABLE III: Sum m ary o f Rate C onstants for th e  R eaction o f eaq-  w ith  Benzene and Spectral Data for the Products
R e a c t i o n k, M ~ x s e c -1 P r o d u c t  Xm a x p r o d u c t , n m < m .l  p r ° d u ° t , A f - l  c m “ 1 p H R e f

B  +  ©aq"" (1 .2  ± 0 . 2 )  X 107 - ± ^ B H 13 7
B e»q (1 .4  (± 1 0 % ))  X 107 1 0 .5 -1 1 .5 1 1
B  +  eaq~ < 7  X 10« N eu tra l 12
B +  eaq- B -  2 9 0 ,390 a 10
B  eaq- (1 .3  ± 0 . 5 )  X 107 B - 312 2450 (± 1 3 % ) 11, 13 T h is  w ork

h 2oB + . eaq- B -  -—>. B H 13 96

° y i r r a d i a t e d  o r g a n i c  g l a s s e s  ( b e n z e n e  i n  M T H F )  a t  - -1 9 6 ° .  b y r a d i o l y s i s .

th e n  also  th e  value o f k  =  1.1 X IO9 M - 1  sec- 1  from  re f  2b m e n t w ith  re f  7 a n d  1 1 . As to th e  p ro d u c t o f th e  reaction ,
would be correct. We have no independent evidence on this 
point. For the bimolecular decay of BH our rate constant is 
between the values of ref 2b and 7. We believe our present 
rate constant (k = 1.25 X 109 M - 1  sec-1) to be reliable. 
Note that all data concerning H atom reactions of all three 
researchers relate to the pH range 2-4.

Table II sums the results for BOH. The rate constant for 
its formation (k = 7.7 X 109 M - 1  sec-1) is given in good 
agreement in ref 5 and 7, revising the previous values of ref 
2a and 4. In the present work we confirmed the value of 
f B O H 3 1 3  4700 M - 1  cm- 1  in ref 8 ,  correcting the previous 
value in ref 3, which, as has been pointed out,8 was derived 
from mixed spectra. For the bimolecular decay of BOH the 
present work is in excellent agreement with the value of 7.0 
X 108 M - 1  sec- 1  of ref 8. Note that all the data from the 
references referred to and the present work relate to neu­
tral solutions.

In order to study the reaction of eaq-  with benzene a pH 
of 11-13 was mainly used, though our results in neutral so­
lution support our conclusions. In order to derive the re­
sults it is necessary to make the reasonable assumption 
that benzene itself in aqueous solution does not undergo 
any acid-base change in the pH range 2-13. Both H and 
OH do undergo such changes and we have included these 
exactly in our calculations, using the data in ref 16 and in 
previous work referred to therein. Table III sums the re­
sults. We obtained the rate constant of reaction between 
eaq-  and benzene (1.3 X 107 M - 1  sec-1) in very good agree-

which is observed under the experimental conditions em­
ployed, Michael and Hart7 argued that it is BH formed as a 
result of fast protonation subsequent to primary addition 
of eaq-  to benzene. However, their conclusion was not 
based on direct experimental evidence but on analogy of 
the products obtained from eaq-  and H reactions. Similar 
products of course can and do result in both cases. The 
question is at what stage does the required protonation 
occur. Our results are not in consonance with the assump­
tion that BH is the first observable intermediate in the 
reaction of eaq-  with benzene. They do agree with the alter­
native possibility that it is B-  itself that we observe. The 
evidence for this is the following. At the fast sweep rates of
1-5 yitsec/cm and using pulses of 500 nsec or shorter, we ob­
served that the formation of the intermediate due to eaq-  
addition to benzene was complete in about 3 Msec. The 
growing in of its spectrum agreed in rate with the rate of 
disappearance of the eaq-  spectrum. We did not observe 
any stage that could have been due to protonation and two- 
stage formation of BH. If we make the rather unlikely as­
sumption that protonation is so fast as to be inseparable 
from eaq-  addition, then the additional absorption due to 
the species will account for only about 35-40% of the 
amount of BH expected. If we assume that B-  is the 
species obtained and observed, the value of e 2450 M - 1  
cm- 1  shown in Table III is obtained. We observed the de­
cay of the intermediate. At similar total concentrations of 
radicals, the half-life was shorter, ~60 /nsec, under condi­
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tions where some ~75% of the radicals were due to eaq-  and 
some ~25% to (H + OH), than under conditions where ei­
ther H or OH were the main species of radicals present. 
Under these latter conditions the half-life was ~130 psec. 
One has to consider that for H radical reactions the pH was 
~ 3  and for OH a neutral pH was used, while for eaq_ the 
pH was ~12. All these facts strengthen the view that, when 
the source of the radicals is mainly eaq~, B _ is the species 
observed and reacting. Reactions between charged and 
neutral forms of radicals are often faster than between two 
neutral forms. Thus eaq-  + H -*■ H2 + OH-  is faster16 than 
Haq + Haq -»• H2 and 0 2~ + H 0 2 -*■ H 0 2~ + 0 2 is faster17 
than H 0 2 + H 0 2 -*■ H20 2 + 0 2. The faster decay observed 
here may be due to reactions B_ + BH -*• products, B_ + 
BOH —► products being faster than BH + BH —* products, 
and BOH + BOH —► products. The reaction B~ + B_ may 
have been observable at pH 13 under the conditions in ref 
7, but no data are reported there. Under our conditions we 
could not isolate this process.

Our results do not conclusively prove the existence and 
reactions of B - , but are entirely consistent with it. The 
question our work poses is one of time scale. Quite possibly 
in chemical systems, where Bsoiv~ is allowed to exist long 
enough, protonation may precede other chemical reactions. 
On our short time scale and under our experimental condi­
tions Baq~ appears to be observable and to react as such.

The general similarity and differences in details in the 
rates of reaction, absorption spectra, and further reactions 
of the product of eaq~ and of H atoms reaction with ben­
zene may be interpreted on the basis of the solvated anion 
model of eaq- ,16 in which the participation of the first hy­
dration layer and partial electron density on water protons

is explicitly considered. These questions will be considered 
separately.
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The Cr(II)-catalyzed rate of solution of CrCl3 in aqueous media is consistent with a mechanism analogous 
to that proposed by Taube and Myers3 for the Cr(II)-catalyzed dissociation of CrCl2+ into CrCl2+ and Cl- , 
but after about 40 catalytic cycles, the rate of solution returns to a value somewhat larger than the uncata­
lyzed rate possibly as a result of the diffusion of Cr2+ into the CrCl3 crystals. The uncatalyzed rate of dis­
solving of CrCl3 is very low, increases with the total surface area, is independent of the nature of the cation 
but depends on the anion, depends little on acidity, and has an activation energy of 11.7 ±1 kcal/mol and a 
large activation entropy. Perhaps surface defects with water entering to coordinate gradually the surface 
Cr3+ ions over a particular region to free Cl-  ions as well as Cr (H20 )63+ constitute a possible mechanism. 
Insufficient data are at hand to settle the matter.

I. Introduction
The purpose of this work was to study quantitatively the 

rate of solution of anhydrous chromic chloride in aqueous 
solutions as a function of the concentration of H+, Cl- , 
Br- , and other selected ions, temperature, and CrCl3 parti­
cle size in the presence and absence of Cr(II). Taube and 
Myers3 had studied the homogeneous reaction

CrCl2* + Cr2* =  CrC'-2* + Cr2* + Cl’
and demonstrated that one of the chloride ions from the 
chromic dichloride ion was transferred to the chromous as 
the electron transfer occurred to form the nonlabile CrCl2+ 
ion. It seemed reasonable that die known fact that chro­
mous ion catalyzes the dissolving of chromic chloride in 
aqueous solutions should involve analogs of this reaction. It 
was our purpose to test this poin*.

II. Experimental Procedure
A. Materials. 1. Ferrous ammonium sulfate (Baker AR 

grade used without further purification) solution was pre­
pared and standardized according to a common procedu­
re.43 Diphenylamine was used as an indicator.4*5’5

A sample of anhydrous chromic chloride was ground and 
introduced into a series of sieves with the following open­
ings:6’7 (a) 0.295, 0.246, 0.147, 0.124, .061 mm; (b) 0.250,
0.149, 0.074; (c) 0.38, 0.18, 0.117, 0.104,0.084 mm.

The surface area (BET with N 2) was measured for four 
particle sizes and the results were as follows.

P a r t i c l e  s i z e ,  m m S u r f a c e  a r e a ,  m 2/ g S i z e  X  a r e a

0.38 0.25 0.095
0.18 0.35 0.063
0.117 0.50 0.0595
0.084 0.64 0.0538

The sieves were arranged in series from the largest to the 
smallest openings. The sieves were shaken by a sieve shak­
er until a suitable sample of each particle size was collect­

ed. The0CrCl3 samples were identified by the size of the 
finest sieve they could pass. Thus, 0.124-mm samples will 
actually contain a distribution of sizes between 0.061 and
0.124 mm. We know little about the distribution of sizes 
within a given sample however. Microscopic examinations 
of particle sizes 0.38, 0.18, and 0.084 mm showed the parti­
cles to be platelike crystals. X-Ray diffraction patterns of 
the above three particle sizes show no change in the struc­
ture of CrCl3 due to grinding.

2. A solution of 0.01 M  chromous chloride was prepared 
by reduction of chromic chloride in a modified Jones re­
ductor containing amalgamated zinc.

3. The amalgamated zinc was prepared according to the 
procedure given by Kolthoff and Sandell.8

B, Apparatus. The nitrogen used for purging was passed 
through a column maintained at 200° containing metallic 
copper obtained by H2 reduction of CuO wire.

The spectrophotometer cell had quartz windows and an 
inlet and outlet for purging with nitrogen.

Two sets of bottles were used in this work. The first set, 
used for the measurement of the uncatalyzed rate, was 
made of 25-mm tubing, 20 cm long, capped with a ground 
joint. The second set was especially made for the measure­
ment of the catalyzed rate of solution. This set has an inlet 
and outlet; nitrogen cculd be introduced to flush out the 
residual air.

A constant-temperature bath was made according to the 
design of Hildebrand, et al. 9 The temperature was main­
tained at 32.8 ±  0.10, 42.5, and 50.8.

C. Procedures. 1. Analysis. Chromium in solution was 
determined according to a slight modification of the proce­
dure given in Kolthoff and Sandell.10
. To 1 ml of CrCl3 solution was added 2 ml of 0.1 M 
AgN03 followed by 1.5 g of K2S2O8 or (NH4)2S2C>8 and 5 ml 
of 6 iV H2SO4. The mixture was diluted to 50 ml and boiled 
vigorously for 45 min to 1 hr. The pale yellow solution was 
titrated with 0.1 N  ferrous ammonium sulfate using diphe­
nylamine as an indicator. At the end point the color
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TIME (h rs . )
Figure 2. Dissolution of CrCI3 in 10~ 2 M H C I at 32.8°.

changed from a deep red to a pale green. A few drops of 
concentrated H3PO4 was used to sharpen the end point.

2. Preparation of OCI2. Chromous chloride was pre­
pared by the reduction of chromic chloride in a modified 
Jones reductor. In order to exclude air, nitrogen was intro­
duced into the system to flush out the residual air.

3. Measurement of the Uncatalyzed Rate. About 1.00 g 
of the salt of a given particle size was placed in a sample 
bottle and 70 ml of HC1 or other aqueous solutions as indi­
cated was added. No attempt was made to exclude air. The 
bottle was placed in a water bath shaking continuously for 
about 100 hr. A 1-ml sample was withdrawn through a 
pipet, the tip of which was attached by a small piece of gum 
rubber tubing to an 0.8-ml fine-fritted glass Buchner fun­
nel which served to prevent any solid CrCl3 from entering 
the pipet. Samples were taken and analyzed about every 
100 hr for each of the particle sizes. Light was excluded in­
tentionally.

4. Measurement of the Catalyzed Rate. One gram of 
chromic chloride was placed in the special bottle, and 50 ml 
of HC1 solution was added to the salt. The bottle was 
flushed out with nitrogen for about 5 hr. It was then sealed 
at both ends and placed in the inert-atmosphere box. A 
known volume of 0.01 M CrCL solution was added to the 
solution in the glove box. The bottle was removed from the 
box and placed in the water bath. The bottle was left in the 
water bath first for 1  hr. It was then placed in the air lock 
of the glove box, and the air was flushed out with nitrogen 
for 30 min. A small sample was taken for analysis, and the

TIME (hrs .)
Figure 3. Dissolution of CrCI3 in 10~3 M H C I at 32.8°.

TIME (hrs . )
Figure 4. Dissolution of CrCI3 in 10- 1  M H O  at 42.5°.

bottle was returned to the water bath for a longer time 
(about 3 hr). This procedure was repeated at different in­
tervals.

III. Results
A. The Uncatalyzed Rate. The uncatalyzed rate was 

first studied with particle sizes 0.061, 0.074, 0.124, 0.125,
0.147, 0.149, 0.246, and 0.295 mm in HC1 concentrations of 
1 0 '1 ,1 0 -2 , and 10-3  M at 32.8° with the results in Figures
1-3. Second, with particle sizes 0.38, 0.18, 0.117, 0.104, and
0.084 mm, at temperatures of 42.5 and 50.8° for various 
concentrations of HC1, NaCl, KC1, KBr, and HC104 solu­
tions, the rate was studied with the results shown in Fig­
ures 4-7.

These results indicate that (1 ) the rate is very slow and 
over a period of 1000 hr shows no signs of changing when 
something less than 10% has dissolved, (2) the rate in­
creases with total surface area exposed (Table I, Figure 8),
(3) the activation energy is low at about 11.7 ±  1 kcal/mol 
(Table II), (4) Na+ and K+ give the same rates (Table III),
(5) a tenfold increase (0.01 to 0.1 M) in NaCl or KC1 con­
centration decreases the rate 17% at 42.5° with 0.084-mm 
(0.64-m2/g) powder (Table III), (6) H+ behaves nearly the 
same as Na+ and K+ at 42.5° but increases the rate slightly 
as its concentration is increased at 32.5° (Table IV), (7) 
Br-  rates are 21% larger than Cl-  rates at 42.5° and 0.01 M; 
at 0.1 M, they are 22% larger (Table V), and (8) the rate is 
increasing somewhat as the concentration of HC104 is de­
creasing (0.01 to 0.1 M) at 42.5° (Figure 7).

B. The Catalyzed Rate. In the case of the catalyzed rate 
of solution of CrCl3 in 0.1 M  HC1 the rate was studied for 
the particle sizes 0.072, 0.125, and 0.245 mm, using two dif-
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Figure 5. Dissolution of CrCI3 in 10~ 1 M HCI at 50.8°.

Figure 6. Dissolution of CrCI3 in 10 1 and 10 2 M KCI, KBr, and 
NaCI at 42.5°; particle size 0.084 mm.

ferent concentrations of the catalyst (Cr2+): 2.38 X 10-4 
and 4.80 X 10-4 M. The results are given in Figures 9 and 
10.

These results indicate that (1) after two to four dozen 
catalytic cycles of the Cr2+ the catalytic rate diminishes 
dramatically (we call this the “turnover” point), (2) the 
process is a surface phenomenon since the rate is higher for 
finer material, (3) the rate increases with increasing con­
centration of Cr2+ and the total CrCl3 dissolved before 
turnover is nearly proportional to the square of the initial 
Cr2+ concentration, (Cr2+)o, (4) there is very rapid initial 
rate of dissolving over a period of about 1  hr when the turn­
over takes place. After that, the rate of solution is slower 
but still considerably larger than the uncatalyzed rate. The 
ratio of the rate of solution after turnover for the catalyzed 
systems to the rate of the uncatalyzed systems both for the 
same particle size increases with particle size.

IV. Discussion
A. The Uncatalyzed Dissolving. The activation energy 

of the uncatalyzed dissolving of OCI3 in aqueous solutions 
is about 11.7 kcal/mol (Table II). This low value taken with 
the very low rate shows that the reaction has a large nega­
tive entropy of activation.

Figure 7. Dissolution of CrCI3 in 10_1 and 10~ 2 M  H C I04 at 42.5°; 
particle size 0.084 mm.

TABLE I: Surface Area Effects“
R a t e  X  102,

P a r t i c l e  s i z e ,  m m S u r f a c e  a r e a ,  m 2/ g g / ( l -  h r )

0.38 0.25 1.79
0.18 0.35 2.27
0.117 0.50 2.69
0.084 0.64 2.82

°  R a t e s  a t  5 0 . 8 ° ;  H C I  c o n c e n t r a t i o n  0 .1  M.

TABLE II: Temperature Coefficient (0.1 M  HCI)
R a t e  X  1 0 3, P a r t i c l e  s iz e ,

T e m p ,  ° C  g / ( l .  h r )  A  H*, k c a l / m o l  m m

42.5 1.15 0.38
50.8 1.79 10.8 ± 1
32.8 0.7 0.25
50.8 2.0 11 ±  1
42.5 1.49 0.18
50.8 2.27 10.4 ±  1
42.5 1.60 0.084
50.8 2.82 13.9 ± 1

TABLE III: Cation Effects—N a+ and 
K + C oncentrations1

R a t e  X  1 0 2 , R a t e  X  1 0 3,

( N a C I ) ,  M g / ( l -  h r )  ( K C i ) ,  M_____________g / 0 -  h r )

0.1 2.6 0.1 2.6
0.01 3.2 0.01 3.2

°  T e m p e r a t u r e  4 2 . 5 ° ;  p a r t i c l e  s i z e  0 . 0 8 4  m m .

The rate increases nonlinearly with surface area (Table I, 
Figure 8). The nature of cation has little effect and the 
rates are somewhat faster at lower salt concentrations.
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TABLE IV: Cation Effects—H+ Concentration®
( H C l ) ,  M R a t e X  1 0 3, g / ( l .  h r )

0 .1 l . i

0 .0 1 0.90
0.001 0.80

°  T e m p e r a t u r e  3 2 .8 ° ; p a r t i c l e  s i z e  0 .2 5  m m .

TABLE V: Anion Effects— Cl-  vs. Br »
R a t e  X  I O 3,

S a l t C o n c n ,  M g / ( l .  h r )

KCl 0 .1 2.58
KBr 0 .1 3.14
KCl 0 .0 1 3.15
KBr 0 .0 1 3.8

°  T e m p e r a t u r e  4 2 .5 ° ; p a r t i c l e  s i z e  0 .0 8 4  m m .

TIME (hrs . )
Figure 9. Dissolution of anhydrous CrCI3 in 10“ 1 /WHCI catalyzed by 
2.3 X  10“ 4 M CrCI2.

Figure 10. Dissolution of anhydrous CrCI3 in 10~1 M  HCI catalyzed 
by 4.80 X  10~4 /WCrCI2.

Even H + has little effect, the rate increasing slightly as the 
H+ concentration is increased from 0.001 to 0.100 M at 
32.5°. On the other hand, the anions have larger effects.

Possibly surface defects which coalesce to free a CrCl3 
molecule is the general nature of the mechanism with an­
ions from the solution p'aying an essential role. There are 
several possibilities but we have insufficient data to distin­
guish between them.

B. Mechanism for the Catalyzed Dissolving. The cataly­
sis of the dissolving of CrCl3 by Cr2+ can be understood as

TABLE VI: R ates after Turnover vs. Uncatalyzed  
R ates (32.8°)

R a t e s  X  1 0 3, g / ( L  h r )

C a t a l y z e d  a f t e r  t u r n o v e r

P a r t i c l e  s iz e , 2 .3  X  1 0 - 4 4 . 8  X  1 0 - 4

m m U n c a t a l y z e d M C r 2+ M C r 2 +

0.072 2.3 3.0 1 . 2
0.125 1.5 3.4 4.7
0.245 1 .2 2.9 12

TABLE VII: Turnover Points at 32.8°
g  o f  C r « + / L i n  0 .1  M H C I

P a r t i c l e ( C r 2 + ) =  2 .3 ( C r 2 + ) 0 =  4 .8
s i z e ,  m m X  1 0 - *  M X  I O " 4 M R a t i o

0.074 0.8 2.8 3.5
0.125 0.55 2 .2 4.0
0.245 0.45 1 .8 4.0

being due to the lability of Cr(II) complexes and the nonla­
bility of Cr(III) structures. Thus, CrCl3 is slow to dissolve 
since the Cl-  ions are held to the surface Cr3+ ions. An ap­
proaching Cr2+, however, can be absorbed on the surface 
and share a Cl-  with the surface Cr3+. This immobilizes the 
shared Cl-  in the coordination sphere of the newly created 
Cr3+ now in aqueous solution as something like Cr(H20),5 
Cl2+. The surface layer of the solid now has a Cl-  vacancy 
and a Cr2+ ion beneath it. Cr2+ ion is labile and can dis­
solve taking two Cl-  ions, thus completing the catalytic 
cycle. However, before this can happen, two neighboring 
Cl-  ions must be freed. This appears to require a certain 
minimum surface population of Cr2+ ions before the cycle 
can be completed.

After two or three dozen such trips, the Cr2+ seems to 
disappear, or at least the catalytic activity does, in a phe­
nomenon we call the “turnover” corresponding to the sharp 
bend in Figures 9 and 10. The rate after turnover appears 
to be somewhat larger than the uncatalyzed rate (cf. Table
VI) , and the ratio of catalyzed rate after turnover to unca­
talyzed rate appears to increase with particle size (cf. Table
VII) .

There is much evidence3 derived from studies of oxida­
tion-reduction reactions involving Cr2+ and Cr3+ that, in 
the activated complex, there is a formation of a bridge be­
tween Cr3+ and Cr2+ by a ligand associated with the initial 
Cr3+. In the case under study, the ligand can only be chlo­
ride. Taube and Myers3 have observed this bridging mech­
anism in the case of catalysis of the reaction CrCl2+ -*  
CrCl2+ + Cl-  by Cr2+ where one ligand from CrCl2+ acts as 
the bridging group between Cr3+ and Cr2+. These authors 
observed that the only ligands participating in bridging be-. 
tween Cr3+ and Cr2+ come from Cr3+ and not from the 
Cr2+ or other ions in the solution.

At first sight, one might think that the turnover phe­
nomenon was due to oxidation by oxygen which was de­
stroying the Cr2+ and the catalysis causing the “turnover.” 
However, great care was taken to exclude oxygen, as de­
scribed above, and this theory could hardly explain the in­
crease of the ratio of the residual rate to that for the unca­
talyzed system nor its increase with particle size as seen in 
Table VI.

Another possibility comes to mind, namely, that the 
CrCl.3 crystals are impure and contain oxidizing agents. No 
evidence for such impurities was found by analysis. How-
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ever, the amounts required are quite small: 4.6 X 10~6 mol 
of Cr2+/g of OCI3 for the 2.3 X 10~4 M  Cr2+ cases and 
twice this for the 4.8 X 10-4 M  cases. This theory, however, 
also cannot explain the rates after turnover being larger 
than those in the uncatalyzed cases nor the variation of the 
rate ratio with particle size.

Thus we seem to be driven to consider another explana­
tion: the internal dissolving of the surface-adsorbed cata­
lytic Cr2+ ions into the CrCl3 crystals by diffusion so as to 
remove them from action.

While waiting for the necessary two labile neighbors to 
appear to free two Cl-  ions, the surface-exposed Cr2+ has a 
chance to diffuse inward and be replaced by a nonlabile 
Cr3+Cl“ on the surface, thus being removed from the cata­
lytic cycle. The simultaneous movement inward of an elec­
tron to an underlying Cr3+ neighbor converts it into labile 
Cr2+ and the outward movement of a Cl-  to transfer to the 
empty surface site would accompany this change. The for­
merly surface-exposed labile Cr2+ would then have been 
converted to a nonlabile Cr3+ with a surface Cl“ bound to 
it.

C. Tests of the Proposed Mechanism. Observations show 
that the total CrCl3 catalytically dissolved before the 
“turnover” is proportional to the square of the initial Cr2+ 
concentration, (Cr2+)0, as set forth in Table VII.

Our solid solution theory explains this as being due to 
the inward diffusion of Cr2+ being essentially independent 
of the concentration of Cr2+ in the solution because of the 
requirement that a large fraction of the surface be covered 
by Cr2+ before the catalytic cycle can be completed. This 
makes the rate of inward diffusion independent of the Cr2+ 
concentration and requires that the total time elapsed until 
complete Cr2+ removal from the solution be proportional to 
the total Cr2+ present originally, (Cr2+)o. The rate of cata­
lyzed dissolving also will be proportional to (Cr2+)o so the 
total CrCl3 dissolving before turnover should be propor­
tional to (Cr2+)o2.

Now it is clear from Table VI chat the rates after turn­
over are larger than the uncatalyzed rates. This is ex­
plained as being due to the exposure of Cr2+ as the crystal

dissolves and exposes Cr2+ on the surface until the neces­
sary fraction of the monolayer is present when it will dis­
solve and catalyze the dissolving of CrCl3 until it once 
again diffuses into the crystal, after which the process re­
peats. For larger crystals, the surface area is smaller and 
the diffused Cr2+ will be more concentrated and therefore 
will be more likely to be freed for use when a given fraction 
of the total standard 1.00 g of CrCl3 has dissolved. This ex­
plains qualitatively the fact that the ratio of the rates in­
creases with particle size.
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Equilibrium vaporization rates of solid and liquid NaCl, KC1, KBr, Csl, and LiF have been measured, 
using Knudsen cells, with orifice flows in the molecular, hydrodynamic, and transitional regions. Observed 
rates in the latter two regions are always greater than those predicted by the Hertz-Knudsen theory for 
molecular flow. Methods for calculating equilibrium vapor pressures from rates in the transitional and hy­
drodynamic regions have been developed, and vapor pressures calculated in this way agree well with those 
derived from standard thermodynamic procedures. The ratio, actual flow/(hypothetical) Knudsen flow, in 
the transition regime depends only on the mean free path and is independent of the diameter of the orifice.

Introduction
In a previous paper1 we reported measurements of the 

free (vacuum) vaporization rate of solid NaCl up to the 
melting point and have now also completed a similar (un­
published) study for liquid NaCl. In order to interpret 
these and similar data for other alkali halides in terms of a 
vaporization mechanism it is necessary to compare free va­
porization rates with those obtained under equilibrium 
conditions, e.g., from Knudsen cells. In our earlier paper1 
we accepted the thermodynamic data for NaCl given in the 
JANAF tables,2 However, the experimental data on which 
these tables are based show a gap of several hundred de­
grees over which, for the high-temperature solid and the 
low-temperature liquid, no experimental data are available. 
The authors of the tab.es therefore had to extrapolate the 
solid data upward and the liquid data downward, adjusting 
them so as to yield the same vapor pressure for the solid 
and liquid at the melting point. Although the results thus 
obtained seem quite reasonable, it appeared to be useful to 
actually make measurements over this range to verify the 
JANAF calculation.

There is also a more important reason for extending 
Knudsen cell measurements to higher temperatures. The 
equation which was derived by Hertz3 and Knudsen4 for 
calculating the equilibrium vapor pressure from the mass 
flux through an orifice assumes that the flow is molecular,
i.e., intermolecular collisions near the orifice are negligible. 
In that case the only corrections which need be applied are 
those derived by Clausing5 for finite-length holes.

As the mean free path decreases, the problem of calculat­
ing vapor pressure from flux becomes more complicated be­
cause the flow regime changes from molecular to hydrody­
namic and the Knudsen equation is no longer valid. There­
fore most Knudsen cell measurements have been restricted 
to the molecular region. However, because the Knudsen 
cell method is very attractive for determining vapor pres­
sures it seemed worthwhile to find out if it is possible to 
calculate these from measurements of flow in the transitio­
nal and hydrodynamic regions. Much of the relevant theory 
for high flow rates has been developed by gas dynamicists 
interested in flow through orifices and pipes. The phenom­
ena encountered are dependent on the magnitude of the

mass flow and independent of the nature of the effusing 
substance. Thus, if our interpretation of the mass flux in 
terms of the equilibrium vapor pressure is correct it should 
hold for any substance.

To test experimentally the usefulness of the Knudsen 
method at high flow rates, we selected five alkali halides. 
The particular salts were selected to provide materials 
which vaporize over a wide temperature range and for 
which the molecular compositions of the vapors are well 
known.

Theory
A. Flow of Gases Through Thin-Edge Orifices. The 

problem of total mass flow of gases through orifices for 
flows extending from the molecular to the hydrodynamic 
region has been experimentally investigated by Knudsen,6 
Smetana, et al. , 1  Liepmann,8 Carlson, et al. , 9 and Bianco 
and Boridy.10 The field in general has been reviewed and 
summarized by Bianco10 and Shapiro.11

For the measurements reported in this article, a saturat­
ed vapor flows from a constant temperature source and, 
therefore a constant pressure source, through a thin-edged 
orifice into an evacuated chamber. Since the flow charac­
teristics of a saturated vapor should be analogous to those 
of a “permanent” gas (as long as the effusing vapor does 
not condense at the orifice), the mass flow per unit area J  
for a single species is related to the pressure P of the gas in 
the cell by

J  = TP (M /R T ) U 2  (1)

where T  is the temperature of the vapor in the cell, M  is 
the molecular weight, and T is a factor which depends ac­
cording to several references8-10'11 on the Knudsen number 
\/D  and the specific-heat ratio y = Cp/Cv-

Measurements of flow through an orifice are generally 
made under conditions permitting variation of the pres­
sures upstream and downstream of the orifice, and the 
value of T in eq 1  will also depend10 on the pressure ratio. 
However, T will reach its asymptotic limit10 (or its maxi­
mum value) when the ratio of the upstream to downstream 
pressure exceeds approximately 200. For flow measure­
ments of the type performed in this study, where the space
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external to the orifice is under evacuation, pressure ratios 
are always greater than 10 3 and the value of T will have its 
maximum value at all flow conditions.

Equation 1 is strictly applicable only for flow through a 
vanishingly thin orifice. Practical orifices generally have ef­
fective thicknesses in the neighborhood of 0.001 in. and the 
flow through the orifice is reduced by a small, but well- 
characterized, Clausing5 effect. The magnitude of this cor­
rection for the types of flows encountered in this study is 
discussed in a subsequent section

The flow of gases is characteristically divided into three 
regions: molecular, transition, and hydrodynamic.

Molecular Flow. Where the mean free path of the mole­
cules is relatively large compared to the diameter of the ori­
fice, we have from kinetic theory the well-known expres­
sion for molecular effusion

JK =  1 /4  pc = (2ir)-U 2P (M /R T ) i / 2  (2)

where p is the density and c is the average velocity of the 
molecule. This represents a limiting case of eq 1 with T = 
Tk = 0.399.

Hydrodynamic Flow. It has been well established experi­
mentally by Liepmann,8 Smetana, et al. , 1  Bianco and Bori- 
dy,10 and Carlson, et al. , 9 that at high pressures the aver­
age velocity of the gas at an orifice approaches the sonic 
limit and that above this limit in the hydrodynamic region 
mass flow is dependent only on the density of the gas and 
the coefficient T. The coefficient above the limit is theoret­
ically constant and its magnitude is determined by the spe­
cific-heat ratio y  and a discharge coefficient Ci> The equa­
tion10 relating these quantities at high pressure ratios is

T =  CD[y [2 /(y  +  1 )] >+l)/ (r-l J]1 /2 (3 )

The coefficient T determined from eq 1 and, therefore, the 
ratio r/TK was found to be constant, within experimental 
error, for potassium chloride (see Figures 1 and 2) and for 
the other alkali halides measured in this study. The flow 
range over which T exhibits constancy has been shown8’10 
to extend for at least one order cf magnitude change in the 
pressure or in the flow rate.

The alkali halides exhibit association in the vapor state, 
and reliable values of the pressure and the molecular com­
position of a vapor are required to accurately define the 
value of the coefficient T from observed orifice flows in the 
hydrodynamic region. For KC1 there is excellent agreement 
over a wide temperature range2 between existing measure­
ments of both vapor pressure and molecular compostion, 
and the average observed value of T for this salt is 0.574. If 
it is assumed that KC1 vapor is essentially diatomic with 
one degree of vibrational freedom (7 = 1.29), eq 3 predicts 
a value of 0.86 for Cd- (Equation S is not sensitive to small 
changes in 7 .) Dimers in the alkali halide would have a 7  of 
approximately 1 .1 1 , and the neglect of the dimer content in 
calculating C d introduces an error of only 1 - 2%.

There are several existing measurements of the value of 
Cd at high pressure ratios for the flow of monoatomic and 
diatomic gases through thin orifices. Perry12 found a value 
of 0.84 for air; Liepmann8 a value of 0.81-0.84 for Ar, N2, 
and C 02; Bianco10 a value of 0.82 to 0.88 for N2; and Sme­
tana, et al. , 1  a value of 0.858-0.89 for N 2. Frankl13 comput­
ed a theoretical value of 0.85 for the flow of a diatomic gas 
through a thin two-dimensional slit, and as a first approxi­
mation it can be assumed that a slit and an orifice should 
have the same value10 of the coefficient.

Transition Flow. In this region the value of the coeffi­
cient T in eq 1 progressively changes from 0.399 to its value 
at the hydrodynamic limit. The region is generally believed 
to be limited to the range 0.1 < X/D < 10.

B. Mass Flow, Vapor Pressure, and Molecular Associa­
tion. At saturation the vapors of the five alkali halides 
under study contain substantial amounts of dimer and, in 
the case of LiF, trimer. Even so, the total vapor pressure is 
readily obtained from the observed flux in the molecular 
region by treating the gas as an ideal mixture of molecular 
species. Using this principle and taking into account the 
preferential escape of light molecules through the orifice, 
the weight fraction X  of each molecular species i in the ef­
fusing vapor is related to the equilibrium mole fractions N  
in the vapor by

X { = T ) (4)

where i = 1  for monomer, 2 for dimer, etc. and the equilib­
rium vapor pressure P eq is the sum of the partial pressures 
for the individual molecular species, such that

P eq =  =  S [X iJ K (27TiiT/M j)1/2] (5)

A problem of interpreting flux information arises for the 
hydrodynamic and transition regions. If the orifice were of 
sufficient length to maintain streaming conditions within 
its length, the weight fraction of a species in the vapor 
would be that in the equilibrium vapor and the equations 
above would have to be modified. However, it will be shown 
(Table I) from observations of flow at high pressures 
through orifices of varying lengths that the major portion 
of the pressure drop appears to occur within the cell and 
that the flow through the thin orifice is principally free mo­
lecular. On the basis of this evidence, eq 4 and 5 were used 
to compute compositions and pressures in the hydrody­
namic and transition regions. It will be shown later that in 
the high-flow regimes, J k represents the hypothetical 
Knudsen value, i.e., the mass flow which would be ob­
served if molecular flow conditions existed at all tempera­
tures.

For the purpose of comparing observed mass flows in 
this study with those computed from existing partial pres­
sure and composition information in the JANAF2 tables, 
the following equation, based on the same principles used 
to derive eq 5, was used.

JK =  =  S tP ^ u E T /M i) - 172] (6)

Experimental Method
Equilibrium vaporization rates for the alkali halides were 

obtained isothermally with small Knudsen cells by observ­
ing the loss in weight against time with a recording Mettler 
thermoanalyzer.1

The Knudsen cell was surrounded by a larger chamber 
maintained at an apparent vacuum of 10-5  Torr or lower. 
Temperatures were precisely measured with a platinum- 
platinum-10% rhodium thermocouple, the junction of 
which was in direct thermal contact with the base of the 
cell. The thermobalance and the associated experimental 
system were previously used for a free-evaporation study 
on sodium chloride.1 The extensive precautions taken in 
that study to assure furnace isothermality and reliability of 
the temperature measurement were repeated in the present 
work.

The balance is provided with 1- and 0.1-g standard
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weights for internal calibration of both ranges. To supple­
ment this, all traces were periodically calibrated by adding 
and removing standard weights from a large crucible serv­
ing as balance pan. The recorded weight differences ob­
served were generally within 0.03 mg of the standard 
weight for the 0.1-g range and within 0.3 mg for the 1.0-g 
range, and no correction factors were required. The chart 
speed was also periodically checked and no calibration or 
adjustment was required.

All vaporization runs for a particular salt in both its solid 
and liquid phases were made using single lots of optical 
grade single crystals procured from the Harshaw Chemical 
Co. Cation impurities in all lots, when analyzed spectros­
copically, were found in concentrations sufficiently low to 
have no effect on the observed rates. In an effort to reduce 
surface impurities to a minimum, single crystals were 
shaped and loaded into the cells under a controlled dry at­
mosphere. In addition, the Mettler apparatus itself afford­
ed a means of cleaning exposed crystal surfaces. Prior to 
the actual rate measurements, a sample and cell were al­
ways preheated under high vacuum to constant weight at a 
temperature of 400-500°. This procedure removes many of 
the surface-adsorbed volatile impurities such as water. It 
was also customary, before performing any experiment 
above the melting point of the salt, to premelt the sample 
under vacuum in order to improve thermal contact between 
the salt and crucible.

Knudsen Cell. The typical cell was of high-purity Poco 
graphite which was a suitable container for all the salts ex­
cept Csl. This salt, with its low surface tension, formed a 
wetting contact angle with graphite and diffused into the 
pores of the crucible, so that it was necessary for contain­
ment to use a thin palladium liner cemented with gold 
paste1 into the graphite. All crucibles and metal covers, 
prior to filling with a salt sample, were prefired in the Met­
tler system to constant weight at a temperature of 900- 
1200° .

Each cell was designed for a positive gasket seal of 1-mil 
thick platinum or palladium sheet in which the small ori­
fice was formed. Nominal orifices sizes were %2, Vie, and %2 
in. in diameter. Each salt was measured in at least two cells 
of different orifice sizes, and, for NaCl, in six different cells 
of these three nominal sizes. No difference in the normal­
ized mass flows (mg cm-2  min-1) was ever observed. The 
integrity of the seal was always maintained, and periodical­
ly was checked by comparing mass flows obtained with the 
gasket seal against those obtained with the same size orifice 
cemented to the graphite with gold paste. The paste and 
the procedure for using it were described in our previous 
study.1

The forming of satisfactory holes in the thin sheet was 
initially a problem and machining techniques had to be de­
veloped for rigidly supporting the sheet and forming clean 
round holes. The size of each orifice was measured with a 
traveling microscope before and after each experiment, and 
dimensions were generally reproducible to better than
0.0002 in. Thermal expansion corrections were applied to 
obtain the orifice size at the temperature of the experi­
ment.

The cylindrical hole in the graphite cell used to contain 
the salt was always 0.3 in. in diameter or larger so that the 
ratio of surface area of the salt to that of the orifice was at 
least 100 for the %2 in. size and 25 for the Vi e in. size. Even 
so, due to the presence of the hole in the cell, there is a de­
parture from true equilibrium pressure, and the magnitude

of the effect should be considered. Many investigators14-18 
have studied the problem in detail, but the most rigorous 
analysis and treatment is that by Carlson, et al. 1 8  From 
that work it cam be reliably shown that for those salts 
which have relatively high vaporization coefficients the de­
viation of the observed rate from the true equilibrium value 
is not great for %2- and Vie-in. orifices. Undersaturation 
should not exceed 1% for the in. diameter and 3% for the 
Vie in. However, an undersaturation of 7% is predicted for 
the %2-in. orifice, and for this reason only a few measure­
ments with NaCl were made with the larger orifice size.

Even though the experiences of other investigators 
seemed to preclude any large error from undersaturation, 
the authors believed that experimental evidence for each 
salt was necessary. Consequently, comparable flow mea­
surements for each salt were routinely made to as high a 
temperature as possible with cross-sectional areas differing 
by at least a factor of 4 to 1. No systematic difference in ob­
served flow rate per unit area was ever found for any of the 
salts, supporting the conclusion that significant undersatu­
ration with either the %2- or the Vjfi-in. orifice did not 
occur.

Heat Transfer Processes. Vaporization is to  endother­
mic process, and for the rapid evaporation rates encoun­
tered in this study it was necessary to make certain that the 
rate was not controlled by some heat-transfer process. The 
heat-transfer problem was considered in some detail in a 
previous paper.1 It was pointed out above that the possibil­
ities of cell undersaturation required that flow measure­
ments for each salt be made with at least two orifices, of %2 
and y16 in. in diameter. Therefore, for high evaporation 
rates with each salt, it was possible to directly compare the 
mass flow per unit area at the same temperature for experi­
ments with observed vaporization rates (and thus required 
heat transfer rates) differing by at least a factor of 4 to 1. 
Since no significant differences in absolute rates were ever 
observed, we conclude that the heat-transfer rate to each 
salt is sufficient to offset the heat-loss due to vaporization.

Another possible source of error, also directly related to 
poor heat transfer, is self-cooling of the salt at the vaporiz­
ing surface. However, it was consistently demonstrated ex­
perimentally that even at the highest vaporization rates the 
steady-state isothermal rate remained constant while vapo­
rizing at least 95% of the salt added to the cell. This, we be­
lieve, eliminates the possibility of significant self-cooling.

Treatment of Experimental Data
The application of the Knudsen method to determine 

vapor pressure under conditions where the flow through an 
orifice is in the continuum region is new. Techniques to an­
alyze and interpret the data had to be developed and are 
presented here in some detail.

It has already been established8-10 for flows in the hydro- 
dynamic and transition regions that the mass flow J  is al­
ways higher than, but characteristically related to, the cor­
responding flow J k which would be predicted from the 
Knudsen equation. In general, to obtain vapor-pressure in­
formation from mass-flow observations in the high-flow re­
gions, one must generate values of the normalized flow J K 
from known relationships between J r and J. The proce­
dures used for all three regions are discussed below.

Molecular Region. For free-molecular flow, J r was mea­
sured directly and smoothed data in this region for each 
salt were obtained by fitting the least-squares equation to 
the data in the form log J K vs. l/T. The approach of F in
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the transition region to the free-molecular limit I ’ r  is slow 
and the linearity of the plot of log J k v s . 1/T in this region 
was carefully analyzed to make certain that no data from 
the lower part of the transition region were inadvertently 
used in deriving the molecular-region curve.

Hydrodynamic Region. Experimental flow data extend­
ing into the hydrodynamic region were obtained for four of 
the alkali halides. Information on LiF was not obtained in 
this region due to an apparatus-limiting temperature of 
1100°. The interpretation of the flow information required 
first that the lower limit of the hydrodynamic region for 
each salt be clearly established. For three of the salts (KC1, 
NaCl, and Csl) experimental flows were observed well into 
the hydrodynamic region, and the limit was defined by the 
change in slope of log J  vs. 1/T. It will be shown later that 
this limit occurs at roughly the same mean free path for all 
the salts, and this fact permitted us to establish that the 
higher flows observed for KBr were in the hydrodynamic 
region even though the temperature range with flows in 
this region was short.

The experimental constancy of the coefficient I' (and 
therefore the ratio r/rK) in the hydrodynamic region for 
the alkali halides and for other materials was discussed in 
the theory section of this report. It was assumed in our 
treatment of the data in this region that F/rK is a constant 
for all the salts, and that J k for flow rates above the hydro- 
dynamic limit is equal to JA P /T r ). The KC1 experimental 
value (T = 0.754), which has already been shown to be 
within a few per cent of theoretical, was selected as being 
the best available value. This was selected, rather than one 
slightly different which might have been generated from ei­
ther theoretical or observed values of the discharge coeffi­
cient C d, for the following reason. The vapors of alkali ha­
lides are known to be moderately associated, and the KC1 
experimental value of f / r k should incorporate any influ­
ence from this effect. The assumption that the value of the 
ratio does not change for NaCl, KBr, and Csl appears justi­
fied since the dimer contents of the four alkali halide va­
pors are surprisingly similar, differing by only a few per 
cent; and, in addition, eq 3 is rather insensitive to a change 
in y.

Transition Region. For four of the salts the hydrody­
namic limit of the transition region occurs at saturation 
pressures some 70-100° above the melting point and the 
free-molecular limit at pressures some 80-110° below the 
melting point. If an extrapolation procedure is to be used 
to obtain J r  in the transition regicn, the question arises as 
to the expected deviation from linearity of In J r v s . 1/T 
for temperature ranges of the order of 100°. The activation 
energy E a for the equilibrium vaporization process is pro­
portional to d In J r A K I/T) and theoretically is expected to 
exhibit the same temperature dependence as does the stan­
dard thermodynamic enthalpy of vaporization AfiTy°. From 
data in the JANAF tables2 d In J r A K I/T) is expected to 
decrease 1-2% per 100° temperature rise. This change of 
slope is within the expected experimental error in J r and 
therefore an extrapolation procedure is justified.

For all the alkali halides, with the exception of LiF, 
values of J r  in the transition region were generated by lin­
ear extrapolation of In J r  v s . 1/T from known values of In 
J r  at the hydrodynamic and free-molecular limits to that 
value at the melting point which gives a change in slope 
equal to the theoretical value. It can be readily shown by 
differentiating the Hertz-Knudsen equations for the solid 
and the liquid at the melting point, that the difference in

slope of In J r  v s . 1/T at the melting point is related to the 
standard enthalpy change for the melting process and com­
positional changes in the molecular state of the vapor 
above the two phases in the following way
{E ^ /R  -  E ^ /R ]  =  [AHi/R ]Z (iN i) +

d In 2 (/IN ¡)I1 [ d i n  M J i N J V

d(l/T) J L d(l/T) J (7)
The theoretical change in the slope at the melting point for 
each salt was computed numerically with this equation. 
JANAF2 figrfres for the heat of fusion and the molecular 
composition of the vapor are available for all the salts ex­
cept Csl. For this salt the heat of fusion was that reported 
by Dworkin and Bredig19 and the vapor compositions were 
those selected and discussed in the next section of this arti­
cle.

A different extrapolation procedure was required for LiF 
since J r  at the hydrodynamic limit could not be experi­
mentally obtained. This salt also differed in that free-mo­
lecular flow occurred over the entire solid range and ex­
tended several degrees above the melting point. So, the re­
quired values of J r  in the liquid region were generated by a 
linear extrapolation from known values in the molecular re­
gion at the melting point using the theoretical change in 
slope obtained from eq 7.

Results
The Clausing Effect at High Flows. Since the thickness 

of a real orifice cannot be infinitesimally small, some of the 
molecules in free-molecular flow are reflected back into the 
Knudsen chamber. Clausing5 calculated and tabulated 
values of a factor K  which is the ratio of the number of 
molecules escaping to those entering the orifice. Two diam­
eters, %2 and Vie in., were generally used in our experi­
ments, and these had Clausing factors5 of 0.970 and 0.984, 
respectively.

It followed directly that an observed rate in the molecu­
lar region should be corrected with the appropriate Claus­
ing factor to give the desired rate for the same orifice size 
at zero thickness. However, it was not apparent as to 
whether or not one should apply the same factor in the hy­
drodynamic and transition regions. Therefore, a series of 
Knudsen-type experiments with NaCl were carried out in 
the high-flow regions to measure directly the magnitude of 
the Clausing effect. Orifices with nominal diameters of '/aa 
and %6 in. were made in sheets of varying thickness to give 
length-to-radius ratios from 0.033 to 1.656. The results of 
the flow measurements with these orifices are presented in 
Table I. The observed Clausing factor K' in the third col­
umn is the ratio of the observed mass flow to that for the 
same size orifice at zero thickness. The base value at zero 
thickness for each diameter was obtained by applying a 
small theoretical Clausing factor to the mass flow observed 
for the same size in 0.001-in. thick sheet.

In general there is agreement between the experimental 
and theoretical factors. One must conclude that there is an 
effect of the Clausing type at orifice walls even in the hy­
drodynamic region. This is not too surprising. The velocity 
distribution in this region cannot be Maxwellian, but one 
would expect long mean free paths at and downstream of 
the orifice. It is possible in the hydrodynamic region that 
the major part of the pressure gradient at the orifice occurs 
upstream and that the flow in the plane of the thin orifice 
is effectively molecular. Consequently, all mass rates re-
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Figure 1. Experimental values of the m ass flow J  vs. the reciprocal 
of the absolute temperature for potassium chloride vapor.

TABLE I: Experimental Evidence o f Clausing Effect 
for Orifice Flow in the Hydrodynamic and 
Transition Regions (NaCl)__________________________

L e n g t h - t o -
r a d i u s
r a t i o

CL/R)
F l o w  r e g i o n s  o f  
m e a s u r e m e n t s

E x p e r i m e n t a l
f a c t o r

(K')

C l a u s i n g '
f a c t o r
(K)

0 .033 B o th  m olecu lar and  
h yd rodynam ic

0 .984

0 .067 B o th  m olecu lar and  
hyd rodynam ic

0 .970

0 .154 M olecular 0 .9 4 0 .9 3
0 .157 H igher tran s itio n 0 .9 0 0 .9 3
0 .458 M olecular 0 .7 7 0 .8 1
0 .4 5 8 M olecular 0 .7 9 0 .81
0 .4 5 8 H igher tran s itio n 0 .7 3 0 .81
0 .458 H y drodynam ic 0 .7 3 0 .8 1
1 .656 M olecular 0 .5 6 0 .5 6
1 .656 M olecu lar 0 .5 4 0 .5 6
1 .656 H igher tran s itio n 0 .5 6 0 .5 6
1 .656

a  R e f e r e n c e  5 .

H igher tran sitio n 0 .5 7 0 .5 6

ported in this article are corrected for small Clausing ef­
fects. Three orifice diameters (%2, Vie, and %2 in.) were used 
in our experiments, and these had Clausing factors of 0.990,
0.984, and 0.970, respectively.

All mass flow observations for sodium chloride are listed 
in Table II20 along with the corresponding nominal size of 
the orifice. Each reported point represents a single experi­
mental determination, but not necessarily a single filling of 
the cell. The time for a determination depended on the 
temperature and the vaporization rate. At lower tempera­
tures, time periods of 1-2  hr were not unusual, and several 
determinations were obtained with a single filling. In con­
trast, at higher temperatures, a period of only a few min­
utes was often sufficient to completely empty the cell.

TABLE II: Experimental Values o f th e  M ass Flow
of Saturated Sodium  Chloride Vapors

t,
°c

e / , °
m g  c m - 2  m i n -1

t,
°c

J,a
m g  c m - 2  m i n '

587 .1 0 .8037  (c) 718 .6 5 3 .7 6  (a)
610 .5 1 .8 3 2  (c) 729 .4 6 9 .4 3  (b)
611 .4 1 .8 8 0  (b) 732 .3 7 8 .7 4  (a)
629 .3 3 .463  (b) 732 .6 7 8 .6 2  (b)
630 .7 3 .365  (c) 733 .8 8 2 .8 7  (b)
631 .6 3 .609  (b) 738 .4 9 7 .0 7  (a)
639 .2 5 .0 0 5  (a) 750 .2 127 .2  (a)
6 39 .3 5 .0 9 2  (a) 7 52 .6 129 .1  (b)
647 .6 6 .6 4 0  (b) 7 53 .5 150 .8  (a)
651 .0 6 .8 9 2  (b) 753 .6 1 4 3 .8  (b)
651 .5 6 .7 0 3  (b) 758 .7 1 67 .8  (a)
651 .6 6 .9 1 9  (a) 763 .5 1 8 4 .8  (b)
6 5 1 .6 7 .0 6 6  (b) 770 .2 2 1 9 .5  (a)
653 .2 7 .242  (c) 772 .4 2 3 4 .5  (a)
653 .3 7 .2 5 4  (c) 772 .9 2 4 9 .5  (a)
657 .6 8 .7 6 3  (a) 773 .3 2 3 9 .4  (b)
670 .9 13 .05  (a) 783 .2 320 .7  (a)
671 .1 12 .59  (b) 786 .9 3 4 6 .0  (a)
6 71 .2 12 .94  (b) 788 .1 361 .7  (b)
671 .3 12 .33  (c) 790 .1 3 7 6 .7  (a)
671 .3 13 .13  (b) 808 .0 5 4 1 .8  (b)
674 .5 15 .04  (b) 8 1 3 .6 6 5 8 .0  (a)
677 .8 16 .56  (a) 828 .6 8 1 1 .5  (b)
691 .6 2 3 .8 4  (b) 830 .1 8 7 8 .8  (a)
691 .7 2 4 .0 6  (a) 830 .7 8 9 5 .3  (a)
691 .8 2 4 .47  (b) 830 .2 8 2 2 .1  (b)
691 .9 2 4 .3 8  (b) 846 .8 1232 (a)
693 .0 26 .17  (b) 853 .8 1338 (b)
698 .1 2 9 .4 6  (a) 868 .4 1695 (b)
710 .3 4 2 .1 4  (b) 872 .3 1875 (a)
7 11 .6 4 2 .5 5  (b) 887 .0 2426 (a)
712 .0 44 .09  (b) 9 0 9 .6 3373 (a)
712 .2 4 3 .0 7  (b) 9 4 0 .5 5116 (a)
713 .0 4 6 .8 2  (b) 9 6 0 .3 6805 (a)

a N o m i n a l  o r i f i c e  s i z e  a s  f o l l o w s :  ( a )  0 .0 7 9 4  c m ,  ( b )  0 . 1 5 9  c m ,  ( c )  0 .2 3 8  c m .

Characteristics of the flow through a thin-edge orifice in 
the three flow regimes are illustrated for potassium chloride 
in Figure 1. The logarithm of the observed mass flow J  is 
plotted vs. the reciprocal of the absolute temperature. For 
potassium chloride, the molecular region extends from the 
temperature point A to B, the transition region from B 
through the melting point to C, and the hydrodynamic re­
gion from C to the measured limit D. In order to more 
clearly show the transition from free-molecular to hydrody­
namic flow, smoothed values of log J r are presented on the 
same figure and are represented by the dashed curve. It 
should be recognized that J r is the hypothetical flow 
which would be calculated from the Hertz-Knudsen equa­
tion (see eq 2) using the free-molecular value of T for the 
entire flow range.

The typical dependence of the coefficient F for an alkali 
halide on the mean free path of the vapor and orifice size is 
illustrated in Figure 2, again with the results for KC1. Ori­
fice diameters of V32 and Vie in. were used. The value of the 
coefficient ratio T/Fr is readily obtained for each experi­
mental determination since T/Fr is numerically equal to 
the corresponding mass-flow ratio J /J r. The required 
value of J r in the transition region may be generated in 
two ways: either by the extrapolation method outlined in 
the section on Treatment of Experimental Data or from eq 
6 using partial pressures and molecular compositions from 
the JANAF2 tables. The first method was arbitrarily select­
ed for KC1 since essentially the same values of J r  are gen­
erated by either method. Values of the mean free path X

The Journal of Physical Chemistry, Vol. 78, No. 20, 1974



Equilibrium Vaporization of Alkali Halides 2003

Figure 2. Experimental values of the coefficient ratio r / r K vs. mean Figure 3. The coefficient ratio 171’« vs. mean free path for five alka-
free path for potassium chloride: O, in. orifice; X , 1/16 in. orifice. li halide vapors: (------ ) KCI, (......... ) KBr, - )  NaCI, (-------- )

LiF, and (--------) Csl.

were computed from standard kinetic equations213 using 
collision diameters from diffraction studies21b and vapor 
pressures from the JANAF2 tables.

An important fact emerges from Figure 2 . The free-mo­
lecular limit and the value of the coefficient T in the transi­
tion region are independent of the diameter of the orifice. 
This is true for all the alkali halides. In fact, for sodium 
chloride the free-molecular limit was also defined by an ori­
fice of %2 in. diameter, and there was still no effect of the 
diameter. The expected dependency of the limit and of 
I’7,8,10 on the dimensionless number X/D was not found, and 
possible reasons for this are discussed in the next section. 
The experimental observations of F for two orifice sizes in 
the transition region do not show any dependency on the 
diameter, but it is unfortunate that flow observations could 
not be made with the larger diameter orifice into the hy­
drodynamic region.

As might be expected, all the alkali halides exhibited the 
same flow characteristics. This is illustrated in Figure 3 
where smoothed values of the coefficient ratio T/Th are 
plotted against mean free path. Since vapor pressures are 
not reliably known for several of the salts, the required 
values of J k and X are based on the vapor pressures ob­
tained in this study. The dependence of the two limits on 
the mean free path is surprisingly similar for all the alkali 
halide vapors; and, within the reliability limits of the quan­
tities involved, the two limits occur at the same absolute 
value of the mean free path for all five salts. The average 
value of X at the molecular limit is 0.7 cm, and at the hy­
drodynamic limit is 0.005 cm.

Vapor Pressure
One purpose of this study was to measure vapor pres­

sures for the alkali halides at intermediate pressures be­
tween about 0.1 and 5 Torr where measurements are prac­
tically nonexistent. The paucity of information in this re­
gion exists because Knudsen studies are generally confined 
to lower pressures where flows are in the free-molecular re­
gion, and direct vapor pressure studies are necessarily con­
fined to pressures high enough to permit manometric de­
termination. The determination of vapor pressures from 
Knudsen cell measurements requires, in addition to the 
Knudsen fluxes (actual or hypothetical molecular), a 
knowledge of the vapor composition, as indicated by eq 5. 
The method for reducing hydrodynamic and transitional to 
molecular fluxes has been described. For all the salts ex­

cept Csl compositions were calculated from data in the 
JANAF tables.2 The procedure for Csl is described below. 
Flux measurements can generally be made to four signifi­
cant figures. We have therefore listed vapor pressures to 
the same number of significant figures although the abso­
lute values of the vapor pressures are probably no better 
than ±3%. This procedure, which avoids rounding errors, is 
similar to the one used by JANAF. Smoothed pressures for 
sodium chloride are presented in Table III.20 Values of 
vapor pressure, and the mass flows upon which they are 
based, are tabulated at 20° intervals covering the experi­
mental ranges. These values are compared with those ob­
tained from JANAF.

KCI. The vapor pressure of solid KCI has been measured 
by several investigators22-25 and the total spread of the 
values is ~30%, The JANAF evaluation closely follows the 
data of Zimm and Mayer24 and Mayer and Wintner.23 In 
the liquid state all reported measurements26-31 agree close­
ly-

The maximum deviation of our vapor pressures from 
those of JANAF is ~3%, which occurs in the solid near the 
melting point. This means that our AH v° for the solid is 
slightly less than that of JANAF and for the liquid it is 
slightly greater.

KBr. The vapor pressure of the solid has only been mea­
sured in two studies: Zimm and Mayer24 covered a range of 
nearly 270°, while Mayer and Wintner23 covered a much 
shorter range. The JANAF evaluation (which considers 
other thermodynamic data as well) lies approximately 30% 
below the Zimm and Mayer data, whereas, our data are 
from 4 to 12 % above JANAF.

Four groups have measured the vapor pressure of the liq­
uid.26-28,32 Three of these are reasonably consistent and 
have been adopted by JANAF. Only Ruff and Mugdan27 
report values a factor of 2 lower. Our data deviate increas­
ingly from JANAF as the temperature rises, from less than 
1% near the melting point to nearly 9% at 1240° K.

NaCI. Experimental vapor-pressure measurements in 
both the solid23-25 and liquid state26-29,33 are consistent, 
except for the data of Miller and Kusch25 for the solid 
which are lower than the others and scatter considerably. 
Our data are 1-8% greater than the JANAF evaluation.

LiF. The only vapor-pressure data for the solid are those 
of Hildenbrand, et al. ,34 but they covered only a 30° range, 
and a similar range in the liquid just above the melting 
point. These values are moderately consistent with values
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TABLE III: Experimental Vapor Pressures o f Sodium  Chloride and 
Comparison Vapor Pressures Selected by JANAF“

T, ° K J r , mg cm “2 min -1 Pexpt1 T o r r P.l, Torr % d e v

860 0.7943 8.003 X 10- i 8.223 X IO-4 - 2 . 6 8
880 1.613 1.637 X IO-3 1.674 X IO-3 - 2 . 2 0
900 3.173 3.244 3.297 - 1 . 6 2
920 6.062 6.241 6.302 - 0 . 9 7
940 11.27 1.168 X IO-2 1.171 X IO-2 - 0 . 2 1
960 20.34 2.123 2.117 +  0.28
980 35.50 3.731 3.733 - 0 . 0 4

1000 60.59 6.413 6.426 - 0 . 2 1
1020 101.3 0.1079 0.1081 - 0 . 2 1
1040 166.0 0.1780 0.1782 - 0 . 0 8
1060 266.9 0.2883 0.2879 0.12
1080 411.3 0.4478 0.4454 0.55
1100 590.6 0.6502 0.6431 1.10
1120 837.0 0.9315 0.9153 1.77
1140 1172 1.318 1.285 2.60
1160 1622 1.844 1.779 3.65
1180 2220 2.550 2.435 4.72
1200 3007 3.490 3.295 5.92
1220 4032 4.728 4.410 7.20
1240 5357 6.344 5.839 8.64

°  R e f e r e n c e  2 .

determined for the high-temperature liquid.34-36 The 
JANAF evaluation also takes into account the vapor com­
position (containing appreciable concentrations of dimer 
and trimer) and enthalpies. Our vapor pressures for the 
solid are ~30% lower than those selected by JANAF, and 
10 - 20% lower for the liquid.

Csl. The vapor pressure of the solid has been measured 
by several workers.22'37’38 The extremes are represented by 
the low values of Dietz22 and the high values of Scheer and 
Fine38 which differ by a factor of 2. The Scheer and Fine 
data are more consistent with most of the high-tempera­
ture liquid values27’33,36 (except those of Ruff and 
Mugdan27 whose slope is obviously incorrect).

Since these data had not yet been evaluated by JANAF 
and since the vapor composition above the solid was un­
known, a different procedure was used than for the other 
salts; the partial vapor pressures of monomer and dimer 
above the high-temperature liquid, as given by Topor,33 
were extrapolated to the melting point. The corresponding 
curves for the solid were determined by adding the heat of 
fusion.19 The resulting curves were used only to determine 
the monomer/dimer ratio. The actual vapor pressures were 
then determined from this composition and our experimen­
tal fluxes. The results lie ~20% below the data of Scheer 
and Fine.38

In order to evaluate the reliability of the vapor pressures 
reported in Table III we rely heavily on a comparison with 
literature values. Of the salts used in this study, only for 
KC1 is there virtually complete agreement among the vari­
ous reported investigations. In the molecular-flow region 
(<930°K) our vapor pressures, calculated from flux mea­
surements with the Hertz-Knudsen equation and the 
Clausing correction, are within 1% of the JANAF evalua­
tion2 of previous studies. In the temperature range corre­
sponding to flows in the transition region (930 -*■ 1130°K), 
the vapor pressures obtained in this study depend on the 
extrapolation procedures developed to obtain values of J K 
from observed values of J. Similarly, the vapor pressures 
reported by JANAF in the same temperature range depend 
essentially on the extrapolation of observed vapor pres­
sures from the two temperature limits. Nevertheless, the 
maximum difference between vapor pressures calculated

from JANAF tables and our values is only ~3%. We there­
fore conclude that the procedures developed in this work 
are valid and can be used to determine vapor pressures 
from Knudsen cell measurements even if the flow from the 
orifice is not molecular.

For the other salts, differences between our vapor pres­
sures and those obtained from JANAF are somewhat great­
er. Nevertheless, they are not large, generally within 5% for 
NaCl, and within 10% for KBr. For LiF, literature data are 
very few and scattered so that the larger differences be­
tween our values and the JANAF evaluation is not surpris­
ing. In fact, since our data on LiF now constitute the most 
systematic and complete vapor pressure study on this salt, 
a réévaluation of LiF would probably be appropriate. Csl 
has not previously been critically evaluated, but our data 
are consistent with previous studies.

Discussion
The transition-flow measurements made in this study 

with the microbalance are of higher precision than those 
which have generally been made, so the experimental fact 
that T at the molecular limit and in the transition region is 
independent of orifice size takes on added significance. 
Only a few measurements at high flows have been made 
with thin-edge orifices (or short tubes), and the authors be­
lieve that dependency of the free-molecular limit on A/D 
has not been established. The flow pattern at an orifice and 
the effects of interactions between the molecules them­
selves and between the molecules and the edge of the ori­
fice are unquestionably complex, but it can be speculated 
in a general way that the lack of molecular reflections and 
of operative viscous forces at the hole for a thin-edge orifice 
compensates for the diameter dependence observed6,10 in 
the transition region for long tubes.

Fluid mechanics conditions one to expect a flow limit to 
occur at some dimensionless number, and the use of the ab­
solute mean free path as a correlation factor for the molec­
ular and hydrodynamic limits is perhaps controversial. In 
any event, the results for the alkali halides with different 
size orifices have shown that the molecular limits (and per­
haps even the hydrodynamic limits) do not occur at the 
same Knudsen number, but at roughly the same mean free
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path. The degree of generality which can be attached to 
this is not known. It is interesting that in several flow stud­
ies with permanent gases, the observed molecular limits 
occur at mean free paths which are close to those found for 
the salts. For example, both Liepmann8 and Smetana7 ex­
perimentally studied the approach of F to the free-molecu­
lar limit. Liepmann used an orifice with a diameter of 0.150 
cm and Smetana a much larger or_e with a diameter of 1.15 
cm. Even with this large difference in diameter, the ob­
served limit in each case occurred at a mean free path near 
1  cm which agrees satisfactorily with the average value of
0.7 cm observed for the five salts.

With the exception of some questions related to the flow 
limits and their dependence on orifice size, the general 
characteristics of flow through a thin-edge orifice have 
been experimentally established and this includes the fact 
that the flow in the hydrodynamic region is systematically 
higher than that which would be predicted from Hertz- 
Knudsen equations. This conclusion, however, is in conflict 
with the work of Johnson39 who reported that the mass 
flow for mercury through a tube is proportional to pressure 
up to an actual pressure of 35 Torr (X/D = 0.002). Searcy 
and Schulz40 concluded from torsion-effusion studies of 
flow through thin orifices that the force exerted by escap­
ing vapors are identical with those predicted by molecular- 
flow equations.

We believe that our work demonstrates that flows 
through a thin-edged orifice in the transition and near hy­
drodynamic regions are well characterized and that reliable 
vapor pressures may be obtained by the Knudsen method 
over pressure ranges extending from about 0.005 to 5 Torr. 
The extension of the method to pressures in the intermedi­
ate range between 0.1 and 5 Torr provides a tool where 
none now exists.
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X-Band esr measurements at 77°K during Ar ion laser excitation are conducted to directly monitor the de­
pendence of the Rhodamin 6G (R6G) triplet state (Tj state) on pumping laser power and on the concentra­
tion of cyclooctatetraene (COT) as a quencher. The experimental results indicate that the intersystem 
crossing rate K st and triplet lifetime tt of R6G in.ethanol are 1.1 X 10s sec- 1  and 1.7 sec at 77°K, respec­
tively. Furthermore, using Perrin’s model, the quenching mechanism of R6G Ti state in glassy solution of 
COT is explained in terms of triplet-triplet energy transfer by an electron exchange process.

Introduction
With developments in tunable continuous wave dye la­

sers, physical properties related to the T| state of the laser 
medium have been investigated by the observation of trip­
let quenching, T -T  absorption, photobleaching, etc., in 
order to improve performance of the laser.1' 10 We recently 
reported the first observation of the triplet esr and two- 
microwave-photon absorption of R6G during laser excita­
tion.11 Furthermore, Am = ±2 esr signals of some dye mol­
ecules have been recently observed under mercury arc exci­
tation by Antonucci and Tolley.12 This paper gives a new 
method for measuring intersystem crossing rates which are 
obtained by combining the optical saturation curve in the 
R6G 7’i state observed at 77°K during laser excitation with 
calculation of triplet concentration derived from rate equa­
tions. Furthermore, a mechanism of quenching of R6G 
triplet molecules by COT molecules is discussed in terms of 
Perrin’s model13 of triplet-triplet energy transfer due to 
electron exchange in rigid media.

Experimental Section
Materials. The R6G used in our experiments was ob­

tained from the Eastman Kodak Co.11 and the COT from 
Aldrich Chemical and Tokyo Chemical Industry Co. The 
dye was dissolved in ethanol with or without COT. Oxygen- 
free R6G solution was outgassed and sealed in individual
4.5- or 2.5-mm i.d. quartz tubes which were kept at 77° K in 
a quartz dewar vessel.

Apparatus. The esr spectrometer, used for the investiga­
tion of the effects of the laser pumping power and COT 
concentration on the triplet concentration, was of a con­
ventional X-band homodyne detection type with 100-kHz 
field modulation.11 The R6G glassy solution was excited 
with the unfocused 5145-A beam of an Ar ion laser, Spectra 
Physics Model 165-03. The long triplet lifetime was mea­
sured for each sample at 77°K by the following method. 
After laser irradiation of a sample in the esr cavity, the 
decay of the derivative H min line ( Am = ±2 transition) was 
displayed on an oscilloscope. Fluorescent lifetimes of 77°K 
R6G, pumped by an Avco C950 pulsed N2 gas laser, were 
determined by using an Optics Corp. F -ll-20  monochrome­
ter followed by an RCA 8645 photomultiplier connected to 
a Tektronix 7904 oscilloscope. Optical absorption spectra 
of 5 X  10~4 M  R6G in ethanol with and without 2 X  10~2 M

COT added were measured at 77°K with a Cary Model 14 
spectrophotometer with a cell length of 0.1 cm.

Results
Optical Saturation in the Ti State. The dependence of 

the esr spectra corresponding to the Am = ±2 transition in 
the randomly oriented Ti state on the laser pumping power 
for circular polarized 5145-A beam was examined for each 
R6G concentration (4 X  10 '5, 1 X  10 '4, 4 X  10"4, 1 X  10~3, 
and 5 X  10' 3 M). The observed saturation curves for the 
R6G triplet molecular concentration that are proportional 
to the esr signal intensity14 are shown in Figure la -c  for 
different R6G concentrations. From these curves, we find 
that triplet molecular concentrations for R6G solutions of 
concentrations from 4 X  10~5 to 1 X  10~3 M  in 2.5-mm i.d. 
tubes begin to saturate above 1.5 W/cm2, and for the 5 X  
10'3 M  solution the triplet concentration begins to satu­
rate above 6 W/cm2. The difference is possibly caused by 
the fact that in the case of the high concentration of 5 X  

10~3 M  all R6G molecules are not homogeneously excited 
by the laser beam since only some molecules near the irra­
diated surface of the sample tube absorb most of the laser 
power. In Figure lc, the saturation curve for 5 X  10' 3 M 
R6G samples in the quartz tubes with different diameters 
(the results for 2.5- and 4.5-mm i.d. tubes correspond to 
open and closed points in the figure, respectively) is shown. 
The optical saturation hardly depends on the tube diame­
ter. The transmittance of the quartz tube was measured for 
the 5145-A laser beam. The quartz tube without R6G solu­
tion was inserted into the dewar vessel which contained liq­
uid nitrogen. From the results, the attenuations of the laser 
pumping power due to air, liquid nitrogen, and the cylin­
drical quartz sheets of the dewar vessel and sample tube 
were about 60 and 50%, and the laser beam diameter at the 
surface of the rigid solution matched the diameter of the 
tube.

From the decay curve of H m¡n line, we found that the 
triplet lifetime tt of R6 G cooled to 77°K was 1.7 ± 0 .1  
sec.12 The fluorescent lifetime rg and singlet absorption 
cross section a of R6G at 5145 A were 8.3 ± 0.3 nsec and 1.5 
X  10' 16 cm2 at 77°K, respectively. These measured values 
at 77°K are summarized in Table I.

Quenching of the T i State. The effects of the COT con­
centration on the signal intensity of the H m¡n line were ex-
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Figure 1. Dependence of the relative intensities of the Wmin lines in 
the R 6G T 1 state on the effective laser pumping power, a, b, and c 
show the optical saturation curves at 77CK for R 6G concentrations 4 
X  10~ 5 and 1 X  10“4 M, 4 X  1<T4 and 1 X  10~ 3 M, and 5 X  1 (T 3 
M, respectively. Open and closed points in c represent the satura­
tion curves for 5 X  10~ 3 M  solution in 2.5- and 4.5-mm i.d. tubes, 
respectively. The curves calculated from a rate-equation analysis 
using values KSt obtained in our method are shown by solid lines. 
Concentrations are values measured at room temperature.

amined for each 5 X 10-3  M  R6G glassy sample, with dif­
ferent COT concentrations. The average values of the ratio 
of the R6G Tj state population at COT concentration N a 
to that at zero COT concentration are plotted as a function 
of N a in Figure 2. The triplet population decreased with 
the addition of COT to the R6G solution and could not be 
detected at COT concentrations greater than 0.5 M. In 
spite of the addition of 0.3 M  COT to the solution, the trip­
let lifetime hardly changed at 77°K.

Both the fluorescent lifetime and singlet absorption 
cross section at 77°K were independent of COT concentra­
tion. From the measurements of the absorption spectra, we 
found that the absorption peaks of R6G and COT mole­
cules lay at 5280 and 3620 Â, respectively, and the energy 
level of the first singlet state (Si state) of COT lay above 
that of R6G.

The concentrations measured at room temperature must 
always be corrected for about 25% reduction in the volume 
of ethanol on freezing to 77°K .15

Figure 2. Dependence on COT concentration A/a of the ratio of the 
R 6G triplet population at COT concentration WA to that at zero COT 
concentration. The solid line is the curve calculated from Perrin's 
model. The COT concentrations are corrected for the shrinkage of 
the solution on freezing.

Discussion
Optical Saturation in Ti State. Dye molecules excited 

to the Si state by laser light may decay by a nonadiative 
process to the lowest triplet state (Ti state). This process 
proceeds at a rate designated as the intersystem crossing 
rate constant K st- Molecules in the Ti state may decay to 
the So state at a rate very much smaller than that of the 
strong fluorescence transition. Therefore, as the power of 
the pumping laser light increases many dye molecules accu­
mulate in this metastable Ti state and are at equilibrium.

Describing this population behavior of dye molecules 
using a rate-equation analysis under the steady-state con­
ditions of continuous constant excitation, we obtain the fol­
lowing equation for the molecular concentration in Ti 
state16

_  Ts rT-^s ■yNip/hv)!
T 1 + 7 s {ttK st +  l)(<y/hu)I

In this equation, ts and tt are the lifetimes of the Si and 
the Ti state at 77°K, respectively, N  is the total molecular 
concentration, a is the singlet absorption cross section at 
pumping frequency v and 77°K, and I  is the effective 
power per unit area of 'he excitation laser. We find from 
this equation that the population of the T x state approach­
es the optical saturation region as pumping power of the 
laser is increased. The experimentally obtained plots in 
Figure 1 show that, for Ar ion laser excitation power of 1.5 
W/cm2, R6G molecules from the Si state begin to be satu­
rated by intersystem crossing in the metastable Ti state, 
which possesses a long lifetime.

The intersystem crossing rate constant K st of R6G may 
now be estimated by using the saturation curves shown in 
Figure 1 and the data of Table I in conjunction with eq 1. 
Since the vertical axis in Figure 1 represents the relative 
values of N i,  the observed saturation curves of the triplet 
R6G are exactly described by the following equation under 
the assumption ttK st »  1

, _  a~g ttKs TN{a/hu)I 
T — 'Ts TTK s ^{o/hv)I + 1 '  '

where N t' = aNy and a is a constant depending on the ex­
perimental apparatus. The reciprocal of this equation is as 
follows

.1 / N t ' =  {A /D  +  B (2)
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TABLE I: Optical and L ifetim e Param eters o f R6G in  Ethanol at 77 °K Used for Calculation o f Kbt______________
D y e  », s e c  t s , n s e c  t t , s e c  <r, c m 2

R 6G in E tO H  5 .827  X 10 11 8 .3  ± 0 . 3  1 -7  ± 0 . 1  1 .5  X 1 0 ~16

TABLE II: Intersystem  Crossing Rate C onstants K st at 77 °K Obtained from  R6G Optical Saturation Curves 
for Different C o n c e n t r a t i o n s __________________________________________________ _______

JV, M 4  X  1 0 " 5  1  X  1 0 ' 1 4  X  1 0 _ * 1  X  1 0 _1 5  X  1 0

K st, se c - 1  0 .9  X 105 1 .6  X 106 1 .1  X 106 1 .5  X 106 0 .3  X 106

Figure 3. The reciprocal of the relative triplet concentration 1/AV as 
a function of 1//in the case of the 4 X  10-5  /WR6G rigid solution.

where A = l/[rsTTKsT(^/hp)aN] and B = 1 /aN. Then the 
slope and intercept in the graph of the linearly plotted 1 /  
N t ' as a function of 1/7 give A and B, respectively. (As an 
example, the dependence of 1/Nt ' on 1/7 for the 4 X  10~5 
M  R6G solution is shown in Figure 3.) Therefore, the value 
K st at 77°K is obtained from the relation K st = B / 
[tstt(<t//u ')A] using A, B, and the data in Table I. The 
values K  st of rigid R6G solutions, obtained in this method, 
are given in Table II for different concentrations, and we 
find that the average value K st is 1.1 X  105 sec-1. The rea­
son why the value K st in the case of the high concentration 
of 5 X  10-3  M  is less than the lower concentrations is prob­
ably that, as mentioned previously, the concentration is too 
high for all R6G in ethanol to be homogeneously excited 
with the laser beam. The calculated curves are shown as 
solid lines in Figure 1. The value at 77°K is reasonable in 
comparison with the order of limiting values of 77st of vari­
ous aromatic molecules.17 However, the value of K st for 
R6G solution measured at room temperature by Buettner, 
et al.,z is two orders of magnitude larger than our value. 
The increase of K st in their case may be caused by the 
paramagnetic effect of oxygen molecules dissolved in the 
solution and an increase in the temperature-dependent 
component of the intersystem crossing rate.18

Quenching of the T i State. Since the R6G triplet molec­
ular concentration decreases exponentially with increasing 
COT concentrations at 77°K, as shown in Figure 2, COT 
molecules are regarded as quenchers of R6G triplet mole­
cules. The energy of the Sj state of COT molecules, which 
cannot be directly excited to the Si state or the Ti state by 
the absorption of 5145-A laser light, is greater than that of 
R6G. The quenching of the R6G triplet may be due to en­
ergy transfer from R6G triplet molecules (donor) to COT 
triplet molecules (acceptor), where the energy level of the 
former T i state ( E Tj =  15.3 X  103 cm-1) probably lies

ENERGY

Figure 4. Energy diagram for triplet-triplet excitation transfer in 
R 6G -C O T  pair.

above that of the latter.5’19 The occurrence of triplet-trip- 
let energy transfer is described by the relation Dt + Ao —*■ 
At +  Do, whose energy diagram is given in Figure 4. It is 
already known that triplet-triplet transfer in rigid media is 
due to an electron exchange mechanism on the basis of spin 
allowedness, long triplet lifetime of donor, etc.17 The ex­
change mechanism occurs only when the donor in the Ti 
state and the acceptor in the S0 state are essentially in mo­
lecular contact. According to a model suggested by Per­
rin,13-20 the quenching of donor triplet obeys the equation 
N tc/N t  = exp(—%irRsnN a), where N tc is the triplet mo­
lecular concentration at quencher concentration N a, R the 
radius in angstroms of a quenching sphere, which depends 
only on the donor-acceptor pair but not on their concentra­
tions, and n = 6.02 X  10 -4 . If an acceptor molecule hap­
pens to fall within the critical radius R, the occurrance of 
energy transfer is assumed. Acceptor molecules outside the 
sphere have no effect on the decay of the donor. The exper­
imental value of R obtained from the plot in Figure 2 is 13 
A, which agrees approximately with the order of the van 
der Waals dimensions of the molecule.

The donor lifetime in the rigid solution in our experi­
ments hardly changes as the acceptor concentration is in­
creased, in contrast to the case of fluid solutions at room 
temperature where the transfer rate constant depends no­
ticeably on the rate of molecular diffusion, and a shorten­
ing of the lifetime apparently occurs.5 The slight shorten­
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ing of the mean lifetime may be ascribed to poor solubility 
of C0T-R6G pair in the frozen ethanol solution.21-22

Conclusions
On the basis of the data from the esr spectra correspond­

ing to the Am = ±2 transition in the R6G Tx state, it was 
shown that the triplet population at 77 °K began to be satu­
rated at a pumping power of about 1.5 W/cm2. A intersys­
tem crossing rate of 1.1 X  105 sec- 1  was obtained by a new 
technique where the experimental saturation curve was de­
scribed by the equation for the triplet concentration calcu­
lated from a rate equation analysis. A triplet lifetime of 1.7 
sec at 77°K was observed from the decay curve of the esr 
signal. Quenching of the R6G T1! state by COT molecules in 
a rigid media was well explained in terms of triplet-triplet 
energy transfer by an electron exchange mechanism using 
Perrin’s model:
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The electrical properties of poly(N-vinylcarbazole) (PVCA) have been found to be extremely sensitive to 
the presence of acidic impurities in the polymer. In order to identify the role of acids in the carrier genera­
tion and trapping processes, a detailed study of the excited state reactions of PVCA with various acids was 
undertaken. The acid concentration and wavelength dependence of the PVCA emission spectrum were ex­
amined in solution (tetrahydrofuran) and in the solid state. At 4600 A the emission is entirely due to ex- 
cimer fluorescence and is quenched more efficiently by acids than at 3600 A where the emission is thought 
to be predominantly due to monomer fluorescence. It is shown that the more efficient quenching of the ex- 
cimer band reflects the competition between the excimer formation reaction and the quenching of the 1Lb 
monomer state. The quenching of the excimer state is shown to be less efficient than the quenching of the 
excited 1Lb monomer state.

Introduction
Acidic impurities play an important role in the electrical 

characteristics of the polymer poly(N-vinylcarbazole) 
(PVCA). Enhanced photogeneration efficiency and trap­
ping can be directly correlated with the presence of acid in 
this polymer.1 When acids are present in PVCA in conjunc­
tion with nitroaromatic acceptors a thermally reversible 
persistent conductive state2-4 is observed. This effect has 
been attributed to an efficient excited state protonation of 
the acceptor molecule.2 These results prompted us to in­

vestigate the excited state properties of PVCA alone in the 
presence of acids. In a previous study quenching of the flu­
orescence of IV-isopropylcarbazole (NIPCA) was de­
scribed.5 These experiments revealed a definite correlation 
between the strength of the acid (pKa value) and the de­
gree of quenching. It was also noted that excitation of the 
carbazole ring results in a shift of electron density from the 
nitrogen to the ring which produces a substantial increase 
in basicity of the ring. Quenching of carbazole fluorescence 
in strongly acidic aqueous media was attributed to proton-
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Figure 1. Fluorescence spectrum of P V C A  10 3 M in TH F in the 
absence and presence of TC A A  (Xe 3000 A).

ation of one of the benzenoid positions of the excited car- 
bazole.6 In view of these facts a similar mechanism was pro­
posed to account for the quenching of the NIPCA fluores­
cence in aprotic media by trichloroacetic acid (TCAA), ma­
leic acid (MA), and bromoacetic acid (BAA).

A closer examination of the organic acids employed in 
this and the earlier investigation5 suggests that all of the 
acids can function as electron acceptors as well as proton 
donors and that their electron-accepting ability may paral­
lel their proton-donating strengths. This prompted addi­
tional experiments to be carried out in an attempt to reveal 
the role of the acid in the fluorescence quenching mecha­
nism. The ethyl esters of TCAA and MA were found to be 
slightly more efficient quenchers than the acids them­
selves. Furthermore it was shown that sulfuric acid, a much 
stronger proton donor than TCAA, is approximately two 
orders of magnitude less effective as a fluorescence quench­
er. These and the results of additional fluorescence 
quenching experiments will be reported in detail else­
where.7 In view of these results it appears that the quench­
ing of NIPCA fluorescence by TCAA, MA, and BAA is 
dominated by an excited state electron exchange mecha­
nism rather than by excited state protonation. The quench­
ing can still be considered to result from an acid-base in­
teraction but only in the more general Lewis sense rather 
than the more restrictive Br0nsted sense.

In this report the results of acid quenching experiments 
on PVCA will be discussed. In the polymer it is necessary 
to consider additional excited state processes in the kinetic 
analysis. Klopffer8 has reported the solution emission spec­
trum of PVCA and in contrast to NIPCA two overlapping 
emission bands were observed.

The higher energy emission is attributed to “monomer 
emission” while the longer wavelength broad structureless 
band is attributed to “excimer emission.” Offen9 has ob­
served emission from a dimer state formed from exciton 
coupling between neighboring chromophores in films of 
PVCA at 77°K. It is expected that the efficiency of the 
quenching reactions involving different excited states 
would be somewhat different and therefore the wavelength 
dependence of the quenching efficiency should reflect the 
different states contributing to the PVCA emission spec­
trum.

Experimental Section
A. Materials. Poly(N-vinylcarbazole) PVCA was ob­

tained from BASF under the trade name Luvicon. The 
polymer was purified by seven reprecipitations from te-

Figure 2. Fluorescence spectrum of PV C A  films In the absence 
and presence of TC A A  (Xe 3000 A).

trahydrofuran (THF) with methanol and a final freeze 
drying from benzene. The resulting polymer which visibly 
discolors on prolonged exposure to light and air was dried 
on a vacuum line and stored in evacuated ampoules until 
ready for use. The molecular weight of the polymer was de­
termined from gel permeation chromatography on a 0.5% 
solution of polymer in THF (Mw = 240,000, Mn = 113,000). 
Trichloracetic acid (TCAA) and bromoacetic acid (BAA) 
(EK White Label) were used without further purification. 
The THF was obtained from Burdick and Jackson and was 
treated as described previously.5 Films were prepared by 
dissolving an appropriate amount of acid in 15% solution of 
PVCA in THF and spreading the solution on a tin oxide 
coated conductive glass substrate (NESA) with a doctor 
blade. The films were dried slowly in a solvent atmosphere 
and for an additional 24 hr in vacuo. The resulting films 
had a smooth surface and were approximately 10  n thick. 
NESA glass was used so that subsequent electrical mea­
surements could be made.

B. Spectra. Emission spectra were measured on an Am- 
inco Bowman spectrophotofluorometer in which the optical 
axis of the excitation and detection monochromators are 
fixed at 90° to one another. The excitation wavelength was 
held constant at 3000 A (xenon arc light source). The solu­
tion emission spectra were obtained in a 1 -cm quartz cell. 
Fluorescent light from films was obtained by monitoring 
the emission from the illuminated surface. In all experi­
ments the excitation wavelength was Ae 3000 A.
Results

The absorption spectrum of PVCA in THF is essentially 
identical with those of PVCA in methylene chloride and of 
PVCA films which were discussed by Klopffer.8 The solu­
tion absorption spectrum of the polymer is very similar to 
NIPCA indicating that in the electronic ground state the 
mixing with neighboring chromophores is weak.

The emission spectrum of a 10~3 M  solution of PVCA is 
shown in Figure 1  for several acid concentrations. The com­
pound shape of the spectrum has been attributed8 to fluo­
rescence from the 7Lb state of the individual or “monomer” 
chromophore at short wavelengths and fluorescence from 
an excimer state at longer wavelengths. The acid quenches 
the emission band nonuniformly (in contrast to the NIPCA 
emission5) and at 2.32 M TCAA the excimer band appears 
to be completely quenched. The position of the remaining 
monomer emission maximum occurs at 3750 A whereas in 
the 10~3 M PVCA solution in the absence of acid the maxi­
mum is at 3870 A, indicating that there is appreciable ex­
cimer emission at this wavelength.
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Figure 3. Quenching factor vs. TCAA  concentration for PV C A  10~ 3 
M  in THF at X, 4600 A and Xf 3600 A and quenching factor vs. 
TC A A  concentration. The solid line was calculated using the param­
eters in Table I and eq 17 and 18 (Ae 3000 A).

The emission spectrum from PVCA films has been at­
tributed to pure excimer emission with negligible contribu­
tion from the monomer chromophores.8-10 The excimer flu­
orescence spectrum of a PVCA film and a film with 0.6 M 
TCAA as well as the reflectance from the NESA slide is 
shown in Figure 2. Unlike the solution spectrum the solid 
spectrum is quenched uniformly which by analogy to Fig­
ure 1 indicates emission from only one state.

From the data in curves similar to Figures 1  and 2 the 
quenching factor Q

Q(A) =  tF 0(X) -  F (\)]/F (\)
(Fo and F are the fluorescent intensities at the wavelength 
X in the absence and presence of acid respectively) was cal­
culated as a function of acid concentration at several wave­
lengths. The result for TCAA is shown in Figure 3. It is eas­
ily seen that the fluorescence quenching efficiency is larger 
at 4600 A than at 3600 A. The functional dependence of Q 
on acid concentration at 4600 A is linear at low acid con­
centrations and approaches a square law at higher acid 
concentrations. At 3600 A in solution and 4000 A in the 
film the functional dependence is linear. Similar plots are 
shown for solutions of the weaker acid BAA and PVCA in 
Figure 4. The transition from linear to square law depen­
dence at 4600 A is less evident but a change in slope is defi­
nitely occurring at higher acid concentrations than for 
TCAA. The overall quenching is also less efficient than for 
TCAA at a given acid concentration.

The dependence of the quenching factor Q upon the 
wavelength of the emitted light is shown in Figure 5 for 
various TCAA concentrations. The excitation wavelength 
was Xe 3000 A. The quenching factors appear to approach a 
constant values at short (X <3600 A) and long wavelengths 
(X >4500 A) with Q(4500 A) > Q(3600 A). A very broad

2011
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Figure 4. Quenching factor vs. BA A  concentration for PV C A  10~ 3 M 
in THF at Xf 3600 A  and Xf 4600 A, Xe 3000 A. The solid lines were 
calculated using the parameters in Table I and eq 17 and 18.

Figure 5. Quenching factor vs. fluorescence wavelength for 
PV C A  1 0 ~ 3 and 10~ 4 M In THF at a series of TC A A  concentra­
tions (Xe 3000 A).

transition between the two values occurs over the region 
from 3500 to 4500 A. On the basis of Figure 2 of ref 5 the 
monomer fluorescence should be negligible for X >4150 A 
so that it is somewhat surprising that Q has a spectral de­
pendence that extends to 4500 A. A similar plot for BAA is 
shown in Figure 6. The shape of the curve is very similar to 
the TCAA curves but ratio of Q(>4500 A)/Q(<3600 A) is 
smaller at a given acid concentration.

Discussion
The fluorescence spectrum of PVCA has been analyzed 

by several authors as consisting of overlapping monomer 
and excimer emission bands. On the basis of this assign­
ment and the experimental results in the previous section 
it is proposed that the quenching of the monomer and ex-
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Figure 6. Quenching factor vs. fluorescence wavelength for 10 3 M  
P V C A  in THF at several BA A  concentrations (Ae 3000 A).

cimer fluorescence can be described by the following reac-
tion scheme.

M M* (1)

M* M + hvf (2)

M* —-*■ M + heat (3)

M* +  HB —̂ (MHB)* (4)

(MHB)* ——► M + HB + heat (5)

M* + M — E* (solution) (6)
V

M* + E —* E* (solid) (7)

E* E +  hv/  (8)

E* E + heat (9)

E* + HB —*■ (EHB )* (10)
Kb

(EHB)* —► M + M + HB +  heat (solution) (11) 

(EHB)* E + HB + heat (solid) (12)
M* and E* are the excited monomer and excimer states 
and E is a site in the solid polymer where two rings form 
sandwich-like pairs and energy trapping by excimer forma­
tion can take place.8 (MHB)* and (EHB)* are transient 
species resulting from an electron transfer from the excited 
PVCA monomer and excimer states respectively to the acid 
quencher. I  is proportional to the light absorbed by the 
PVCA. The rate constants are defined by their respective 
equations. Since the absorption of light by TCAA and BAA 
is negligible at the excitation wavelength, the wavelength 
dependence of the quenching factor due to attenuation of 
the incident light does not need to be treated explicitly 
(compare corresponding equations of ref 5).

Expressions for the monomer fluorescence ( / m  =  Xf[M*]) 
and excimer fluorescence (/e = &f'[E*]) can be obtained 
from eq 1-12 by assuming steady-state conditions (d[M*]/ 
df = d[E*]/df = 0). With the further assumption that the 
nominal “monomer” and acid concentrations, [M]0 and 
[HB]o, are not appreciably depleted in the photostationary 
state one obtains for the “monomer” fluorescence

, = _
/M kf +  K +  h  + AaCHB0]

and for the excimer fluorescence

(13)

f  E __________________I k / k g[Mj_____________
(kf +  kT T kE + &a[HBo])(&f' +  k /  + &a'[HB„])

(14)

Quenching factors can be defined for the “monomer” fluo­
rescence

_  f  m(()) 
Qm ~  / m(HB0) (15)

and for the excimer fluorescence
M 0)

9e f  e(HBo)
(16)

where / m (0), / m (H B0), / e (0), and / e (HB0) are the mono­
mer and excimer fluorescence intensities at a given wave­
length for an acid concentration of [0] and [HBo], respec­
tively. Substituting eq 13 and 14, into eq 15 and 16, respec­
tively, yields

<?m =  A) m[HB0] (17)
qE = (Ku + ATe)[HB„] +  K UK  ¿HB,,]2 (18)

where K m = k j ( k f + kr + ky) and Ky = ka'/(k/ + k/). It is 
noted that c/ m  exhibits a linear dependence on acid concen­
tration whereas qe contains an additional quadratic term, 
and that (¡m  and q y  are independent of the wavelength of 
the emitted light.

Since the monomer and excimer fluorescence overlap, 
the measured fluorescence intensity F(A,HB°) may be writ­
ten as

F(A, HB0) =  / e(A, HB0) +  / M(X, HB0) (19)

The observed quenching factor (Q(A) = (F0(A)/F(A) — 1) 
can be expressed in terms of the contributions of the indi­
vidual components q m and q y as follows

/ m ( x , 0 ) + / E(X , 0 )  / M(X , 0 )  MX, 0)

Q (  X) +  1 qu +  1 Q e  +  1 ’

The contribution of the monomer fluorescence / m to the 
observed fluorescence F becomes negligible above 4400 A7-8 
and eq 20 reduces to

Q(A) ~  qE X >  4400 A (2 1)

Therefore, the data shown in Figures 3 and 4 for Af 4600 A 
and in Figures 5 and 6 for Ap >4400 A approximately repre­
sent the quenching factor qe as defined in eq 18. In agree­
ment with the theoretical prediction for both cases, the 
quenching factors increase linearly at low acid concentra­
tions and change to a square law dependence at higher acid 
concentrations (Figures 3 and 4) and for A >4400 A become 
independent of wavelength (Figures 5 and 6). The observed 
approach to a wavelength independent value for A <3700 A 
(Figures 5 and 6) indicates the observed quenching factor 
approaches the quenching of the monomer fluorescence, 
viz.

Q(\) ~  qu X <3700 A (22)

The “monomer” quenching factor eq 17 is consistent with 
the observed linear dependence of the quenching factor 
upon acid concentration at A 3600 A (Figures 3 and 4). 
From Figures 5 and 6 and eq 17 and 18 the values of KM 
and Ke can be calculated. The results, which are given in 
Table I, indicate that for both acids the quenching reaction 
is much more efficient for monomer than excimer. It is well 
known that the properties of excited molecular states differ 
in many respects from those of the ground state. One prop­
erty which by necessity is changed significantly is the ion­
ization potential. It is invariably reduced favoring a charge 
transfer interaction between the excited donor (PVCA) and 
the acid quencher functioning as an electron acceptor.
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TABLE I: Experim ental Values for K u  and K e 
Defined Following Eq 18 (M-1)

TCAA BAA

K m 20 10
K e 6 1.6
( K m +  AhOsoiid 18

Since the ’Lj, state of the monomer pendant group lies 
higher in energy than the excimer state the excited mono­
mer should be the stronger electron donor. The relative 
values of Km and Ky, reflect this difference in the strength 
of the charge transfer interaction.

For BAA the excimer quenching is smaller relative to the 
monomer quenching than for TCAA. One might expect 
that the quenching efficiency would fall off faster for the 
weaker “base (donor)/(acceptor)” (i.e., the excimer) as the 
acidic (acceptor) strength of the quencher decreases.

In films of PVCA the emission is due entirely to excimer 
fluorescence and the observed quenching factor is the sum 
(Km + K e) = 18 M -1. From the smaller value of the 
quenching factor and the failure to observe a square law at 
higher acid concentrations it is evident that K M »  K e in 
the solid. Hence the decrease in excimer fluorescence in­
tensity is largely due to excited “monomer” quenching.

2013

It is also interesting to note that the value of qu  at a 
given concentration is approximately a factor of 4 lower 
than for the monomer quenching factor in NIPCA.5 The 
term ky in the expression for Km could account for this dif­
ference and is consistent with the competition between the 
acid and excimer formation for the excitation. An addition­
al manifestation of this competition is the apparent value 
of qu  (i.e., <18) for films of PVCA where the value of ky is 
probably quite large. The less efficient quenching in the 
polymer may also result from the high degree of steric hin­
drance in the polymer.
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Methods are described for the production and esr study in solution of a variety of alkyl radicals which are 
substituted with one or more fluorines in the a, /3, y, and 6 positions. Analysis of the isotropic 1H and 19F 
coupling constants and their temperature dependence together with the selective line broadening in the esr 
spectra provide information about the configuration at the a-carbon center, the stable conformation, and 
barriers to hindered internal rotation in fluoroaikyi radicals. Thus, the presence of two a-fluorines promote 
a pyramidal radical center in CH3CF2-, CF3CF2-, CF3CF2CF2-, and CF3(CF2)5CF2- and line broadening 
studies show that the rotation barrier about the C„-Cg bond is raised to 2-3 kcal/mol in comparison to <1 
kcal/mol in planar alkyl radicals. Bending at the radical center also causes decreased hyperconjugative in­
teractions to d protons and fluorines. Moreover, the presence of a-fluorine induces a viscosity-dependent 
line width effect which is due to a relaxation process brought about by the modulation of the relatively 
large anisotropic fluorine splitting by the tumbling motion of the radical in solution. The conformation ef­
fects of fluorine substituted in the a and /3 positions of alkyl radicals are discussed in detail for CH3CF2*, 
CF3CF2- and CF3CF2CF2*, as well as FCH2CH2- and F2CHCH2- by considering the selective line broaden­
ing in the esr spectra and the temperature dependence of the /5-proton and -fluorine coupling constants. 
The unusual line broadening observed in FCH2CH2- and F2CHCH2- is discussed in terms of a dominant 
fourfold potential function involving equilibration among two pairs of conformers differing in energy by 
<300 cal/mol and separated by a barrier <1500 cal/mol. With the aid of INDO calculations, the angular de­
pendence of the d-proton and fluorine hfs in these radicals can be described by a (A + B cos2 8) function in 
which the values of A and B depend on the number of fluorine substituents. Long-range and conformation­
al effects of 7 -fluorine substituents are also observed.

Introduction
Electron spin resonance (esr) spectroscopy has provided 

a wealth of structural information on hydrocarbon radicals 
both in the solid state as well as in solution. The correlation 
of the structure of reactive intermediates such as free radi­
cals with their chemical properties is an important objec­
tive of these studies.2

The introduction of fluorine or fluorinated groups causes 
changes in the chemical reactivity and properties of hydro­
carbons.3 Since fluorinated akyl radicals are common inter­
mediates in a variety of preparative reactions, it would be 
desirable to examine systematically the effect which fluo­
rine substitution has on the structures of alkyl radicals.4

Esr studies of organic fluorine compounds irradiated in 
the crystalline or polycrystalline state have provided valu­
able information on the anisotropic hyperfine and g tensors 
of fluoroaikyi radicals.5 Unfortunately, single crystal stud­
ies are limited to a narrow class of carboxylic derivatives 
while studies in the polycrystalline or amorphous solid 
state lead to powder spectra of great complexity which are 
difficult to interpret. Esr studies in solution are needed, 
since most reactions are carried out under these conditions 
and the structures of radicals derived from solid-state esr 
need not coincide with those in solution. More importantly, 
isotropic components of the nuclear couplings can be deter­
mined with great precision from solution esr spectra, and 
their temperature dependences as well as selective varia­
tions of line widths can provide valuable information on 
dynamic processes involving the radicals in solutions.6

For transient species, the generation of radicals in suffi­
ciently high concentrations for esr study represents an ex­
perimental problem. In this study we wish to present vari­
ous chemical techniques for the photolytic generation of 
fluoroaikyi radicals in solution. The structures, conforma­
tions and barrier to rotations of fluoroaikyi radicals de­
duced from their esr parameters are compared with the hy­
drocarbon analogs.

Results
Photolytic Generation of Fluoroaikyi Radicals in Solu­

tion. The general techniques developed for the selective 
production of alkyl radicals7 in solution for esr study can 
be applied to fluoroaikyi radicals. The basic method em­
ploys a static solution of the reactive substrate contained in 
a small quartz tube which is irradiated by uv light (254 nm) 
directly in the cavity of the esr spectrometer. The small 
tube utilizes only a small amount of critical substrate, and 
it allows the temperature of the sample to be readily con­
trolled over a wide range. The chemical methods utilized in 
this technique are enumerated below, together with specif­
ic examples.

Diacyl Peroxides and Peresters. Diacyl peroxides are 
readily prepared from the corresponding carboxylic acid 
via the acid chloride and hydrogen peroxide. Photolysis of 
diacyl peroxides in solution with 254-nm light proceeds 
with unit quantum yield.8 For example, perfluoropropionyl 
peroxide in cyclopropane or difluorodichloromethane 
(Freon-12) affords an intense and well-resolved spectrum
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Figure 1. Esr spectra of the perfluoroethyl radical obtained by pho­
tolysis of perfluoropropionyl peroxide (a) in dichlorodifluoromethane 
at — 10°, (b) in dichlorodifluoromethane at — 90°, and (c) in a com­
pletely halogenated fluorocarbon oil of high viscosity (see text) at 
— 45°. In the absence of unusual relaxation processes, the spectrum 
should consist of four identical 1:3:3:1 quartets (the doubling of the 
central quartet is due to second-order effects).

of perfluoroethyl radical9 (eq 1) shown in Figure 1. This 

CF3CF2C02- 0 2CCF2CF3 -iV  2CF3CF2 • + 2C03 (1)
method is limited only by the synthesis of the peroxide and

its solubility.10 In the latter regard, the readily synthesized 
ferf-butyl peresters are generally more soluble in various 
media and thermally more stable than the corresponding 
diacyl peroxides and offer a convenient alternative precur­
sor. The esr spectrum of the partially fluorinated 
tetrafluoroethyl radical (eq 2) was obtained during the

F2CH-CF2-C 0 2-0C(CH3)3 -iV

F2CH-CF2 + C02 + (CH3)3CO- (2)
photolysis of ferf-butyl peroxy-a,a,d,/3-tetrafluoropropion- 
ate in cyclopropane solution and similarly, the spectrum 
shown in Figure 2 of the l,l,l,3,3,3-hexafluoro-2-propyl 
radical (eq 3) was produced under the same conditions 
from ferf-butyl peroxy-hexafluoroisobutyrate.
(CF3)2CHC02-0 C (C H 3)3 — ►

(CF3)2CH + C02 + (CH3)3CO (3)

Fluoroalkanes. The generation of fluoroalkyl radicals 
from fluoroalkanes depends on the selective removal of a 
hydrogen atom by ferf-butoxy or trifluoromethoxy radical 
generated photochemically from the peroxide in eq 4a and

(CH3)3CO-OC(CH3)3 =^2(C H 3)3CO (4a)

CF30 -0 C F 3 ^  2CF30- (4b)

4b.7 The esr spectrum in Figure 3 is associated with the 2 - 
fluoro-2-propyl radical generated from 2-fluoropropane 
and bis(trifluoromethyl) peroxide in Freon-12.

(CH3)2CHF + CF30- — ► (CH3)2CF + CFgOH (5)

Alkyl Halides. Alkoxy radicals generated from reactions 
4a and 4b are also capable of selectively abstracting a hy­
drogen bonded to silicon or phosphorus in trialkylsilanes 
and dialkylphosphites, respectively.

Et3SiH + (CH3)3c 6  — Et3Si + (CH3)3COH (6a)

Figure 2. Esr spectrum of (CF3)2CH obtained during the photolysis of ferf-butyl peroxyhexafluoroisobutyrate in pentane at — 78°.

Figure 3. Esr spectrum of (CH3)2CF obtained during the reaction of 2-fluoropropane and bis(trifluoromethyl) peroxide in Freon 12 solution at
—45°. Proton nmr field markers are.in kHz.
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Figure 4. Esr spectrum of the chlorodifluoromethyl radical obtained by chlorine atom abstraction from Freon 12 at -9 0 ° .

(CH30)2P(0)H + (CH3)3CO* —*■ (CH30)2P0 + (CH3)3COH
(6b)

Silicon- and phosphorus-centered radicals generated in this 
manner readily abstract halogen atoms from alkyl chlorides 
and bromides.11 These facile reactions can be used to gen­
erate fluoroalkyl radicals by photolyzing a fluoroalkyl ha­
lide solution of the silane or phosphite and di-£erf-butyl 
peroxide. The esr spectrum of the chlorodifluoromethyl 
radical generated from the photolysis of a Freon-12 solu­
tion of triethylsilane and di-£er£-butyl peroxide is shown in 
Figure 4.

F2CC12 + EtjSi- —*■ F2CC1 + EtjSiCl (7)

Perfluoroalkyl radicals have also been generated for esr 
studies by photolysis a 10% solution of perfluoroalkyl io­
dides in di-feri-butyl peroxide as solvent.12 The reactions 
taking place under these conditions are not known.

Esr Parameters of Fluoroalkyl Radicals in Solution. 
Systematic replacement of the hydrogen atoms in ethyl 
radicals at the a- and /1 -carbon atoms leads to three series 
of fluoroalkyl radicals listed in Chart I. The isotropic esr 
parameters for these radicals are listed in Table I.

C h a r t  I
l  I I  i l l

( a  s u b s t i t u t e d )  (/3 s u b s t i t u t e d )  ( a  a n d  /3 s u b s t i t u t e d )

c h 3c h 2 f c h 2c h 2 f c h 2c f 2
CHaCHF F2CHCH2 F2CHCF2
c h sc f 2 c f 5c h 2 f 3c c f 2

The esr spectra of the radicals listed in Table I were ex­
amined over a range of temperatures. The esr parameters 
and line widths in the spectra for CH3CH2, CH3CHF, and 
CF3CH2 showed no significant changes between —30 and 
—140°. The esr spectra of FCH2CH2 and F2CHCH2 showed 
pronounced selective line width variations at low tempera­
tures (< —100°) and changes in the /1-fluorine and /3-proton 
hfs. Both of these effects are due to hindered internal rota­
tion about the Ca-C^ bond and are discussed in the next 
section. Line shape effects associated with hindered inter­
nal rotation were also displayed by CH3CF2 and CF3CF2 in 
addition to a selective line broadening caused by the modu­
lation of the «-fluorine anisotropic hyperfine tensor by the 
rotational Brownian motion.9’13

A series of fluorinated propyl radicals was also examined 
and their esr parameters are listed in Table II. The spectra 
of these radicals showed no exceptional changes in either

the hyperfine splittings or the line widths with changes in 
temperature except for the n -perfluoropropyl radical 
whose /3-fluorine coupling constant is strongly temperature 
dependent. This dependence is again indicative of hindered 
internal rotation.

Discussion
Substitution of fluorine into the a and /3 positions of 

alkyl radicals gives rise to three principal structural ques­
tions: (i) the configuration at the «-carbon radical center,
(ii) the stable conformation of the fluoroalkyl radical, and
(iii) the barrier to hindered internal rotation about the 
Ca-Cjs bond. Each of these structural points will be dis­
cussed separately in the following presentation.

Configuration at the a-Carbon Center and a-Fluorine 
Hyperfine Interactions. Particularly relevant to this ques­
tion is the previous study carried out by Fessenden and 
Schuler14 on the fluoromethyl radicals. In Table III, the 
isotropic hyperfine splitting constants and g factors are 
summarized for this series of radicals. The exceptionally 
high 13C splittings in CF3 and CHF2 indicate that fluorine 
substitution in the methyl radical induces a pyramidal con­
figuration at the carbon radical center. The extent of non­
planarity in the CF3 radical is given in Table III by <j>, the 
angle between a C-F bond and a plane normal to the three­
fold symmetry axis. These conclusions are supported by 
LCAO-SCF molecular orbital treatments.15

The proton and fluorine isotropic hyperfine coupling 
constants for fluorinated methyl radicals are also deter­
mined by the equilibrium geometries. For both nuclei these 
couplings become more positive as the departure from pla­
narity increases (Table III). Therefore, a-proton and «-flu­
orine splittings can also be used as rough indicators of the 
geometry at the radical center. The similarities between 
the a-fluorine and a-proton hyperfine splittings in the se­
ries of fluoroethyl and fluoropropyl radicals in Tables I and 
II to the fluoromethyl radicals listed in Table III suggest 
the same trend of increasing pyramidality at the radical 
center with successive fluorine substitution on the a carbon 
in all of these fluoroalkyl radicals.

The pronounced dependence of the a-proton coupling on 
the angle for out-of-plane bending is also responsible for 
the temperature dependence of this coupling as a result of 
vibrational motions.16 For the planar methyl radical a sym­
metric out-of-plane bending vibration produces a tempera­
ture coefficient of the a-proton coupling (d|aH|/dT) of 
about —1.3 mG/deg.17 The fluorine coupling in the pyram­
idal CF3 radical is also temperature dependent with d| a ¥\/ 
dT  = +11.5 mG/deg in the temperature range —200° < T
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TABLE I: Esr Param eters of Fluoroethyl Radicals in  Solution
H y p e r f i n e  s p l i t t i n g ,  G

F l u o r o e t h y l
r a d i c a l T ,  °c <g> “H/S G e n “

c h 3c h 2 - 1 1 3 2 .00260 22 .37 26 .99 P E  (C)
C H SC H F - 1 0 6 2.00366 17.31 24 .48 59 .21 P E (F )
F C H 2C H 2 - 9 4 2 .00248 22 .15 27 .35 47 .59 P E (C )
c h 3c f 2 - 7 8 2.00361 13.99 94 .01 H ,S (F )
f 2c h c h 2 - 9 2 2.00243 23 .16 12.05 49 .28 S(C)
f 3c c h 2 - 1 1 3 2.00234 23 .77 29 .61 S(C)
f 3c c h f - 1 0 6 2.00363 21 .47 66 .18 25 .25 S(C)
f 3c c f 2 - 8 4 2.00386 87 .26 11.36 S(F)

°  G e n  =  m e t h o d  o f  g e n e r a t i o n ;  P =  d i a c y l  p e r o x i d e ,  P E =  p e r e s t e r ,  S  =  ;s i l y l  r a d i c a l  a b s t r a c t i o n ,  H =  h y d r o g e n  a b s t r a c t i o n  i n  c y c l o p r o p a n e  ( C )  o r  F r e o n -

( F ) .

T A B L E  I I :  E s r  P a r a m e te r s  o f  F lu o ro p r o p y l  a n d  F lu o r o b u ty l  R a d ic a ls  i n  S o lu t io n

F l u o r o - H y p e r f i n e  s p l i t t i n g ,  G
p r o p y l
r a d i c a l T ,  ° C <*> O H a qc h 8 a F a a c F 3 G e n “

c h 3c h c h „ - 1 1 3 2.00267 2 2 . 1 2 24.75 P (C )
c h 3c f c h 3 - 4 8 2 .00360 2 1 . 1 1 60.85 H (F )
c f 3c h c f 3 - 1 1 3 2 .00 22 1 24 .61 22 .64 P E (F )
c f 3c f c f 3 - 6 0 2.0033 6 7 .4 19 .2 I
c f ,c f 2c f 2 - 6 0 2 .0039 86.2 3 .61 S(C)

1 5 .096
(C H 3)sC- - 1 1 3 2.00270 22.93 S ,P (C )
(C F 3),c - 6 0 2.0015 17 .9 I

°  S e e  f o o t n o t e  o ,  T a b l e  1 . 1 =  R f I  s e e  r e f  1 2 .b /3 F  s p l i t t i n g .

T A B L E  I I I :  I s o t r o p ic  E s r  P a r a m e te r s  fo r  
F lu o r o m e th y l  R ad ica ls '*

H y p e r f i n e  s p l i t t i n g ,  G

R a d i c a l flH OF ac (g) <t>, d e g

C H 3. - 2 3 .0 38 .5 2.0026 0

c h 2f - 2 1 . 1 6 4 .3 5 4 .8 2.0045 <5
c h f 2
c f 3

2 2 .2 8 4 .2
142 .4

148 .8
271 .6

2.0041
2.0031

12 .7
1 7 .8

°  F r o m  r e f  1 4 .

<  —130°.14 T h is  d ep en d en ce  m u s t also  be a t t r ib u te d  to  vi- 
b ron ic  effec ts b u t, u n lik e  th e  m e th y l rad ica l, no  d e ta iled  
analysis o f th is  p ro b lem  h as  been  ca rried  o u t so far. In  th is  
case, a  v ib ron ic  analysis m u s t ta k e  in to  acco u n t th e  d o u b le ­
m in im um  p o te n tia l fu n c tio n  govern ing  th e  u m b re lla  in v e r­
sion  m ode w hich is th e  m o st like ly  m ajo r source for th e  
te m p e ra tu re  dep en d en ce  of th e  a -flu o rin e  sp littin g . T h e  
ex istence o f a  su b s ta n tia l te m p e ra tu re  coeffic ien t for th is  
sp littin g  w ould seem  to  p rec lu d e  a  b a rr ie r  to  inversion  in 
C F 3 o f a b o u t 27 kcal m ol- 1  w hich  is p red ic ted  by IN D O  
m olecular o rb ita l ca lcu la tio n s .15 I t  is o f in te re s t to  no te , 
how ever, th a t  th e  sam e ca lcu la tions for th e  C H 3C F 2 a n d -  
th e  C F 3C F 2 rad ica ls  (vide in f r a ) w hich fo rm ally  re su lt by 
rep lac ing  a  f luo rine  a to m  in  tr if lu o ro m e th y l w ith  a m e th y l 
o r a tr if lu o ro m eth y l g roup , p re d ic t th e  d ras tica lly  reduced  
b a rr ie rs  to  inversion  to  7 a n d  3 kcal m o l-1 , respectively .

E x ce p t fo r th e  te m p e ra tu re  d ep en d en ce  of th e  fluorine, 
p ro to n , a n d  13C sp littin g s , p y ram id a l inversion  in  fluo ­
rom ethy l rad ica ls  is n o t expected  to  cause any  o th e r  te m ­
p e ra tu re -d e p e n d e n t sp ec tra l effec ts such  as selective line 
b roaden ing . T h e  sp ec tru m  o f th e  d iflu o ro m eth y l rad ical, 
how ever, does ex h ib it a  line w id th  e ffec t below  —100° (F ig ­
u re  5). T h is  e ffec t h as  a  stro n g  viscosity  d ep en d en ce  a n d  is

due  to  a re lax a tio n  p rocess b ro u g h t ab o u t by  th e  m o d u la ­
tio n  of th e  an iso trop ic  (d ipo lar) co m p o n en t o f th e  h y p e r­
fine ten so r by  th e  tu m b lin g  m otion  in  so lu tio n .9’13 T h is  
co m p o n en t is very  large for «  fluo rines b ecause  of co n trib u ­
tio n s  to  th e  g round  elec tron ic  s ta te  o f con figu ra tions such 
as IV b  w hich p lace  u n p a ired  sp in  d en s ity  in fluo rine 2p or-

IVa IV b

b ita ls . T h is  line sh ap e  effec t is th u s  u b iq u ito u s  fo r rad icals 
w ith  « -flu o rin e  atom s.

T h e  d ip o la r co n trib u tio n  to  th e  line w id th  of each  line  of 
a hy p erfin e  m u ltip le t, [ T ^ M i ,  7)]-1 , can  be ca lcu la ted  as a 
fu n c tio n  of th e  ro ta tio n a l co rre la tion  tim e tt using  th e  R ed- 
fie ld  re lax a tio n  m a tr ix  ap p ro a ch .9 As an  exam ple , th e  ca l­
cu la ted  sp e c tra  for th e  tr if lu o ro m eth y l rad ica l a re  show n in 
F igure  6 for tw o ro ta tio n a l co rre la tio n  tim es w hich give 
good f it to  th e  ex p erim en ta l spec tra . T h ese  sp e c tra  were 
ca lcu la ted  using  L o ren tz ian s w ith  line w id th s given by

[ T 2(M u D Y 1 =  [ T 2i(M l f D ] - 1 +  T 2 -1 (8 )

w here T 20 accoun ts fo r o th e r  re lax a tio n  processes. Id en tica l 
resu lts  a re  also o b ta in ed  using  th e  ex p lic it expression  d e ­
rived  b y  M cL ach lan 13b for th e  d ip o la r c o n trib u tio n  to  th e  
line  w id th  o f th e  (M i, I )  co m p o n en t o f a  h y p erfine  m u lti­
p le t due  to  a  se t o f com pletely  eq u iv a len t nuclei. F o r  an  ax ­
ially  sy m m etric  h y p erfine  ten so r

2 [ T u ( M l , I ) f  =  (A„2/40){[3/(/ + 1) + 5Mj2]J0 +
[71(1 + 1) -  M f } j J  0 )
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Figure 5. Esr spectrum of F2CH- resulting from the reaction of tribut- 
ylsilyl radicals with chlorodifluoromethane at (A) — 50 and (B) —105° 
showing temperature-dependent line broadening.

In this expression A g is the parallel component of the an­
isotropic part of the hyperfine tensor in angular frequency 
units, J o = 2rt, J u = 2rr(l + o>2rr2)-1, and rr is the correla­
tion time for the rotational tumbling. In these calculations, 
A || for the trifhioromethyl radical was taken to be 108 G18 
and T2o (eq 8) was chosen to give best agreement with the 
experimental spectra (T20 = 75 X 10-9 sec).

Several generalities and practical consequences of the di­
polar broadening are noteworthy. From eq 9 it is seen that 
the dipolar contribution to the line widths will be largest 
for the lines corresponding to the maximum values of 7 and 
Mi, that is for the outermost lines of a hyperfine multiplet. 
In the case of fluoroalkyl radicals with one a fluorine, 
R 1R2CF, both lines of the fluorine doublet will be equally 
broadened. In the presence of additional hyperfine struc­
ture, dipolar broadening will effect equally all lines of the 
spectrum and contribute to each line an excess line width 
of (A||2/40)(7/2</o + 5J J .  For radicals with two a fluorines, 
RCF2, the central line of the triplet corresponding to the 
nondegenerate nuclear state with 7F = 0 and MiF = 0 will 
not be affected at all by dipolar broadening, while the wing 
lines with 7F = 1  and MjF = ± 1  will have an additional 
width of (A||2/40)(llJo + 13J„) and will appear, conse­
quently, with reduced amplitudes (Figure 5). The down- 
field second-order component of the central line (Mi = 0, 7 
= 1 ) is also broadened but less than the wing lines [2T2d_1 
= (A||2/40)(6Jo + 14=71 )]. If the rotational correlation time 
is sufficiently long, this effect can be so pronounced as to 
make the outermost lines completely undetectable. The di­
polar broadening will be particularly severe for radicals of 
large molecular volume in viscous media as can be seen by 
consideration of the Debye relationship19

rT =  4irrsr]/3kT (10)

valid for a sphere of radius r in a fluid medium of viscosity 
T\. In order to observe the whole spectrum for radicals 
strongly affected by dipolar broadening it is helpful to use 
an inert solvent of low viscosity such as cyclopropane or 
mixtures of cyclopropane and ethane. This expedient is 
preferable to raising the temperature to increase the molec­
ular tumbling rate since higher temperatures usually also 
lead to lower radical concentrations and to spectra of poor­
er signal-to-noise ratios.

An interesting example of the usefulness of a solvent of 
low viscosity (cyclopropane-ethane) in allowing a low tem­
perature study which would not be otherwise feasible is 
provided by the l,l,3,3-tetrafluoro-2-chloroallyl radical.20 
This radical, in dramatic contrast to the parent allyl radical 
which has a barrier to rotation in excess of 17 kcal mol- 1 ,20 
undergoes a fast stereoisomerization even at temperatures 
as low as —70° as judged by the observation of a quintet 
spectrum with partially resolved second-order structure 
appropriate for four equivalent fluorine atoms (aF = 43.3
G). Lowering the temperature to slow the dynamic process 
to its slow-exchange limit resulted in the obliteration of the 
outermost lines (Mi = ±2, 7 = 2) and the severe broaden­
ing of the next pair of composite lines (Mi = ± 1 , 7 = 2 and 
Mi = ±1, 7 = 1), while the central group of lines remained 
sharp. The relative dipolar contributions to the line widths 
of all the components of the multiplet can again be ob­
tained from eq 9. For example, if axial symmetry of the A 
tensor is assumed, the excess width for the outermost lines 
is given by (A ||2/40)(38Jo + 38J^). The M i = 0, 7 = 0 line 
of the central group is, of course, unaffected by dipolar re­
laxation. Generation of the radical in cyclopropane-ethane 
mixtures allowed the slow-exchange limit to be reached at 
about —100° without undue complications from dipolar 
broadening. At this temperature the spectrum consisted of 
a triplet-of-triplets (aFl = 40.7 G, a F2 = 44.9 G) for two 
pairs of nonequivalent fluorines.

From the foregoing description, it is apparent that one of 
the major differences in the nature of the hyperfine inter­
actions for a protons and a fluorines is the much larger an­
isotropy of the latter. Another difference worthy of note is 
that the «-fluorine isotropic coupling is positive, as re­
vealed by single crystal work,5 even in systems constrained 
to planarity at the a carbon by resonance effects. By con­
trast, it is well known that the «-proton isotropic coupling 
in planar systems is negative since it arises from spin polar­
ization of the electrons in the a  CH bond by the unpaired it  
spin density on the a carbon. Recently, it has been suggest­
ed15c that positive spin density in the 2s and Is orbitals of 
a fluorines arises primarily by spin polarization caused by 
the unpaired spin density in the 2p fluorine orbitals (cf. 
structure IVb).

Conformations of a-Fluoroalkyl Radicals. The confor­
mations V and VI for CH3CHF and CH3CF2 were deduced

H H
V VI

by optimizing the experimental values of the proton and 
fluorine hyperfine splittings to the ones calculated by the 
LCAO-SCF molecular orbital method in the semiempirical 
INDO approximation.21 Interestingly, the geometry result­
ing from the optimization listed in Table IV is also close to 
a minimum for the total energy.22 Furthermore, the geome­
tries of best-fit at Ca for CH3CHF and CH3CF2 show the 
same trend to bending as a result of the introduction of 
successive «-fluorine substituents as those obtained experi­
mentally and theoretically for H2CF and HCF2, respective­
ly.14’15

The extrordinarily small value of the proton hfs in 
CH3CF2 (oh = 13.99 G) is striking for an a-methyl group 
in comparison with those of other alkyl radicals which have 
values of a hch3 in the range 23-26 G.23
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Figure 6. Esr spectra of the trifluoromethyl radical at two temperatures with the calculated spectra (Redfield relaxation matrix theory) for two 
rotational correlation times. The radical was generated by photolysis of a solution containing di-fert-butyl peroxide, dimethylphosphite, and bro- 
motrifluoromethane (1:1:5 v/v/v).

TABLE IV: Conformational Dependence of Esr Parameters for «-Fluoroalkyl Radicals by INDO-MO

P a r a m e t e r s 6 
a n d  h f s

a, a - D i f l u o r o e t h y l  r a d i c a l
a - F l u o r o e t h y l  r a d i c a l

Z C „C aF (H ) 115° 1 2 0 ° 119° (121°)
Z F C „F (H ) 106° 1 2 0 ° (119°)
r(Cd-Cp) 1 .51  Â 1 .5 0  A 1 .5 2  Â
0|8H (1 ) 37 .21 4 9 .9 0 5 2 .2 8

(2 ) 2 .9 2 13 .51 1 1 . 1 0
(3) 2 .9 2 13 .51 13 .64

tt<*H
V hSo,- 14 .35  (13 .99 ') 25 .64 2 5 .67  (24.48«) 

- 1 8 .5 8  (17.31«)
9 3 .6 9  (94.01«) 49 .89 6 1 .9 5  (59.21«)

®aC 142.50 36 .86 4 4 .5 6
0 .8 9 - 1 1 .8 0 - 1 1 . 2 2

T o ta l energy, au -6 8 .7 3 7 4 - 6 8 .7 2 5 8 -4 3 .0 3 0 3

a Reference 21. 6 r(Ca-Ha) = 1 .0 8  A ,  r(Ca-Fa) — 1-35 A, r(C@~Hfi) ~ 1 .0 8  A , Cfi — t e t r a h e d r a l ;  o t h e r s  l i s t e d  b e lo w  w e r e  o p t i m i z e d .  H f s  in gauss. c E x p e r i ­
m e n t a l  v a l u e s  ( a b s o l u t e ) .

The INDO results of Table IV indicate that this diminu­
tion in the CH3 proton coupling is solely attributable to the 
bent structure at the a carbon induced by the presence of 
two a fluorines. Thus, this coupling increases from 14 to 26 
G (which compares with the CH3 splitting for ethyl of 26.99 
G), simply by constraining the radical site in CH3CF2 to be 
planar. A single fluorine on the a carbon in CHFCH3 pro­
duces a much smaller diminution in a HcH3 (24.48 G vs.
26.99 G) in accord with the much smaller bending influence 
of a single fluorine at the radical site as was seen for CHjF 
(Table III).

Reductions in the values of the proton splitting for a- 
CH3 groups has been observed for other radicals with pyra­
midal geometry at the radical site.24 Thus, a-oxy substitu­
ents (with lone pairs of electrons on oxygen) are also effec­
tive in bending the configuration of the trigonal carbon. 
Similarly to a-fluoroalkyl radicals, two oxygen substituents 
produce a much greater degree of bending than one such 
substituent as established from 13C studies.24® Angle strain 
by itself can also produce bending, as in the cyclopropyl ra­

dical,23® which is enhanced in the presence of a oxygens. In 
all these cases the proton splitting of a-CH3 groups dimin­
ishes in proportion to the bending as illustrated below for 
the a-hydroxyethyl radical VII,25 for the a,a-dimethoxy- 
ethyl radical VIII,24®’26 and for the radicals derived from 
propylene oxide,27 IX, and methyldioxolane,24® X. The re-

2 (15.4) 1 4 .9 O
• / \  , ^j—  CH—  OH c h 3- - C — CH2(4 .6)

VII IX

,O C H ,(0 .5 ) 1 2 .9 . .O —  CH2(1

o c h 3
c h 3- -C\  1 0— c h 2

VIII X

duction in the values of the cr-CH3 proton splittings in 
these radicals is mainly due to reduced hyperconjugative 
interactions afforded by structure XI.28 In this structure,
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XI

the spatial characteristics of the hybrid orbital containing 
the impaired electron compared to a pure 2p2 orbital afford 
less favorable overlap with the Is orbitals of all three /3 pro­
tons. A situation which can also be described by a structure 
similar to XI obtains for the a-methylvinyl radical,23® 
CH3-C = C H 2 for which the CH3 proton coupling is also 
anomalously low (19.5 G). The nonlinear nature of the radi­
cal site is clearly indicated by the nonequivalence of the 
two j3 vinylic protons. In this case, an incipient line width 
effect affecting the central lines of the 1:3:3:1 quartets at 
—175° shows that the rotation of the methyl group is hin­
dered by a threefold barrier to rotation whose height was 
estimated to be 1300 cal mol-1.

A conformation analogous to VI is also obtained for the. 
perfluoroethyl radical (XII) by minimization of the INDO 
energy with respect to the nonplanarity angle and the 
torsional angle 6 of the CF3 group.9 The resulting structure

Exptl (T = -170°) Calcd 

a„F = 87.6 96.7

a iF, = 40.4 184.6

aB?23 ~  — 3.14 6.9
\lagf. = 11.4 66.1

with <p = 15° accounts reasonably well for the n-fluorine 
coupling constant. The geometry at the trigonal carbon is 
thus comparable to that in CFzH (cf. Table III) and in 
CF2CH3. The lack of agreement between the calculated 
and experimental /3-fluorine coupling constants is notewor­
thy and appears to be an intrinsic limitation of the INDO 
program. Variations in the Ca-Cp bond length and distor­
tions at Cfj did not significantly lower the calculated value 
of the single /3-fluorine splitting in conformation XII. The 
INDO calculations also fail to predict a negative value for 
a The line width effect displayed by the perfluoroethyl 
radical at low temperatures (vide infra) unequivocally es­
tablishes opposite signs for a ,3 p23 and a^p1 and it is reason­
able to assign the negative sign to the smaller of the two 
couplings.

The average CF3 fluorine coupling in this radical (11.4 
G) is remarkably small when compared to the analogous 
splitting of 29.6 G (Table I) in CH2CF3. The situation is 
similar to that in CF2CH3, and it can be safely inferred that 
the reduction is due largely to the bending of the radical 
site, that is, to the hybrid nature of the orbital containing 
the unpaired electron (cf. structure XI). The n-CF3 fluo­
rine hfs responds to the geometry of the trigonal carbon in 
a manner analogous to the CH3 proton splitting as can be 
seen in the series CH2CF3 (29.6 G), ¿HFCF3 (25.3 G), and 
CF2CF3 (11.4 G). The same trend is also apparent for the 
radicals CF3CHCF3 (22.6 G) and CF3CFCF3 (19.2 G). A 
further decrease in this coupling for C(CF3)3 (17.9 G) may 
well be due to a nonplanar radical structure for this radical, 
although 13C studies are needed to confirm this expecta­
tion. Unfortunately, the dependence of the a-CF3 fluorine 
hfs on the radical geometry makes it impossible at present 
to assess the electron-withdrawing capacity of each CF3

group as can be done for simple alkyl radicals23® (e.g., 
CH2CH3, CH(CH3)2, and C(CH3)3).

The esr spectrum of the perfluoropropyl radical at —60° 
consists of a triplet-of-triplets caused by the two a fluo­
rines (86.2 G) and the two /3 fluorines (15.1 G) split into 
quartets by the 7  fluorines (3.61 G) (Figure 7). The radical 
was generated from the corresponding bromide by reaction 
6b in a cyclopropane solution. At room temperature the 
spectrum of the perfluoroheptyl radical generated from the 
corresponding bromide by reaction 6b, is also a triplet-of- 
triplets (86.0 and 16.4 G, g = 2.0041). An inadequate sig- 
nal-to-noise ratio coupled with the relative broadness of 
the lines precluded an interpretation of the additional 
long-range hyperfine structure (which resembles a quintet 
of about 1.5-G splitting).

The a-fluorine couplings indicate radical sites of compa­
rable geometry to that in perfluoroethyl radical. In both 
radicals the magnitudes of the /3-fluorine couplings increase 
notably as the temperature is raised. Except for the dipolar 
broadening of the wing lines, which are particularly severe 
for the larger heptyl radical, no additional line shape effect 
was apparent down to —80°. Studies at lower temperatures 
were complicated by dipolar broadening and by the second- 
order effects of the central group of lines (cf. Figure 7). We 
were able, nevertheless, to record the spectrum of the per­
fluoropropyl radical at —100°. At this temperature the 
triplet structure due to the two /3 fluorines is still apparent 
although not quite with 1:2:1 amplitudes. The central lines 
of the 1:3:3:1 quartets due to the 7  fluorines, however, were 
severely broadened and appeared with strongly reduced 
amplitudes indicating that the rotation of the /3-CF3 group 
is hindered.

The temperature dependence of the /3-fluorine couplings 
indicates the presence of a barrier to rotation about the 
Ca-C/s bonds. It is reasonable to suppose that the potential 
function governing this internal rotation has a dominant 
threefold term with minima corresponding to configura­
tions XIII, XIV, and XV for both these radicals and in­
deed, by natural extension, for all unsubstituted primary 
perfluoroalkyl radicals. Rapid interconversion among these

rotameters can cause both a temperature dependence of 
the /3-fluorine coupling constant as well as line width ef­
fects for sufficiently slow exchange rates (i.e., nonmutual 
exchange, vide infra). Conformation XIII, by analogy with 
the perfluoroethyl radical in its slow-exchange limit (cf. 
XII), should lead to the smallest value for the /3-fluorine 
coupling. The observation of a positive temperature coeffi­
cient for a¡3p must then mean that this rotamer is the more 
populated at low temperatures hence it is the more stable. 
This question will be pursued further in the next section.

Barriers to Hindered Internal Rotation about the Ca-Cp 
Bond in Fluoroalkyl Radicals. I. Effect of a-Fluorine Sub­
stitution. The esr spectrum of CH3-CHF shows no selec­
tive line broadening in the temperature range from —20 to 
—140°. On the other hand, the esr spectrum of the a,a-di- 
fluoro analog, CH3-CF2, shows the pronounced line width 
behavior illustrated in Figure 8.21 The outstanding feature 
of the spectra in Figure 8 is the broadening of the inner two
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Figure 7. Esr spectrum of C F 3C F 2C F2- at — 60° generated by bromine atom abstraction from perfluoropropyl bromide in cyclopropane solu-

Figure 8. Experimental and simulated esr spectra of the «.«-difluoroethyl radical in a cyclopropane solution at — 37 and — 122°. The calculated 
rate constant k is for exchange in eq 8 (see text).

lines of the CH3 quartets due to the modulation of the hfs 
of the three methyl protons resulting from hindered inter­
nal rotation about the C„-Cp bond. The broadening beyond 
detection of the two outermost quartets as well as the 
downfield second-order components in the central region of 
the spectrum is due to dipolar broadening.

Hindered rotation of a methyl group is an unusual occu­
rence. In more or less planar radicals the rotation of a 
methyl group is unhindered even in the presence of bulky 
groups. Thus, the spectrum of the a,a-di-tert- butyl ethyl 
radical29 shows no significant line width effects over a

C(CH3)3

ch3- c^

C(CH3)j
broad temperature range. Unusual hydrogen-fluorine in­
teractions must also be excluded since there is no evidence 
for restricted rotation of the CH3 group in the CH3CHF 
radical. The presence of a substantial threefold barrier to 
rotation in CF2CH3 is, therefore, a consequence of the py­

ramidal geometry at the a carbon. The line shape effect is 
caused by a rapid interconversion among the three equiva­
lent conformations shown below which exchanges one of 
the two equivalent 0 protons with the unique 0 proton. The

Hi

simulated spectra of Figure 8 were calculated as a function 
of the exchange rate k using the method of the modified 
Bloch equations.30 The two sets of proton hyperfine split-
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tings at the slow limit required for these calculations were 
obtained from the INDO calculations in Table IV, since we 
were experimentally unable to obtain the spectrum at the 
slow exchange limit.21 The dipolar contribution to the line 
widths was also included in these calculations using eq 8 
and 9. A value of 2.2 ±  0.5 kcal mol- 1  was obtained for the 
rotation barrier in CH3CF2 from an Arrhenius plot of the 
temperature dependence of k. The excharlge mechanism 
shown above implies that the inversion barrier at the radi­
cal site is much larger than the threefold rotational barrier. 
A motion of coupled inversion and rotation with barriers of 
comparable heights (2.2 kcal mol-1) and proceeding 
through a common transition state XVI would also produce

H

X V I

the same line width effects and cannot be rigorously ex­
cluded at present.

The esr spectrum of the perfluoroethyl radical9 is re­
markably similar to the spectrum of the a.a-difluoroethyl 
radical (Figure 1). The same line width effects are observed 
as the temperature is lowered: first, the broadening of the 
inner two lines of the quartets associated with the /3 fluo­
rines and, second, the broadening of the outer lines of the 
triplet and of the downfield second-order components 
(Mi“F = 0, 7“F = 1  lines) associated with the two a fluo­
rines. The latter effect has a strong viscosity dependence 
(Figure lc) as expected for dipolar broadening.

The viscosity independent broadening of the central 
lines of the quartets = ±y2 lines) is caused by hin­
dered rotation of the trifluoromethyl group about the C-C 
bond axis and is shown as a function of temperature in Fig­
ure 9. The spectrum at —170° shows the incipient forma­
tion of two triplets of 3.14 G separated by 40.4 G indicating 
two equivalent /? fluorines and a unique ¡3 fluorine in the 
most stable conformation of the radical. Opposite signs for 
these two coupling constants must be taken for their 
weighted average to be 11.37 G, in close agreement with
11.48-G quartet splitting at higher temperatures. Knowl­
edge of the spectral parameters in the slow-exchange limit 
allows the spectra to be fitted by the density matrix meth­
od31 (Figure 9). An activation energy of 2.85 kcal m ob 1 is 
obtained for the rate process which exchanges one of the 
two equivalent ¡3 fluorine. This activation energy can be 
taken as a measure of the threefold barrier to rotation 
causing the existence of three equivalent interconverting 
rotamers in complete analogy with the a,a-difluoroethyl 
radical (cf. eq 11). Once again a motion of coupled inver­
sion and rotation cannot be excluded.

It is noteworthy that neither the a,a-difluoroethyl nor 
the perfluoroethyl radical exhibits any measurable temper­
ature dependence of the (3 nuclear spin hyperfine couplings 
(apu and a^p) over a very broad temperature range. This 
observation is entirely consistent with the presence of a 
threefold barrier to internal rotation

7(0) =  ̂ a(l - cos 36) (12)
If it is assumed that the ¿th ¡3 nuclear spin coupling in ei­
ther the CF2CH3 radical (cf. eq 11) or the CF2CF3 radical 
(cf. XII) has an angular dependence which can be repre-

OBSERVED CALCULATED

10® SECT1 r \ —

Figure 9. Line shape changes with temperature in the spectrum of 
perfluoroethyl radical due to hindered internal rotation of the C F3 
group. Spectra a and b were obtained by photolysis of perfluoropro- 
pionyl peroxide in CC I2F2 and represent the downfield M{tf =  1 
lines. Spectra c and d were obtained by photolysis of tert-butyl per- 
fluoropropionyl perester in CCIF3 at — 146 and — 170° and show the 
central region of the spectrum containing the =  0 lines. At 
these temperatures, the wing lines are broadened beyond detection. 
Spectra c and d are complicated by the presence of a quartet of 
22.86 G attributed to the methyl radical of unknown provenance. At 
—  146° the downfield laF =  1 lines (second-order components) are 
obliterated by dipolar line broadening, the calculated spectra were 
obtained by the density matrix method.

sented by a truncated Fourier expansion of even cosine 
terms
£Zg(0) — A„ + A2 cos 2(0 + 0q) = A +

B cos2 (0 + 0O) (13)
where 6 is the torsional angle measured from the plane 
which bisects the F„CF„ angle and contains the hybrid 
half-filled orbital on C„, the temperature dependence of a p 
can be approximated by7’31a

S(T) =  r a&(6) exp[-V (6)/R T ]d6 /
TT

f  exp[~V(8)/RT] d.9 (14) 
J  -7r

The above integral is independent of the temperature for a 
threefold potential Vs(d) as can be established by numeri­
cal integration. This result is quite reasonable since the 
positive contributions to ae(T) due to torsional oscillations 
around the two positions leading to a small (3 coupling are
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cancelled by the negative contribution from torsional oscil­
lations around the position leading to the largest ¡3 cou­
pling. The same result will apply to the threefold compo­
nent of a more complicated potential function and, as will 
be seen below, also to the fourfold component which must 
be considered for the d-fluoroethyl and (3,/J-difluoroethyl 
radicals.

There is an additional factor involved in the temperature 
dependence of a-CH3 proton and «-CF3 fluorine couplings 
which should be considered, namely, the inversional mo­
tion in a bent CH3-C — and CF3-C — structure. It was seen 
above that the magnitudes of the a-CH3 proton and a-CF3 
fluorine couplings depend on the degree of pyramidality at 
Ca. An umbrella inversion of sufficiently low frequency can 
then produce a temperature dependence of these couplings. 
Recently, such a temperature dependence has been studied 
for the CH3 groups in the tert-butyl radical which is appar­
ently pyramidal but with a very low inversion barrier.32 
The absence of any measurable temperature dependence 
for aHacH3 and aFacF3 in CF2CH3 and CF2CF3 is then indic­
ative of a larger inversion barrier for these radicals.

If one of the ¡3 fluorines in CF2CF3 is replaced by a sub­
stituent R [R = H, alkyl, fluoroalkyl, or CF3 as in perfluo- 
ropropyl), the ¡3 fluorine coupling becomes temperature de­
pendent. A substitution of this kind does not materially af­
fect the structure at the a carbon as indicated by the very 
small changes in the a-fluorine coupling in the series 
CF2CF3, CF2CF2CF3, and CF2CF2(CF2)4CF3. The threefold 
potential function can no longer have equivalent minima, 
and two distinct rotamers A and B become possible with 
fractional populations X a and X b which are temperature

(aA) F ^ ~ , m a A)
L c J

Ry Y F(a"')

—  y c <  —  
f x y  F

R F(aB)
A B

(aB' ) F ^ ^ , R

F
F(aB)
B

dependent. For sufficiently fast rates of interconversion 
among these rotamers, the /? fluorines will give rise to a 
triplet structure whose splitting will be an average of the 
limiting coupling constants for A and B weighted by the 
fractional populations of each rotamer.

a8F(T) =  X AaA + 2X B (15)

Changes in the fractional polulations with temperature will 
lead to a change in a/3p. Since X A + 2X b = 1, the /3-fluorine 
splitting can also be written as

aBF(T) 2Xb
4- Ct]4 + aA (16)

If it is assumed, as is quite reasonable, that ob' will not be 
much different from aA, the /3-fluorine coupling will be 
given approximately by

^bf(^) =  -̂ -b (^b — aA) 4- aA (17)

whose high-temperature limit (X b = 1/3) is given by

®sf(11T) — ( l / 3 )  (<zB + 2 aA) (18)

The fractional population X b can then be written in terms 
of fl^(HT) as follows

— aA
p (H T) — <xA (19)

A positive temperature coefficient is observed experimen­
tally for apf for both the perfluoropropyl and perfluoro- 
heptyl radicals (a ^ H T ) > app(T) assuming a positive /3 
coupling). Therefore the right side of eq 19 is less than one 
and A b < %, provided the observed coupling constant is 
greater than a A. Comparison with CF2CF3 (cf. XII) sup­
ports the latter assumption. It is concluded that rotamer A 
is the more populated and therefore the more stable.

Knowledge of the limiting couplings for the perfluo­
ropropyl radical would allow the determination of the frac­
tional populations at each temperature and hence the equi­
librium constant for the A f i B  equilibrium as a function of 
the temperature. The enthalpy difference between A and B 
could then be determined experimentally. These limiting 
couplings, however, cannot be obtained experimentally. An 
alternative approach would seem to be, at first sight, to as­
sume that the limiting couplings for perfluoroethyl radical 
(cf. XII) could be applied to the perfluoropropyl radical. 
Unfortunately, this cannot be done as seen by consider­
ation of the expected high temperature limits of a,jF for 
these two radicals. If this transfer were allowed, both radi­
cals would exhibit the same high temperature limit, given 
by eq 18, which for CF2CF3 amounts to 11.4 G. For 
CF2CF2CF3 this limit must be greater than the room-tem­
perature value of 16.9 G since the experimental aSF(T) 
curve has a positive slcpe at this temperature. It appears 
that in radicals of the type CF2Rf the average (3 fluorine 
coupling, a,3F(HT), is very sensitive to the number of fluo­
rine atoms on the /3 carbon. It is smallest for three fluorines 
(CF2CF3), larger for two fluorines (e.g., CF2CF2CF3), and 
presumably larger yet for one fluorine. A similar trend ob­
tains for the average aBF for /3-fluoroethyl radicals which 
will be discussed below. Studies of the radicals CF2CHF2 
and CF2CH2F are now in progress to clarify this point. 
These radicals are also ideally suited for the study of line 
shape effects due to rapid interconversions between the 
nonequivalent isomeric species A and B above (nonmutual 
exchange).

II. Effect of ¡3-Fluorine Substitution. The presence of 
substantial barriers to hindered internal rotation in 
CH3CF2 and CF3CF2 should be contrasted with the essen­
tially free rotation in CH3CH2 and CF3CH2.23’33 In the lat­
ter species, the radical sites are planar and the molecules 
possess sixfold axis of internal rotation. Sixfold barriers34 
typically have magnitudes of only a few hundred calories 
mole' 1 or less. Barriers of 2-3 kcal mol- 1  are, therefore, in­
dicative of a threefold axis of rotation which obtains in 
species such as CH3CF2 with strongly pyramidal radical 
centers. This conclusion is entirely consistent with the 
magnitude of the «-fluorine coupling and is also borne out 
by INDO calculations described above.

In order to examine the effects of /3-fluorine substitution 
more closely, the esr spectra of /3-fluoroethyl, /3,8-difluo- 
roethyl, and /3,/3,/3-trifluoroethyl radicals were studied and 
are reported separately in the following discussion.

A. f3 ,f3 ,f3 -Trifluoroethyl Radical. The esr spectrum of the 
/3,d,(3- trifluoroethyl radical is essentially invariant over a 
broad range of temperatures, both with regard to the
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Figure 10. Esr spectrum of FCH2CH2- in cyclopropane solutions at (a) —59, (b) —72, and (c) —109°. The line spectrum is based on binomial in­
tensities.

widths of the hyperfine lines as well as the magnitudes of 
the coupling constants.33 The three 8  fluorines give rise to a 
quartet (with resolved second-order splittings expected for 
three equivalent spins of %), which persists unaltered down 
to temperatures as low as —180°. Furthermore, the proton 
and fluorine coupling constants vary only slightly with sol­
vent. We deduce that the trifluoromethyl group rotates 
freely (with preexchange lifetimes shorter than 10 ” 11 sec). 
The free rotation is consistent for a radical with a planar 
radical site and possessing a sixfold axis of internal rota­
tion. The situation is, therefore, entirely analogous to that 
of the ethyl radical.23'38

On the other hand, the spectra behavior of both the 8 - 
fluoroethyl and 8 ,8 -difluoroethyl radicals is more compli­
cated. At low temperatures both radicals give rise to an un­
usual type of selective line broadening in the esr spectra 
{vide infra). Furthermore, the magnitudes of the coupling

constants for the 8  protons and the 8  fluorines are not only 
strongly temperature dependent (as expected in the pres­
ence of hindered rotation about the Ca-Cp bond), but they 
also show an unusually strong dependence on relatively 
minor changes in the solvent.

B. 8 -Flu.oroeth.yl Radical. The spectrum of the /3-fluo- 
roethyl radical at —59° in Figure 10a consists of a triplet of 
triplets of doublets assignable to the presence of two a hy­
drogens (22.16 G), two 8  hydrogens (27.83 G), and one fluo­
rine (46.17 G). The relative amplitudes of the lines associ­
ated with the 8  protons and the 8  fluorine become anoma­
lous as the temperature is lowered as shown by the accom­
panying stick diagram calculated on the basis of binomial 
relative intensities.

At the fow temperature (—109°, Figure 10c), the /?-pro­
ton triplets on the left side of the spectrum undergo pro­
gressive broadening from left to right (c/. triplet denoted
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TEMPERATURE, °C

Figure 11. Experimental and calculated temperature dependences 
of a g f (upper part) and a p h (lower) for FCH2CH2- generated from 
BrCH2CH2F by reaction with (O) (EtO)2PO in cyclopropane, (o) Et3Si- 
in cyclopropane, and (A) Et3Si- in ethane. The calculated curves 
were obtained from eq 14 using the potential function of eq 29 with 
l/4 = 1150 cal mol-1 and V2 =  0  (curves a), 50 (curves b), 100 
(curves c), 150 (curves d), and 200 (curves e) cal mol-1 . The pa­
rameters of eq 23 and 24 were adjus'ed for optimum fit: E(= = 106 
G, A h  = 1.2 G (assumed), and = 47.6 G.

with asterisks) which is mirrored by an identical right-to- 
left broadening of the corresponding triplet on the right 
side of the spectrum. The doublets associated with the flu­
orine show a similar left-to-right and right-to-left broaden­
ing on each side of the spectrum (marked with triangles). 
The a-proton triplets show normal 1:2:1 relative ampli­
tudes throughout the spectrum (marked with squares). 
Moreover, the total spread of the spectrum remains tem­
perature invariant.

The line width effect described above depends ostensibly 
on the signs as well as the magnitudes of the M j quantum 
numbers. In contrast, the more usual selective line width 
effect associated with intramolecular mutual exchange 
processes (in which the initial and final states are identical 
except for interchanged nuclear spins) gives rise to line 
widths which are independent of the signs of the Mi quan­
tum numbers. Selective line broadening for mutual ex­
change is therefore always symmetric with respect to the 
center of each hyperfine multiplet.

The temperature dependence of the d-proton and -fluo­
rine coupling constants for the d-fluoroethyl radical have 
opposite signs as shown in Figure 11. It should be noted 
that the d-proton splitting at the higher temperatures is 
smaller than that of the ethyl radical denoted in the figure 
by a dashed line.

We ascribe the temperature variations in the line widths 
and the hyperfine couplings to hindered internal rotation 
about the C„-C,  ̂bond in the d-fluoroethyl radical.36 How­
ever, rotation of the FCH2 group in a twofold potential 
with minima corresponding to two equivalent equilibrium 
conformations separated by a rotation of 180° is ruled out 
for the reasons cited above for processes involving mutual 
exchange. The observation of a selective line width effect 
which cannot be accounted for by mutual exchange 
suggests that a rapid interconversion takes place between

(41)

a b c EXCHANGE

Figure 12. Correlation diagrams explaining the selective line broad­
ening due to rapid interconversions among the stable rotamers of 
FCH2CH2- and F2CHCH2*. The invariant hyperfine structures due to 
the a  proton (1:2:1 triplets) are not included for clarity. At the slow 
exchange rates the resultant spectrum is a superposition of the 
spectra of each rotamer with relative intensities which are propor­
tional to the fractional populations. At the fast exchange rates an av­
eraged spectrum appears, the position of each line being the center 
of gravity of the correlated pair of lines. At intermediate rates the 
lines which move over a wider interval of field are broadened more 
than those moving over a narrower interval. Thus, lines c are broad­
ened more than lines b which in turn are broader than lines a as ob­
served experimentally.

two or more nonequivalent equilibrium conformations. If 
at least one of the stable conformations has a plane of sym­
metry, the potential energy function can be expanded as a 
Fourier series of only cosine terms, e.g.

V{8 ) = \  ^ V n{l -  cos nd)

with a plane of symmetry at 0 = 0. Since the V2 term must 
be relatively small and all Vn with n odd must vanish by 
virtue of the twofold symmetry of the planar a-CH2 group, 
the simplest case would be represented by V4 as the 
largest term in the torsional potential. One such represen­
tation is given by the stable rotamers XVIIA and XVIIB 
which are separated by rotations of 0 = 90° as shown in eq 
20.

F

XVIIA XVIIB

XVIIA XVIIB

The dynamic model presented in eq 20 can account for 
the unusual selective line broadening in the esr spectrum of
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Figure 13. (A) Esr spectrum of FCH2CH2* at —140° in cyclopropane 
solution. The «-proton triplets (A) show normal 1:2:1 amplitudes 
while the /3-proton triplets (O) and /3-fluorine doublets (o) show an 
asymmetric line width effect. (B) Calculated spectrum by the density 
matrix method based on nonmutual exchange. See text. (C) Calcu­
lated spectrum in the limit of fast exchange showing binomial ampli­
tudes.

the /3-fluoroethyl radical and the temperature dependences 
of the /3-proton an(j -fluorine hyperfine coupling con­
stants.36-38 Each of these phenomena will be described sep­
arately in the following sections.

1 . Selective Line Broadening in the Esr Spectrum of the 
/3-Fluoroethyl Radical. In the slow exchange limit, a super­
position of the individual spectra of conformations XVIIA 
and XVIIB, shown in the correlation diagram of Figure 12, 
would be observed with relative intensities proportional to 
the population of each conformer, which is determined by 
the free energy difference between the two. The barrier 
heights separating XVIIA and XVIIB are not sufficiently 
high for this situation to arise in the /3-fluoroethyl radical 
at experimentally accessible temperatures.

Above the slow exchange limit, the /3-proton and -fluo­
rine hyperfine splittings are given by the averages of the 
limiting splittings for XVIIA and XVIIB weighted by their 
populations according to

% e(T) =  2XA(T)aH(A) + 2XB(T)aH(B) (21)

and

flr (T) =  2XA{T)aF(A) + 2Xb(T)X¥{B) (22)

where X A(T) and X b(T) are the relative populations of 
XVIIA and XVIIB, respectively, so tht 2 X A(T )+ 2 X B(T)

= 1. The hyperfine coupling constants a, for a given confor­
mation of the /3-fluoroethyl radical can be calculated from

two cos2 6 relationships given in eq 23 and 24, which have 
been derived by a combination of an INDO calculation and 
semiempirically.36 In the esr spectrum, the lines which

aF =  106 c o s 2 6  (23)

Oh =  1 .2  +  4 5 .8  c o s2 (6  -  6 6 .5 )  (24a)

=  1 .2  + 4 5 . 8  c o s2 (0 + 6 6 .5 )  (24b)

move over broader intervals of field will be broadened more 
than others and will appear with reduced amplitudes. The 
line correlations in Figure 12 show that this model gives 
rise to the progressive broadening from left-to-right in each 
multiplet, mirrored by an equivalent right-to-left broaden­
ing on the other end of the spectrum which is indeed that 
observed experimentally.

The esr line shapes in the /3-fluoroethyl radirals can be 
calculated using the phenomenological density matrix 
equation of motion for a system undergoing nonmutal in­
tramolecular exchange, i.e., between several sites with dif­
ferent populations and spin Hamiltonians.36 The low-tem­
perature spectrum at -140° shown in Figure 13a can be 
readily fitted (Figure 13c) by this method using the V4 
model of eq 20 together with a knowledge of X a and X b 
and the proton and fluorine coupling constants. A good fit 
is obtained for a rate of conversion of XVIIA to XVIIB of 5 
X 1010 sec-1. The reverse rate is then 3 X 1010 based on the 
equilibrium constant of 1.6 at —140° (vide infra). These 
rates can be converted to activation energies using the Eyr- 
ing equation39

R(T) =  k e x p (-A G*/RT) (25)

where k is the transmission coefficient assumed to have the 
value of 1. An activation energy of 1.06 kcal mol- 1  is ob­
tained for the conversion of conformation XVIIA to XVIIB 
and an energy of 1.16  kcal mol- 1  for the reverse process.

2. Temperature Dependence of the fi-Proton and -Fluo­
rine Coupling Constants in the /3-Fluoroethyl Radical. 
The temperature dependence of the magnitudes of the cou­
pling constants shown in Figure 11 can also be readily un­
derstood according to the scheme in eq 20, if conformer 
XVIIB is more stable than XVIIA. Thus, conformation 
XVIIB will be preferentially populated at low tempera­
tures and will contribute a large /3-proton (39.72 G) split­
ting and a negligibly small fluorine splitting. As the popu­
lation of XVIIA increases at higher temperatures, it will 
contribute a small /3-proton (8.48 G) and a large fluorine 
(106 B) splitting and cause the experimentally observed 
overall increase in the fluorine splitting and a concomitant 
decrease in the /3-proton splitting (cf. Figure 11).

Thus, the observed /3-proton coupling can be considered 
as an average of the limiting coupling constants for XVIIA 
and XVIIB in a predominantly fourfold potential weighted 
by their relative populations according to eq 21. If we take 
the coupling constants from the INDO calculation in eq 24,
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Figure 14. Esr spectrum of F2CHCH2- at 107° in cyclopropane solution. The doublets associated with the /3 protons (e.g., lines marked with 
A) and the triplets associated with the ft fluorines (e.g., O) show an asymmetric line width effect as seen by comparison with the calculated 
spectrum below which includes second-order effects but no form of spin exchange.

the relative population at each temperature is given by eq 
26 and 27. By this procedure the equilibrium constant K

X b (T) = (am (T) -  8 . 4 8 ) /6 2 .48 (26)

* a (T) +  X B(T' -  0 .5  (27)
for the interconversion of XVIIA and XVIIB can be calcu­
lated at each temperature of the experiment and for each, 
solvent system. The construction of plots of In K vs. l /T  af­
fords an average enthalpy difference between XVIIA and 
XVIIB of 100 cal mol- 1  favoring XVIIB.

The angular dependence of the fluorine coupling con­
stant in eq 23 can also be used to express the observed fluo­
rine couplings as averages of fluorine couplings in XVIIA 
and XVIIB weighted by their population in a manner simi­
lar to that carried out for the /3-proton splittings.The tem­
perature dependence for the fluorine coupling constant is 
given by eq 28.36 If the values of X b(T) determined for

aF(T) = 106[1 -  2X b (T)] (28)

each temperature and each solvent system from the experi­
mental /3-proton couplings (eq 26) are used in this equa­
tion, all the measured fluorine couplings can be reproduced 
within a standard deviation of ±2 G.

An alternative approach to the temperature dependence 
of a/}h and Of consists in the application of eq 14 with ap(9) 
given by eq 23 and 24 and with

V(6 ) =  ^ ( 1  -  co s  26) +  ^ -(1  -  co s  46) (29)

Numerical integration reveals that the value of the integral 
of eq 14 is independent of V4. Thus, the magnitudes of ap’s 
are determined solely by the twofold term of the potential 
function which in turn determines the relative stabilities of 
the two conformers XVIIA and XVIIB supporting the 
above approach in terms of fractional populations. The cal­
culated curves for apu(T) and appiT) using eq 14 and 29 are 
shown in Figure 11 for five values of V2. The excellent 
agreement afforded by both treatments reinforces our con­
fidence in eq 20 as a dynamic model for the /3-fluoroethyl 
radical. It is particularly noteworthy that the singularly

pronounced solvent effects can be quantitatively attributed 
to slight changes in V2 and therefore to slight redistribu­
tions of the fractional populations of rapidly interconvert­
ing conformations XVIIA and XVIIB in different media.

C. (i,ft-Difluoroethyl Radical. The esr spectrum of the 
/3,/3-difluoroethyl radical at —107° shown in Figure 14a con­
sists of a large triplet (with resolved second-order split­
tings) of triplets of doublets attributable to two fluorines 
(49.51 G), two a protons (23.23 G), and a single ft proton 
(11.81 G). A line width effect which is entirely analogous to 
that observed in the /3-fluoroethyl radical is again apparent 
by comparison with the calculated spectrum in Figure 14b 
on the assumption of no form of nuclear spin exchange. 
The selective line broadening in the esr spectrum of /3,/3- 
difluoroethyl radical occurs at higher temperatures than 
that of the /3-fluoroethyl radical.

The /3-proton and -fluorine coupling constants in the 
/3,/3-difluoroethyl radical are also strongly temperature de­
pendent, but the /3-proton splitting increases and the fluo­
rine splitting decreases as the temperature is raised, in 
trends which are exactly opposite to those of the /3-fluo- 
roethyl radical shown in Figure 11.

A dominant fourfold potential involving the stable con­
formations XVIIIA and XVIIIB in eq 30 is again employed

XVIIIA XVniB

H
XVIIIA XVIIIB

to account for the temperature dependences of the hyper- 
fine splittings and the selective line broadening in the spec­
trum.36 The average enthalpy difference between confor-
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mations XVIIIA and XVIIIB is calculated from the tem­
perature dependence of the equilibrium constant to be 250 
cal mol- 1  favoring XVIIIB; and the equilibrium constant at 
-107° is 2.5. The first-order rate constant for interconver­
sion of XVIIIA and XVIIIB can be obtained by line shape 
analysis and its temperature dependence affords an activa­
tion energy of 1.40 kcal mol- 1  for the conversion of XVIIIA 
to XVIIIB and 1.70 kcal mol- 1  for the reverse process.

D. Angular Dependences of fl-Hyperfine Splittings in 
ft-Fluorine Substituted Ethyl Radicals. In the /3-fluo- 
roethyl and /3,/3-difluoroethyl radicals, the fittings of the 
temperature dependences of (a) the /3-proton and -fluorine 
coupling constants and of (b) the line shapes in the esr 
spectra depend on our choice of a dynamic model for the 
radicals involving hindered internal rotation in a fourfold 
potential with the angular dependences for the /3 splittings 
following a cos2 8 relationship. The general form for these 
dependences given by eq 31 and 32 are confirmed by INDO

a0H =  A H +  B h cos2 (0 + dQ) (31)

aF = A f + B f cos2 (9 + 90') (32)

calculations.36 For protons, the values of A, B, and 8q ob­
tained by fitting eq 31 to the INDO calculations (Table V) 
are consistent with the experimental data and have been 
used unchanged in our treatment. For fluorines, the INDO 
values of BF for CH2CH2F, CH2CHF2, and CH2CF3 are sys­
tematically too large22 while those for Af are negligibly 
small. We have chosen to disregard the Af terms and to 
treat the Bf terms as adjustable parameters to be fitted by 
the experimental data. The best values for the Bp's are 
given in Table V. The values of 80 which differ from ±60° 
are a result of the asymmetry in XIX and XX.

H H

It is interesting to note that the values of Bp and B h list­
ed in Table V, and therefore the isotropic averages (high- 
temperature limits) for the (1 interactions, are not constant 
by vary with the extent of /3-fluorine substitution. Thus, 
B h decreases proportionally with the number of /3 fluorines 
in going from ethyl (Bh = 51 G), to fluoroethyl (Bh = 46
G), to difluoroethyl radicals (Bh = 41 G), and Bp also de­
creases from fluoroethyl (Bp = 106 G), to difluoroethyl (Bh 
= 92 G), to trifluoroethyl (Bf = 59 G) radicals. The bearing 
of this trend on the hyperfine interactions of /3 fluorines in 
these radicals will be discussed separately.36

III. y-Fluorine Hyperfine Splittings. Long-range hyper­
fine splittings due to fluorine have been observed in perflu- 
oropropyl and perfluoroheptyl radicals. The three equiva­
lent 7 -fluorines in the perfluoropropyl radical have a cou­
pling of Of = 3.61 G (quartet). The pronounced broadening 
of these inner two lines of this quartet below —100° indi­
cates hindered rotation of the /3-CF3 group. Insufficient 
resolution does not allow an unequivocal interpretation of 
the long-range interactions in the perfluoroheptyl radical. 
An apparent quintet of about 1.5-G splitting may be due to 
two 7  and two 5 fluorines with similar hyperfine coupling 
constants. The presence of appreciable 5-fluorine splittings 
in fluoroalkyl radicals should be contrasted with vanishing­

Figure 15. Esr spectrum of CF3CH(CH3)CH2- produced during the 
photolysis of fert-butyl peroxy-7 ,7 ,7 -trifluoroisovalerate in cyclopro­
pane solution at —120°. At this temperature only one of the three 
fluorines displays hyperfine interaction (small doublets).

ly small 5-proton couplings in unbranched alipathic alkyl 
radicals.

The esr spectrum of the 7 ,7 ,7 -trifluoroisobutyl radical 
obtained at —120° from the photolysis of the perester con-

C F 3CH(CH3)CH2 C 0 20 B u‘ — ►
C F 3 CH(CH3)CH2 • + C 0 2 + OBu‘

sists of a triplet (22.82 G) of doublets (28.56 G) of doublets 
(1.68 G) as shown in Figure 15. As the temperature is 
raised, the triplet splitting due to the a protons remains in­
variant, but the large doublet decreases (27.97 G at —90° 
and 27.03 G at —60°). More significantly, the small dou­
blets gradually changes until it develops into a quartet with 
a splitting of 0.8 G at —60°. The detailed observation of 
these spectral changes was unfortunately limited by the 
poor signal-to-noise ratio in the spectra at the higher tem­
peratures. Both the magnitude and the temperature depen­
dence of the /3-proton hyperfine splitting in 
CF3CH(CH3)CH2 are similar to those of the analogous iso­
butyl radical. Since the latter exists preferentially in the 
stable conformation XXI,7 we judge that CF3CH(CH3)CH2 
also exists in a similar conformation XXII. Since the isobu­

tyl radical did not give rise to resolvable proton hyperfine 
structure, we attribute the long-range splitting (doublet at 
—90° which changes to a quartet at —60°) to the fluorines 
of the CF3 group whose rotation is strongly hindered. Ex­
amination of molecular models indicates considerable 
crowding of the CF3 group, which may be sufficient to hin­
der its internal rotation and to place only one 7  fluorine 
(1.68 G) in a favorable position relative to the radical cen­
ter at the lowest temperatures studied.

E xperim ental Section
Materials. Di-ferf-butyl peroxide was obtained from 

Shell Chemical Co., washed with water, dried, passed 
through an alumina column, and redistilled at reduced 
pressure prior to use. Triethylsilane was obtained from Co­
lumbia Chemicals Co., refluxed over molecular sieve, and 
redistilled prior to use. Bis(trifluoromethyl) peroxide was 
obtained from PCR, Inc. l,l,l-Trifluoro-2-bromoethane 
(obtained from Pierce Chemical Co.) was washed with
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TABLE V: INDO /3-Proton and Empirical Fluorine Hyperfine Coupling Constants (Gauss) for the Ethyl
and th e  /3-Fluoroethyl Radicals F itted  to A  +  B  cos2 8

> !
H,\ !

V K
y \

Fv k
>\

Hy k

> 1

< k
h; j h3

•CHjCHj
1

' CH2CH2F
F, j F, 

■CHîCHFî •CH2CF3

aH, = 2 .2 +  50.9 cos2 6 of = (106s) cos2 8 Oh = 0.25 +  40.7 cos2 6 ctF, = (59.4s) cos2 9
fla2 = 2 .2  +  50.9 cos2 aHl = 1.2 +  45.8 cos2 aFl = (92s) cos2 (8 -  52.5) of, = (59.4s) cos2 (8 — 60)

(6 -  60)
oh3 = 2.2  +  50.9 cos2

(8 -  66.5)
an, = 1.2 +  45.8 cos2 

(9 +  66.5)
W h> = 2 4 .1

OFj = (92s) cos2 (0 +  52.5) aFs = (59.4s) cos2 (8 +  60)
(8 +  60)

(apa) = 27.7 (26.8s) (ap h) = 20.6

(aaB) = - 2 1 .4  (22.4 s)
(aF> = (53s) (aF) = (46s) ( o f )  = (29.7s)
(aaB) = -2 1 .4  (22.2s) (oaH) = - 2 1 .4  (23.2s) <oaH> = - 2 1 .5  (23.7s)

a T he brackets ( ) represent th e  isotropic average (i.e .,A  +  B /2  for 0 hfe). E xperim ental values.

water, dried, and redistilled prior to use. Perfluoropropyl 
and perfluoroheptyl bromides were from PCR, Inc., and 
used as received. 1,1-Difluoroethane (Genetron 152A) and
1 ,1 -difluoro-l-chloroethane (Genetron 142B) were ob­
tained from Pierce Chemical Co.

tert-Butyl hexafluoroisobutyryl perester was prepared 
via the acid chloride40 [nmr <5 1.31 (s), 403 (septet)]. tert- 
Butyl Pfifi-trifluoro-a-fluoropropionyl perester was pre­
pared via the anhydride [nmr <5 1.31 (s), 4.17 (d X q)]. tert- 
Butyl perfluoropropionyl perester was also prepared via 
the acid chloride [nmr 5 1.31 (s)].

Ethyl methanesulfonylacetate was prepared by the 
method of Crossland and Servis:41 yield 95% [nmr 8 1.32 (t),
1.58 (d), 3.07 (s), 4.25 (q), 5.04 (q)]. The lactate (20 g) and 
12 g of anhydrous potassium fluoride in 65 ml of hexa- 
methylphosphoric triamide were heated and stirred at 100° 
over a period of 24 hr. The reaction mixture was cooled, di­
luted with cold water, and extracted with anhydrous ether. 
The extracts were washed with water, dried over anhydrous 
magnesium sulfate, and distilled: bp 51° (93 mm), yield 
50% [nmr 8 1.30 (t), 1.50 (d X d), 4.20 (q), 4.87 (d X q)]. 
Ethyl a-fluoropropionate (15 g) and 100 ml of 10% potassi­
um hydroxide aqueous solution were stirred at room tem­
perature over a period of 3 hr. The reaction mixture was 
extracted with ether, dried, and distilled: bp 84-85° (54 
mm), yield 70% [nmr 5 1.62 (d X d, 5.06 (d X q)]. tert-Butyl 
a-fluoropropionyl perester was prepared via the acid chlo­
ride [nmr (5 1.31 (s), 1.63 (d X d), 5.14 (d X q))].

2 -Fluoropropane was prepared by the method of Edgell 
and Parts42 via the mesylate [nmr 8 1.32 (d X d), 4.86 (d X 
septet)].

2 -Fluoroethanol and 2 ,2 -difluoroethanol were obtained 
from Columbia Organic Chemicals Co. and were converted 
to the corresponding ethyl bromides by the method devel­
oped by Hoffman.43 tert-Butyl ¡8-fluoropropionyl perester 
was prepared from the acid chloride.

Esr Measurements. The modified Varian X-band spec­
trometer, microwave frequency measurements, light 
source, and sample tubes are as described previously.318’33

To minimize the error in the g  value determinations, all 
measurements were made on spectra recorded on the same 
day for increasing magnetic field. Perylene cation radical g 
= 2.00258344 was used as standard in the configuration em­
ployed. The accuracy of the measurments is estimated as 
±0.00003. Hyperfine splittings were corrected for second- 
order shifts and confirmed by computer simulation.

For photolytic reduction of alkyl halides, equal volumes

of di-ferf-butyl peroxide and triethylsilane were diluted 
with sufficient cyclopropane (and ethane) to give a final 
ratio of approximately 1:1:1:4 (v/v).

For the photolysis of acyl peresters, a small amount of 
the peroxide (ca. 100 mg) was dissolved in a relatively large 
volume (15:1) of cyclopropane or cyclopropane-ethane 
mixtures.

For the photolytic abstraction of hydrogen atom from 
the fluorohydrocarbons, a solution with a half a volume of 
di-ierf-butyl peroxide or bis(trifluoromethyl) peroxide was 
diluted with cyclopropane or Freon-12 (CF2CI2) to give a 
final ratio of approximately (1:0.5:4). For the generation of
1 ,1 -difluoroethyl radical from 1 ,1 -difluoroethane, bis(tri- 
fluoromethyl) peroxide was used, since di-ferf-butyl perox­
ide under the same conditions did not afford sufficiently 
high concentrations of radicals for esr measurements. For 
the generation of 2-fluoropropyl radical from the photolyt­
ic abstraction of hydrogen from 2-fluoropropane, spectra of 
radicals with good signal-to-noise ratios could only be ob­
served at temperatures higher than —80°.
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The addition of chlorine, oxygen, sulfur, and silicon-centered radicals to fluoroolefins such as vinyl fluo­
ride, vinylidene fluoride, and tetrafluoroethylene is examined. The structure and conformations of fluo­
roalkyl adducts with 0-heteroatom substituents are deduced from the magnitude of the nuclear hyperfine 
splittings and their temperature dependences as well as the selective line broadening in the esr spectra. 
These adducts exist in symmetric conformations XHIa and b, in which the 0 heteroatom is located in the 
plane described by the principal axis of the half-filled orbital and the Ca—Cp bond. There are ambiguities 
associated with the assignment of conformations in radicals with pyramidal centers especially those with
0-heteroatom substituents such as sulfur and chlorine which are distorted at the 0 carbon. Qualitative 
arguments are put forth which favor the conformation XHIa in which the 0 heteroatom eclipses the half- 
filled orbital and presents the possibility of bridging such as that observed in the alkyl analogs.

Introduction

Free-radical addition to unsaturated molecules, such as 
alkenes and alkynes, constitutes an important route to the 
formation of C-C bonds in synthesis and polymerization or 
telomerization processes.2® In particular, the formation of 
carbon-heteroatom bonds results by addition of heteroa­
tom-centered free radicals X to carbon-carbon multiple 
bonds, e.g.

\  /  I I
x- + ^ ; c = c ^  —*■ x — c — c- (i)

The formation of these radical adducts is tantamount to

substitution of heteroatoms in the 0 position of alkyl radi­
cals and has important stereochemical consequences, as 
studies of bridged free radicals have shown.2b>c

Additions to fluoroolefins raise additional questions re­
garding the orientations in free-radical additions.3

X + ^ ) c = c ^

I
X— C— C— FI I

I I
x — c— o

I 1
F

(2a)

(2b)
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Figure 1. Esr spectrum of the adduct radical CF3OCH2CHF resulting 
from the reaction of trifluoromethoxy radical with vinyl fluoride. Pro­
ton nmr field markers are in kHz.

TABLE I: Esr P aram eters o f  Oxy R adical A dd ucts to  
F luoroolefins in  S o lu tio n “

Hyperfine splitting, G

Radical T ,°  C aaH aaF °/SH “ CP,

C F 80 - C H 2C H 2i’ - 7 2 22 .71 28 .13 2 . 0 1
- 1 2 9 22 .72 29 .39 1 . 8 6

c f 3o - c h 2c h f - 7 0 21 .42 63 .47 8 . 1 0 3 .3 7
- 1 1 4 2 1 .42 6 2 .27 7 .7 3 3 .3 6

c f 3o - c h 2c f 2 - 7 3 9 0 .61 1 2 . 1 0 0 .91
c f 3o - c h 2c h c i - 1 2 8 2 1 .66 3 ,47c 9 .7 0 2 .99
H O -C H 2C H F d 19 .1 5 7 .6 1 1 . 2
H O -C H 2C H C ld 17 .7 3 .0 ' 1 4 .4
C H sC H 2' - 1 1 3 22 .37 26 .99
C H SC H F ' - 1 0 6 17.31 59 .21 24 .48
C H 3C F 2' - 7 8 94 .01 13.99

° In  olefin as solvent. b See also ref 6. c ^CL splitting. d In  aqueous solutions 
a t  ambient temperatures, W. E. Griffiths, G F. Longster, J. M yatt and P. F. 
Todd, J. Chem. Soc. B, 530 (1967). e From ref 4.

With the background developed in the foregoing study of 
the structure and conformation of fluoroalkyl radicals,4 we 
examined in this study the esr spectra of various transient 
fluoroalkyl radicals derived from the addition of heteroa­
tom-centered free radicals to fluoroolefins, especially vinyl 
fluoride and vinylidene fluoride.

Since there are numerous product studies of a variety of 
adducts,3 we are mainly concerned with the information 
which esr can provide about the structural and conforma­
tional properties of the adduct radicals. Four classes of het­
eroatom-centered radicals involving oxygen, chlorine, sul­
fur, and silicon are examined by the photochemical tech­
nique described in the previous paper.4-6

R esu lts
Oxygen-Centered Radical Adducts to Fluoroolefins. The 

uv photolysis of bis(trifluoromethyl) peroxide generates 
trifluoromethoxy radicals. In the absence of substrates the 
trifluoromethoxy radicals recombine in solution, and no esr 
spectrum is obtained.7

CF3OOCF3 ^  2CF.0 (3)
However, in the presence of fluoroolefins, intense and well- 
resolved esr spectra of adducts are observed. For example, 
the spectrum in Figure 1 obtained from vinyl fluoride at 
—70° consists of a doublet (21.42 G) of doublets (63.47 G) 
split further into a triplet (8.10 G) of quartets (3.37 G). The 
spectrum is readily assignable to hyperfine couplings to the 
single a-proton, a-fluorine, the pair of /3-protons, and the 
three equivalent 6-fluorine nuclei, respectively, in the ad­
duct I.

CF36  + CH,=CHF —-  CF3OCH2CHF (4)
I

Figure 2. Esr spectrum of the adduct radical CH3SCH2CHF resulting 
from the reaction of methylthiyl radical with vinyl fluoride at —65°.

TABLE II: Esr P aram eters o f  T h iy l A dd ucts to  
F lu oroolefins in  S o lu tio n “

Hyperfine splitting, G

Radical T, °C aaH aaF °0H ° x

C H 3S -C H 2C H 2 - 7 0 21 .60 14.89 N R
c h 3s - c h 2c h f - 7 2 17.41 59 .06 10 .8 0 .6 9 6
c h 3c h 2s - c h 2c h f - 7 5 17.49 58 .95 11 .04 0 .9 '
c h 3s - c h 2c f 2 - 5 0 8 8 .4 4 .3 1 .0s
C H 3S -C H 2C H C H 3' - 8 1 21 .36 2 4 .1 3 d 12 .94
C H 3S -C H 2C (C H 3)2« - 8 4 2 2 .3 7 d 1 1 . 2 0

a E ither cyclopropane or olefin as solvent. b CH 2 quartet. c 5-CH 2 triplet. 
d a-CH3 splitting .e From ref 6. N R  = not resolved (<0.2 G).

A well-resolved spectrum is also obtained when a solution 
of bis(trifluoromethyl) peroxide in vinylidene fluoride is ir­
radiated. The esr parameters for the adducts are collected

CF36 + CH2=C F2 —>- CF3OCH2CF2 (5)
in Table I, together with the chloro and hydrocarbon ana­
logs also listed for comparison.

The reactions of trifluoromethoxy radical with 1,1,1-tri- 
fluoropropene and 2-fluoropropene were also examined, 
but the adducts were formed in insufficient concentrations 
for esr examination. Interestingly, no allylic radicals could 
be observed from 2-fluoropropene, although the same reac­
tion with tert- butoxy radicals (photochemically generated 
from di-ferf-butyl peroxide) afforded the well-resolved 
spectrum of 2-fluoroallyl radical.

F F
+ (CH3)3co + (Ch3)3coh

The proton hyperfine splittings in allyl8 and 2-fluoroallyl 
radicals are comparable.

H (4.06 G) F (9.18 G)

H H (13,90 G) H H (13.88 G)
Sulfur Radical Adducts to Fluoroolefins. Thiyl radicals 

are generated from the uv irradiation of dialkyl disulfides.6

RS-SR ^  2RS • (6)
The esr spectrum of the methylthiyl adduct (R = CH3) to 
vinyl fluoride is shown in Figure 2. As expected, the hyper­
fine splitting pattern of the thiyl adduct II is the same as

CH3S + CH2=CHF — » CH3S-CH2CHF
n

the trifluoromethoxy adduct I, and the values of the split­
ting constants are listed in Table II, together with those of 
the vinylidene fluoride adduct and related species.

The presence of a resolvable splitting (0.7-1.0 G) of the 
methylmercapto group in the adducts to vinyl fluoride and 
vinylidene fluoride is remarkable in view of the absence of 
resolvable CH3 splitting in the ethylene adduct,
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Figure 3. Esr spectrum of the adduct radical Et3SiCH2CHF resulting 
from the reaction of triethylsilyl radical with vinyl fluoride at —45°.

CH3SCH2CH2.6 Furthermore, the splitting of 4.3 G in the 
vinylidene fluoride adduct, CH3SCH2CF2, is unusually 
small for a /3-proton splitting.5

The addition of methylthiyl radical to tetrafluoroethyl- 
ene and 1 ,1 ,1 -trifluoropropene was also examined, but the 
adducts were formed in insufficient concentrations to ex­
amine their esr spectra.

Silicon Radical Adducts to Fluoroolefins. Trialkylsilyl 
radicals are generated in solution by hydrogen abstraction 
from trialkylsilanes with photochemically generated tert- 
butoxy radicals.9

(CH3)3COOC(CH3)3 ^  2(CH3)3CO (7)

(CH3)3CO + R3'SiH — (CH3)3COH +  R/Si- (8 )

The esr spectra of adducts are observed when the photoly­
sis is carried out in the presence of fluoroolefins. The spec­
trum of the triethylsilyl adduct (R' = CH3CH2) to vinyl 
fluoride is shown in Figure 3 and the esr parameters are

TABLE III: Esr P aram eters for S ily l R adical A dd ucts  
to  F luoroolefins in  S o lu tion

H yperfine splitting , G

R adical T, °c aaH “ oP a/SH a0T

Et3Si-CH2CH2 -1 1 9 2 1 .0 1 17.67
Et3Si-CH2CHF -5 4 15.78 59.74 20.70
Et3Si-CH2CF2 -7 0 98.11 10.85
Et3Si-CF2CHF -4 8 20.30 63.39 52.51
Et3Si-CH2 - ^ F ) ” -9 8 9.36 48.72

<3.0»
Et3Si-CH2CHCH3e - 1 0 1 2 1 . 10 24 .264 16.74
Et3Si-CH2C(CH3y - 1 0 1 22.2511 15.35

a In  cyclopropane or olefin as solvent. 6 A dduct to  m ethylene-hexafluorocy- 
clobutane. c 7-F  trip le t, w ith in  line w idth . d « - C H 3 splitting . e F rom  re f 6 .

G) as shown by the accompanying “stick” diagram which 
includes second-order effects. The adduct clearly has the 
structure V, and the esr parameters are included in Table
IV.

Cl- +  c h 2= cf2 —  C1-CH2CF2

V
Chlorine atom generated from hydrogen chloride also 

adds to tetrafluoroethylene to afford adduct VI. The same
-EUSiCl

Cl- +  CF2= C F 2 — *► C1-CF2CF2 — —  C1CF2CF2C1 +  Et3Si- 
VI

Et3Si- +  CH,=CHF —  Et:JSi-CH2CHF (9)
III

listed in Table III. The line widths are slightly broader in 
the silyl adducts compared to the oxygen and sulfur ana­
logs, and we were unable to resolve the 5-proton splittings 
in the methylene groups of the /3-triethylsilyl substituent.

Triethylsilyl radicals add to the methylene carbon of 
vinylidene fluoride in much the same manner as oxy and 
thiyl radicals.

Et3Si- +  CH2= C F 2 — * E t3Si-CH2CF,
The esr spectrum obtained from the addition of Et;iSi- to 
trifluoroethylene shown in Figure 4 consists of a single 
species with a doublet (20.30 G) of doublets (63.39 G) split 
further into triplets of 52.51 G. The intensities of the MiF 
= 0 lines in the spectrum are diminished by the partially 
resolved second-order splitting and possibly by selective 
line broadening. Two isomeric adducts IVa and IVb are 
possible as shown in eq 6. If the adduct were IVb, we would

Et3Si- +  CH F=CF 2
EtaSiCFjCHF IVa (6 a)

EtjSiCHFCF2 IVb (6 b)
expect the «-fluorine splitting to be in the range 85-90 G, 
characteristic of other a,a-difluoroalkyl radicals.4 On the 
other hand, an «-fluorine splitting of 60-65 G and an a- 
proton splitting of 16-20 G are expected for an a-fluoroalk- 
yl radical as comparisons in Tables I—III indicate.4 We 
suggest, therefore, that the vinylidene fluoride adduct has 
structure IVa.

Addition of Chlorine Atom to Fluoroolefins. Chlorine 
atoms can be generated from hydrogen chloride and tert- 
butoxy radicals.10 In the presence of vinylidene fluoride,

HC1 +  Bu'O — ► Cl- +  Bu'OH 
the spectrum shown ir. Figure 5 is obtained. The hyperfine 
splitting in the spectrum at -31° (Figure 5b) consists of a 
triplet (83.59 G) of triplets (2.04 G) of 1 :1 :1 : 1  quartets (8.41

spectrum is obtained when 1 ,2-dichlorotetrafluoroethane 
(Freon 114) is treated with triethylsilyl radicals by a proce­
dure described earlier.9-10 The outstanding feature in the 
spectra of both adducts V and VI is the unusually small 
value of the /3-chlorine splitting. The splitting of 2.04 G in 
the vinylidene fluoride adduct is also exceptionally small 
for a pair of 0  protons.

D iscussion

The esr spectrum of only one principal isomeric adduct 
is observed during the addition of chlorine, oxygen, sulfur, 
and silicon-centered radicals to vinyl fluoride, vinylidene 
fluoride, and trifluoroethylene. The anti-Markovnikov ori­
entation in these adducts coincides with the extensive 
product studies carried out on additions to fluoroolefins.3 
Moreover, the low temperatures at which these reactions 
are carried out allow an examination of the esr spectrum of 
the primary adduct with minimal interference from higher 
telomeric species.

Esr studies provide a unique insight into the structure 
and conformation of these adduct radicals. Thus, the mag­
nitudes of the «-fluorine splittings in all of the adducts I-  
III to vinyl fluoride are in the range of 60 G observed for 
the hydrocarbon analog, CH3CHF.11 Similarly, the split­
tings due to the pair of equivalent a fluorines in the ad­
ducts VII to vinylidene fluoride fall in the neighborhood of

,C — CH2X
F i

F
VII

X = H, OR, SR SiR3

90 G found in CH3CF2.11 The pyramidal configurations of 
the radical centers at Ca in CH3CHF and CH3CF2 were dis­
cussed in the foregoing study,4 and they also undoubtedly 
apply to the fluoroolefin adducts, judging from the similar
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Figure 4. Esr spectrum of the adduct radical IV resulting from the reaction of triethylsilyl radical with trifluoroethylene at —47°.

-15° a *

-31° k .

! I ! i l l  i l l  I I I 111111 ! 11111 1111

-1 2 7 °

Figure 5. High-field and central rhultiplets of the esr spectrum of the 
adduct radical CICH2CF2 resulting from the addition of chlorine atom 
to vinylldene fluoride: (a) at —15°, (b) at —31°, and (c) at —127° in 
cyclopropane solutions. Stick diagram below each experimental 
spectrum based on esr parameters in Table IV showing selective 
line broadening (horizontal bars) due to (a) in-phase modulation of 
the /?-proton triplet and (c) dipolar broadening due to F anisotropy.

values of aaf and aah. Furthermore, all of the spectra of 
adducts VII like that of CH3CF2 show dipolar broadening 
of the lines due to the modulation of the a-fluorine aniso­
tropic hyperfine tensor by rotational Brownian motion.4 
The partial spectrum of the triethylsilyl adduct shown in 
Figure 6 is a relevant example, in which the MiF = ±1 lines 
(outer multiplet) and the low-field component of the sec­
ond-order splitting in the M iF = 0 multiplet are broadened. 
The same dipolar broadening is also observed in the chlo­
rine adduct V to vinylidene fluoride at —127° as shown in 
Figure 5c.

Conformations of the Adducts to Fluoroolefins. The ad­
dition of heteroatom centers to Cp of vinyl fluoride and 
vinylidene fluoride affords adducts which can exist in sev­
eral conformations about the C^-Cg bond. In alkyl radi­
cals, the conformation about the Ca-Cp bond has been de­
duced from the magnitude of the /3-proton splitting and its 
temperature dependence.6 If d describes the dihedral angle

CENTER OF SPECTRUM

Figure 6. Low-field half of the esr spectrum of the adduct radical 
Et3SiCH2CF2 from the reaction of triethylsilyl radical with vinylidene 
fluoride at —57° showing the selective line broadening due to the 
anisotropies of the fluorine hyperfine te n s o rs .

TABLE IV: Esr P aram eters for C hlorine A tom  
A dd ucts to  F lu oroolefins“

R adical

C1CH2CF2
c i c f 2c f 2

H yperfine sp litting , G

T , "C <g> V  °(3 F  ap s  a Cl

-4 8  2.00501 83.59 2.04 8.41
-9 7  2.00461 b 1.09 3.93

° In  cyclopropane solutions containing HC1, d i-ferf-butyl peroxide, and 
fluoroolefin. M ,F i t  1 lines broadened beyond detection  due to  dipolar 
broadening; a t  higher tem pera tu res te trafluoroethy lene polym erized.

between the d-CH bond and the p orbital at the radical 
center at C„, then the instantaneous hyperfine splitting for 
the d proton is given by

a«H = A  + B cos2 6 (10)
where A and B are constants. Alkyl radicals with ¡3 hetero­
atoms such as R2C-CH2Y (R = H, CH3) exist in essentially 
two stable conformations VIII and IX which can be de­
scribed as symmetric and unsymmetric, respectively.6-12

The value of the hyperfine splitting for the pair of 13 pro­
tons in species such as /3-methoxyethyl radical (R = H, Y = 
OCH3), which exists in conformations IX is typically 25-30 
G and shows a negative temperature coefficient. On the 
other hand, anp for radicals such as d-thiylethyl (R = H, Y 
= CH3S) which exists in a stable conformation VIII is in 
the range of 15-18 G ar.d has a positive temperature de­
pendence. Radicals in conformation VIII place the heteroa­
tom Y directly behind the p orbital at the radical center
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X l la 6 X l lb 6
X “ X I6 ---------------------------------------------

<£HCcH  =  180° «£H C „F  =  119° -ÿ F C a F  =  106°

TABLE V: Proton Hyperfine Splittings for the
Sym m etric Conform ations of Fluoroethyl Radicals
by the INDO M ethod

% ,  “  5 3 -5  G  H i

H — ( ¿ ) — H  

h2 h 3

( 5 2 3  G) H ,

X
H ,  H ,

( 3 7 .2 G )  H i

h 2 h 3

(1 9 .3  G  ) H ,

x .
F y ^ - V F  

H .  H j

11.1  13.6

0 H 2I  =  14.7 G 12.4 2 .9 12.0
V s  Sa, (/SH) =  27 .6 25.7 14.3 14.4
Exptl =  26.8 24.5 14.0 14.0

a F rom  re f  15. b F rom  re f  11.

and optimally located to interact with it. The extent to
which a “bridging” of Y between Ca and 0 , 9 occurs in VIII

is reflected in values of afln lower than 15 G, and barriers to 
hindered rotation about the Ca-C^ bond in excess of about 
1 kcal mol“ 1 .12’13 Bridging in this context has been dis­
cussed in radicals having ft heteroatoms such as Cl, S, Sn,
and P .6-13-14

The formulation given above cannot be applied directly 
to the ff-fluorinated analogs, since there are significant dif­
ferences in the configurations at the radical sites. In order 
to evaluate the values of expected for the conformation 
VII in these «-fluorinated radicals, we employed the INDO 
method to calculate each value of aH,3 in the stable confor­
mations XI and XII of CH3CHF and CH3CF2, respectively, 
after optimizing the parameters to the experimental 
values.11 The individual /3-proton hyperfine splittings are 
listed in Table V, together with those of the ethyl radical 
X .15

The results in Table V show that the hyperfine splittings 
for Hj located at 6 = 0° and for H2,3 located at 8 = ±120° 
decrease with increasing «-fluorine substitution, and the 
effect is most pronounced with «.«-difluoro substitution. 
This decrease in aflH with an increasing pyramidal configu­
ration at the radical site reflects a decreased hyperconjuga- 
tive interaction4 between the half-filled hybrid orbital on , 
the a carbon and the /3-CH bonds.

A ft substitution of a heteroatom Y without distortion 
into conformations X, XI, and XII, thus, would result in 
radicals with characteristic values for the d-proton split­
tings. There are, however, some ambiguities associated 
with the assignments of conformations in radicals with py­
ramidal centers. For example, in the adducts to vinylidene 
fluoride there are two eclipsed conformations XHIa and 
XHIb, in which the /3-proton splittings should be 2.9 and

Y Y

2.9 G 12.0 G
XHIa XHIb

12.0 G, respectively, on the basis of the INDO results 
shown in Table V.

Indeed, the esr parameters of the adducts to vinylidene

fluoride listed in Tables I-IV fall into two classes. The ad­
ducts in which Y is hydrogen, trifluoromethoxy, and trieth- 
ylsilyl have values of the /3-proton splittings of 14.0, 12.1, 
and 10.9 G, respectively. On the other hand, where Y is 
methylthiyl or chlorine the value of the /3-proton splitting 
is significantly smaller, being 4.3 and 2.0 G, respectively.

On a simplistic analysis based only on the observed ft- 
proton splittings, it would be attractive to assign the stable 
conformation of the chloro and sulfur adducts of vinylidene 
fluoride to conformation XHIa, and that of the other ana­
logs to XHIb. However, threefold potential functions gov­
erning internal'rotation about the C-C bond were deduced 
for both CH3CF211 (with a barrier height of about 2.2 kcal 
m oF 1) and for CF3CF216 (with a barrier height of about 2.9 
kcal mol-1) with minimia corresponding to the staggered 
conformation (cf. X lla) and maxima corresponding to the 
eclipsed configuration {cf. Xllb) in which the a fluorines 
eclipse two ft hydrogens or two ft fluorines, respectively. 
Such eclipsing is, therefore, endoenergetic for approxi­
mately tetrahedral geometries at both the a and ft carbons. 
The situation is not unlike that prevailing in ethane and 
perfluoroethane where similar barriers to internal rotation 
of the order of 3 kcal mol- 1  exist with minima for the 
gauche conformations. It would, therefore, seem that con­
figuration XHIb without substantial distortion at the ft car­
bon could not arise unless the interaction between the ft he­
teroatom and the half-filled orbital is sufficiently exoener- 
getic to overcome the unfavorable eclipsing of the a fluo­
rines with the ft hydrogens. Furthermore, it should be 
borne in mind that the calculations of Table V refer to an 
idealized rigid structure. In reality, however, there will be 
torsional motions the effect of which will be to add a posi­
tive contribution to the /3-proton splitting.6-12 This torsion­
al motion may also be coupled with the inversion at the 
radical site complicating the internal dynamics even fur­
ther.

Bearing in mind these considerations we favor configura­
tion XHIa as the most stable conformation for all these ad­
ducts of vinylidene fluoride. The larger couplings to the ft 
protons for Y = H, CF3O, and RaSi would then be a conse­
quence of torsional motions of larger amplitudes compared 
to Y = Cl and RS. The latter may well be partially bridged, 
as was deduced for the CH2CH2C1 and CH2CH2SR, but the 
evidence in hand cannot be interpreted as readily because 
of the complications brought about by the pyramidal na­
ture of the a carbon. It should be noted, however, that the 
adducts of RS- to vinyl and vinylidene fluorides, in contrast 
to their nonfluorinated analogs, give rise to resolved hyper­
fine interaction with the <5 protons on the alkylmercapto 
groups (Table II). These appreciable long-range couplings 
might result from enhanced partial bridging in the 
RSCH2CF2 radicals compared to their nonfluorinated an­
alogs.

A previous study13 showed that chlorine bridging in a se­
ries of /3-chloroethyl radicals increased with methyl substit­
uents. The unusually small value of the 35C1 splittings in 
C1CH2CF2, however, cannot be used directly to evaluate 
the extent of chlorine bridging in these radicals, since the 
configurations at Ca are pyramidal, unlike the planar con­
figuration at C„ in the hydrocarbon analogs. The change to 
a pyramidal configuration at the radical center is sufficient, 
by itself, to significantly lower the 35C1 hyperfine splitting 
due to decreased hyperconjugative (and homoconjugative) 
interaction of the ft chlorine,14® as discussed earlier with re­
gard to the ft proton (in Table V).
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The absence of any temperature-dependent line width 
effect involving the /3 methylene triplets in CF3OCH2CF2, 
R3SiCH2CF2, and RSCH2CF2 suggests the presence of only 
one distinct conformer which we believe to be represented 
by XHIa rather than XHIb for the reasons discussed above. 
Scrutiny of the esr spectra of CICH2CF2 at higher tempera­
tures, however, reveals a selective broadening affecting the 
/3-proton triplets of a kind expected if a second, distinct 
conformer with a pair of equivalent /3 protons became ap­
preciably populated at these temperatures. Thus, in Figure 
5a the partial spectrum (with its “stick” diagram) at —15° 
shows the MiF = + 1  multiplet, in which only the MiH = ± 1  
lines of the /3-proton triplet are broadened. The alternation 
of line widths in the spectrum at —15° is associated with 
in-phase modulation of the /3-proton hyperfine splitting. 
The modulation diagram below shows that if the two /3 pro-

, 1
conformation A I I I

/  i ''A and B exchange —  I J—
/ ! '

i i \
conformation B i,| j jj

- 1  0 + 1  M ,«

(horizontal bar represents broadened lines) 
tons have hfs which are instantaneously equivalent at all 
times, but modulated between two limiting values the line 
widths would be proportional to (MH).2b’17 The latter 
would lead to selective broadening of only the “outer” pair 
of lines of the triplet corresponding to the /3 protons as in­
dicated by the horizontal lines in the modulation diagram 
and the “stick” spectrum in Figure 5a.

A dynamic process in which the /3 protons are exchanged 
in a pairwise manner between XIVa and XIVb is given in 
eq 11. Thus, it would appear that for the /? substituent ex-

Furthermore, a variety of less symmetric conformers, such 
as XVI, become a priori equally likely and cannot be ex-

XVI

eluded from consideration. It may not be surprising, there­
fore, that the esr parameters (particularly the /3-hyperfine 
splittings) listed in Tables I-IV for the vinyl fluoride ad­
ducts form no consistent pattern such as those deduced for 
the vinylidene fluoride adducts or for /3-substituted ethyl 
radicals discussed earlier.6’12-14

E xp erim en tal Section
Materials. Dimethyl disulfide was obtained from Colum­

bia Organic Chemicals and passed over neutral alumina be­
fore use. 2-Fluoropropene and 1,1,1-trifluoropropene were 
obtained from PCR. Ethylene, vinyl fluoride, vinylidene 
fluoride, trifluoroethylene, and tetrafluoroethylene were 
commercial samples from Du Pont Co. Methylene perfluo- 
rocyclobutane was kindly donated by Dr. D. C. England. 
The other chemicals were obtained as described previous­
ly-4

Esr Measurements. The technique for the preparation of 
the samples for irradiation and the esr measurements were 
as described previously.4’6
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R eferen ces and N otes

x rv a  xrvb
pected to lead to the most pronounced partial bridging, 
namely Cl, the less favorable conformation involving the 
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The esr spectra of paramagnetic species formed during the ultraviolet photolysis of various fluorinated ke­
tones are examined directly in the cavity of the spectrometer. The production of fluoroalkyl radicals by 
Norrish type I photocleavage is observed in inert solvents. The fluoroalkyl and fluoroaeyl radicals pro­
duced in the primary photochemical process add to the oxygen atom of the fluoroketones forming a-alk- 
oxy- and a-acyloxyfluoroalkyl radicals. Fluoroaeyl radicals have been detected by hydrogen atom abstrac­
tion from fluoroaldehydes. In cyclopropane solutions, a-hydroxyfluoroalkyl radicals resulting from hydro­
gen transfer from the solvent to the photoexcited ketone are observed, and their identity is verified by gen­
erating them by an independent procedure from the corresponding fluoroalcohol. The susceptibility of 
fluoroketones to addition of other radicals is also probed by the examination of the esr spectra of various 
adducts with silyl radicals. Addition of silyl radicals to sterically crowded perfiuoroketones produces fluo­
roalkyl radicals of unusual stability. The esr spectrum of the carbonyl fluoride adduct Et3SiOCF2 like 
other a,a-difluoroalkyl radicals shows a pronounced line width effect due to dipolar broadening, which is 
simulated by the relaxation matrix method assuming a correlation time in the region of 10 ~u  sec for the 
tumbling motion of the free radical in solution.

Introduction
The irradiation of the n-ir* band of ketones leads to a 

rich array of photochemical reactions including homolysis 
of the acyl carbon bonds and intramolecular and intermo- 
lecular hydrogen atom transfer reactions.2a_d
ty p e  I R C O R ' — ► RCO + R ' (1)

O OH
II I

type  H RCCH2CH2CH2R ' — ► RCCH2CH2C H R ', e tc .  (2)

OH

a b s tra c t io n  RCOR + SH — *• RC R + S (3)

A variety of free-radical intermediates formed by such pro­
cesses have been observed by esr techniques.2e,f

Perfiuoroketones represent an interesting class of com­
pounds with an exceptionally electron-deficient carbonyl 
function.3’4 Their photochemical behavior has not been in­
vestigated as thoroughly as that of their hydrocarbon ana­
logs, and there is uncertainty concerning the chemical pro­
cesses following photoexcitation. Chemical studies indicate 
that the ultraviolet irradiation of hexafluoroacetone (HFA) 
in the gas phase affords principally carbon monoxide and 
porfluoroethane as the recombination product of two triflu-

C F 3CO C F3 [C F 3CO C F 3] — ► 2 C F 3 + CO (4)

oromethyl radicals.5 The latter have been detected by esr 
as stabilized adsorbed species following the photolysis of 
HFA on zeolites at 77° K.6 In one gas-phase study,7 how­
ever, significant amounts of perfluoro-ieri-butyl methyl 
ether were also found, particularly at higher vapor pres­
sures, in addition to carbon monoxide and perfluoroethane. 
A reversible addition of the trifluoromethyl radicals to the 
oxygen atom of an HFA molecule was postulated followed 
by the coupling of the resulting a-trifluoromethoxy radical

I with another trifluoromethyl radical to yield the perfluoro 
ether. Although this finding has been questioned,50 it is in

C F 3 +  C F jC O C F j (C F3)2C O C F3 (5)

I

(C F3)2C O C F3 +  c f 3 — * (C F3)3C O C F3 (6)

harmony with the results of a recent investigation which 
shows that this perfluoro ether is in fact the major product 
(50-70% yield) obtained after prolonged exposure of liquid 
HFA to ultraviolet light.8

The role and stability of trifluoroacetyl radicals during 
photolysis of HFA is also controversial. The notable ab­
sence of hexafluorobiacetyl among the products of photoly­
sis has been taken to imply a direct dissociation of HFA 
into carbon monoxide and two trifluoromethyl radicals, or 
the kinetically equivalent formation of a “hot” trifluoroa­
cetyl radical which dissociates spontaneously by virtue of 
its excess energy.5b The sole chemical indication extant so 
far of a stepwise decomposition consists in the observation 
of trifluoroacetyl halides from the photolysis of HFA in the 
presence of bromine or chlorine,9 but it has been given al­
ternative explanations. 3a’5b

Chemical studies have also shown that HFA enters into a 
rich array of reactions via addition of various radicals to 
both the carbon and oxygen atoms of the carbonyl 
group.3,10’11 The radical reactions of other perfluoro ke­
tones have received much less attention so far. In this 
study, we examined the esr spectra of several types of fluo­
rinated radical species in order to describe the paramagnet­
ic intermediates in the photolysis of fluoroketones. The 
pertinent points we wish to describe are (a) radicals formed 
by uv photolysis of fluoroketones in inert fluorocarbon sol­
vents with particular emphasis on hexafluoroacetone, (b) 
perfluoroacyl radicals obtained by hydrogen atom abstrac-
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Figure 1. Esr spectra obtained during ultraviolet irradiation of hexafluoroacetone in dichlorodifluoromethane at —30° and in perfluoro-1,2-di- 
methylcyclobutane at +50°. The groups cf lines denoted with asterisks are shown on an expanded scale in the inserts. The major septet 
spectrum belongs to (CF3)2COCF3 . The lines denoted with arrows are the M t = ± 1/2 lines of the CF3 radical. The proton nmr field markers are 
in kHz.

tion from perfluoroaldehydes, (c) a-hydroxyfluoroalkyl 
radicals derived by intermolecular photoreduction of fluo- 
roketones as well as by independent methods, and (d) 
species formed by addition of silyl radicals to the electron- 
deficient carbonyl functions.

R esu lts and D iscussion

I. Photolysis of Fluoroketones in Inert Solvents. A. Pho­
tolysis of Hexafluoroacetone (HFA). Ultraviolet irradia­
tion of a dilute solution of HFA in dichlorodifluoromethane 
(1 :10  v/v) at —30° affords, at low microwave power levels 
and low modulation amplitudes, the esr spectrum shown in 
Figure la  which indicates the presence of three radical 
species: (a) the trifluoromethyl radical12-14 (only the M iF = 
±% lines, denoted by arrows, are shown in Figure la), (b) a 
radical II giving rise to a septet spectrum (a = 18.74 G) 
with partially resolved second-order splittings, and (c) a 
third radical species III in lower concentration with a 
slightly larger septet splitting (19.30 G) and a small quartet 
splitting (0.84 G, see insets in Figure la). The same com­
posite spectrum is obtained under similar conditions using 
a variety of inert fluorinated solvents such as 1 ,2-dichloro- 
tetrafluoroethane, perfluorocyclobutane, and perfluoro-
1 ,2-dimethylcyclobutane. The relative concentrations of 
the last two species are temperature dependent, with 
species III becoming less important at higher temperatures. 
Thus, photolysis of HFA in perfluoro-l,2-dimethylcyclobu- 
tane at +50° gives only the spectra of CF3 and of species II 
(Figure lb). The major septet spectrum is not affected by 
any selective line broadening effects down to —120 °.

Attempts to identify the esr spectrum of the trifluoroa- 
cetyl radical during the photolysis of HFA gave ambiguous 
results. Paul and Fischer2e had shown earlier that the esr 
spectra of acyl radicals can be observed during the photoly­
sis of alkyl ketones at high microwave powers. Photolysis of

HFA in various fluorinated solvents over a wide tempera­
ture range under conditions of high microwave power 
brings out additional broad lines which form a complex 
pattern and decay slowly upon shuttering the light. These 
lines cannot be attributed to the trifluoroacetyl radical, 
since they do not coincide with the esr spectrum of CF3CO 
generated at low temperatures by hydrogen abstraction 
from trifluoroacetaldehyde (vide infra). Since the trifluo­
roacetyl radical is highly unstable, the observation of CF3 is 
not inconsistent with a stepwise decomposition of HFA by 
type I cleavage.

hv • .
C F 3C O C F3 —  C F 3CO + C F 3 (7)

C F 3CO — *- C F S + CO (8)

The unambiguous identification of radicals II and III 
poses several problems. The known propensity of HFA to 
enter into radical addition reactions10’11 suggests that these 
species should be formed by addition of a radical X to the 
carbonyl function as shown in eq 9 and 10. Fluoroalkoxy 
radicals IV, resulting from the addition of X- to carbon, can

CFoCO CF, + X

o-
(C F3)2CX

IV

(9)

(C F3)2C — OX (10)

V

almost certainly be excluded from consideration since the 
large g tensor anisotropy expected for such radicals is in­
consistent with the unusually narrow line widths observed 
for radicals II and III (AH  = 0.18 G for III at —30°). In­
deed, it is doubtful that reactive alkoxy radicals can be de­
tected in solution.15 Esr studies cannot, therefore, evaluate
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TABLE I: Esr Parameters o f a-Hydroxy- and a-Fluoroalkoxyfiuoroalkyl Radicals in  Solution

Radical T, °C (O) Proton and fluorine isotropic coupling constants, G

CH.OH“ - 5 0 2.00336 a-H: 17.84 OH: 1.75
CH3CH(OH)“ - 3 3 2.00321 CH3: 22.27 a-H: 15.50 OH: 0 .98
(CH3)2C0H« 26 2.00317 CH3: 19.66 OH: 0 .70
(CH3)2COH* - 2 3 2.00309 19.57 OH: 0 .0
CF3C H (O H )a - 4 4 CFS: 29.82 a-H: 19.52 OH: 1.20
CF3C(CH 3)OH'> - 4 0 CFa: 29.43 CH3: 21.22 OH: c
CF3C(CH 3)OH a -1 0 9 29.00 21.38
(CF3)2COH'i - 1 3 CFa: 23.15 OH: 1.16
(CF3)2COHli - 5 5 2.00284 CF3: 23.94 OH: 1 .72
(CF3)2COH'¡ -1 3 0 (CF3)a: 26.49 (CF3)b: 22.28 (CF3)ov: 24.39 OH: 2 .41
(CF3),COCH(CF3) / - 3 6 «-CF,: 20.3 7 -CF3: 2 .2
(CF3CF2),COIT - 4 0 CF2: 30.74 CF3: 3.68 OH: 1.15
(CF3)2CFC(CF3)OH« - 3 5 CF: 16.78 a-CF3: 26.70 ß-CF3: 2.61 OH: c
(CF3)2COCF34 50 a-CF3: 18.81 ß-CF3: c
(CF3)2COCF34 - 4 2 2.00257 a-CF3: 18.74 ß-CF3: c
(CF3)2C 0 2CCF+ - 4 2 a-CF3: 19.30 'y-CPgi 0 .84
(CF3)2C 0 2CCH3 — 4S a-CF>: 21.23
(CF3CF2)2COCF2CF3li - 7 0 a-CF2: 24.00 ß-CF3: 3.20 OCF2CF3: 0. 6 '
(n-Bu)3SiCF2CF(OCF3) - 2 1 2.00397 a-CFs: 12.23 a-F: 91.2 OCF3: c
(n-Bu)3SiCF2CF(OCF2CF3) - 1 0 a-CF¡: 12.4 a-F: 89.9 OCF2CF3: 0.5'
CF3CF2» - 1 0 2.00386 CF3: 11.43 a-F: 87.7
(CF3)2CF +  30 2.00321a CF3: 19.75 a-F: 70.48
(CF3)2CH‘ -1 1 3 2 .0 0 2 2 1 CF3: 22.64 a-H: 24.61
c f 3c h 2- -1 1 3 2.00234 CF3: 29.61 a-H: 23.77
(CF3)3C> - 6 0 2.0015 CF3: 17.9
(CF3)2C -0 -* 25 2.00397 CFS: 34.7

° From  R. Livingston and H. Zeldes, J . Chem. Phys., 44, 1245 (1966). In  aqueoua solution. b In  alcohol as solvent. c Unresolved. d In  d ichlorodifluorom ethane. 
e In  cyclopropane. ‘ N early equivalent C F 3 and  C F 3 fluorines (sextet). ° F rom  ref 13. A C orrected for second-order shifts and  for nm r probe placem ent. 1 F rom  
re f 14. 1 F rom  ref 20. k F rom  E . G. Janzen and J . L. Gerlock, J . Phys. Chem., 71, 4577 (1967).

the importance of such additions in the radical reactions of 
fluoroketones. Radical addition to oxygen to afford a-oxy- 
perfluoroalkyl radicals V, on the other hand, is plausible. 
Indeed, the available evidence strongly supports the as­
signment of the major septet spectrum of Figure 1 to the 
a-trifluoromethoxyhexafluoroisopropyl radical V' (X = 
CF3, eq 10).15a The weaker spectrum consisting of a septet- 
of-quartets is attributed to the a-trifluoroacetoxyhexafluo- 
roisopropyl radical V" (X = CF3CO, eq 10).

(C F3)2C — O C F 3 (C F3)2C — o 2c c f 3

V ' V "

The formation of the ether radical V' is in harmony with 
the chemical studies of Gordon7 and Resnick,8 since it is 
the direct precursor of perfluoro-ierf-butyl methyl ether 
(eq 6) found by these authors among the products of pho­
tolysis of HFA at high vapor pressures and in the liquid 
phase, respectively. The septet hyperfine structure (Figure
1) is due to the six equivalent /3 fluorines. Their coupling 
constant (A,^F = 18.74 G) compares remarkably well with 
the /?-fluorine coupling in the perfluoroisopropyl radical 
(19.75 G, Table I). The latter represents the proper com­
parison since a-fluoro and a-alkoxy groups exert similar 
out-of-plane bending influences on the trigonal carbon 
atom by virtue of the destabilizing interaction between the 
lone pairs of electrons on fluorine or oxygen and the adja­
cent half-filled p orbital on carbon.14’16 The most remark­
able feature of the spectrum of species V', however, is the 
absence of any resolvable fluorine hyperfine structure due 
to the CF30  group. For comparison, the methyl protons in 
methoxymethyl radical, CH2OCH3, give rise to a splitting 
of about 2 G,17 and one would assume that the analogous

fluorine atoms would give rise to a comparable or larger in­
teraction. We sought to confirm this unexpected effect by 
examining other a-perfluoroalkoxyalkyl radicals.

Indeed, the spectrum of radical VI, obtained by photoly­
sis of a mixture of perfluorovinyl methyl ether, tri(n-but- 
yl)silane, and di-terf-butyl peroxide in cyclopropane,18 is 
also devoid of any resolvable structure (AH  = 0.70 G) due 
to the ethereal CF3 fluorines. The spectrum of radical VI (g 
= 2.00397, corrected for second-order effects) at —25° con-

(CH3)3COOC(CH3)3 2(CH3)3CO- 

(CH3)3CO- +  (w-Bu)3 SiH — ► (M-Bu)3Si- + (CH3)3COH 

(w-Bu)3Si- + C F 2= C F — O C F 3 — -

(w-Bu)3S iC F 2— C— O C F 3 (11)

F
VI

sists of a large doublet due to the a fluorine (91.20 G) fur­
ther split into triplets by the two d fluorines (12.23 G). The 
magnitude of the doublet compares well with the a-fluorine 
coupling in CF3CF2 (87.3 G), again demonstrating that 
-CFOR and — CF2 fragments have similar geometries at the 
radical sites. Analogous a-fluorine couplings in the region 
of 90 G have also been observed for a series of radicals VII 
formed by radical addition to perfluoroacyl fluorides.19 The

O
II

R f C F + X — ► R FC— OX X =  R f , S iR 3 (12) 

F

VII
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triplets associated with the (3 protons in VI display a pro­
nounced broadening of the central lines (Mi = 0 lines) 
below -40°, indicating hindered rotation about the Ca-Cp 
bond. This effect is also common for radicals such as VII 
and must be attributed to the strong pyramidality of a 
-CFOR radical site.14

The radical analogous to VI from perfluorovinyl ethyl 
ether and tri(«-butyl)silane (aaF = 89.9 G; a/sF = 12.4 G, T 
= —10 °) is also interesting in that each line of the basic 
doublet-of-triplets is further split into an apparent sextet 
of 0.5 G. Thus, while the fluorines of an a-trifluoromethoxy 
groups in a fluoroalkyl radical give no resolvable hyperfine 
structure, the CF2 fluorines of an a-pentafluoroethoxy 
group give a small splitting of nearly the same magnitude 
as the splitting of the CF3 fluorines one carbon atom fur­
ther removed from the radical site.

This observation is confirmed by additional experiments 
which also demonstrate the ready addition of perfluoroalk- 
yl radicals to the oxygen atom of HFA. Photolysis of a solu­
tion of HFA and perfluoropropionyl peroxide in l,2-bis(tri- 
fluoromethyl)perfluorocyclobutane at room temperature 
leads to a spectrum consisting of at least four species. The 
CF3 and CF3CF213’20 radicals can be immediately recog­
nized. The remaining two species, ir. comparable concen­
trations, give rise to overlapping septets of very similar 
splitting. Slow scans under conditions of low microwave 
power and modulation reveal that one septet has no addi­
tional resolved structure and is identical with the major 
septet of Figure 1, while the second septet is further split 
into apparent sextets of 0.7 G. This septet of small sextets 
must belong to the adduct VIII of a perfluoroethyl radical 
to the oxygen of HFA in which the five OCF2CF3 fluorines 
are again almost equally coupled to the unpaired electron 
despite their different positions. These small couplings to

O O
II II

CFjCFjCO—  OCCFjCFj 2CF3CF2 + 2C 02

CF3COCF3 + CF3CF2 — - (CF3)2C —  OCF2CF3 (13)

VIII

CF3COCF3 + CFS — *■  (CF3)COCF3

V '

ethereal fluorines adjacent to the a-oxygen atom are sur­
prising not only in view of the much larger coupling of the 
analogous ethereal protons, as was pointed out above, but 
also in comparison with radicals such as CF3OCH2CH2,18 in 
which the fluorine splitting is 2.0 G despite the trifluoro- 
methyl groups being one carbon further removed from the 
radical center. To add to the complexity of the situation, 
the radical (CFshCOCHiCF;^, obtained by hydrogen re­
moval from bis(hexafluoroisopropyl) ether with ferf-bu- 
toxy radicals in cyclopropane, shows no indication of a 
splitting by the ethereal proton. Its spectrum consists of a 
large septet of 20.3 G (o-CF3 fluorines) further splitting 
into small septets of 2.2 G by six equivalent <5 fluorines. 
Clearly, much remains to be learned about long-range fluo­
rine hyperfine interactions.

The trend displayed by the g factors for the series of rad­
icals listed below (Table I) provides some insight into the 
possible causes for the small unresolvable hyperfine inter-

CH2OH CH3CH(OH) (CH3)2COH (CF3)2COH (CF3)2COCF3 
(2.00336) (2.00321) (2.00309) (2.00284) (2.00257)

Figure 2. Esr spectrum of the (CF3)2COH radical (0°) obtained by 
photolysis of a dichlorodifluoromethane solution containing hexafluo- 
roacetone and trifluoroacetaldehyde. The lines denoted with arrows 
belong to the CF3 radical.

action to the OCF3 fluorines in (CF3)2COCF3. The smooth 
decrease in the g factors, from the highest value of 2.00336 
for the hydroxymethyl radical to the lowest value of 
2.00257 for the (CF3)2COCF3 radical, indicates a steadily 
decreasing spin density on oxygen in this series. The latter 
is the major source for the increase in the g factors for a- 
hydroxyalkyl radicals over the values typical for alkyl radi­
cals (2.0022-2.0026). Since the hyperfine interaction to the 
freely rotating CH3 protons in CH2OCH3 is determined by 
the spin density on oxygen through the combined effects of 
hyperconjugation and spin polarization, it is perhaps not 
surprising that the interaction to the ethereal CF3 fluorines 
in (CF3)2COCF3 will be small if the spin density on oxygen 
is greatly reduced as evidenced by the unusually low g fac­
tor for this radical. Another interesting deduction can be 
made by comparing the hydroxylic proton splittings for 
(CH3)2COH and (CF3)2COH (Table I). The small magni­
tudes of these splittings implies a more or less planar struc­
ture.17 However, this splitting for the (CH3)2COH radical 
must be positive, judging by the positive temperature coef­
ficient of its absolute value (Table I), while the correspond­
ing coupling in (CF3)2COH must be negative since the 
temperature coefficient of its absolute value is negative in 
Table I (cf. ref 17).

The identification of the minor radical species in the 
photolysis of HFA as radical V" is less certain. Our direct 
attempts to prove the structure of V" have been unsuccess-

CF3CO + CF3COCF3 —  (CF3)2C— o 2c c f 3 (14)

V "
ful as yet. Thus, hydrogen atom abstraction from hexafluo- 
roisopropyl trifluoroacetate (eq 15), under conditions well 
established to generate iert-butoxy or trifluoromethoxy 
radicals, afforded no esr spectrum of V". Part of the diffi­
culty is due to absorption of irradiation by the ester, even 
in dilute solutions.

O
I K'O*

(CF3)2CHOCCF3 — *►
o

(CF3)2C —  OCCF3 + R'OH R' =  Bu‘, CF3 (15) 

V"
Another approach also failed to provide support for V" 

but led to interesting information. It was hoped that pho­
tolysis of HFA in the presence of trifluoroacetaldehyde, 
which produces the trifluoroacetyl radical by loss of the hy­
drogen atom (vide infra), would lead to an enhanced spec­
trum of V". The spectrum of Figure 2, obtained by photoly-
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Figure 3. Esr spectrum obtained by photolysis of a mixture of hexa- 
fluoroacetone and acetaldehyde in a cyclopropane solution at —48°. 
Two radical species are present: the (CF3)2COCOCH3 radical (sep­
tet*) and the (CF3)2COH radical (septet-of-doublets).

sis of these substances in dichlorodifluoromethane at 0°, 
however, shows only the presence of the trifluoromethyl 
radical, produced by decarbonylation of the trifluoroacetyl 
radical, and of the hydroxyhexafluoroisopropyl radical IX 
clearly produced by photoreduction of HFA. Raising the
[C F3C O C F3]* + C F j —  CHO —

(C F3)2C — OH +  C F3CO (16)

IX

CF3CO — ► CF3 + CO

temperature to 25° causes the appearance of an additional 
septet (18.81 G) identical with that of Figure 1 , indicating 
that at higher temperatures radical V' is also formed in suf­
ficient concentration for detection. Lowering the tempera­
ture steadily decreases the importance of the CF3 radical 
and produces alternating line shape effects in the spectrum 
of (CF3)2COH symptomatic of hindered rotation of the OH 
fragment.17 At —140°, this rotation is slow on the esr time 
scale and the two CF3 groups appear inequivalent (o iCF3 =
26.49 G, a 2CF3 = 22.28 G, a H = 2.41 G) indicating a more or 
less planar equilibrium structure X. This effect will be de-

H ^ C F 3(2)
T>— C v'

x :f 3(i )

x
scribed fully in another context.21 The magnitudes of the 
fluorine and proton coupling constants are also notably 
temperature dependent. At the lowest temperature 
(—140°) and under conditions of high microwave power, 
the trifluoroacetyl radical can also be detected (vide infra). 
These experiments again underscore the low activation en­
ergy for decarbonylation of the trifluoroacetyl radical. Fur­
thermore, the appearance of minor amounts of V' only at 
relatively high temperatures is consistent with its formula­
tion as (CF3)2COCF3 rather than (CF3)2C -0 2CCF3, since 
the steady-state concentration of CF3 increases with tem­
perature within the range studied while the concentration 
of CF3CO decreases. The failure to observe V' and V" at 
lower temperatures is attributed to the high reactivity of 
the aldehydic proton toward abstraction and thus promot­
ing an efficient radical chain reaction.

The adduct of acetyl radicals to HFA, however, can be 
observed together with (CF3)2COH in the photolysis of a 
mixture of HFA and acetaldehyde in Freon 12  or cyclopro­
pane (Figure 3). The septet of doublets is readily assigned 
to (CF3)2COH. The broader septet lines (starred, a F = 
21.23 G) are associated with the acetyl adduct

Figure 4. Esr spectra recorded during photolysis of perfluoroethyl 
ketone in dichlorodifluoromethane: (A) —30°, wide scan at relatively 
high microwave power showing the perfluoroethyl radical (note the 
unencumbered outer quartets) and radical XIII, (B) —70°, radical XIII 
at low microwave power and low modulation amplitude (expanded 
scale) showing selective line broadening.

(CF3)2G02CCH3 in eq 17 (R = CH3). Indeed, chemical 
studies11 have shown that 1:1 adducts XI can be isolated in 
high yields during the free-radical chain reaction of al­
dehydes and hexafluoroacetone, e.g.

C F3C O C F3 +  RCHO Perox

H O

(C F 3)2COCR XI

R

(C F 3)2COH XII

In addition, carbon monoxide and tertiary alcohols XII are 
formed. The structures of XI and XII suggest that acyl rad­
icals as intermediates add to the perfluoroketones at the 
oxygen terminus, whereas alkyl radicals resulting from de-

RCO +  C F3C O C F3 — ► (C F3)2C 0 2CR (17)

(CF3)2C 02CR + RCHO — ► XI + RCO (18)

RCO —*■ R* + CO (19)

R* + (CF3)2C = 0  (CF3)2(R)CO* (20)

(CF3)2(R)CO* + RCHO — *- XII + RCO, etc. (21)

carbonylation add to carbon. The quantitative delineation 
of these processes is made difficult by the reversibility in 
the latter instance. The ready observation of the acetyl ad­
duct contrasts with our inability to observe the trifluoroa­
cetyl adduct under similar conditions. One of the factors 
responsible for the contrasting behavior is no doubt ascri-
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bable to the longer lifetime of the acetyl radical prior to de­
carboxylation compared to the trifluoroacetyl radical.

B. Photolysis of Higher Fluoroketones. Type I cleavage 
(eq 1 ) followed by addition of the resulting fluoroalkyl rad­
ical to the carbonyl oxygen appears to be a general se­
quence of events in the photochemistry of fluoroketones in 
inert fluorocarbon solvents. Photolysis of a dilute solution 
of perfluoroethyl ketone in dichlorodifluoromethane (1 :10  
v/v) at -3 0 °  leads to the spectrum of Figure 4A in which 
two radical species are apparent: the CF3CF2 radical, recog­
nized by the outer quartets and by their separation, and a 
second species giving rise to a quintet of small septets. The 
latter spectrum can be recorded without interference from 
the CF3CF2 radical using low microwave powers, low modu­
lation amplitudes, and slow scans. Under these conditions 
the spectrum of this species at -7 0 °  (Figure 4B) reveals 
additional hyperfine structure and the presence of selective 
line broadening affecting the M 1 = ± 1  lines and, to a lesser 
extent, the M 1 = 0 lines of the major quintet. This spec­
trum is assigned to radical XIII resulting from the addition 
of a CF3CF2 radical to the oxygen of perfluoroethyl ketone.

C2F5COC2F5 + CF3CF2 — -  (CF3CF2)2C—  OCF2CF3 (22)
XIII

The quintet structure (24.00 G) is associated with the four 
d fluorines and the septets (3.20 G) with the six equivalent 
7  fluorines. The additional partially resolved hyperfine 
structure (0.6 G) is believed to consist of sextets associated 
with five nearly equivalent OCF2CF3 fluorines. Although 
the wing lines of the sextets are too weak to be clearly dis­
cerned and are also obscured by overlap, this interpretation 
is consistent with similar results for the a-perfluoroethoxy- 
alkyl radicals discussed above. The observed line width ef­
fect affecting the inner lines of major quintet indicates that 
the rotation about the two C„-C,5 bonds is hindered and 
that each a-CF2 group exists in a preferred conformation 
relative to the axis of the central trigonal carbon atom in 
which the two ft fluorines are nonequivalent. Unfortunately 
better quality spectra could not be obtained at sufficiently 
low temperatures to observe the spectrum in the slow ex­
change limit where the four /? fluorines would presumably 
appear nonequivalent in pairs and give rise to a triplet-of- 
triplets spectrum.

Photolysis of a dilute solution of perfluoroisopropyl ke­
tone in perfluoro-l,2 -dimethylcyclobutane at room tem­
perature produces an intense spectrum of the perfluoroiso­
propyl radical20 formed by a type I cleavage (aF(CF3) =
19.75 G, a aF = 70.48 G, g = 2.00321 corrected for second- 
order shift), together with the spectrum of a second radical 
species (Figure 5A) which can be best recorded under con­
ditions of low microwave power (Figure 5B). By analogy 
with the simpler fluoroketones, we believe that this spec­
trum is also associated with an adduct radical such as XIV,

(CF3)2CFCOCF(CF3)2 + (CF3)2CF —

[(CF3)2CF]2C — OCF(CF3)2 (23) 

XIV
although we have been unable to analyze it in detail. A 
doublet splitting of about 20 G, however, is definitely part 
of this spectrum and constitutes the largest splitting, indi­
cating that the two «-perfluoroisopropyl groups cannot be 
conformationally equivalent. Examination of molecular 
models also suggests that these groups should be locked in 
nonequivalent orientations with respect to the axis of the

Figure 5. Esr spectra at high (A) and low microwave power levels (B) 
resulting by photolysis of a dilute solution of perfluoroisopropyl ke­
tone in perfluoro-1,2-dimethylcyclobutane showing the spectra of 
the perfluoroisopropyl radical (doublet-of-septets) and of the adduct 
radical XIV (room temperature).

central trigonal carbon by the steric requirements of the 
bulky CF3 groups. The steric crowding around the carbon 
radical center is also responsible, no doubt, for the unusu­
ally long life of this radical. Additional examples of ex­
traordinarily stable fluoroalkyl radicals with bulky substit­
uents will be mentioned below.

Several asymmetric fluoroketones were also irradiated in 
inert fluorocarbon solvents, and in all cases adduct forma­
tion appeared to be an important radical process attending 
photolysis. Unfortunately, the resulting spectra were com­
plicated by the presence of more than one radical species. 
The occurrence of at least two adducts in the photolysis of 
an asymmetric fluoroketone R f C O R f '  is, of course, expect­
ed since either R f  or R f ', resulting by type I cleavage, can 
add to the oxygen of a ground-state ketone molecule (eq 24 
and 25). Indeed, the superposed spectra are often quite

Rf' \ -
RfC O R / + R f — ► ^ C — ORf (24)

r f

. F \  •
R fCOR f ' + R /  — > C — O R /  (25)

R f

similar with regard to the major splitting pattern which is 
determined by the nature of the fluoroalkyl groups directly 
attached to the central carbon atom. Thus, photolysis of 
(CF3)2CFCOCF3 produces a very intense and complex 
spectrum of two adduct species with very similar hyperfine 
splittings. The major pattern for both species is a quartet 
of doublet of septets (approximately 20, 10, and 3 G, re­
spectively), as required by the structure of the ketone, fur­
ther split by additional small splittings. Under conditions 
of relatively high microwave power, the perfluoroisopropyl 
as well as the trifluoromethyl radicals can also be detected.

An intense spectrum of a relatively stable radical species 
can also be obtained after a short irradiation of a dilute so-
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Figure 6. Esr spectra of the trifluoroacetyl radical (A, —97°) and of 
the perfluoropropionyl radical (B, —135°) obtained by photolysis of 
cyclopropane solutions containing di-ferf-butyl peroxide and trifluo- 
roacetaldehyde and pentafluoropropionaldehyde, respectively.

lution of (CF3)2CHCOCF2CF.3 in dichlorodifluoromethane 
at room temperature. It consists of a well-separated triplet 
of 26.46 G further split into a complex pattern of many 
lines. Interestingly, the central pattern appears with re­
duced amplitude relative to the wing multiplets (selective 
line broadening) indicating a pair of exchanging spins of 
We believe this stable species to be radical XV in which X 
may be the (CF3)2CH or the CF3CF2 group. The triplet is

OX

(c f 3)2ch<|:— c f 2—c f 3

XV
clearly associated with the two /3-CF2 fluorines which un­
dergo exchange between two conformational positions.

We have also briefly examined the photolysis of perfluo- 
rocyclobutanone. This ketone is interesting since previous 
photochemical product studies22 have shown the formation 
of perfluorocyclopropane as well as tetrafluoroethylene. 
Photolysis in the esr cavity of this ketone dissolved in di­
chlorodifluoromethane at —30° produces an intense spec­
trum which clearly represents the superposition of two sim­
ilar quintets of triplets of different intensities (approxi­
mately 2:1 ). For the major species the couplings are 
a F(quintet) = 50.91 G and a F(triplet) = 11 .2 2  G, while for 
the minor species they are a F(quintet) = 49.06 G and a F- 
(triplet) = 10.32 G (AH = 1.0 G). Because of their large 
magnitudes, the quintets show second-order splittings for 
the Mj = ± 1  and M 1 = 0 lines. Product studies now in 
progress will be needed to identify these radicals. Our re­
sults are nevertheless noteworthy, since they show that the 
photolysis of perfluorocyclobutanone solutions at low tem­
peratures afford radicals which retain the integrity of the 
cyclic carbon framework. This conclusion is reached by 
comparison with the fluorine couplings in the perfluorocy- 
clobutyl radical23 at —60°.

(6.11 G, triplet) F (67.76 G)

F (39.92 G, quintet)

We propose that two types of adduct radicals such as XVI 
are involved with different Rf groups.

F2
f2< ^ - orf

f 2

XVI
II. Perfluoroacyl Radicals. The stability of the trifluo­

roacetyl radical is a subject of considerable controversy.5-9 
Our attempts to identify this radical in the low-tempera­
ture photolysis of HFA were hampered by the presence of 
other radical species. The esr spectrum of this radical can 
be obtained, however, by photolysis of a cyclopropane solu­
tion containing di-fert- butyl peroxide and trifluoroacetal- 
dehyde below -8 0 °  and at high microwave powers (Figure 
6A). The spectrum consists of a broad (AH = 4 G) quartet 
of 11.54-G splitting with the unusually low g factor of 
2.00104. Such low g factors are typical for acyl radicals2e-f 
as well as for other <r radicals.24 Above -8 0 ° , this spectra is 
replaced by that of the CF3 radical which becomes progres­
sively more intense as the temperature is raised. Gas evolu­
tion can also be observed at higher temperatures. These ob­
servations are consistent with abstraction of the aldehydic 
hydrogen atom to give the trifluoroacetyl radical which 
readily decarbonylates above —80°.

CF3CHO + (CH3)3CO —* CF3CO + (CH3)3COH (26)

CF3CO — ► CF3 + CO (27)
The perfluoropropionyl radical can similarly be generat­

ed from perfluoropropionaldehyde in cyclopropane solu­
tions below —100°. Above this temperature the spectrum is 
replaced by that of the CF3CF2 radical formed from the 
acyl radical by loss of CO (bubbling accompanies experi­
ments above —100°). The spectrum of the perfluoropro­
pionyl radical (Figure 6B) is quite unusual in that it con­
sists of a doublet of 16.1 G further split into triplets of 4.44 
G (—124°). The low g factor of 2.00075 leaves little doubt 
that this spectrum indeed belongs to CF3CF2CO. The dou­
blet splitting could imply a CF3 group “locked” in such a 
conformation as to allow only one of the three y  fluorines 
to interact appreciably with the unpaired electron localized 
in an sp2-hybrid orbital. Four conformations consistent 
with the equivalence of the ¡3 fluorines are depicted in pro­
jection below. Conformation XVIT can almost certainly be

XVIII XVIII'
excluded from consideration since space-filling models in-
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Figure 7. Esr spectrum of the radical (CF3CF2)2COH obtained by 
photolysis of perfluoroethyl ketone in cyclopropane at —40°.

dicate a severe steric interaction between the oxygen and 
the F i atom. Furthermore, the eclipsing of the two /? fluo­
rines with two of the y  fluorines in this conformation, as 
well as in conformation XVII, must surely represent an en- 
doenergetic situation. The most likely equilibrium confor­
mations for the radical appear to be XVIII and XVIIF, 
which are related by a rotation of 180° of the carbonyl 
group about the Ca-Cfj bond. These conformations may in­
deed interconvert rapidly. We propose that conformation 
XVIII is the more highly populated since this structure is 
more likely to give rise to the unusually large 7 -hyperfine 
interaction (16.1 G). Indeed, a W bonding arrangement ex­
ists in this conformation comprising the axis of the sp2- 
hybrid orbital, the two C-C bonds, and the C-Fi bond. In 
another a radical, the adamantyl24b radical shown below, a

similar W bonding arrangement also led to a large y hyper- 
fine interactions. Molecular orbital calculations are now 
underway to clarify this unusual effect. Interestingly, the 
magnitude of the /3-fluorine coupling is temperature depen­
dent, varying smoothly from 4.15 G at —135° to 4.71 G at 
—108°, while the doublet splitting is essentially constant 
(16.10 and 16.02 G, respectively). Torsional motions about 
the C„-C(j bond must be responsible for this dependence. 
The positive sign of the temperature coefficient is also con­
sistent with the magnitude of the fluorine coupling in 
CF3CO (11.54 G), which could be taken as the high-tem- 
perature limit for a freely rotating /3-CF2 group in 
CF3CF2CO.

It should be noted that the perfluoropropionyl radical 
could not be detected above —100°, while the trifluoroa- 
cetyl radical under identical experimental conditions, gave 
a rather good spectrum up to —80°. We believe that this 
observation implies a lower activation energy for decarbon- 
ylation in the perfluoropropionyl radical.

III. Photoreduction of Fluoroketones and a-Hydroxy- 
fluoroalkyl Radicals. The formation of the a-hydroxyhex- 
afluoroisopropyl radical IX (eq 16) during photolysis of 
HFA and trifluoroacetaldehyde has been discussed above. 
The intense esr spectra (Figure 2) obtained by this photo­
chemical reaction no doubt reflect the ease with which the 
aldehydic hydrogen can be abstracted by the photoexcited 
HFA molecule. Much less reactive hydrogen atoms can also 
be abstracted by photoexcited HFA. Thus, photolysis of 
HFA in cyclopropane also produces the esr spectrum of the

Figure 8. Esr spectrum of radical XX formed during irradiation of 
perfluoroisopropyl trifluoromethyl ketone in cyclopropane at —35°.

a-hydroxyperfluoroisopropyl radical (Table I) over a broad 
temperature range; No spectral evidence for the cyclopro­
pyl radical was obtained, however, although it is necessarily 
formed in these experiments. Spectra of adducts formed by 
radical addition to the oxygen atom of ground-state HFA 
were also absent. The spectrum of the a-hydroxyperfluo­
roisopropyl radical can also be obtained by photolysis of 
HFA and hexafluoroisopropyl alcohol (HFIP) in Freon sol­
vents, or by hydrogen abstraction from the same alcohol 
with trifluoromethoxy radicals generated photochemically

[C F3C O C F3]* +  (C F3)2CHOH — * 2 (C F 3)2COH (28)

from bis(trifluoromethyl) peroxide. The a-hydroxytrifluo- 
roisopropyl radical (Table I) can similarly be generated 
from 1,1,1-trifluoroisopropyl alcohol. Interestingly, tert-

(C F3)2CHOH + C F 3O  — ► (C F3)2COH + CFjO H  (29)

butoxy radicals are not capable of abstracting efficiently 
the two hydrogen atoms from HFIP, indicating that this al­
cohol is a poor hydrogen donor. Thus, photolysis of dilute 
solutions of HFIP and di-teri- butyl peroxide in dichlorodi- 
fluoromethane gives rise only to the spectrum of the meth­
yl radical even at very low temperatures (—100°). With 
more concentrated solutions, a very weak spectrum of IX 
can be observed but the major radical species remains the 
CH3 radical. The latter can also be observed by irradiating 
di-ferf-butyl peroxide alone in dichlorodifluoromethane. 
These observations are unusual since they imply ft scission 
of tert- butoxy radicals which we have never observed di-

(CHjjjCO* — ► CH3 +  CH3COCH3 (30)
rectly in hydrocarbon solvents, including cyclopropane. We 
conclude that the absence of abstractable hydrogens in 
inert fluorocarbon solvents promotes (j scission of tert- bu­
toxy radicals as a favorable alternative to their recombina­
tion to regenerate the peroxide.

Photolysis of other fluoroketones in cyclopropane pro­
duces the corresponding a-hydroxyfluoroalkyl radicals by 
photoreduction. Thus, photolysis of a dilute solution of

r  C 3H fi

[C F3C F2C O C F2CFg]* ------* (C F3C F 2)2COH

xrx
perfluoroethyl ketone in cyclopropane at —40° yields the 
spectrum of radical XIX (Figure 7) as the sole observable 
radical species, consisting of a quintet (30.74 G), from four 
a fluorines, of septets (3.68 G), from six CF3 fluorines, fur­
ther split into small doublets (1.15 G) by the hydroxylic 
proton. Similarly, photolysis of a dilute cyclopropane solu­
tion of perfluoroisopropyl trifluoromethyl ketone at —35° 
gives a particularly intense spectrum of radical XX (Figure 
8) showing a quartet (a„ CF3 = 26.70 G) of doublets (aCF =
16.78 G) of septets (a7CF3 = 2.61 G). No observable split­
ting for the hydroxylic proton is observed in this case. It is
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Figure 9. Esr spectrum (septet) of the (CF3)2COSiEt3 radical resulting 
by addition of triethylsilyl radicals to hexafluoroacetone at —40° in a 
cyclopropane solution. Some of the minor peaks are due to hyper- 
fine interaction with 29Si.

TABLE II: Esr P aram eters o f  S ily l A dd ucts to  
F lu orok eton es and R elated  R adicals

T , P ro ton  an d  fluorine isotropic
R adical °c coupling constan ts , G

(CF3)2COSiEt3 -1 1 8 CF3: 23.24
(CF3)2COSiEt3 - 4 7 23.28
CF3C(CH3)OSiEt3'‘ b CF3: 28.8 CHS: 21.5
(CH3)2COSiEt3 - 1 2 1 CH3: 19.95
(CF3)2COH - 5 5 CF3: 23.94
(CH3)2COH‘ 26 CH3: 19.66
F2COSiEt3 - 8 6 a-F: 147.6. “Si: 1.9
(CF3CF2)2COSi(n-Bu)3 - 6 0 CF2: 30.31 CF,: 3.65

<F y-O SiE tj - 6 3 (3-F: 51.53 •y-F: 10.98

< f> —F J - 6 0 /3-F: 39.92  
a-F: 67.76

7 -F : 6 .1 1

+  25 /S-F: 82.9 ■y-F: 37.33

a F rom  re f  26a. b N o t given in  re f 26a. c From  R . L ivingston  and  H . Zeldes, 
J .  Chem. Phys., 4 4 , 1245 (1966). d From  re f 23. ' J . L. Gerlock and  E . G. 
Janzen , J .  Phys. Chem., 7 2 , 1832 (1968).

r
[(C F 3)2C FC O C F3]* ------ * (C F3)2C F C C F 3 (31)

XX
also noteworthy that radical XX decays after shuttering 
the light. A lifetime of about 6 sec for this radical under­
scores the already mentiond stabilizing effect of a-perfluo- 
roisopropyl groups on fluoroalkyl radicals.

IV. Homolytic Additions to Fluoroketones. Silyl radicals 
generated from silanes and tert- butoxy radicals25 add effi­
ciently to fluoroketones at the oxygen site.10'26 The esr 
spectrum of the adduct XXI (Figure 9) is obtained on pho-

E t3SiH + (CH3)3C O  E t3Si- +  (CH3)3COH (32)

E t3Si* + C F 3C O C F3 — v (C F 3)2C — O SiE t3 (33)
XXI

tolysis of a dilute cyclopropane solution containing HFA, 
triethylsilane, and di-ferf- butyl peroxide. The septet split­
ting (aCF3 = 23.28 G at —47°) is relatively temperature in­
dependent as shown in Table II, and no line width effects 
were observed down to —120°.

Related a-siloxyfluoroalkyl radicals were also obtained 
in a similar manner from perfluoroethyl ketone and perflu- 
orocyclobutanone with or without added di-fert- butyl per­
oxide (Table II). In the latter case, the photoexcited fluo- 
roketone must abstract the hydrogen attached to silicon in

Figure 10. Esr spectrum of the radical resulting by addition of trieth­
ylsilyl radicals to perfluorocyclobutanone in a cyclopropane solution 
at —55°. The additional splittings of the inner triplets are due to sec­
ond-order effects.

Figure 11. Esr spectrum of radical XXIII obtained by addition of tri-n- 
butylsilyl radicals to perfluoroisopropyl ketone at —28° in a cyclo­
propane solution.

the initial radical process. The resulting a-hydroxyfluo- 
roalkyl radicals could not be observed, presumably because 
of their participation in a chain reaction. These spectra are 
unusually intense as seen in Figure 10 for radical XXII. No

(10.98 G, triplet)

F F

F)>^^-O SiE t:!

F F (5153 G, quintet)

XXII
indication of resolvable structure due to the protons of the 
siloxy groups was obtained for these radicals.

The most dramatic demonstration of the attenuation of 
radical reactivity by bulky fluoroalkyl substituents at­
tached to a carbon radical center is afforded by the photo­
chemical reaction between perfluoroisopropyl ketone and a 
variety of silanes. Thus, the intense spectrum of Figure 1 1  
is obtained at —28° when a dilute cyclopropane solution 
containing perfluoroisopropyl ketone and tri-n- butylsilane 
(10:1:1 v/v) is briefly irradiated with uv light. The radical 
species giving rise to this spectrum is stable indefinitely in 
the original sealed tube. The doublet splitting of 16.5 G is 
the only feature of the spectrum which can be immediately 
recognized. By analogy with the simpler fluoroketones, we 
attribute this spectrum to the siloxy radical XXIII (R = n-
(C F3)2C F C O C F (C F 3)2 + SiR3 

OSiR,
i

(C F3)2C F  — C — C F (C F 3)2 R  =  a lk y l, pheny l (34)
xxm

butyl). The observation of only one doublet as the largest 
fluorine hyperfine splitting for the series of radicals XXIII,
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Figure 12. Temperature dependence of the line shapes in the esr 
spectrum of the CF2OSiEt3 radical.

J
3 X 10

1.25 X ic r"

20G

Figure 13. Calculated line shapes for the radical CF2OSiEt3 as a 
function of the rotational correlation time in sec (see text).

indicates two conformationally nonequivalent perfluoroiso- 
propyl groups. The two /? fluorines are therefore locked in 
specific orientations relative to the half-occupied p orbital 
on the central carbon in such a manner that only one fluo­
rine interacts appreciably (16.5 G) with the unpaired elec­
tron. A more complete account of the esr spectra of these 
uniquely stable fluoroalkyl radicals will be reported else­
where.27

Triethylsilyl radicals add to carbonyl fluoride in cyclo­
propane solutions to afford the a. a-difluoromethy] adduct 
XXIV shown in Figure 12. The hyperfine pattern at +5°

Et,Si* + F?C = 0  —* FZC— OSiEtj (35)
XXIV

consists of a triplet of 147.5 G, in which the M\ = 0 line 
shows a large second-order splitting. The triplet splitting is 
essentially independent of temperature, being 147.6 G at 
—135°. It should be noted that this splitting is larger than 
the fluorine splitting in the trifluoromethyl radical12-14 
(144.1 G at —90°) indicating that the siloxydifluoromethyl 
radical is slightly more pyramidal than the trifluoromethyl 
radical. At —86° satellite lines due to splitting by 29Si can 
be seen flanking the narrowest line of the spectrum and 
separated by 1.9 G.

As the temperature is lowered, the two M i = ±1 lines are 
selectively broadened together with only the low-field M j = 
0 line. Below —135° this broadening is so severe as to make 
these lines undetectable. In the absence of unusual relaxa­
tion effects, the four lines of the spectrum in Figure 12  
should be of equal amplitude. Unfortunately, the steady - 
state concentration of F2COSiEt2 diminished rapidly at the

highest temperature studied (+5°) and the true intensities 
were difficult to record in the entire spectrum. This prob­
lem was less severe at lower temperatures and fairly accu­
rate relative line intensities could be obtained. The spectra 
at —86 and —135° clearly show that the outer lines and the 
low-field second-order line become progressively broader as 
the temperature is lowered. The relatively small tempera­
ture dependence and the strong solvent (viscosity) depen­
dence of this selective line broadening indicate a relaxation 
process which is dependent on the tumbling motion of the 
radical in solution as previously presented for CF3, 
CH3CF2, and CF3CF2.13’:4'28

Experimental studies on fluorinated radicals in single 
crystals and theoretical considerations indicate that the an­
isotropic component (dipolar component) of the hyperfine 
coupling tensor in a-fluoroalkyl radicals is very large rela­
tive to the anisotropy of the coupling to a protons.29 The 
origin of this large dipolar interaction in a-fluoroalkyl radi­
cals can be attributed to the presence of substantial un­
paired spin density in nonbonding p orbitals on fluorine 
arising through the p-rr interaction which confers to the 
trivalent carbon at the radical center some of the proper­
ties of carbanions including the pyramidal configuration 
typical of a-fluoroalkyl radicals.14 Modulation of this elec-

~9C—  F "kC— F

0 0 0 0
tron spin-nuclear spin dipolar interaction by the tumbling
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of the radical in solution provides an efficient relaxation 
mechanism.

A relaxation-matrix analysis of a spin system undergoing 
dipolar relaxation was carried out by assuming that the two 
fluorine nuclei in a CF2 fragment are completely equivalent 
(that is, that the anisotropic part of the hyperfine tensor 
has the same orientation for both fluorine nuclei) and that 
they have an axially symmetric hyperfine tensor. The dipo­
lar contributions to the line widths of the wing lines (Mj = 
± 1 ) and of the second-order line was given previous­
l y  13,14,30

As can be seen from Figures 12 and 13, the calculated 
and observed spectra are in good qualitative agreement for 
this model. In these calculations the anisotropic component 
of the A tensor in CF2OSiEt3 was represented by A || = 108 
G and A ± = —54 G. These values were obtained for the 
CF3 radical in a single crystal study.31

The temperature-dependent line width effect in the 
spectrum of F2COSiEt3, thus, can be attributed solely to 
dipolar broadening. The absence of other dynamic pro­
cesses (in particular, modulation of the fluorine hyperfine 
splitting due to a mutual exchange process) suggests that 
the radical exists in a stable symmetric conformation such 
as XXV. Furthermore, the small Y-29Si splitting of 2 G con-

F
XXV

trasts with that observed in the alkyl analog, EtaSiCF^CH-i 
(aSl = 37.4 G),32 and it may be due to the highly pyramidal 
radical center or an expanded CQ-0 -S i  angle [compare also 
ref 18].

C onclusions
The esr study presented in this paper serves primarily to 

identify and characterize some of the transient paramag­
netic species formed during ultraviolet irradiation of fluo- 
roketones. We surmise that photolysis of perfluoroketones 
is similar to that of their hydrocarbon analogs with several 
outstanding exceptions. Thus, products of type I cleavage 
(eq 1 ) are observed in inert fluorocarbon solvents, and in- 
termolecular processes (eq 3) are observed in protiated sol­
vents. However, the formation of adducts, such as V' from 
hexafluoroacetone and the analogous species from higher 
perfluoroketones as the principal radical species in inert 
solvents, suggests that radical addition to perfluoroketones 
is a significantly more facile process than it is with alkyl ke­
tones. Another major difference pertains to the greater 
thermal instability of perfluoroacyl radicals derived by 
type I scission of fluoroketones which lose carbon monox­
ide much more readily than their hydrocarbon analogs. 
Chemical studies have indicated that addition can occur at 
both the C and O termini of the carbonyl function. The ob­
servation of a-perfluoroalkyoxyfluoroalkyl radicals is con­
sistent with addition to oxygen. Esr studies in solution are 
unable to evaluate the importance of radical addition to C, 
since the fluoroalkoxy radicals so formed cannot be detect­
ed by esr. Photoexcited fluoroketones in their triplet states 
are powerful hydrogen abstracting agents as evidenced by 
their photoreduction in the presence of even poor hydrogen 
donors such as cyclopropane. Silicon-centered radicals 
are particularly prone toward addition to the oxygen termi­
nus of fluoroketones. Addition of silyl radicals to sterically

crowded ketones results in the formation of extraordinarily 
stable fluoroalkyl radicals. Additional chemical studies 
would be highly desirable to elucidate further the apparent 
diversity of radical processes in the photochemistry of fluo­
roketones in solution.

E xp erim en tal S ection
The fluoroketones in this study were kindly supplied by 

Drs. D. C. England, E. G. Howard, W. J. Middleton, and J.
E. Nottke. Bis(hexafluoroisopropyl) ether was donated by
W. J. Middleton. l,2-Bis(trifluoromethyl)perfluorocy- 
clobutane was a gift from Dr. P. R. Resnick. The remaining 
fluoroorganic compounds were either Du Pont materials or 
were obtained from P.C.R. Inc. and the Aldrich Chemical 
Co.

Hexafluoroisopropyl trifluoroacetate was prepared by 
adding a 10% excess of trifluoroacetic anhydride dropwise 
to hexafluoroisopropyl alcohol at 0° followed by a similar 
addition of pyridine (10% excess). The mixture was allowed 
to stand for 1 day and worked up by diluting with ice 
water, washing the upper phase with water, and drying it 
over anhydrous magnesium sulfate. Distillation afforded 
30% of hexafluoroisopropyl trifluoroacetate boiling at 
44.5°. The proton nmr spectrum consisted of a binomial 
septet at 5 5.77 ppm.

Trifluoroacetaldehyde was generated by dropwise addi­
tion of trifluoroacetaldehyde methyl hemiacetal (P.C.R. 
Inc.) to polyphosphoric acid at 150°. Essentially pure tri­
fluoroacetaldehyde distilled off and was used immediately. 
Perfluoropropionaldehyde was similarly prepared from the 
corresponding hemiacetal.

The technique for sample preparation and the esr instru­
mentation were described previously.18®
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Amino radicals are condensed at 77°K from the vapor of a fast flow system. The esr spectra are somewhat 
different for the discharge (where their shape depends on HP discharge energy and pressure) and for the 
reaction of discharge products from N 2, H2, and Ar with ammonia, added through an inlet between the dis­
charge and the detection system. The differences can be caused by the environment of the radicals and by 
signals from other radicals.

Introduction

Electron impact excitation of ammonia at 2 X 10-6 to 5 
X 10~3 Torr yield NH radicals as primary products.2® 
Above 10-2 Torr is a small contribution of NH2 radicals, 
visible by emission of the a bands of ammonia (2Ai). In 
gas-phase photolysis,213 pulsé radiolysis,3 and in reaction of 
atoms with ammonia4 NH radicals have been found as well 
as NH2 radicals. By condensation of the radicals from a 
fast flow system and subsequent esr measurement it was 
possible to obtain further information on this system. For 
better identification deuterated ammonia is used as well.

Esr spectra of ammonia at 77°K have been measured 
after 7 -irradiation,5~9 photolysis,5’6’10 and electron im­
pact.5,11 The spectra have been ascribed to amino radicals 
with one exception, which has been corrected by private 
communication. NH radicals have been observed only by 
their uv spectra12 and the lack of esr spectra is explained 
by broadening of the resonance lines even at 4°K. The 
present investigation deals with the measurement of amino 
radicals at 77°K and the variation of the esr spectra found 
for different experimental conditions.

E xp erim en ta l S ection
The apparatus is shown in Figure 1. Radicals are pro­

duced in a fast flow system by a microwave discharge (Mi- 
crotron 200, 2.45 GC) and condensed on a cold finger at 
77 °K inside the esr cavity. The position of the discharge 
and the substrate inlet can be varied along the flow tube. 
The distance between cold finger and discharge varied 
from 50 to 100 cm and between substrate inlet and cold fin­
ger from 5 to 25 cm. That corresponds at the linear flow ve­
locity of 1000 cm/sec (at the pressure used for most experi­
ments and measured by the disappearance of esr signals in 
the gas phase with different positions of the discharge) to a 
time of 0.05-0.1 sec for the discharge products to reach the 
cold finger and for the added materials 0.005-0.025-sec 
flow time until they are condensed. The total pressure was 
varied between 5 X  10~3 and 1 Torr and the discharge ener­
gy between 15 and 150 W. The deposit was collected for a 
constant time of 10  min for all experiments, after checking 
the linear dependence of esr signal intensity with time of 
deposition.

The discharge in flowing ammonia is a very complex sys-
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Figure 1. Experimental arrangement. The position of discharge and 
substrate inlet can be moved relative to the cold finger.

Figure 2. Esr spectra of deposition from NH3 discharge at 0.3 Torr 
and 20-W discharge energy (upper trace) and from N2 discharge (20 
W) with addition of ammonia (lower trace): N2:NH3 =  2:1, total pres­
sure 0.3 Torr, relative intensities 1:2.5.

tem. End products13 are, besides ammonia, hydrazine (up 
to ~10%), H2, and N2. In the gas phase H and N atoms can 
be observed by esr.

Esr spectra are measured using a Varian X-Band spec­
trometer with cylinder cavity V-4135 and 100 kHz modula­
tion.

NH3 (Matheson Anhydrous 99.99%), ND3 (Stohler Iso­
tope Chemicals 99% D), N 2 (L’Air liquide 99.9992%), H2, 
and Ar (Messer Griesheim >99.998% purity) were used as 
received.

R esu lts

A. Reaction of Discharge Products with Ammonia. The 
77°K esr spectra obtained by discharge in N 2, H2, or Ar 
and addition of ammonia to the flowing gas are due to 
amino radicals.

By moving the discharge and the ammonia inlet position 
it can be shown that the reaction of the N 2 discharge prod­
ucts is due to excited N 2 molecules (within an experimental 
error of 10%). For H2 discharge it is due to H atoms and for 
Ar discharge to excited Ar molecules and electrons. The g 
value and hyperfine splitting constants of the radicals pro-

Flgure 3. Esr spectra of deposition from ND3 discharge (20 W) at 0.3 
Torr (upper trace) and from the reaction of the N2 discharge (20 W) 
with added ND3 (lower trace): N2:NH3 = 2:1, total pressure 0.2 Torr, 
relative intensities 1:1.

duced by this method (Figures 2 and 3 bottom) are the 
same as given in the literature for NH2 (ND2). Their rela­
tive concentrations under the same experimental condi­
tions are H2:N2:Ar = 1:20:20. Variation of pressure and HF 
energy change only the intensity but not the shape of the 
spectra. Variation of the position of the discharge relative 
to the cold finger shows a linear dependence of the intensi­
ty, but for the N 2 discharge only a 10% change in the 77°K 
spectra compared to the gas-phase N atom intensities.

B. Discharge in Ammonia. At low discharge energy and 
“medium” pressure the epr spectra (Figures 2 and 3 top) of 
the deposit are similar to the spectra produced by method
A. The difference for NH3 is that the two most intense 
lines are broadened and for ND3 the outer lines are further 
apart from the center.

The result of discharge energy variation on the spectra is 
shown in Figures 4 and 5. For energies above 50 (NH3) and 
80 W (ND3) respectively the shape of the spectra does not 
change.

Only at low discharge energy and a pressure below 0.4 
Torr can the hyperfine structure be resolved. With increas­
ing power it decreases steadily and vanishes first on the 
high-field side of the spectrum (Figure 5, two lower record­
ings).

A similar behavior is observed when the pressure is 
changed. Above 0.5 Torr at 20-W discharge energy the hy­
perfine structure disappears. This pressure limit goes down 
for increasing power. Above 60-W discharge energy the fine 
structure is not resolved even at the lowest pressure of 5 X 
10-3  Torr at which the discharge burns steadily.

Variation of the distance between the discharge and the 
cold finger causes no effect on the structure but only on the 
intensity. For maximum variation the intensity is changed 
by a factor of 2.

C. Reaction of N 2 Discharge on the Deposit (for ND3  

only because of the Fine Structure). At low discharge ener­
gy the spectrum is identical with the ammonia discharge. 
Starting around 40 W some additional features appear on 
the position of the maximum of the outer lines in the N2
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Figure 4. Esr spectra of deposition from NH3 discharge at 0.1 Torr: 
upper spectrum, 50-W discharge energy; lower spectrum, 20 W; rel­
ative intensities (50 W):(20 W) = 4:1.

discharge plus ammonia case (compare Figure 3). The cen­
ter is not affected and the fine structure is not changed 
even for prolonged treatment with active nitrogen. The in­
tensity increases first linearly with time and shows, for 
times longer than 20 min, a saturation behavior.

D. Discharge in a Mixture of Nitrogen and Ammonia 
(for NDs only). The epr spectra of the deposit from these 
experiments are very small (less than 10% of the intensity 
without nitrogen for the same conditions). Treatment of 
the condensate with active N 2 produces the fine structure 
of ND2 as in the experiments on N 2 discharge with addition 
of ND3 (part A, Figure 2, bottom). Prolonged treatment 
causes the fine structure to disappear simultaneously on 
both sides of the center.

E. Discharge in Ammonia and Addition of N<¿ Prior to 
Condensation. The epr spectra intensity is only 1 % of the 
spectra without addition of N 2. Reaction of active nitrogen 
produces ND2 signals with less resolution on the high-field 
side. The spectra are comparable to the ammonia discharge 
signals (Figure 2 top) but their final intensity is a factor of 
4 smaller.

D iscussion

Solids formed by vapor deposition on a cold surface 
occur often in different modifications from those obtained 
by cooling the liquid. The ratio of amorphous material to 
polycrystalline aggregates depends mostly on the deposi­
tion speed, which is different for experiments at low and 
high pressure and can cause different structures of the 
solid. X-Ray diffraction studies14 on condensed ammonia 
show that there are four different forms at 4°K, including 
an amorphous modification. The hydrogen bonded struc­
ture of ammonia is stable at low temperature5 and affects 
the shape of the spectra.

High pressure condensation can cause a temperature 
gradient on the surface of the cold finger producing a struc­
ture difference perpendicular to the surface.

Two effects found in the experiments need further dis­
cussion. First the change in spectra with different dis­
charge energy (Figure 5) especially the difference in the hy- 
perfine splitting on the low- and high-field side and second 
the difference in the spectra for discharge and for the reac­
tions.

The change in spectra with different discharge energy

Figure 5. Esr spectra of deposition from ND3 discharge at 0.4 Torr: 
discharge energy from top to bottom 80, 65, 50, 20 W; relative in­
tensities 2,'2, 1.5, 1.

can be partly explained by an environment effect. At low 
discharge energy only ~ 10% of the ammonia is dissociated 
(depending on the pressure) and at energies higher than 60 
W more than 20% is destroyed in the discharge. This may 
cause broadening of the lines because of interaction of radi­
cals close to each other.5 But this cannot be the only expla­
nation because the spectra in part C still show fine struc­
ture.

The difference at low and high field can be explained by 
the presence of another radical (a singlet or triplet signal 
with g = 2.002). This could be ND3+.15 The superposition 
of the observed ND2 signals at low discharge energy and 
the ND3+ spectra reported affect the splitting at the high- 
field lines more than the low-field side and cause a growing 
in of a line between the center and the outer lines which is 
observed in the experiments (Figure 5).

The second effect (the difference in the spectra for dis­
charge and reactions) has been observed similarly for sam­
ples with large differences in the water content.6’9 This 
cause can be excluded for the experiments reported here 
since the ammonia is the same and the N 2 does not show 
any epr signal originating from water. However again this 
difference could be explained by ND3+ lines and by hydro­
gen bonding effects in the environment of the radicals. The 
most likely explanation is a different modifications of the 
solid which has been shown to exhibit such differences in 
the spectra.5

The difference in intensity of the signals for varied dis­
tance between the production of radicals and condensation 
is small, compared to the variation in atom intensities and 
lifetime of radicals under similar conditions. This is impor­
tant for the ammonia discharge and could be explained by 
the existence of a long-lived precursor of the amino radical, 
which can be an excited ammonia molecule.16 If this is true, 
the addition of gases could destroy this precursor without 
generating the radical. The experiments (part E) support 
this view.

In the discharge through ammonia a number of other 
radicals, such as, N 2H3 and more complicated radicals, can 
be formed, but the spectra for these radicals, which have
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been reported in the literature,17,18 are different. NH radi­
cals are certainly formed in the gas phase but their stability 
at 77°K seems unlikely. It is therefore desirable to extend 
the measurements to lower temperatures.
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Using computer-recorded data, a method for the determination of the intensity distribution in Gouy inter­
ference patterns has been devised, and the Onsager-Gosting theory for this distribution has been verified. 
A procedure for obtaining diffusion coefficients from the complete fit of intensity data has been developed. 
An improved method for determining diffusion coefficients from intensity measurements at a fixed posi­
tion in the Gouy focal plane has been described and tested.

In troduction

The effect of an index of refraction gradient on slightly 
convergent light is sketched in Figure 1. If the gradient is 
produced by diffusion across an initially sharp boundary on 
the optic axis, an interference pattern will be produced at 
the focal plane. This Gouy phenomenon was recognized to 
provide a means for the determination of diffusion coeffi­
cients.1 Soon thereafter, theories were developed which 
made this possible.2-4 It was quickly established that accu­
rate values for the diffusion coefficients could be obtained 
from measurements of the positions of the lower fringe 
minima as a function of time.5 Onsager and Gosting later 
developed a general theory for the intensity distribution in 
a Gouy pattern.6 An experimental study verified that the
O-G theory correctly predicted (1) the ratio of intensities 
of maxima in the fringe pattern, (2) the linear variation of 
the intensity of a given maximum with time, and (3 ) the 
correct values of D from measurement of the positions of 
maxima as well as minima.7 Instrumental limitations re­
sulted in some questions being left unanswered. Does the
O-G theory correctly predict intensities at positions other 
than maxima? Given the intensity data at all positions, can 
diffusion coefficients be computed exploiting all the infor­

mation? (The latter question might be pertinent for deal­
ing with skewed boundaries.)

To answer these questions, an experiment was devised 
which involved rapid photomultiplier scanning of the focal 
plane. High-speed recording of the photomultiplier output 
voltage with a computer produced the raw data upon which 
the subsequent analyses were based. During the work, it 
became apparent that extremely precise diffusion data 
could be obtained from recording the time dependence of 
the intensity at a fixed position in the focal plane. This ex­
perimental variation was explored.

E xp erim en tal S ection
The basic interferometer design used in these experi­

ments has already been described.8,9 The equipment for 
photoelectric scanning was a modification of an earlier 
study.7 A 1P21 RCA photomultiplier tube was enclosed in a 
light-tight brass housing which in turn was fastened to the 
carriage of a Gaertner traveling microscope. The brass 
housing was provided with an adjustable slit set at an 
opening of about 20 p for all experiments. (Typical fringe 
widths in the patterns during observations were about 500 
p .)  The carriage was driven up or down by a reversible, di-
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Figure 1. Convergence of light rays for Gcuy interference phenome­
non: a = 2.54 cm; b  = 305.5 cm; focal length of lens = 60.96 cm.

rectly-coupled, 60 rpm, synchronous motor (Bodine Model 
KYC-24A2A1). The traveling microscope was fixed to a 
massive brass mount and the entire assembly was support­
ed on a vibration-free bench.

A Fluke Model 402M power supply was the source of 
voltage for the photomultiplier. Data were collected with 
the photomultiplier voltage being typically 900 V dc. The 
photocurrent was passed through a 100K load resistor and 
the voltage drop across the resistor was amplified using an 
operational amplifier with a range of 5 to 50.

After amplification, the output voltage was fed into the 
analog-to-digital converter of a PDP-12 digital computer. 
The signals were simultaneously stored on magnetic tape 
and displayed on an oscilloscope, permitting constant mon­
itoring of the experiment in progress.

The light source was the 5460.7-A line obtained by use of 
a Wratten No. 77 filter with an AH4 Hg arc lamp. This 
lamp was chosen for several reasons; it is remarkably stable 
and it has rather high intensity. Unfortunately, since it is 
an ac lamp, the output photomultiplier voltage had consid­
erable ripple. Several features of the PDP-12 were crucial 
for a solution of the ripple problem. The computer is 
equipped with a KW12-A crystal clock which may be set to 
vibrate at a chosen fixed frequency between 100 Hz and 
400 kHz. The clock may then control the rate of sampling 
through the use of appropriate clock-control statements in 
the general computer program used for data collection. 
Furthermore, the clock may also be activated with an ex­
ternal signal by means of a Schmitt trigger arrangement 
which can be used to produce pulses which set the clock 
flag and allow the analog-to-digital conversion to be per­
formed.

The source for the trigger was the 60-Hz house voltage. 
At each passage of the wall voltage through zero amplitude 
with positive slope the trigger was fired. Since the same 
60-Hz source was used for the lamp supply, the computer 
served as a phase-sensitive detector. In fact, the ripple was 
eliminated from the intensity data. Signals could then be 
collected at each (feo of a second and be either stored or av­
eraged. Some of the results reported derive from the aver­
age of 60 signals recorded each second.

For the scanning experiments, the fringe pattern was re­
corded from the lowest fringe upward to the optic axis. One 
revolution of the drive motor corresponded to a 0.10 -cm 
motion of the slit. One intensity point was recorded at each 
y60 of a second. Since the distance is related to the motor

drive rate, both the time, t, and the distance, Y, from the 
optic axis to a given fringe position were determined by 
counting data points on the printed computer output. In 
our mode of operation, the time interval between points 
was 0.0166 sec and the distance between points was 0.0017 
cm. After the slit had scanned through the lower seven frin­
ges (in about 3 sec), a reference Rayleigh fringe pattern was 
produced on the optic axis by masking the light source with 
a set of double-double slits.4 When the slit passed through 
the reference pattern, the position of the optic axis could 
be readily located.

In the fixed slit procedure, the slit was located at a posi­
tion appropriate for recording the collapse of about the 
lower ten fringes, with data collection starting at 1500 sec 
after the boundary sharpening was completed. Intensities 
were recorded in phase with the lamp power frequency at 
%o-sec intervals. The average of 60 of these readings was 
recorded each second. The distance from the fixed slit to 
the optic axis was determined by employing the reference 
Rayleigh pattern and slowly moving the photomultiplier 
until the output voltage showed a maximum. The differ­
ence between readings on the Gaertner traveling micro­
scope was then noted. Differences were reproducible to ±5 
M-

Corrections for optical imperfections in the interferome­
ter and the number of fringes in the Gouy patterns were all 
measured photographically in the usual fashion.4

R esu lts and D iscussion
The general expression derived by Onsager and Gosting 

for the relative intensity distribution in a Gouy interfer­
ence pattern may be simplified for use with systems whose 
diffusion is ideal and where only the lower fringes are to be 
considered. From the Airy integral refinement of the quar­
ter-wave approximation for the interference conditions, 
Onsager and Gosting6 proposed the following expression 
for the relative intensity distribution function

7(7) =  {16ir2K2D t/e) <Ai{a) x

f  2a2 1 ( 2a2 a 5 \  I f
L1 “  H T  + €2 + 200/ “  e3 \

47
675 +

2347a3 81a6
9450 + 14,000 . . . ]

7
+  Ai{a) x

r a 2 J. (IT_ 8 a 3 \  1 /1223a
L 10e + e2 \105 105 /  e3 \  4725

1163a
18,900

This function applies to the lower fringes of a Gaussian 
boundary when diffraction from the cell mask is neglected. 
7(7 ) is the intensity at position 7  in the focal plane, D is 
the diffusion coefficient, t is the time, and K 2 is a constant 
which is typical of the instrumentation employed, e and a 
are defined by the equations

€ =  (2 / ï j J 2/3 (2 )

and
a =  e (7 /C t -  1) (3)
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Figure 2. Linear variation of intensity, in the two lowest maxima of a 
Gouy interference pattern, as a function of time.

where j m is the number of fringes in the Gouy pattern and 
C t is the maximum downward displacement of light in the 
focal plane, which is given by the principles of geometric 
optics. Ai(a) and A il{a) are the Airy integral and its first 
derivative, respectively.

For the system KCl-water, and also for the nonaqueous 
system tetra-n-butylammonium tetraphenylboride in ace­
tonitrile, the conditions for applying the simplified eq 1  are 
nicely met, so that only this form will be employed 
throughout this discussion. Since diffusion in KCl-water 
solutions has been well defined, this system was chosen as a 
reference with which to evaluate the new computer tech­
nique. The data of Gosting5 for KCl-water mixtures ob­
tained by the Gouy photographic method are in excellent 
agreement with the conductimetric data of Harned and 
Nuttall10 in the region of overlap; thus, all Gouy computer 
results were referred to the work of Gosting for compari­
son. The average concentration of the final homogeneous 
solution was chosen to fall on the flat portion of the D vs. 
concentration curve. This selection ensured that differen­
tial diffusion coefficients were being determined. The con­
centration difference between diffusing solutions was fixed 
such that j m was approximately equal to 100 fringes. All 
diffusion coefficients were measured at 25.00 ± 0.01°.

c, the average concentration of the KCl-water solution 
at homogeneity after a run, was 0.2250 M  and the differ­
ence in concentration, Ac, was 0.2000 M. The correspond­
ing diffusion coefficient from Gosting’s data was 1.838 X 
10-5  cm2/sec. A value for D under the experimental condi­
tions listed above was measured by the Gouy photographic 
method and found to be 1.839 X 10-5  cm2/sec, in excellent 
agreement with Gosting.

Equation 1  predicts that the intensity in any fringe 
should increase linearly with time. Figure 2 shows this lin­
ear variation of intensity observed in a KCl-water refer­
ence run with the PDP-12 computer. With the points ob­
tained early in time, t < 5000 sec, the best linear fit of in­
tensity against time was calculated by least squares for the 
j  = 0 and the j  = 1 maxima. These peaks were chosen, 
since they would later be used to normalize the intensity 
distribution. Each intensity was also corrected for back­
ground noise before any calculations were made.

Diffusion coefficients were first evaluated from com­
puter-recorded data in the usual way, from the positions of 
the lowest five fringe minima. This was done to see whether 
or not the experiment would yield reasonable values of D 
in a straight-forward manner before trying to apply the 
Onsager-Gosting theory to the whole intensity distribu­
tion. These results are summarized in Table I. The extrap­
olated value of D', D (final), is in excellent agreement with

TABLE I: D eterm in ation  o f  D iffu sion  C oefficients  
from  th e  M in im a  o f  a G ouy In terferen ce P a ttern  
R ecorded w ith  a PDP-12 C om p u ter“

t ',  sec 104( l/£ ')  Ct, cm 10*D', cm 2/sec

2 1 6 5 . 8 4 . 6 1 7 2 2 . 1 5 0 4 1 . 8 4 2 1
2 3 6 6 . 7 4 . 2 2 5 3 2 . 0 5 7 4 1 . 8 4 1 5
2 5 4 7 . 0 3 . 9 2 6 2 1 . 9 8 2 0 1 . 8 4 3 8
2 9 6 6 . 6 3 . 3 7 0 9 1 . 8 3 7 5 1 . 8 4 1 7
3 1 6 9 . 6 3 .1 5 5 0 1 . 7 7 6 7 1 . 8 4 4 1
3 4 9 4 . 4 2 . 8 6 1 7 1 . 6 8 8 8 1 . 8 5 1 1
3 9 1 9 . 5 2 . 5 5 1 3 1 . 6 0 0 1 1 . 8 3 8 4
4 9 2 1 . 5 2 . 0 3 1 9 1 . 4 2 7 1 1 . 8 4 0 5
5 2 1 9 . 3 1 . 9 1 6 0 1 . 3 8 6 7 1 . 8 3 8 1

Instan taneous scan  of te s t run D , KC1 in  w ater: c =  0.2250 M , j ,
90.89, Ac =  0.2000 M ; N D S  =  + 1 6  //; Ct averaged f r o m j  =  0 to  j  =  4 
m inim a a t  tim e £'. F rom  a linear least-squares analysis o f D ' vs. 1 / t ' ,  D (final) 
=  1.8393 X 10-5 cm 2/sec; Ai =  5 sec. D  (Gosting) =  1.838 X 10 ~6 cm 2/sec . 
D  (photographic, th is  study) =  1.839 X 10 _5cm2/sec.

TABLE II: C om parison  o f  In te n s ity  R a tio s  
C alcu la ted  from  Eq 1 w ith  E xp erim en ta l R atio s  
O b tained  from  In sta n ta n e o u s  Scans

Run D, KC1 in water; see Table I for experimental conditions 
I(j = 0 max) / I  (j  = 1 max) = 1.597 (theoretical value) 
l ( j  = 0 max) /I( j  = 1  max) = 1.612 (experimental value)

Gosting’s number and with the value determined photogra­
phically by us.

In order to test eq 1 , another simple calculation was per­
formed. The ratio of the intensity in the j  — 0 maximum to 
that in the 7 = 1  maximum was determined from eq 1  and 
compared with experimental KCl-water computer results. 
These ratios are displayed in Table II.

Examination of the intensity distribution equation 
shows that the diffusion coefficient, D, is the only undeter­
mined parameter, all others, in principle, determinable 
from direct measurements. The intensity of the 7 = 0  maxi­
mum was selected as the normalizing intensity for the 
whole envelope; the time at which this maximum was re­
corded was taken as the reference time to which all other 
experimental intensities were corrected. For each separate 
scan in a given run, values of I(Y )/I(j = 0 max) were com­
puted from the experimental data points. From the right- 
hand side of eq 1 , the theoretical value for each intensity 
ratio was determined in the following way. An initial value 
of D was estimated and substituted into the theoretical ex­
pression. D was then iterated until the experimental and 
theoretical intensity ratios were identical for every point in 
the scan to within a preselected error limit. This may be ex­
pressed as

I(Y)/I(j =  0 m ax) =  [f(aY)]2/\f{a0)}2 (4 )
(experim ental) (th eoretica l)

where a y and a0  are functions of the iterated parameter D. 
The diffusion coefficients, D', which satisfied condition 4, 
were then plotted against 1 /i' in the usual way,5 in order to 
obtain the extrapolated value, D (final), for c. The very 
good agreement between diffusion coefficients computed 
from eq 1 with condition 4 and those calculated from inten­
sity minima only is demonstrated in Table III. It should be 
pointed out that the agreement might be improved some­
what by incrementing D in each iterative step by a smaller 
amount. However, the cost of computation would then be­
come prohibitive; in any event the D values from the whole 
intensity distribution are already within 0.1 - 0.2% of those

The Journal o f Physical Chemistry. Vo I. 78, No. 20, 1974



Computer-Recorded Gouy Interferometric Diffusion 2053

TABLE III: C om parison  o f  D iffu sion  C oefficients  
C alcu lated  from '-M inim a w ith  T h ose D eterm in ed  
by th e  Iterative C om p uter M ethod

R u n  D , KC1 in w ate r; see T ab le  I  fo r experim en ta l conditions 
D (final) =  1 .839  X 10_5c m 2/sec ; At =  5 . 0 sec 

(m inim a only)
D (final) =  1 .840  X 10-5 cm 2/sec ; At =  4 . 9 sec (determ ined  

b y  th e  ite ra tiv e  co m p u ter ca lcu lation  using th e  
j  =  0 m ax im um  as th e  norm alizing  in tensity )

R u n  F , KC1 in w ate r; sam e experim en tal conditions as ru n  D  
above

D (final) =  1 .8 4 0  X 10_5em 2/sec ; =  2 3 .4 sec
(m inim a only)

D (final) =  1 .842  X 1 0 _5cm 2/sec ; At =  1 9 .7 sec
(determ ined  b y  th e  ite ra tiv e  com pu ter calcu la­
tio n  using th e  j  = 0 m ax im um  as th e  no rm aliz­
ing in tensity )

D (final) =  1 .842  X 1 0 _5cm 2/sec ; At =  2 4 .4 se c
(determ ined  b y  th e  ite ra tiv e  com pu ter calcu la­
tion  using th e  j  =  1 m ax im um  as th e  norm aliz­
ing in tensity )

determined from minima alone. A good example of the 
compatibility of theory and experiment may be seen in Fig­
ure 3. This displays a set of data for a single scan in a run 
subjected to the iterative computer analysis outlined 
above.

It was decided to further test the Onsager-Gosting theo­
ry to see if there was any significant difference in the final 
value of D when the j  = 1 maximum was chosen as the nor­
malizing intensity. By analogy to eq 4, one may write

I{Y)/I(j =  1 m ax) =  \f(otY) f / [ f { a i )]2 (5)
(experim ental) (theoretica l)

Reference to Table III shows that there is no difference, 
within experimental error, between extrapolated values of 
D (final) calculated from intensity distributions normalized 
by either the j  = 0 or the j  = 1  maximum.

One last severe test was made cf the Onsager-Gosting 
equation. It was already known7 that the zeros of eq 1 cor­
rectly predicted positions of the minima in Gouy interfer­
ence patterns; however, what would happen if one were to 
move away from these turning points? Data from the nega­
tively sloping side of the j  = 0 maximum were analyzed by 
the iterative procedure used before to obtain a value of the 
diffusion coefficient characteristic of the reference time, t'. 
These results are summarized in Table IV. It is very inter­
esting to see that a quite decent value of D was calculated 
from data sets which contain no maxima or minima of in­
tensity. Furthermore, these data sets came from the lowest 
fringe for which the theory might be expected to be least 
secure.

The instantaneous scan Gouy computer method, de­
scribed above, permits determination of diffusion coeffi­
cients to about ± 0.2%; however, the computing time re­
quired to fit the experimental intensity distributions to 
theory is excessive. As a result, a second direct-recording 
technique with a fixed distance Y  was developed. The fixed 
position of the slit was chosen to be between 1.7 and 2.0 cm 
from the optic axis for all runs. Approximately 10 or 11 
fringes passed by the fixed slit in a 30-min period. From a 
visual inspection of the printed computer output of the in­
tensities recorded in this way, the maxima and the minima 
could easily be located. Since the first point was recorded 
at 1500 sec and each point thereafter at 1-sec intervals, the 
exact times when minima and maxima passed by the slit

TABLE IV: C om p u ta tion  o f  D iffu sion  C oefficients
from  In te n s ity  D ata  O btained  from  th e  N egatively-
S loping S ide o f  th e  j  = 0 M axim u m  Away from
th e  T u rn in g  P o in ts  o f  th e  In te n s ity  D istr ib u tion

R u n  D , KC1 in  w ate r
D ’ =  1 .844  X 10-5 cm 2/sec  fo r t '  =  2163 .7  sec; th is  value 

w as ob ta ined  using d a ta  from  th e  w hole re la tive  in­
te n s ity  d is trib u tio n  packe t

D '  =  1 .844  X 10_6cm 2/s e c f o r i '  =  2163 .7  sec; an  iden tical 
va lue  for D '  using only 25 p o in ts  from  th e  down- 
slope of th e  7 = 0  in ten s ity  m ax im um ; no tu rn in g  
po in ts included

R u n  F , KC1 in  w ate r
D ' =  1 .856  X 10~5 cm 2/sec  for t '  =  2630 .0  sec; th is  value 

w as ob ta ined  using  d a ta  from  th e  w hole re la tiv e  in­
ten s ity  d is trib u tio n  p ack e t

D '  =  1 .855  X 1 0 “5 cm 2/se c  for t '  =  2630 .0  sec; excellent 
ag reem en t w ith  th e  above value  for D ' a t  th e  sam e 
t ',  an d  ca lcu lated  using  only  21 p o in ts  from  th e  
dow nslope of the ,/ =  0 in ten s ity  m axim um ; no tu rn ­
ing p o in ts  included

( S o l id  l i n e  t h e o r e t i c a l ;  F i l l e d  d o t s  e x p e r im e n ta l )

Figure 3. Comparison of intensify data from the instantaneous scan 
Gouy technique with intensities predicted by the Onsager-Gosting 
theory: run D, KCI in water at 25°; one scan at t '  = 2545.4 sec; j  =
0 maximum was the normalizing peak.

could be computed. Direct application of the equation8

D’ =  ( j J \ 2 b2 )/4TTCt 2 t ' (6 )

yielded values for the diffusion coefficient as a function of 
time, subject to the extrapolation procedure mentioned be­
fore and expressed by

D' = D[ 1 +  (A t / t ’) ]  (7)

where D is the extrapolated value of D'. At for a good run 
normally lies between 5 and 40 sec. This small A t takes ac­
count of the fact that it :s not possible to obtain an infinite­
ly sharp boundary at t' = 0. It should be noted that both 
maxima and minima were employed in this method, where­
as the photographic technique depends only on the mini­
ma.

KCl-water, c = 0.2250 M, Ac = 0.2000 M, was again the 
reference system. The results of three repetitive runs are 
shown in Table V. Agreement of the fixed slit results with 
Gosting’s value and with our photographic value of the dif­
fusion coefficient is again excellent.

Three runs were also made on the system tetra-n-bu- 
tylammonium tetraphenylboride in acetonitrile. These re­
sults are shown in Table VI. For this system, plots of D' vs.
1  /t' are included in Figure 4 and illustrate the precision of
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TABLE V: Sum m ary o f Fixed-Slit Experim ents 
for Runs G, H, and 1°

HXD (final), j m(no. of
Hun y (fixed), cm cm 2/sec At, sec fringes)

G 1 . 6 7 9 3 1 . 8 4 1 1 6 . 4 9 1 . 0 3
H 1 . 6 7 9 7 1 . 8 3 7 2 2 . 4 9 1 . 0 7
I 1 . 9 9 8 9 1 . 8 4 0 1 3 . 8 9 1 . 0 8

° KC1 in  w ater; c =  0.2250 M ; Ac =  0.2000 M . D (final), average value of 
th ree  runs, 1.839 X 10 ' 6 cm 2/sec. Average deviation  o f th e  mean, 0.11% .

F ig u r e  4 .  D ' vs. 1/f'for data obtained by the fixed-slit Gouy comput­
er method.

the fixed slit computer method, compared with the usual 
photographic technique. The error is estimated to be be­
tween 0.05 and 0.10% in the final value of D, depending on 
the run, contrasted with an error of about 0 .2% or greater 
for the photographic method.

It was of some interest to see whether or not intensity ra­
tios for various pairs of maxima would correspond to those 
predicted by theory, as was the case in the instantaneous 
scan experiments. It was found that calculated ratios de­
viated enormously from experimental ratios and that there 
seemed to be no systematic trend to these deviations. (This 
might have been anticipated from the data presented in 
Figure 2. In that figure the ratio of the slopes of the least- 
squares fits is the theoretical value (1.60) but individual in­
tensity values vary substantially and randomly from the 
least-squares lines.)

This can be at least partially accounted for by a consid­
eration of the conditions under which intensities were re­
corded. For the instantaneous scans, data for the first six or 
seven fringes were obtained over a period of about 3-4 sec, 
which amounted to several hundred intensity points at the 
chosen sampling rate. However, fixed slit scans required 
about 30 min to collect all the data needed to calculate dif­
fusion coefficients from the same number of fringes. Over 3 
sec the mercury arc lamp seems to be stable but, over a 30 
min period, this same source might very well have exhib­
ited substantial fluctuations in output depending on ran­
dom variations in the line voltage and on random move­

TABLE VI: D eterm ination o f Diffusion Coefficients
in  a Nonaqueous System  by th e  Fixed-Slit
Com puter Technique“

1 0 5D (final), j m(no. o f
R un y(fixed), cm cm Vsec t, sec c, M fringes)

j 2 . 0 0 0 3 1 .4 4 3 1 7 . 9 0 .0 1 2 0 1 9 0 . 2 4
L 2 . 0 0 0 1 1 . 4 2 7 6 3 . 5 0 . 0 1 5 6 3 9 0 . 0 0
M 2 . 0 0 0 6 1 . 4 6 0 2 3 . 1 0 . 0 0 8 1 0 9 0 . 0 8

° T B A -T P B  in acetonitrile.

ment if the arc across the horizontal source slit. This would 
be reflected in values of experimental intensity ratios. 
Since it was already firmly established by Riley7 and by the 
instantaneous scan method developed in this study that in­
tensity ratios are indeed correctly given by the Onsager- 
Gosting theory, it was not considered crucial to try to re­
solve this problem in the fixed slit experiments.

A systematic study of the diffusion coefficient-concen­
tration behavior of a binary mixture as a function of tem­
perature allows the evaluation of an activation energy for 
diffusive flow. The improved accuracy and precision of the 
fixed slit Gouy technique would lend itself nicely to such 
an application. To date, such energies are only known to 
within a few per cent; these uncertainties could probably be 
reduced by direct-recording Gouy experiments.

Conclusions
It has been possible to verify the Onsager-Gosting theo­

ry for the entire intensity distribution in a Gouy pattern 
produced by a Gaussian boundary. An iterative method for 
evaluating diffusion coefficients from the Gouy envelope 
(or any fraction thereof) has been devised and tested. With 
considerable effort, this procedure might be adapted for 
the case of skewed boundaries. A simple and extremely 
precise fixed slit method for determining diffusion coeffi­
cients has been described and compared with other proce­
dures.
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Structure, Energetics, and Dynamics of the Water Dimer1
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The Shipman-Scheraga empirical intermolecular potential energy function for water (SS potential) has 
been applied to astudy of the structure, energetics, and dynamics of the water dimer. The entire six-di­
mensional potential energy surface of the water dimer has been searched for minima and saddle points. 
Only one minimum-energy structure, the trans near-linear dimer (TNLD), has been found, while several 
important saddle points that serve as transition states for interconversions between TNLD configurations 
have been found. The TNLD’s of (H20)2 and (D20)2 have been characterized by calculating the following 
properties: potential energy and 0  • • • 0  distance at the minimum, internal energy at absolute zero temper­
ature, frequencies and dipole moment derivatives of the intermolecular normal vibrational modes, zero- 
point energy for intermolecular vibrations, principal moments of inertia, location of the center of mass, di­
rections of the principal axes for the moments of inertia, and components of the total dipole moment along 
the principal axes. The important transition states for interconversion between the TNLD’s have been 
characterized by calculating the following properties: potential energy, intermolecular vibrational frequen­
cies, intermolecular vibrational zero-point energy, internal energy at absolute zero temperature, and inter­
nal energy relative to the TNLD at absolute zero temperature. The familiar cyclic and bifurcated dimers 
have been found to be saddle points, not minima, on the six-dimensional potential energy surface. The im­
portance of motion through the various transition states for interconversion between the TNLD’s has been 
considered. Implications of the computed results for future spectroscopic studies are discussed.

I. Introduction

The water dimer is the smallest unit with which to gain 
an understanding of the energetics and dynamics of water- 
water interactions. The intermolecular potential energy 
surface of the water dimer has six dimensions correspond­
ing to three translations and three rotations of one water 
relative to the other. Because the potential energy surface 
is so extensive, previous studies have found it economical 
to study only a small part of it. The present study is aimed 
at extending our knowledge of the entire six-dimensional 
potential energy surface with particular attention to the 
role of the features of the surface which determine the dy­
namics of the water dimer. An extensive search of the po­
tential energy surface was made to locate minima and low- 
energy saddle points, which correspond to transition states 
for interconversion between minima. An empirical inter­
molecular potential energy function for water, recently de­
rived by Shipman and Scheraga3 (SS potential), was used 
to calculate the potential energy as a function of the six di­
mensions. H2O and D2O are assumed to interact according 
to the same isotope-independent potential. For the one 
minimum-energy structure located, the following proper­
ties were calculated for (H20)2 and (D20)2: the potential 
energy, O • • • 0  distance, frequencies and dipole moment 
derivatives of the intermolecular normal vibrational modes, 
intermolecular vibrational zero-point energy, internal ener­
gy at absolute zero temperature, location of the center of 
mass, principal moments of inertia, directions of the princi­
pal axes for the moments of inertia, and components of the 
dipole moment along the principal axes. For each saddle 
point located, the following properties were calculated: po­
tential energy, intermolecular vibrational frequencies, in­
termolecular vibrational zero-point energy, internal energy 
at absolute zero temperature, and height above the mini­
mum at absolute zero temperature.

II. Search for Minima and Saddle Points

Water dimer structures in six-dimensional space were 
generated using the set of spherical coordinates and Euler 
angles described in section X of ref 3. The potential energy 
was minimized with respect to all six degrees of freedom 
starting from many points in six-dimensional space. Two 
methods were used to generate starting structures: (1 ) 
starting structures were chosen from among possible mini­
ma considered in previous studies4 and (2) starting points 
were generated randomly from the set of all relative molec­
ular orientations with 0  • • • 0  distances between 2.0 and
4.0 A using the RANDU subprogram from the IBM Scien­
tific Subroutine Package. The tetrahedral linear dimer 
(TLD), cyclic dimer (CD), perpendicular plane bifurcated 
dimer (PePBD), parallel plane bifurcated dimer (PaPBD), 
perpendicular plane opposed dimer (PePOD), and perpen­
dicular plane linear dimer (PePLD) constituted our set of 
dimers considered as possible minima in previous studies.4 
See Figure 1 for a schematic representation of these di­
mers. Roughly 100 randomly generated water dimer struc­
tures were also considered as starting points for minimiza­
tions. A program using a minimization technique developed 
by Powell5 and modified by Zangwill6 was used to perform 
the minimizations.

The aforementioned energy minimization program mini­
mized the potential energy to points on the potential ener­
gy surface having zero gradients and positive diagonal ele­
ments in the matrix of second derivatives with respect to 
the set of six variables used to generate the water dimer 
structures. In some cases, these two conditions were satis­
fied, but the point was a saddle point having a negative sec­
ond derivative with respect to one or more directions in­
volving two or more of the six variables simultaneously. At 
the end of each minimization all distances and rotation an­
gles had converged to at least six significant figures.
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H
\ )  H------0

\
TLD H

PePLD H PLD

Figure 1. Water dimers considered: tetrahedral linear dimer (TLD), 
cyclic dimer (CD), perpendicular plane bifurcated dimer (PePBD), 
parallel plane bifurcated dimer (PaPBD), perpendicular plane op­
posed dimer (PePOD), perpendicular plane linear dimer (PePLD), and 
planar linear dimer (PLD). The first six were considered as possible 
minimum-energy structures from earlier studies;4 the last was ob­
tained from the random generation procedure.

The combination of randomly generated starting points 
and the set of six water dimers above as starting points for 
energy minimizations should have been sufficient to locate 
all important minima and saddle points, but it should be 
noted that there is no mathematical or physical guarantee 
that all have been found. Only one minimum-energy struc­
ture and various saddle points were located; these will be 
characterized in sections III and IV, respectively. Implica­
tions of the results obtained here for future spectroscopic 
studies of the water dimer will be discussed in section V.

III. Computed Results: Trans Near-Linear Dimer
The minimum-energy configuration for the dimer, calcu­

lated using the SS empirical intermolecular potential,3 has 
a nearly linear hydrogen bond and the remaining hydro­
gens trans to each other across the hydrogen bond. The 
structure has therefore been termed the trans near-linear 
dimer (TNLD). The (H20)2 and (D20 )2 TNLD’s are shown 
in Figure 2 in the (cartesian) coordinate system of the prin­
cipal axes of their respective inertia tensors. Geometrically, 
the H 20  and D20  TNLD’s are identical; the differences in 
their coordinates in Figure 2 result from the differences in 
the two coordinate systems, arising from the different cen­
ters of mass and principal axes of inertia in the two dimers. 
The TNLD minimum occurs eight times on the six-dimen­
sional potential energy surface corresponding to the eight 
possible hydrogen bonds involving hydrogens of one mole­
cule and lone-pair electrons of the other (see section V.A); 
all such TNLD’s are superimposable structures. We found 
no other minima on the energy surface.

The potential energy of the TNLD is —5.76 kcal/mol rel­
ative to infinitely separated molecules. The 0  • • • 0  dis­
tance is 2.85 A, the H • • • 0  distance is 1.90 A, and the 0 -  
H • • • O angle along the hydrogen bond is 171.3° (this com­
pares to a value of 180° for a linear hydrogen bond). The 
moments of inertia of the TNLD have been calculated and 
are given in section V.D. The six intermolecular vibrational 
frequencies were calculated using the method outlined in a 
previous study7 of the intermolecular vibrational modes of

( - 1. 4 4 8 , 0 .0 6 4 ,0 .000 ) 

0 -
-H

( - 0.501 , - 0 .078 , 0 .0 0 0 ) ( 1.40 1 , - 0 .071 , 0 . 0 0 0 )

H
( - 1.822 , - 0 . 816 , 0 .000

b

( - 1.871 , - 0 . 747 , 0 .0 0 0 )

( 1. 53 0 , 0 .4 3 9 , 1 0 .757 )

( 1. 379 , - 0 . 127 , 0 .0 0 0 )

Figure 2. (H20 )2 and (D20 )2 in their principal-axes systems. Atomic 
coordinates are (a, b, c) in Angstroms.

ice Ih and are given in Table I. From these frequencies, 
zero-point energies of 2.28 and 1.71 kcal/mol were calculat­
ed for (H20 )2 and (D20)2, respectively (zero-point energies 
were calculated by taking he/2 times the sum of the six in­
termolecular vibrational frequencies in cm-1). The internal 
energy of the TNLD at absolute zero (taken as the sum of 
the potential energy and zero-point energy) was calculated 
to be —3.48 and —4.05 kcal/mol for (H20 )2 and (D20)2, re­
spectively. Using the atom-atom induced dipole moment 
model for induced dipoles7 and a permanent dipole mo­
ment of 1.884 D8 for each monomer, the components of the 
total dipole moment (permanent plus induced dipole mo­
ments) in the principal-axes coordinate system are tia =
1.72, m, = 0.18, and ¡ic = 0.00 D for (H20 )2 and ¡ia = 1.73, 
fib -  0.11, and ¡xc = 0.00 D for (D20 )2 (these differ because 
of the difference in the two coordinate systems). The total 
dipole moment has a magnitude of 1.73 D for both (H20 )2 
and (D20)2. The integrated infrared absorptivity of the i th 
normal mode, Qi, is directly proportional to the quantity 
dfi/dQi • d/x/dQ,. The values of this quantity, computed as 
indicated in ref 7, for the various intermolecular normal 
modes are given in Table I.

IV. Computed Results: Transition States
Five classes of transition states for interconversion of 

TNLD’s were found, each type occurring at several points 
on the potential energy surface just as the TNLD minimum 
appeared eight times. These transition states (mathemati­
cally, saddle points on the potential energy surface) corre­
spond to the cyclic dimer (eight total), planar linear dimer 
(eight total), perpendicular plane opposed dimer (two 
total), perpendicular plane bifurcated dimer (four total), 
and parallel plane bifurcated dimer (four total) shown in 
Figure 1. Thus 26 transition states were found for intercon-
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TABLE  I: Intermolecular Normal Vibrational Modes of Trans Near-Linear Water Dimer

Vibration Freq co.° d/t/dQ ^d^/dQ ^
mode i (h 2o )2 (DsO)2 (h 2o )2 (D20 )2 Character of normal modec,i

1 681 487 2 . 1 1 .2 Hydrogen-bond bend out of donor plane 
(primarily motion of donor)

2 451 332 0.7 0.2 Hydrogen-bond bend in donor plane 
(prim arily motion of donor)

3 183 175 1.5 1 . 1 Hydrogen-bond stretch
4 113. 82 3.6 1.9 Torsion about hydrogen bond
5 106 77 6.8 3.6 Hydrogen -bond bend in donor plane 

(prim arily motion of acceptor)
6 63 45 0.6 0.3 Hydrogen-bond bend out of donor plane 

(prim arily motion of acceptor)

“ Units are cm 1. * Units are D2 amu 1 A '2. c “Donor” and “acceptor” refer to proton (or deuteron) donor and acceptor, respectively 
a From examination of eigenvectors of the vibrational force constant matrix.

Figure 3. Labeled water monomer. H and L denote hydrogens and 
lone pairs, respectively.

versions among the eight TNLD’s. The first four types of 
transition states have been characterized by calculating the 
following properties (see Table II): nuclear geometry, 0  • • 
• 0  distance, potential energy, intermolecular vibrational 

frequencies, intermolecular vibrational zero-point energy, 
internal energy at absolute zero temperature, and internal 
energy relative to the TNLD at absolute zero temperature. 
The parallel plane bifurcated dimer was not characterized 
because it is a saddle point on paths connecting the more 
stable perpendicular plane bifurcated dimer and planar 
linear dimer transition states and should therefore be un­
important to TNLD interconversion. The cyclic dimer, pla­
nar linear dimer, and perpendicular plane bifurcated di­
mers are single transition states. In other words, five nor­
mal modes are vibrations and the sixth, whose force con­
stant is negative, is a transition coordinate; the structures 
are unstable with respect to motion along the direction of 
the sixth normal mode. The perpendicular plane opposed 
dimer is a double transition state (i.e., four normal modes 
are vibrations and two are transition coordinates). Double 
transition states involve interconversions among four 
TNLD’s, while single transition states connect only two.

V. Discussion
A. Relationships between the Trans Near-Linear Di­

mers and the Transition States for Their Interconversion. 
On the six-dimensional potential energy surface of (HaO)2 
and (D20)2 there are eight minima corresponding to 
TNLD’s. As an aid to understanding the relationships be­
tween the TNLD’s and the transition states for intercon­
version of TNLD’s, hydrogens and lone pairs have been ar­
tificially labeled as shown in Figure 3. If one water is la­
beled with primed and the other with unprimed labels, 
each TNLD can be uniquely identified by specifying the 
lone pair and hydrogen making the closest approach in the 
near-linear hydrogen bond. The eight TNLD’s, represented 
in this way, are shown schematically in Figure 4 at the cor­
ners of a cube. Examination of the pathway from each 
TNLD to the nearest transition state (with the aid of a

Figure 4. Schematic relationships between the eight trans near-lin­
ear dimers. Se e  Figure 3 for the meaning of labels and section V.A 
for a discussion of the interconversion of TNLD’s.

computer program) shows that each nearest-neighbor pair 
of TNLD’s connected by an edge of the top or bottom face 
of the cube is connected by a path in six-dimensional space 
having a cyclic dimer transition state. Each nearest-neigh­
bor pair of TNLD’s connected by a vertical edge of the 
cube is connected by two paths in six-dimensional space 
having planar linear dimer transition states. Finally, each 
pair of TNLD’s connected by a diagonal in the top or bot­
tom face of the cube is connected by a path in six-dimen­
sional space having a perpendicular plane bifurcated dimer 
transition state. As an aid to the visualization of the inter­
conversion process, Figure 5 depicts the transition between 
two TNLD’s through a CD. The eigenvector corresponding 
to the CD transition coordinate normal mode is consistent 
with the process described in Figure 5.

B. Dynamics of Trans Near-Linear Dimer Interconver­
sions. As shown in Table II, for (H20)2 the internal ener­
gies of the various transition states relative to the internal 
energy of the TNLD at absolute zero temperature are 0.54,
0.10, and 1.78 kcal/mol for the cyclic dimer, planar dimer, 
and perpendicular plane bifurcated dimer, respectively. 
For (D20 )2, on the other hand, the heights of the transition 
states above the TNLD’s are 0.49, 0.2 1 , and 2.10 kcal/mol, 
respectively. The barriers are so small that, at room tem­
perature, the dimer can pass over (or through) the barriers. 
The motions that take the dimer from one TNLD to anoth­
er involve primarily rotations of the two molecules relative 
to each other, which is mostly proton (or deuteron) motion. 
This light mass, in combination with the low height of the 
transition states, makes tunneling through the barriers
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b
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Figure 5. Picture of the interconversion of TN LD ’s H 1 -L 1 ' and H 2 '-  
L1 through a C D  transition state. See  Figure 3 for the meaning of the 
labels and section V.A for a discussior of the interconversion of 
TNLD's.

very likely. The sum of the potential energy and intermo- 
lecular vibrational zero-point energy (t.e., the internal en­
ergy) for the perpendicular plane opposed dimer is greater 
than zero (see Table II). Therefore, the water dimer will 
supply dissociate (to reach an internal energy equal to zero) 
rather than pass through this high-energy transition state.

C. Implications for the Infrared Spectrum of Water 
Dimer. The integrated absorptivity for each TNLD normal 
mode has been calculated with the dipole moment model 
described in section III (see Table I). Within the limits of 
the harmonic oscillator approximation, the 100- 120-cm_1 
region has the largest value of the integrated absorptivity 
and, therefore, should be the most prominent in the in­
frared spectrum. The data in Table I also indicate that, for 
the same concentration of water dimers, the sum of the in­
tegrated absorptivities is ~50% smaller for (D20)2 than 
(H20 )2; hence, the infrared spectrum of (D20 )2 would be ex­
pected to have an integrated absorptivity approximately 
50% that of (H20 )2 in the region of the intermolecular vi­
brations. From the higher frequencies of the normal mode 
vibrations involving motions of the hydrogen (or deuteri­
um) donor molecule (as characterized in the last column of 
Table I), it is clear that, under the constraint of a hydrogen 
bond, the donor molecule is more hindered in its motions 
that the acceptor molecule.

D. Implications for the Microwave Spectrum of the 
Water Dimer. The microwave spectrum of the water dimer 
can give the values for the principal moments of inertia for 
the TNLD, and the Stark shift (in the microwave spec­
trum) can give the components of the total dipole moment 
along the principal axes. For a possible future comparison 
with such data, we present here the calculated values. The 
principal moments have been calculated to be Ia = 2.48, h  
= 74.41, and Ic = 74.59 amu A2 for (H20)2 and Ia = 4.70, h  
= 83.98, and Ic = 84.06 amu A2 for (D20)2. The large 
change of 90% for Ia in going from (H20 )2 to (D20 )2 as 
compared to changes of only 11% for both /* and Ic should 
be noted. According to second-order perturbation theory, 
the Stark shift is given by the quantity9 Caixa2 + Chub2 + 
Cc/iic2, where CQ, Cj, and Cc are different coefficients for

each transition. The calculated values for i±a2, w/2, and ii< 2 
are 2.96, 0.03, and 0.00 D2, respectively, for (H20 )2 and 
2.99, 0.01, and 0.00 D2, respectively, for (D20)2. It follows 
that none of the Stark shift arises from the nc2 component 
(because /¿c2 is identically zero) and that, if ui>2 is to be de­
termined accurately, some transitions for which Cb/Ca »  1 
will have to be studied.

E. A “Picture” of the Dynamics of the Water Dimer. At 
very low temperatures, the water dimer vibrates in its 
ground vibrational state :n a six-dimensional TNLD poten­
tial well. As the temperature is increased, the water dimer 
begins tunneling first through the planar linear dimer bar­
rier and then through the cyclic dimer barrier. Tunneling 
through the perpendicular plane bifurcated dimer barrier 
would not be expected to be as important because it is 
higher in energy than the cyclic and planar linear dimer 
transition states, and it is possible to interconvert any pair 
of the eight TNLD’s by tunneling through a succession of 
these more stable transition states (see Figure 4). The nor­
mal vibrational frequencies given in Table II have been cal­
culated under the assumption of vibrations in harmonic 
wells and it is clear from the transition-state heights that 
this approximation cannot be valid beyond the ground 
state. In fact, at room temperature, water dimers should 
move quite freely among the TNLD wells. The picture of 
this motion which emerges is of a fairly stable O • • • O in­
ternuclear distance in the range of 2.8- 2.9 A (based on the 
structures of the TNLD and the low-lying CD and PLD) 
while the hydrogen atoms of the two molecules are rapidly 
rotating in a concerted fashion as the dimer passes through 
transition states among the eight TNLD minima. This 
implies that any experiment carried out on a time scale 
much longer than that for molecular rotation will give in­
formation only about an average dimer structure with con­
tributions from all TNLD’s.

F. Concluding Remarks. Since an empirical potential 
was available,3 it was possible to explore the complete six­
dimensional surface of the dimer. Now that one minimum- 
energy structure and several transition-state structures 
have been located, it is desirable that a test be made of the 
stabilities of these structures by large basis set ab initio 
calculations with configuration interaction included. It is 
also desirable to obtain experimental spectroscopic data on 
the water dimer as a check on the quantities computed 
here.

A promising technique10’11 combining molecular beam 
electric deflection and microwave spectroscopy is being ap­
plied to the water dimer by Muenter and Dyke. The final 
results (structure and dipole moment of water dimer) of 
their study will be directly comparable to the calculated re­
sults in section V.D.

Note Added in Proof. Dyke and Muenter have very re­
cently published preliminary results from their microwave 
study of the water dimer;12 their observed structure of the 
water dimer is trans and near-linear, in agreement with our 
calculated structure. The microwave spectrum of the water 
dimer indicates the presence of large-amplitude tunneling 
motions such as those discussed in our section V.E. Dyke 
and Muenter note that averages of large-amplitude hydro­
gen motions are observed; thus it follows that the observed 
structural parameters may differ slightly from the structur­
al parameters corresponding to the TNLD minimum in the 
potential energy surface of the water dimer. The observed 
structure has an O • • • O distance of 2.98 ± 0.04 A, and the
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hydrogen bond is within 10° of being linear. This compares 
with our calculated 0  • • • 0  distance of 2.85 A and an 8.7° 
deviation from linearity of the hydrogen bond. The hydro­
gen bond stretch is anharmonic (see curve h of Figure 3 in 
ref 3) to such an extent that the observed 0  • • • 0  distance 
would be expected to be larger than the 0  • • • O distance at 
the potential energy minimum. In this regard, it is signifi­
cant that the observed 0  • • • 0  distance is approximately 
4% greater than the calculated value of the 0  • • • 0  distance 
at the SS potential energy minimum. The observed angle
(6) between the plane of the acceptor molecule and the oxy­
gen-oxygen axis is 60 ± 10°, and this compares with the 
calculated value of 80° at the SS potential minimum. Al­
though these values appear to be in disagreement, the SS 
potential energy curve for variation of 6 is very flat (see 
Figure 4 in ref 3; the minimum in this curve is not at the 
80° value of the six-dimensional minimum because the O • 
• • O distance was contrained to be 3.00 A and the hydrogen 

bond was constrained to be linear), with a shape that 
suggests that averaging would make the observed 6 smaller 
than the value of 6 at the potential energy minimum. How­
ever, we feel that all of the 10-30° difference is not due to 
anharmonicity alone and that some of it may be attributed 
to a defect in the SS potential (see ref 3 for a discussion of 
the approximations made in the derivation of the SS po­
tential). Dyke and Muenter report a value of 2.60 D for jua, 
and this compares with the calculated value of 1.72 D. This 
difference is primarily a direct result of the aforementioned

difference between the calculated and observed values for 6 
(/¿a increases as 6 decreases). Our calculations on the transi­
tion states for TNLD interconversions should be useful 
input to a study of the effects of tunneling on the micro- 
wave spectrum of the water dimer.

A comparison of our computed results for the water 
dimer with those just published by Kistenmacher, et al.,13 
will be presented in a forthcoming paper.
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An ideal two-component liquid junction is treated theoretically by a method due to Howard J. Hickman. 
The results, which are correct for times greater than times of the order of magnitude of 10~9 sec, are de­
rived formally without recourse to the assumption of charge neutrality or any other unproved physical as­
sumption. For this simple two-component case, the well-known formula for the liquid junction potential is 
obtained as well as closed-form expressions for the charge densities and electric field.

I. Introduction

One of the basic problems in the physical chemistry of 
electrolytic solutions relates to the seemingly paradoxical 
use of the assumption of charge neutrality in the theoreti­
cal derivations of the electrical potentials in such solutions 
when a concentration gradient has been established. The 
assumption was first used by Planck1 in 1890 to derive the 
famous formula for the liquid junction potential. The ap­
parent inconsistency between the existence of a potential 
difference and the vanishing of the net charge, which gives 
rise to that potential difference, has been a source of con­

tention and puzzlement to physicists and chemists since 
Planck’s original paper.

In 1970, in a remarkable paper, a general solution of the 
problem was presented by Hickman.2 In the present article, 
we will work out the details of the solution for the simplest 
case, two univalent ions. For this simple case the mathe­
matics is not as complicated and one can more easily see 
through it to the underlying physical meaning of what is 
going on. In addition one gets closed-form expressions for 
the leading terms in the charge densities and the electric 
field so that one can see in detail how the quantities go and
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how the paradox stated in the previous paragraph is re­
solved. We hope also by means of this paper to make Hick­
man’s general results better known. The reader interested 
in these results as well as discussions of other important as­
pects of the problem is referred to his paper.

The case which we will consider is that of two solutions 
of the same simple salt, say NaCl, which are initially at dif­
ferent concentrations and which are kept from mixing by a 
barrier. At a given time the barrier is removed and the ions 
diffuse between the compartments (see Figure 1). We call 
nc and nd the initial concentrations of the ions in the two 
compartments, with the subscripts c and d standing for 
concentrated and dilute, respectively.

When the barrier is removed, an electric potential differ­
ence is created between the right side of the right compart­
ment and the left side of the left compartment. That po­
tential, which we will write Vp (P for Planck), is called the 
liquid junction potential. Planck’s result is

V'p
(D* -  D.)kT nc
(Dt + D_)e nd (1)

Here D+ is the diffusion constant of the positive ions and 
D- that of the negative ions, k Boltzmann’s constant, T  the 
absolute temperature, and e the electronic charge. The sign 
may be seen to make sense as when D+ is greater than D_, 
there is a faster flow of positives from the right compart­
ment in Figure 1, leaving the righ* side negative and the 
left side positive. Thus the right side is at a lower potential 
than the left side in accord with the sign in eq 1.

II. The Classical Derivation

In the classical derivation of eq 1, which somehow works 
even though it involves the seemingly contradictory use of 
the neutrality hypothesis, the positive and negative cur­
rents are equated. These currents are

3 w
j + =  t) + ,i+eE(x, t)nt {x, t) (2a)

oX

j = - D —^ i x ,  t) -  ¡1 eE{x,t)n_{x, t) (2b)
~0X

Here fi+ and ti- are the mobilities of the positive and nega­
tive ions and E(x, t) is the x component in the electric field. 
It is assumed that we are dealing with a one-dimensional 
problem, all quantities depending only on x, the coordinate 
perpendicular to the partition between the compartments. 
The mobilities satisfy the Einstein relationship

D j k T  = n± (3)

It is argued now that once transients (of unspecified du­
ration) die out, the positive and negative currents must be 
equal. If they were not, there would be a continuous build­
up of charge in the compartments. Using the Einstein rela­
tions (eq 3) and setting j + equal to j -  we get

„ 3w+ . n eE
D- T T  + Dw n-

D_eEn. 
kT (4)

Assuming charge neutrality we may set n+ = n~ = n and 
eq 4 may be rewritten

(D+
(D+ + D_)eEn 

kT (5)

If we now integrate eq 5 with respect to x from the left of

barrier

Figure 1. Initial condition of a liquid junction.

the left compartment (x = —L) to the right of the right 
compartment (x = L), we get

Vv
r* %—L 

J x = - L
E dx

(D, -  -DJ ( k T \  n(L) 
(D, + D_)\ e ) n { - L )

(6)

Setting the concentrations of the ions at the extreme ends 
of the cell equal to their initial values, we obtain the liquid 
junction potential formula, eq 1.

III. Questions

Perhaps the skepticism in the discussion of the deriva­
tion in the preceding section is exaggerated. Indeed, there 
are good physical reasons why the steady-state currents 
may be equated and why charge neutrality is a good ap­
proximation. Were this not so the electrostatic energies 
would be enormous. Indeed, presumably the correct answer 
is obtained from these arguments because they are physi­
cally correct. Apart from this, however, the question is, how 
can one prove that they are correct? The system after all is 
not indeterminate. There are, in point of fact, three equa­
tions in three unknowns with well-defined initial and 
boundary conditions. The three unknown functions are n+, 
n~, and E. The three equations are the continuity equa­
tions for the two charge species and Maxwell’s first equa­
tion. Using eq 2a and 2b, the Einstein relations, the conti­
nuity equation, and Maxwell’s equation, these three equa­
tions are

1 9w+ 9V  9 /  e E n . \
D+ at ~  9*2 dx \  kT )

1 9 n_ 92w 9 /  e E n \
IT W~ ~ 9x2” + 9x V kT )

(7a)

(7b)

ae
dX

(7c)

Here e is the dielectric constant of water, ~80. The initial 
conditions are

(nc (0 ^  x  ^  + L)

(8)

nd (0 & x  s  — L)E(x, 0) =  0
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The boundary conditions are simply that the ion currents 
are zero at x = ±L, but for a cell of reasonable laboratory 
dimensions and for times less than days, it is sufficient to 
have the concentrations go to nc and n,i as x approaches +L 
or — L, respectively.

If the physical reasoning used in going from eq 2a and 2b 
to eq 6 is correct, how can one see it from the equations for 
the system, eq 7 and 8? If the result is a “very good approx­
imation,” what is the nature of the approximation? What is 
the small parameter, if any? How does one get the next 
term in the approximation, and how large is the next term? 
In spite of an enormous amount of work involving the use 
of the liquid junction potential formula and many papers 
discussing the theory,3 before the 1970’s there was no cor­
rect explanation of how the fundamental equations (eq 7) 
led to the liquid junction potential formula or justified the 
assumptions used in the heuristic derivation presented in 
the previous section.

IV. The Search for a Small Parameter
It should be said at the outset that there is no apparent 

way to obtain an analytical solution of eq 7. The major 
source of the difficulty is the nonlinear conduction current 
terms in (7a) and (7b) which are products of the electric 
field with the ion densities. If we cannot find an exact solu­
tion, then we must find an approximate method of solving 
the basic equations—an approximate method which, we 
hope, will lead to an understanding of the liquid junction 
potential formula. In order to find an approximate method, 
we must attempt to find a small parameter which is charac­
teristic of the process and which will lead to an expansion 
procedure. To see how we must proceed toward this objec­
tive we introduce transformations in the variables which 
make the equations dimensionless. We call the average 
density

n + nA 
2 (9)

and introduce dimensionless densities according to

N+ = 5 -  N = ^  (10)n n
These dimensionless densities are generally of order of 
magnitude unity. It is also convenient to introduce an “ef­
fective” diffusion constant, D, according to

1
D. =  j j d  -  A) L _ i ( i

D -  D[L +  A) (ID

where A is a dimensionless parameter proportional to the 
difference between D+ and D_. The inverse relations are

D =
2 D+D_ 

D+ + D,
D* -  D. 
D. +

(12)

We may also introduce units of length, time and electric 
field which we can choose at our convenience to make the 
equations as simple as possible. If we write these units as 
xo, to, and £'o, we may introduce dimensionless coordinates 
according to

y
X

X0 (13)

With eq 10, 11, and 13, the basic equations, eq 7a-c, be­
come

92_N j . 
8y 2 ^  s ^ N*> = W ̂

(14a)

a2iv.
9y2 + £ 0 .  — (|N  ) =

kT 9y ç ■’ tnD (1 + A ) ^ p  (14b)

M  (N+ -  N ) (14c)dy e0
We may now choose the units to eliminate as many param­
eters in the equations as possible. Accordingly, we take

eE0x 0/k T  — 1 (15a)

x02/ t 0D = 1 (15b)

4irenx0/ e E 0 =  1 /2  (15c)

In the last equation, the left-hand side is set equal to % 
(rather than 1) so that we arrive at the conventional defini­
tion of the Debye length for Xq. Solving for the unit sizes we 
have

(16a)

(16b)

Xq _  €kT  
U  D8vne2 (16c)

Equations 14a-c then become

99 2 AT 
dy2

9 2N_
dy2

- ( , N +) = (1 -  A ) ^

+ - 

Ü  =  1 (A/9y 2 +

(1 +  A)

N.)

9 N_
9 T

(17a)

(17b)

(17c)

The equations are now bare of all constants except A, 
which although it must be less than unity in absolute mag­
nitude, does not have to be particularly small. An expan­
sion of the solution in powers of A is not the procedure for 
which we have been looking. It does not converge rapidly 
enough and it does not yield the correct result to first order 
in A.

If the small parameter is not in the equations, where 
then is it? We can see which way to proceed if we evaluate 
the units x0 and f0 for representative experimental condi­
tions. The Debye length under typical conditions (n «  0.1 
M  and T ~ 300°K) is of the order of 10~7 cm. As ionic dif­
fusion constants are of the order of 10-5 cm2 sec-1, we get 
for the unit of time

to
IQ-14
ICH“ 10 '9 s e c

Thus in eq 17 the time t is measured in units of 10-9 sec. 
One second after the barrier has been removed r = 109. In 
an experimental situation we want the assymptotic form of 
the solution for r —*■ «>. Thus, the small parameter for 
which we are looking is the reciprocal of the elapsed time 
measured in units of to, which is of order 10-9 sec. Our con­
clusion therefore is that we must in some way search for a 
solution of the system of equations that is an expansion in 
powers of r -1.

The Journal of Physical Chemistry, Voi. 78. No. 20. 1974



Charge Neutrality in Electrolytic Solutions 2063

V. The Solution

The reason for saying “in some way” at the end of the 
last section is that we still have to find the proper form of 
the expansion. An expansion of the form N  = Noiy) + (1/ 
r)Ni(y) + ( l/r2)lV2(y) + . .. cannot describe an on-going 
diffusion process. In view of the fact that there is diffusion 
going on it is natural to introduce an appropriate variable

z  =  y / i r  (18)
An expansion of the densities of the form N  = N0(z) + 
N i(z)/t + N 2(z)/t2 + . . .  makes sense. It yields solutions 
which for large times satisfy the differential equations and 
are consistent with the initial conditions. In terms of the 
new variable z, the partial differential equations become

 ̂= Ml <">
=  -  £ 0*o i  Vt(z) dz

i / . e o

The procedure is now to insert eq 22 into eq 21 and 
equate like powers of r. There is only one term of order r°. 
From eq 21c this equation is

r°: C0(z) =  0 (25)
The above result constitutes the derivation of charge neu­
trality. That is, the leading term in the charge density goes 
at most as r -1 (recall that r  = t/to, to ~ 10~9 sec).

Equating the coefficients of all terms of order r_1 we get
1 d2N t 9 
T 9 z 2 9 z m - a  -  ^  -

_ . i .  d2S0 z dS0 
• dz2 2 dz

(26a)

1 9 2N_ 9  

T 9 z 2 +  9 z m -
a  -  a )“ - - f r i f O " » - ¿ W , ) s , W ]  =  f § (26b)

± ( ± \  
dz \  V~T /

=  -  N.) (19c) dr7 t (z) _  Cj(z) 
dz 2

(26c)

It is convenient to introduce in place of the positive and 
negative charge densities (in dimensionless units), the total 
ion density and the net charge density

In the above, eq 26a may be integrated directly with the 
constants of integration chosen to satisfy the boundary 
conditions. The result is

S =  1V+ +  N.  (20a)

C = N, -  N . (20b)

Here S stands for “sum” and C for “charge.” Adding and 
subtracting eq 19a and 19b the set of equations becomes

1 9 2S 
T 9z2

1 9 2C 
r 9 z 2

9 /
=  ! F (S AC) -

—  — (S -  2 T 9z AC)

AS)

T r h iC -
_9_
9z

(21a)

(21b)

(21c)

We now introduce the large r expansions of the functions. 
We write

S(z, r) =  S0(z) + +  . . .  (22a)

C(z, r) =  C0(z) -I----Ip—1 -I—  ̂ +  . . .  (22b)

1 ^ )  = ZZi<£) + a W + . . .  (22c)

In eq 21a-c, t ~ 1 / 2 always occurs with £ and we have intro­
duced the expansion eq 22c accordingly. With regard to 
this expansion, there is no 7;0(z) as £(z,r) would continue to 
increase with increasing time if such a term were present. 
The leading term in £(z,r) is thus

| ( z ,  t) =  77t (z )/V T  (23)

This makes very good sense in that it gives rise to a time- 
independent VP, for we can then write (with eq 13 and 18)

S0(z) =  {Nc + Nd) +  c ppp x

J>2'exp(-t ) <27)
Here N c and IVd are respectively n j h  and n jh .  In writing 
eq 27 we have assumed that we are dealing with values of 
the time such that the quantity L/(D i)1/2 is much greater 
than unity. That means that in the integral in eq 27 at z = 
Ltol/2/xotl/2 = L/(Di)V2 (corresponding to x = L) we 
may take the upper limit to be infinity and S q(L) becomes 
2NC as it should. Similarly at x = —L, So(—Lt0l/2/xot1/2) 
= 2N<j. This result shows that the total ion density diffuses 
with an effective diffusion constant equal to D. That is

D-* = 5  = (28>
which is the well-known expression for the ambipolar diffu­
sion constant.

If we now use the result of eq 27 in eq 26b and integrate 
from — 0° to z we get

r?i(z) =
£ \ N c -  Nd) e x p (- z  V 4)

+ +
(Nc -  Nd)

7T
f  dz' e x p (- z '2 /4 )  

J z-0
(29)

Inserting this result in eq 24 and using eq 12 and 16 yield 
precisely the result for the liquid junction potential formu­
la, eq 1.

The last of the equations for terms of order r_1, eq 22c, 
simply provides an expression for the charge density Ci(z) 
that is consistent with the leading term in the electric field 
intensity.

VI. Conclusions
In effect the theory provides a formal derivation of the 

assumptions conventionally made in the study of ionic dif-
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fusion in liquid junctions. It is shown that in a matter of 
fractions of 1 sec after ions are allowed to diffuse across a 
barrier, the net charge density approaches zero, the total 
ion density diffuses with a diffusion constant equal to the 
ambipolar diffusion constant Dea = 2D+D-/(D+ + D_), 
and the potential difference VP = V(L) — V(-L)  is given 
by the liquid junction potential formula. Furthermore, ex­
plicit expressions are obtained for the leading terms of all 
of the quantities. The parodox of the existence of a poten­
tial while one has charge neutrality may now be resolved. 
The charge density at any point does indeed go to zero as
i -1. The spread of the charge however increases as f1/2. 
Therefore the net charge per unit area decreases as 
The potential difference is of the order of the product of 
the charge per unit area (proportional to the field), which 
goes as t~ l/2, with the separation, proportional to f1/2. 
Hence the liquid junction potential is time independent as 
long as we are dealing with times large compared to to 
(~10~9 sec) and small compared to the time for the ions to 
diffuse to the walls. It is interesting to note that in ob­
taining all of these results at no point did we have to make 
use of any argument relating to the magnitude of the elec­
trostatic energy compared to thermal energies. Indeed, the 
actual basis of all of the results enumerated above depends 
on the physical fact that diffusion over a Debye length 
takes of the order of 10-9 sec in typical laboratory situa­
tions and on the subjective “fact” that for a human observ­
er 10-9 sec is an extremely small time.

This calculation of course does not provide any informa­
tion on what goes on at the junction for times less than 
1CT9 sec. The results of numerical integrations of the basic 
equations, which start from the initial stages of the process

and exhibit the growth of the liquid junction potential to 
its long time value, were presented by Hafeman4 in 1965. 
Hafeman carried out computer calculations under more 
general conditions than those we treat here but for large 
times his results are in general agreement with those of this 
analytic treatment, including the induction times of the 
order 10-9 sec.
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Statistical Thermodynamic Consideration of Solvent Effects on Conformational Stability. 
The Supermolecule-Continuum Model
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A theoretical analysis of solvent effects on the conformational stability of a dissolved molecule is presented 
in terms of statistical thermodynamics. The relationships among the various current approaches to the 
problem are discussed in this context, together with considerations on their capabilities and limitations. 
The union of these approaches into a “supermolecule-continuum” model is shown to accommodate the 
main factors which contribute to solute-solvent interactions. A progression of improved methods for super­
molecule-continuum calculations are proposed and the prospects for quantum mechanical calculations in 
each case are discussed.

I. Introduction

The theoretical treatment of chemical bonding and mo­
lecular geometry in polyatomic molecules has reached a rel­
atively high level of sophistication, with ab initio molecular 
quantum mechanics and well-parametrized approximate

quantum mechanical or classical potential function meth­
ods widely available. However, the use of these methods in 
many chemical and biochemical problems requires also a 
consideration of environmental effects, since the relative 
stability of molecular conformations and the relative ease 
of conformational changes for dissolved molecules can be
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profoundly influenced by the presence of solvent. The main 
factors responsible are (a) bulk dielectric aspects of inter- 
molecular solute-solvent interactions, (b) dielectric modu­
lation of solute intramolecular interactions, and (c) specific 
solute-solvent binding and antibinding.

Theoretical studies of solvent effects on large molecules 
are currently proceeding mainly from two points of view: 
the continuum model and the supermolecule model. In the 
continuum model, the solute-solvent system is represented 
as a solute molecule in a cavity imbedded in a polarizable 
dielectric continuum. Bulk dielectric effects are calculated 
on a classical basis in terms of the electric multipole mo­
ments of the solute and induced reaction fields in the con­
tinuum as originally described by Onsager.1 Applications of 
this approach to problems in biomolecular conformational 
stability have been described by Sinanoglu2 and Beveridge, 
et al.,3 the latter study emphasizing intermolecular bulk di­
electric effects. Intramolecular dielectric effects were in­
cluded in studies of solvent effects on polymer structure by 
Scheraga4 and coworkers and by Hopfinger5 using an effec­
tive dielectric constant for interatomic coulombic interac­
tions. Kirkwood6 described an elegant approach to the cal­
culation of both intermolecular and intramolecular bulk di­
electric effects using classical or quantum mechanics. Ex­
tensive studies of the thermodynamic properties of solu­
tions using the continuum model have recently been re­
ported by Huron and Claverie.7

The supermolecule approach involves explicitly includ­
ing one or more solvent molecules along with the solute in a 
calculation and determining conformational energies and 
related properties for the molecular assembly. Here solute- 
solvent binding effects are explicitly introduced. Quantum 
mechanical supermolecule calculations for single solute- 
solvent interactions and the idea of solvation sites, i.e:, en­
ergetically preferred solute-solvent configurations, have 
been described in a series of papers by Pullman and co­
workers.8 Techniques for the optimization of solvation sites 
for an entire solvation shell have been discussed by Man- 
tione and Daudey.9 Classical and statistical thermodynam­
ic approaches to this model are contained in the studies of 
Scheraga, et al.,* and of Hopfinger;5 the basic idea involves 
a variation in solvation number and related energetics with 
solute conformation.

The specific studies referenced above each include one or 
another of the main factors responsible for solvent effects 
on conformational stability, but no one calculation includes 
all three factors. Furthermore the formal relationship be­
tween the various current methods has not previously been 
developed. We present herein a general theoretical analysis 
of relevant aspects of solvent effects on conformational sta­
bility in terms of statistical thermodynamics. The logical 
relations among the current methods are displayed and the 
path to improved theoretical treatment of the problem is 
clearly indicated. With a judicious use of the supermolecule 
model for short-range solute-solvent interactions and the 
continuum model for long-range effects, statistical thermo­
dynamic calculations using quantum mechanically calcu­
lated energies appear to be tractable. A progression of im­
proved methods are proposed and the prospects for quan­
tum mechanical calculations in each case are discussed.

II. Theory, Present Models, and Methods
A theoretical framework for understanding the contin­

uum and supermolecule models and a basis for improved 
theoretical treatments of solvent effects can be developed

in terms of statistical thermodynamics. A very dilute solu­
tion can be taken as a canonical ensemble of systems con­
sisting of a solute molecule surrounded by a large number 
of solvent molecules. The thermodynamic properties of the 
system follow from the canonical ensemble partition func­
tion. The configurational part of the function is (within a 
constant factor)

Z = T . e - Ei /kT —  f e -E(0)/kT dQ (!) 
i

where k is the Boltzmann constant, T  is the absolute tem­
perature, and the JE,- are ir. principle the quantum mechani­
cal energy states of the system. Replacing the summation 
by the integration in eq 1 can be effected if the energy 
states are sufficiently close together. Here Q represents the 
configurational coordinates of all N  molecules of the sys­
tem, Q = (qi, q2, <?3, . . . ,  qn ) and dQ = dqi dq2 d<73 . . .  
dgiv- The configurational coordinates q, for individual mol­
ecules include position vt, orientation co,-, and internal coor­
dinates Xi. so that qi = \ult gj,-, xi} and dq, = do; dw, 
dxi- The internal coordinates xi for a molecule may be 
likewise factored to a first approximation into bond lengths 
n, bond angles 0;, and dihedral angles 77. The configura­
tional free energy of the system is given by

A  =  —kT  In Z (2)
To relate solute conformation to the configurational par­

tition function, we write the reduced partition function for 
the solute molecule (taken as particle 1) as

ZCTj ) =  f f f .  . . J

d<7l' dq2 dq3 . . . dqN (3)
where the integrations extend over all coordinate space of 
the solvent molecules 2, 3, . . . ,  N  and over all the coordi­
nates of the solute molecule except those internal coordi­
nates involved to first order in establishing molecular con­
formation and conformational changes, i.e., the dihedral 
angles n  of the solute molecule. A general statistical me­
chanical treatment of internal modes and statistical 
weights in conformational problems has been described by 
Go and Scheraga;10 we restrict our consideration here to as­
pects of the problem relevant to the various models for 
treating solvent effects. We note in passing that eq 3 could 
be evaluated in principle for a system by a Monte Carlo 
calculation. This method is used extensively for the calcu­
lation of liquid structure using classical energy functions. 
This would of course be presently intractable for an N  of 
respectable size using quantum mechanical methods for 
the energy evaluations, but the path of theoretical develop­
ment lies in this direction.

The continuum and supermolecule models can both be 
regarded as efforts to approximate the evaluation of the en­
ergy function E (qh q2, qa, • • • - Qn)- The continuum model 
follows from making the approximation

E ( q u  <72, tfs, • • -,<?*) = + £ solvent (4)
and calculating Eeff(ri) as an effective energy treating all 
intramolecular solute interactions explicitly and calculat­
ing solute-solvent interactions with the solvent considered 
as a polarizable dielectric continuum. The evaluation of 
7?eff(r1) can be carried out directly as described by Kirk­
wood;6 the first quantum mechanical calculation of this 
type was recently reported by Hylton, Christoffersen, and 
Hall.11 The Onsager reaction field approach is a specific
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case of the Kirkwood method and is applicable with the ad­
ditional approximation

£*” (71) S £solute(rt) + £ effsoivation (rt) (5)
where £ soiute(ri) is the solute conformational energy com­
puted in the free-space approximation and £ effsoivation(ri) 
the solute-solvent interaction energy. The term £ soivent in
eq. 4 represents solvent-solvent intermolecular interac­
tions (the cohesive energy of the solvent). This term is in­
dependent of solute conformation to a high order of ap­
proximation and contributes a term to the configurational 
free energy which can be regarded as a constant for each 
solvent.

For the ith specific conformation of the solute molecule, 
the conformational partition function in the continuum 
model is then

Z,(  r t ) =  <r*feff(n > /* r (6)

The conformational free energy is
A{(rt) = — kT  In Z { { t x)  -  E { e t i ( T x)  (7)

i.e., the conformational energy calculated using the contin­
uum model is a conformational free energy.

In spite of the familiar form of eq 5 and 6, the A;(ri) are 
free energies only in a limited sense: each A,(ri) is the free 
energy the system can have if the soluté were frozen in the 
ith conformation. More generally we have

A = —kT In Z = - k T  In Z-Z\-(tt) =
i

- k T  In Y^e-Ai (T0 /kT (8)
i

so that the conformational free energies do not sum linear­
ly to the total free energy as required of an extensive prop­
erty. Nevertheless, inspection of the A;(ri) as a function of 
n  (c/. the conformational maps of ref 3) permits a conve­
nient visualization of the contributions to the configura­
tional partition function and thus indicates which confor­
mations make the heaviest contribution to the Helmholz 
configurational free energy. Since the important conforma­
tions can be identified with one or another of the various 
energy minima in the t\ conformational space, a common 
way of examining results is to partition the summation over 
i into a double summation over the k minima and the i con­
formations in the immediate vicinity of the kth minimum

Z z <  = Z Z z ,  =  0 )
i k iek k

where Wk is the statistical weight of the kth minimum. The 
probability of observing the jth minimum is then

p. = w/Zwk (10)
k

The conformational properties of the system in terms of 
the supermolecule model as used by Pullman8 can be con­
sidered in terms of the reduced partition for the solute and 
a single solvent molecule (taken as particle 2)

Z{tu q2) =

j  j  . . .  Î  .......*N'llkT  d ^ '  dq3____ d qN (11)

The supermolecule model corresponds to making the ap­
proximation

E(qi, <?2, <?3> • • •  ,Qs) -  e (tu <h) + ^solvent (12 )

and calculating E(t\, q2) in the free-space approximation 
using quantum mechanics or classical mechanics. For the 
ith conformation of the solute molecule and the ;th  relative 
position and orientation of the solvent molecule

Z w(tt, q2) =  e-Eu<Tv «2)/kT (13)

Analogous to eq 5 we may write the solute molecule confor­
mational partition function using the supermolecule model 
as

Z {{t  t )  =  Z e ‘ E < i< T  \ ’q’i ) ,kT  — +■

s
f e -Ei<Tv a2)/kT

where the sum and integral indicate configurational aver­
aging over the coordinates of the solvent molecule.

A formal definition of solvation sites emerges from a par­
titioning of eq 14 into sums from the individual minima k 
in the E ( ti , q2) hypersurface. Then

Z i(r t) = Z  Z Z u = Z Wik (15)
k jek k

which serves to define Wik, the statistical weight of the kth 
solvation site for a solute molecule in the ith conformation. 
The position of the &th solvation site is the geometry corre­
sponding to the minimum in the £;y(ri, q2), j  G k, surface. 
The relative importance of a given solvation site depends 
on the magnitude of the statistical weight Wik, a function 
of both the solute-solvent binding energy and the shape of 
the binding hypersurface. A tightly bound solvation site 
may be of little interest to the system if the binding force 
constants are high.

This analysis can be easily extended to accommodate an 
entire solvation shell. For this we write the reduced parti­
tion function for the solute molecule and M  — 1 neigh­
boring solvent molecules as
Z { t  1 ,  q2, <?3 , • • qM) =

/ / •  • • / ...... ............^  ,kT d< ?i'dq„tl . . . dq N
(16)

Explicit consideration of the solute and M  — 1 solvent mol­
ecules in a calculation would amount to the approximation
E(q 1, q2, ■ qM, . . qN) =  E(rh q2, . . ., qM) +

^solvent
Note that the results at this level would differ from results 
of calculations carried out at the level of eq 11 if coopera­
tive effects among solvent molecules are important.

The solvation shell methods used in conjunction with 
classical energy calculations by Scheraga and by Hopfing- 
er5 can be considered in the context of the supermolecule 
model and correspond to the approximation
E{rh q2, <73, . . qM) =  £ solute( r t ) +

■̂ solvation (<72, <73, • • •, Qmrx)) (18) 
where the first term on the right-hand side is an isolated 
molecule solute energy and the second term is the solvation 
energy. The number of solvent molecules explicitly consid­
ered is written as M(tx) to emphasize dependence of solva­
tion number on solute conformation. The solvation energy 
term is then considered in the form

Tj)

^solvation(^2, 73, • ■ QM<.Tj)) — (19)
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where the individual solute-solvent molecule interaction 
energies V} are determined theoretically or semiempirically 
on prototype cases.

Both the continuum and supermolecule models have 
specific advantages and disadvantages. The continuum 
model is suitable for solvent effects on conformational sta­
bility in systems where specific solute-solvent binding does 
not vary significantly with conformation, i.e., when differ­
ential effects are negligible. This model would be inade­
quate in systems where conformational changes in the so­
lute move potential solvent binding sites from protected to 
exposed regions or in systems where specific structures are 
stabilized by intramolecular hydrogen bonding. The super­
molecule model can adequately treat solute-solvent bind­
ing but would be inadequate for systems where the electric 
moments of the solute are sharply varying functions of so­
lute conformation and bulk dielectric effects are important.

III. Improved Model and Proposed Methods
Most of the shortcomings discussed above for the contin­

uum and supermolecule models for solvent effects can be 
avoided by combining the best features of the two approxi­
mations. The union of the two models into a supermolec­
ule-continuum model follows from the supermolecule par­
tition function as written in eq 19, invoking the approxima­
tion

#2i #3! • • •> • • •> Qn) =
E etS(Tb  <?3. • • •» <7„f) +  ^solvent (20)

and calculating E eff(ri, q% q% . . . ,  qrj) as an effective en­
ergy of the solute and the M — 1 vicinal solvent molecules 
in a cavity imbedded in a polarizable dielectric continuum. 
A solute molecule conformational partition function may 
be formed by writing for the ith conformation of the solute 
molecule and the ;th , feth, . . . ,  mth configuration of the 
solvent molecules explicitly considered

Z ijk...m^Tb  <?2> <?3> • • -i Qm) ~

e ( 21 )

Analogous then to eq 4 and 17 we may write for the super­
molecule-continuum model

Z {(t i) =

j k m

f»*...m(Tl ' a2'«3.......qM),k T

- E  jeff(r.l , 3 2-«3-
dq2, dq3 . . . dqM

(22)
where M  may depend on the solute conformational vari­
ables t\. Definitions of statistical weights and solvation 
sites can be written as straightforward analogs of eq 8 and 
14.

The classical or quantum mechanical evaluation of the 
individual energies in this model follows directly from the 
original Kirkwood paper,6 but a consideration of cavity size 
and shape will require special attention. A classical calcula­
tion based on this idea was carried out by Kirkwood in a 
study of dielectric polarization in polar liquids.12 This ap­
proach has also been used in theoretical accounts of the hy­
drated electron, and the recent at initio quantum mechan­
ical study of this system by Newton13 approaches a super­
molecule-continuum calculation except for configurational

averaging. We consider herein the prospects for calcula­
tions based on this model for conformational studies.

The advantage of the supermolecule-continuum model 
for studies of solvent effects on molecular conformation is 
that both inter- and intramolecular bulk dielectric effects 
and specific solute-solvent binding are accommodated. 
Classical conformational energy calculations based on this 
model are clearly feasible combining Hopfinger’s solvation 
shell method with an Onsager or Kirkwood treatment of 
the dielectric.14 The extent to which quantum mechanical 
calculations at especially the ab initio level are tractable 
for this model is a question of considerable interest, since 
the use of classical potential functions introduces more ap­
proximations. The details of self-consistent field molecular 
orbital continuum calculations are being reported by Hyl­
ton, et al.,n  and the extension of the calculation to super- 
molecule-continuum is straightforward for individual ener­
gy grid points. The main problem in a quantum mechanical 
supermolecule-continuum calculation is the extent to 
which configurational averaging can be included in a com­
putationally manageable manner for systems of chemical 
interest.

We mention in passing that the explicit presence of mol­
ecules in the first solvation shell may account for the most 
important intramolecular solvent dielectric effects in a su­
permolecule-continuum calculation. The remaining effects 
would then be adequately represented by additive terms as 
in eq 5 calculated classically. Prototype studies are re­
quired to assess the need actually to include solvent dielec­
tric terms in the quantum mechanical Hamiltonians for 
these calculations.

With reference to eq 21, a progression of computational 
methods can be enumerated which have considerable possi­
bilities for estimates of configurational averaging over the 
solvent molecules in quantum statistical mechanical calcu­
lations of solvent effects on conformational stability. These 
are described in the following paragraphs in terms of the 
shell method, the cell method, and the site method. Each of 
the methods involves a Monte Carlo calculation at some 
point, and the various variance reduction techniques as de­
scribed in the monograph by Hammersley and Hand- 
scomb15 are of course relevant.

The Shell Method. The shell method is an obvious ap­
proach and is described here for completeness and the defi­
nition of terminology relevant to the other methods. Since 
the focus of the problem is on the solute and solvent effects 
on solute structure, the translational domain of the M — 1 
solvent molecules can be restricted to regions of space im­
mediately vicinal to the solute molecule. This region is then 
operationally partitioned into solvation shells, with the 
first shell containing first nearest neighbors, the second 
shell containing the second nearest neighbors, etc. The con­
formational partition function for the supermolecule-con­
tinuum method including first nearest neighbors in the 
shell model is

- E e t h r v v ~ u 2 ....v u  ) / k T

e &v2 dco2 . . . dvM dioM
(23)

where Si indicates that the integration extends over the 
first solvation shell. While it is possible that the influence 
of shells beyond the first on solute conformational stability
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will be adequately represented by the continuum, the 
sphere of influence of, e.g., an ionic functional group of the 
solute certainly extends beyond the first layer. Differential 
effects on conformation may still be negligible, but this 
point requires careful numerical study.

The Cell Method. In the statistical mechanics of pure 
liquids, an approach to tractability in the configurational 
partition function is represented by the cell theories. Here 
the overall integration is reduced to a product of integrals 
each involving the configurational coordinates of one mole­
cule only by restricting the positional domain of each parti­
cle to a small region or “cell,” with “walls” of the cell locat­
ed at the van der Waals contact surface of nearest-neighbor 
molecules. Widely quoted examples of this genre of calcula­
tions are the studies of Lennard-Jones and Devonshire16 
and Wentorf, Buehler, Hirschfelder, and Curtiss.17 The 
principal error in the model is quantified in terms of the 
communal free energy and entropy, which appear when the 
walls of all the cells are removed so that all molecules have 
access to the common total volume.

An analog of cell theory can be defined for calculation of 
conformational partition functions in the supermolecule- 
continuum model. The solvation shell described above is 
spatially partitioned into M  — 1 cells each accommodating 
one solvent molecule. The partition function then reduces 
to

Z t{Ti) =

. , e f f .- E  ( t v v2u>2 ,
(\l)<) dcOn ■ ■ àvM à u M

(24)
where the volume integrations extend over the domains of 
the individual solvation cells of each solvent molecule. The 
extent to which communal free energies and entropies in­
fluence conformational stability can be determined by 
comparing the results of the shell method and cell method 
on prototype systems.

The methods for the computation of solvation energy in 
the classical energy calculations described at the end of 
section II can be considered supermolecule cell methods. 
Note also in this regard that the shell method is in a sense a 
supercell method, and communal effects upon including 
additional solvation shells in the calculation can be evalu­
ated by comparing the results of a calculation by the shell 
method and analogously defined supershell method.

The Site Method. The logical extreme of the cell method 
is the total restriction of positional degrees of freedom. In 
the site method, the M — 1 solvent molecules are deployed 
on specific solvation sites in the solvation shell, and only 
orientation averaging is considered. The conformational 
partition function for the site method is simply

Zi(rt) =
"-<V

dcc>2 . . .
(25)

The principal problem in the application of the site method 
is the reasonable determination of site positions and, as 
above, communal errors. A steric method of selecting solva­
tion sites has been proposed by Mantione and Daudey.9 
The tractability of the method is better than that of any 
approach involving positional averaging and the capabili­
ties and limitations of the method are worth exploring on

prototype systems. The results of shell method or cell 
method calculations on individual functional groups may 
identify solvation sites with some degree of transferability, 
so that experience gained in these methods on small sys­
tems can be used to configure a reasonable form of site 
theory for large molecules. It should be recognized that 
positional reorganization within certain regions the first 
solvation shell is expected to be common in conformational 
studies and the choice of sites in the site method must de­
pend on solute conformation.

IV. Summary and Conclusions
Statistical thermodynamics has been used to describe 

the relationships among the various current approaches to 
the calculation of solvent effects on conformational stabili­
ty and their capabilities and limitations. The three main 
factors in solute-solvent interactions are seen to be accom­
modated by a union of existing models into the supermole­
cule-continuum model.

Overall the supermolecule-continuum model is directly 
adaptable to classical energy calculations with only a slight 
extension of current methodology. The prospects for quan­
tum mechanical calculation of solvent effects on conforma­
tional stability depend on the techniques that can be de­
vised for reasonable approximations to configurational av­
eraging in the first solvation shell. Calculations at least at 
the approximate molecular orbital level and to some degree 
at the ab initio level are within reach of the method. Nu­
merical calculations on solvent effects using the supermole­
cule-continuum model in conjunction with quantum me­
chanical energy calculations are currently in progress in 
this laboratory.
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COMMUNICATIONS TO THE EDITOR

Surface Acidity of C o -M o -A I20 3 Catalysts

Sir: The surface acidity of the C0-M0-AI2O3 system has re­
cently been reported by Kiviat and Petrakis.1 The influ­
ence of two factors, namely, the sodium content of the alu­
mina support and the order of impregnation of the cobalt 
and molybdenum salts on the acidity of the final product, 
was not indicated. In our work on the structural character­
ization of hydrodesulfurization catalysts, we have found 
that these two parameters play an important role in deter­
mining both the total acidity and the acid strength distri­
bution in the final product. Our results relating to the sur­
face acidity of these samples are reported below.

Sample A was obtained from Boehmite by calcination at 
550° for 24 hr in air and consisted of 7 -alumina as seen 
from XRD patterns. Sample B was prepared from sample 
A and contained 279 ppm of Na+ ions by weight. Samples 
C and D were prepared from sample B and contained 12.5% 
of M0O3 and 2.0% of CoO by weight, respectively. Samples 
E-G were obtained from sample B and all of them con­
tained 2.0% of CoO and 12.5% of M0O3, by weight. In the 
preparation of sample E, the support was impregnated with

the cobalt nitrate solution, dried at 110° (24 hr), and cal­
cined at 550° in air for 4 hr. The ammonium paramol- 
ybdate solution was then impregnated on the resulting ma­
terial. This order of impregnation was reversed in prepar­
ing sample F. Both of the constituents were impregnated 
simultaneously on sample B to yield sample G. Ammonium 
paramolybdate was impregnated (12.5% by weight of 
M0O3) on sample A to yield sample H. Mo and Co salts 
were impregnated (12.5 and 2.0% by weight of M0O3 and 
CoO, respectively) simultaneously on sample A to yield 
sample I. Sample J contained 2% by weight of CoO (im­
pregnated from a solution of cobalt nitrate) on sample A. 
Sample K was prepared by impregnating sample H with 
cobalt nitrate solution (2% by weight of CoO) and drying 
the resulting material at 110° for 24 hr. Samples B-K were 
calcined in air at 550° for 4 hr before use. Sample L was 
pure M0O3 prepared by the decomposition of ammonium 
paramolybdate in air at 500° for 24 hr. The acidity mea­
surements were made using n-butylamine and H0 indica­
tors.2

The acid strength distribution of the surface sites in the 
various samples is shown in Table I. The following features

TABLE  I: Surface Acid Strength Distribution in the Co-Mo-A120 3 System

Differences in ra-butylamine tite r values '2 for indicators of various pAa values

Sample 5 >  pAa >  3.3 3.3 > pAa >  2 2 >  pAa >  - 3 - 3  >  pAa >  - 5 .6 pAa <  -!

A (AI2O3) 0.8 0 0 3.4 0
B (Al20 3-N a) 0 0 0 0.9 0
C (Mo-A 120 3—Na) 1.5 0 0 3.6 6.0
D (C o-A l20 3-N a ) 0.8 0 0 6.2 0

E (C o-M o-A l20 3-N a ) 1 .0 0 0.8 3.6 7.0
F (M o-C o-A l20 3-N a ) 0.7 0 0 3.9 5.0
G (C0M0-  A120 3-  Na) 2.2 0 0 2.4 6.5
H (Mo—A120 3) 3.4 0 0 5.0 5.0
I (CoM o-Al20 3) 1.0 0 5.0 1.6 9.4
J (Co—A120 3) 0 .1 0 0 6.6 0

K (Mo—Co-A 120 3) 2.7 0 0 5.1 4.5
L (Mo03) 18.1 0 2 2 .1 2 0 .1 64.2

a Number of n-butylamine molecules consumed by 1000 A2 of the surface of the samples; the values are reproducible to about ±0.8.
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can be noted from the data. (1) Strong-acid sites are gener­
ated when M0O3 is deposited on alumina (compare sam­
ples A and H or B and C) in agreement with the results of 
Kiviat and Petrakis.1 (2) When M0O3 is supported on alu­
mina, the absence or presence of Na+ ions (samples H and 
C, respectively) does not alter significantly the concentra­
tion of the strong-acid sites (pKa < —5.6). Weak-acid sites, 
however, are suppressed in the presence of Na+ ions. (3) 
C0-AI2O3 samples do not contain strong-acid (pKa < —5.6) 
sites (samples D and J). (4) When Co and Mo salts are im­
pregnated simultaneously (samples G and I), both strong 
and medium acidities (2.0 > pKa > —5.6) are suppressed by 
the presence of Na+. Alkali ions actually increase the pro­
portion of weak-acid sites (5 > pKa > 3.3). It is possible 
that some of the strong-acid sites are converted to weaker 
ones in the presence of Na+. (5) The sample obtained by 
depositing M0O3 “on top” of preimpregnated Co (sample 
E) contains a larger number of strong-acid sites than the 
one wherein M0O3 had been deposited first (sample F). (6) 
The last and what we consider to be the most significant 
point is the following. In the absence of Na+, the C0M0-  
AI2O3 catalyst is more acidic than M0-AI2O3 (samples I and
H). When Na+ is present, however, they have similar acidic 
properties (samples G and C). In other words, the interac­
tion between the cobalt and molybdenum moieties to gen­
erate strong-acid sites is inhibited by the Na+ concentra­
tion of the alumina support. These results lend additional 
support to our earlier findings3 that in the C0-M 0-AI2O3 
system, not only is there a structural interaction between 
the cobalt and molybdenum constituents but also the na­
ture of this interaction itself is a function of the structural 
features of the support. Thus, all three constituents (Co, 
Mo, and AI2O3) form a true interacting system and it is not 
possible to discuss the nature of any one of them without 
reference to the other two.
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Surface Acidity of Modified Alumina
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Sir: The preceding communication by Ratnasamy, et al, 
presents some very interesting data pertaining to the effect 
of compositional and preparational factors on the acidity of 
C0-M 0-AI2O3 systems. Their results are not surprising and 
they are in general agreement with other findings.1-3 This 
communication is not the appropriate vehicle for a discus­

sion of the merits and limitations of the “indicator titra­
tion” method utilized by the authors, but rather we simply 
refer to the recent review article by Forri4 on the subject.

What is interesting are the additional data provided by 
these authors on the complexity of the system and the un­
disputed profound effects that dopants can have on the 
surface characteristics of AI2O3.

It is pleasing, of course, that Ratnasamy and coworkers 
find, in agreement with our work,1 that strong-acid sites 
are generated when M0O3 is incorporated in alumina. How­
ever, one must be very careful in making comparisons, 
especially when the levels of dopant substitution and man­
ner of preparation are not precisely defined. In a series of 
papers5-9 Petrakis and coworkers have demonstrated and 
quantified aspects of the vital role that the levels of M0O3 
substitution and pretreatment of the system have on the 
surface properties.

For example, it has been shown that the distribution of 
molybdenum valences depends importantly on the amount 
initially incorporated. Low levels of M0O3 favor Mo(V), 
while at higher levels the Mo(V) is quenched in favor of 
Mo(IV) and Mo(VI). In fact, there is a dramatic decrease in 
the Mo(V) levels in going from 9% M0O3 to the 12.5% 
M0O3 utilized by the authors of the above communication.5 
Thus, if it is assumed that molybdenum plays a critical role 
in the modification of the host surface, the distribution of 
molybdenum among the various valences and the type of 
sites they occupy are bound to have a determining effect on 
the observed surface modifications. Similar results have 
been obtained8 on the dependence of the distribution of 
the molybdenum species on the nature of host (alumina) 
and temperature and time of pretreatment. Thus, we reach 
the conclusion that cross-system comparisons must be 
made with the utmost care.

Another factor not considered by Ratnasamy, et al., in 
comparing their results to those presented in ref 1 is that 
the alumina substrates differed. It is known that pyridine 
adsorbs differently on 7 , t}-, and 5-alumina surfaces, the 
differences being ascribed to differences in the numbers 
and relative strengths of the Lewis acid sites.1 An investi­
gation of M0O3 supported on both an rj- and 5-alumina in­
dicated that these differences are maintained in the pres­
ence of Mo.1 Hence, a quantitative comparison of surface 
acidities of systems where the substrate differs is subject to 
inherent differences in results.

Finally, with respect to the above authors’ claim that in 
the absence of Na+ the C0-M0-AI2O3 catalyst is more acid­
ic than the M0-AI2O3, it must be said that that situation 
could occur without necessarily contradicting our earlier 
observations. Given the demonstrated great sensitivity of 
the systems on the factors discussed earlier, the same cau­
tion must be exercised in comparing ternary systems. As to 
the relative capacity of sodium and cobalt to quench the 
molybdenum-induced acidic sites of the host material, only 
a very careful series of experiments designed in the context 
discussed here could delineate that point.
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2537-Â  Mercury-Sensitized Photochemical 
Decomposition of Perfluorocyclobutane

Publication costs assisted by The Robert A. Welch Foundation

Sir: The decomposition of perfluorocyclobutane, C-C4F8, 
has been studied by several methods including 7 -radioly­
sis,1 X-radiolysis,2 Xe-sensitized photolysis,3 and hot 18F 
atom recoil.4,5 We report some results of our work with 
2537-Â mercury-sensitized decomposition of c-C4Fs for 
comparison.

The perfluorocyclobutane used was obtained from Pen­
insular ChemResearch, Inc., and further purified by bulb- 
to-bulb distillation until gas chromatograms showed no im­
purity peaks.

Irradiations (3-min) of c-C4Fs were carried out in a cylin­
drical 130 mm X 20 mm o.d. quartz vessel at pressures 
ranging from 100 to 105 Torr and at a temperature of 43 ± 
1°. These conditions gave an overall decomposition of 5.6 ±
1.9%. During irradiations, the reaction vessel was inserted 
within the coils of a Hanovia low-pressure mercury-reso­
nance lamp of spiral configuration. The lamp intensity was 
determined by potassium ferrioxalate actinometry to be 2.8 
X 1018 quanta sec-1.

The products were analyzed on a Beckman GC72-5 gas 
chromatograph equipped with thermal conductivity detec­
tors. A standard four stopcock by-pass loop injection sys­
tem between a high vacuum manifold and the gas chroma­
tograph was used for direct injection of the products from a 
given sample; therefore, only the volatile products from a 
given sample were analyzed in this work. The additional 
material not accounted for in the material balance was as­
sumed to be nonvolatile polymeric material since a white 
residue was observed in the photolysis vessel following irra­
diations of longer than 3 min. Two columns were employed 
in the analysis: a KELF No. 3 oil on Chromosorb W for 
lower molecular weight products (<250 molecular weight) 
and a squalane on Chromosorb P column, temperature pro­
grammed, for higher molecular weighs products.

The identification of low molecular weight products CF4, 
C2F6, C3F8, rc-C4Fio, and c-C4Fg was by comparison of re­
tention times with reference gases. Our column does not 
separate perfluoropropene and perfluorocyclopropane; 
however, the mass spectral pattern of the peak eluting at 
this retention time was in reasonable agreement with that 
of the main product of 2537-Â mercury-sensitized photoly­
sis of C2F4, which is reported to be perfluorocyclopropane,6 
and with the mass spectral pattern of perfluorocyclopro­
pane reported by Fallgatter and Hanrahan.1 In addition, 
since all other identified products in this work are saturat-

TABLE I: Products and Yields from 2537-A 
Mercury-Sensitized Photolysis of c-C4F8

Relative yield
P ro d u c t (c-C 4F 8 =  100)

c f 4 0 .1 7 0 ±  0 .0 1 8
C 2 F 6 0 .1 4 7 ±  0 .0 1 8
C 3 F 8 0 .072 ±  0 .005
c-C 3F 6 0 .0 1 6 ±  0 .0 0 4
7 1 - C 4 F 10 0 .029 ±  0 .006
C F 3-c-C 4F 8 0 .713 ±  0 .042
C 2 F 5 - C - C 4 F 8 0 .3 2 8 ±  0 .022
C - C 4 F 7 - C - C 4 F 7 0 .629 ±  0 .0 4 8
12 ad d itiona l 0 .135
high  m olecular 
w eight p roducts

ed compounds, we have tentatively identified the C3F6 as 
the ring compound.

The higher molecular weight products perfluoromethyl- 
cyclobutane (CF3-c-C4F7), perfluoroethylcyclobutane 
(C2F5-c-C4F7), and perfluorobicyclobutyl (c-C4F7-c-C4F7) 
were trapped out from the gas chromatograph effluent and 
analyzed mass spectrometrically. The identity assignments 
of CF3-c-C4F7 and C2F5-c-C4F7 are tentative, since no com­
parison mass spectra or supplementary analysis was avail­
able; however, these assignments are reasonable based on 
the characteristics of perfluorocarbon mass spectra given 
by Majer7 (e.g., the highest mass peaks observed are the 
m/e 231(C5F9+) and m/e 281(C6Fn+), respectively, and 
both compounds exhibit additional m/e peak yields resem­
bling that of c-C4Fs). The identification of perfluorobicy­
clobutyl was based on a close agreement of the mass spec­
tra with that reported by Banks, et al.8

Individual product yields were normalized to the residu­
al c-C4F8 and are reported as relative yields in Table I. The 
CF4 and C3Fs yields have been corrected for relative ther­
mal conductivity by direct calibration, whereas C3F6 and 
n-C4Fio yields were corrected with the use of data from 
Askew, et al.9 All products of higher molecular weight than 
c-C4F8 were assumed to have the same thermal conductivi­
ty as c-C4F8. The imprecision reflects one standard devia­
tion. Individual relative yields for the 12 higher molecular 
weight products (grouped together in Table I) were all less 
than 0.025.

As shown in Table I, we observed only saturated prod­
ucts to be produced (C2F4, cis- and irans-2-C4F8, c-C4F6, 
and 1,3-C4F6 are all separated on our columns) with 75% of 
the product yield accounted for by the CF3, C2F5, and c- 
C4F7 derivatives of the parent c-C4Fs. The fact that we ob­
served only saturated products does not preclude the possi­
bility of the transient formation and subsequent loss 
through internal radical scavenging of unsaturated prod­
ucts, although a series of irradiations in which the irradia­
tion time was successively decreased to 5 sec produced no 
change in the product distribution within experimental 
error. Preliminary experiments with added isobutene scav­
enger, however, show the higher molecular weight products 
to be removed, indicating at least in part a mechanism of 
radical recombination. These results are similar to pre­
viously reported radiolysis results,1’2 although Davenport 
and Miller report irans-C4Fs as the major product in Xe- 
sensitized photolysis of e-C4Fg.3 More quantitative scav­
enging experiments are being carried out in an attempt to 
determine the distribution of primary radical precursors 
indicated in this system.
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