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Kinetics of Nitric Oxide Catalyzed Decomposition of Nitryl Chloride and Its Related 
Nitrogen Isotope Exchange Reactions

R. A. Wilkins, Jr., M. C. Dodge, and I. C. Hisalsune*1
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(Received April 4, 1974)

The kinetics of the reaction NO + NO2CI — NOCI + NO2 have been investigated by rapid-scan infrared 
spectroscopy. The experimental rate constant k = 1.41 X 109 exp(—6.89 kcal/R7T) M-1 sec-1 is in reason­
able agreement with an earlier colorimetric value reported in the literature, but the use of isotopic nitric 
oxide has now established the reaction mechanism to be a chlorine atom transfer. Rate constants for nitro­
gen isotope exchange reactions 15NO + NOCI -*• NO + 15NOCl and 15N02 + NO2CI —► NO2 + 15N02C1 
have also been determined to be k = 4.26 X 109 exp(—10.48 kcal/RT) M- ’ sec- ' and k = 4.45 X 10u 
exp(—15.60 kcal/RT1) M-1 sec-1, respectively, but these reactions were unimportant in the isotope reaction 
15NO + NO2CI. The analysis of the data from the latter reaction required consideration of only the known 
rapid equilibria 2NO2 — - N2O4 and 15NO + NO2 “  NO + 15N02.

Introduction
Freiling, Johnston, and Ogg2 reported some years ago the 

kinetics of a fairly rapid homogeneous reaction between ni­
tric oxide and nitryl chloride with the stoichiometry given 
.by eq 1. The rate of this reaction, monitored by the growth

NO + N02C1 —► NOC1 + N02 (1)

in absorbance at 436 nm where both nitrogen dioxide and 
nitrosyl chloride absorb, was found to be first order with 
respect to each reactant. In the temperature range of 1-71° 
and with reactant pressures varied from 0.1 to 18 Torr and 
diluted in nitrogen (0.2-384 Torr), the experimental sec­
ond-order rate constant was k\ = 0.83 X 108 exp(—6.9 kcal/ 
RT) M-1 sec-1 or kx = 7.23 X 103 M-1 sec-1 at 25°. Al­
though these investigators were not able to establish 
whether the bimolecular reaction 1 proceeded through an 
oxygen atom exchange or a chlorine atom exchange, they 
suggested that a study of this reaction with isotopic nitro­
gen compounds may remove the ambiguity in the mecha­
nism. However, before such a study can he made, it is nec­
essary to consider several reactions which may affect the 
interpretation of the nitrogen isotope distribution among 
the various molecular species.

Reaction 1 does not go to completion but reaches an 
equilibrium state. The rate of the reverse reaction

NOC1 + N02 —► NO + N02CI (2)

has been deduced indirectly by Martin and Kohnlein3 from 
an investigation of the oxidation of nitrosyl chloride by 
chlorine dioxide in a temperature range of —20 to +8°. 
Reaction 2 was inferred to be first order in each reactant 
and to have a second-order rate constant of fe2 = 1.92 X 107 
exp(—10.0 kcal/RT) M-1 sec-1. At 25° fe2 = 0.889 M-1 
sec-1 so reaction 1 is faster than reaction 2 by about 4 or­
ders of magnitude. Thus, the equilibrium represented by 

= kj/k-2 is far to the product side as was found by Ray 
and Ogg.4 The latter authors measured K2,i (=k2/k\) di­
rectly by infrared spectroscopy and found it to be (1.01 ±
0.33) X 10-4 at 25°. The ratio of the kinetic rate constants, 
on the other hand, gives K2,\ = 1.23 X 10-4.

Whether the nitric oxide or the nitryl chloride in reac­
tion 1 is labeled with the 15N atom (hereafter denoted by 
*N), once the reaction is initiated the following isotope- 
exchange reactions, all involving transfer of a single atom, 
need to be considered.

*NO + N 0 2 NO + *n o 2 (3)
*NO + NOCI NO *NOCL (4)

*n o 2 + n o 2c i n o 2 + *n o 2ci (5)
*NOCl + N 0 2C1 NOCI +  *n o 2c i (6)
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Leifer5 was the first to attempt the study of reaction 5, but 
he found the reaction too fast to follow at —35° by ordinary 
infrared spectroscopy. More recently, mass spectroscopic 
studies have shown that the bimolecular rate constant for 
reaction 3 was 2.2 X 107 M-1 sec-1 at 23° on the basis of 
oxygen atom exchange6 and 2.5 X 107 M~l sec-1 at 25° 
from nitrogen atom exchange.7 Thus, reaction 3 is very fast, 
and this suggests that it will not be useful to follow the pro­
duction of isotopic nitrogen dioxide in reaction 1. The ex­
change reaction 4 was found by Kuhn and Butkiewicz,8 
also, to be too fast for ordinary infrared spectroscopy. Nev­
ertheless, these authors were able to conclude that the rate- 
determining step in this reaction must involve the chlorine 
atom transfer. Reactions 5 and 6 have not been considered 
previously.

After the present study was completed and while this ar­
ticle was being prepared, Sharma and Sood9 reported a 
mass spectroscopic study of nitrogen and oxygen isotopic 
exchange reactions in a system consisting initially of N 02, 
NOC1, and NO. Although these authors were unable to es­
tablish the mechanism of reaction 1, they interpreted their 
data on the basis of reactions 1-4 and the two atom trans­
fer reaction

*N02 + NOC1 ^  N02 + *NOCl (7)
From the data taken in a temperature range of 0-23°, they 
deduced that k 2 + k 2 = 1-78 X 105 exp(-6.66 kcal/RT) 
M ' 1 sec“ 1 and k 4 = 1.64 X 106 exp(-6.25 kcal/RT) M" 1 
sec-1. Our work reported here shows that these rate con­
stants as well as the proposed mechanism of Sharma and 
Sood are not reasonable.

Experimental Section
The purification methods and sources of nitric oxide, 

oxygen, nitrogen, and chlorine have been described pre­
viously.10 The source of *NO was the sample recovered 
from an earlier work on isotopic nitrogen oxyhalides11 and 
oxyacids.12 This gas had been reduced over copper wool at 
300°. The preparations of nitrogen dioxide,10 nitrosyl chlo­
ride,10 and nitryl chloride11 have also been described be­
fore.

Gas transfers were made in a conventional glass vacuum 
line having stopcocks lubricated with Fluorolube GR-90 
grease (Fisher Scientific Co.). The pressures of the reactive 
gases were measured with an oil manometer containing 
Kel-F No. 3 oil (3M Co.).

All kinetics were followed by infrared spectroscopy. A 
Perkin-Elmer Model 112 with calcium fluoride prism was 
used for slow reactions while a Perkin-Elmer Model 108 
rapid-scan spectrometer (calcium fluoride prism) was em­
ployed for the fast reactions. The operating characteristics 
of the latter instrument as well as its associated reaction 
cell system and constant-temperature housing unit have 
been described previously.10’13

Results and Discussion
In addition to studies with isotopic nitrogen oxides and 

oxyhalides, we reexamined the kinetics of reaction 1 with 
normal compounds by rapid-scan infrared spectroscopy.14 
A rate of 30 scans/sec in the 1700-cm-1 region was suffi­
cient to follow the concentration changes in NO2CI, NOC1, 
and N02, individually or all simultaneously. Our reactant 
pressures, which were limited by the reaction cell filling 
time of 0.15 ± 0.02 sec and to absorbances below 0.9, 
ranged from 1.52 to 28.6 Torr for NO and from 1.76 to 6.61

TABLE I: Second-Order Rate Constant for the
Reaction NO +  N 0 2C1 -  ̂NOCI +  NO; at 24°

I r  band 10 4/si, N o . of
followed M -1 s e c - ' determ ins

N O C I (1792 c m “ 1) 1 .17  ± 0 . 1 9 10
NOoCl (1692 c m - 1) 1 .2 0  ± 0 . 1 7 6
N 0 2 (1596 c m - 1) 1 .33  ±  0 .31 6

Figure 1. Temperature dependence of the second-order rate con­
stant for the reaction NO + NO2CI —►  NOCI + N02: solid line, this 
study, = 10915 exp(—6.89 kcal/R7) AT-1 sec-1 with all data 
points given equal weights; dotted line, k, = 108-92 exp(—6.9 kcal/ 
RT) A/T’ sec- ' from ref 2; opened circle points are from kinetic runs 
in which N02, N02CI, and NOCI were followed simultaneously, while 
only NOCI was followed for the closed circle data points.

Torr for NO2CI. Nitrogen at a pressure of about 470 Torr 
was used as the diluent gas. We verified experimentally 
that the reaction rate was not affected by the diluent gas 
and also by added N 0 2 or NOCI. Changing the reaction cell 
window from CaF2 to AgCl produced no observable differ­
ence, and identical rates, within experimental error limits, 
were obtained by following the infrared band of NOCI, 
N 0 2, or N 0 2C1. The second-order rate constants deter­
mined from the concentration changes in these species and 
their standard deviations are summarized in Table I. Since 
the NOCI infrared band was the most intense and least ov­
erlapped with the other bands, it permitted the kinetics to 
be followed over longer reaction times and was used in the 
temperature dependence study of the rate of reaction 1. 
The Arrhenius plot of our data in the range of —8 to +51° 
is shown in Figure 1. Here, the data points represented by 
closed circles are from kinetic runs in which only the NOCI 
band was followed. In this case, the maximum range of the 
rate constants at room temperature was from 0.89 X 104 to 
1.31 X 104 M_1 sec-1. However, when NOCI, N 0 2C1, and 
N 0 2 were followed simultaneously, the maximum limits of 
the k\ values were from 0.80 X 104 to 1.78 X 104 M_1 
sec-1. The latter high value was from the N 0 2 band which 
is broad, is weaker than those of the other species, and 
overlaps severely with the atmospheric water band.13’14 
Also, the correction for the nitrogen dioxide-dinitrogen te- 
troxide equilibrium introduced additional uncertainties in 
the rate constants determined from the N 0 2 absorption 
band. The solid line in Figure 1 corresponds to a least- 
squares fitted frequency factor of log Ai = 9.15 ± 0.24
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(M-1 sec-1 units) and an activation energy of E  ] = 6.89 ± 
0.32 kcal/mol where all data points were given equal 
weights. These parameters give a second-order rate con­
stant of k\ = 1.24 X 104 M-1 sec-1 at 25°. The dotted line 
shown in Figure 1 represents the results reported by Freil- 
ing, et al. 2 Although there is excellent agreement in the ac­
tivation energies obtained from the two sets of data, our 
frequency factor is 1.70 times larger. The source of this dis­
crepancy is not apparent, but it may very well be experi­
mental uncertainties associated with the two different 
spectroscopic techniques. We note from this figure that the 
lower error limit in our data may be close to the results of 
Freiling, et al., and moreover, in the analysis of the latter 
data, extinction coefficients of NO2 and NOC1 and equilib­
rium constant data for N2O4, each from a different litera­
ture source, were required.

We attempted to study the exchange reaction 3 in the 
temperature range of -15 to +27° with our rapid-scan 
spectrometer, but we found the equilibrium to be estab­
lished within the cell-filling time. Thus, we were only able 
to estimate a lower limit of £3 of 106 M-1 sec-1. This lower 
limit, even in the absence of any other literature data on 
reaction 3, is sufficient to point out the futility of following 
the growth of *N02 in a study of reaction 1 with isotopic 
reactants.

Reaction 4, on the other hand, could be followed readily 
with our spectrometer, and a typical kinetic run at 21.0° is 
illustrated in Figure 2. Here, 28.0 Torr of NO, 15.7 Torr of 
which was *NO, was mixed with 2.82 Torr of NOC1 and 485 
Torr of nitrogen. The P branch of the *NOCl band at 1764 
cm-1 and the R branch of the NOC1 band at 1810 cm-1 
were scanned together at 6 scans/sec. After equilibrium was 
established, the observed pressures of NOC1 and *NOCl 
were 1.46 and 1.36 Torr, respectively. The data from the ki­
netic run were analyzed in terms of a simplified rate equa­
tion

-  d [N O C l]/d i =  d[*N O C l]/dI
=  fe4 [*NOl[NOCl] -  fc4 [NO][*NOCl]

(8)
where the equilibrium constant was taken as unity al­
though a value of 1.01 has been reported for the tempera­
ture range of —50 to +25°.15 The values of the second-order 
rate constant k4 determined in this manner are summa­
rized in Table II. The resulting Arrhenius parameters are 
log A-4 = 9.63 ± 0.14 (M-1 sec-1 units) and E4 = 10.48 ± 
0.15 kcal/mol. At 25°, fe4 is 87.8 M-1 sec-1 so reaction 1 is 
over 2 orders of magnitude faster than reaction 4.

The rate of reaction 5 was also very slow, and it was stud­
ied with an ordinary infrared spectrometer. The second- 
order rate constants for this reaction at three different 
temperatures are summarized in Table III. A simplifying 
assumption that both the forward and the reverse rate con­
stants were the same and equal to k$ was used in the inter­
pretation of the experimental data. The two values of kr, 
listed for 24.5° were obtained by repeatedly scanning the 
NO2CI and *N02 infrared bands during the reaction. At 
other temperatures only the changes in absorbance of a sin­
gle infrared band were followed as a function of time. The 
rate constant fe5 in the Arrhenius form is 4.45 X 1011 
exp(—15.6 kcal/RT) M~l sec-1 and has a value of 1.61 M-1 
sec-1 at 25°. Reaction 5, therefore, is not important in the 
study of reaction 1 with isotopic reactants. It seemed rea­
sonable to us to expect reaction 6 to be slow also, so it was

Figure 2. Time dependence of the nitrogen isotope exchange reac­
tion 15NO +  NOCI —*■ NO +  15NOCI. Initial pressures [ 1SN0] =  15.7 
Torr, [NO] =  12.3 Torr, and [NOCI] =  2.82 Torr; final pressures 
[NOCI] =  1.46 Torr and [ 15NOCI] =  1.36 Torr; reaction tempera­
ture 21.0°.

TABLE II: Second-Order Rate Constant for the 
Reaction I5NO +  NOC1 — NO +  I5NOCl

Temp, °C
ki, M  1 see 

“NOCI

-1

15NOCl
-14 6.71 6.52

0 16.9 16.9
21 66.2 66.2
25 77.1 74.2
57 454 470
60 633 603

TABLE III:  Second-Order Rate Constant for the 
Reaction 15N 0 2 +  N 0 2CI — NO. +  16N 02C1

InitialTemp, pressures, Torr kr„ M ' 1
°C 14N 02C1 15NO, i4n o2 sec-1

24.5 6.34 4.90 2.86 1.66,1.25
38.5 4.29 6.32 2.20 4.77
50.0 3.67 7.91 2.85 11.6

not studied nor was it found necessary to interpret the ni­
trogen isotope distribution in reaction 1.

A single kinetic run of reaction 1 with isotopic *NO was 
made at 24.(7°. In this run the initial pressures of [*NO], 
[NO], and [NO2CI] were 1.82, 0.60, and 3.65 Torr, respec­
tively. Nitrogen was used as a diluent, and its pressure was 
464 Torr. The same infrared absorption peaks followed in 
the study of reaction 4 were recorded at 30 scans/sec, and 
these peak absorbances converted into pressures are plot­
ted in Figure 3. We note in this figure that the slope 
d[*NOCl]/d[NOCl] is approximately 2 initially and that 
*NOCl is definitely forming at a faster rate than is NOC1. 
Moreover, this slope decreases as the reaction approaches 
equilibrium after about 2 sec. The observed equilibrium 
pressures of the reaction products were [*NOCl] = 1.09 
Torr, [NOC1] = 1.27 Torr, [*N02] = 0.73 Torr, and [N02] = 
1.66 Torr. The expected total pressure of nitrosyl chloride 
in the reaction was 2.42 Torr while 2.36 Torr was actually 
observed. If the second-order rate constant for reaction 1 is 
assumed to be the same for both isotopic nitric oxides, the 
initial portion of the data displayed in Figure 3 can be fit­
ted reasonably well with ki = 0.96 X 104 M-! sec-1. On the 
other band, our Arrhenius parameters give fej = 1.2 X 104

The Journal of Physical Chemistry, Voi. 78. No. 21, 1974



2076 Wilkins, Dodge, and Hisatsune

Figure 3. Isotopic composition of NOCI during the reaction NO +  
N02CI *■ NOCI + N02 at 24.0°. Initial pressures [,5NO] = 1.82 
Torr, [NO] = 0.60 Torr, [N02Cl] = 3.65 Torr, and [N2] = 464 Torr.

M~l sec-1. These results not only verify the internal con­
sistency of our data but they show conclusively that reac­
tion 1 is a bimolecular reaction involving the chlorine atom 
exchange.

The experimental data displayed in Figure 3 were ana­
lyzed further in terms of the following rate equations based 
on reaction 1 and equilibrium reaction 3.

d[NOCl]/di =  fe1[N 0][N 02Cl] (9a)

d[*NOCl]/d£ = fe1[*N0][N02Cl] (9b)

d[N02]/d f  =  fe1[N0][N02Cl] + fe1[*NO][N02Cl] + 
fe_3[N0][*N02] -  fe3[*N0j[N02] (10a) 

d[*N02] M  =  fe3[*N0][N02] -  fe..3[N0][*N02] (10b)
Under our experimental conditions, the bimolecular associ­
ation of N02 to form N20 4 has a rate constant16 of about 7 
X 10fi M~l sec-1 and an assumption of equilibrium between 
these two nitrogen oxides is a reasonable one. Thus, in the 
equations expressing the conservation of mass of isotopic 
nitrogen atoms, for example, [NO] = [NO]0 — [N02] + 
[*NOCl] — 2[N204] -  [*NN04], the equilibrium was con­
sidered to have been established and a value17 of 115 Torr 
was taken for the ratio [N0 2]2/[N204[. This simplification 
reduces the number of dependent variables to 4 and greatly 
facilitates the computations involving the four simulta­
neous differential equations (9) and (10). Numerical solu­
tions to these differential equations were computed by the 
method of Runge-Kutta18 with Ai taken as 0.01 sec and by 
starting at a reaction time of 0.20 sec, indicated in Figure 3, 
where the filling of the reaction cell is already completed. 
The initial reactant concentrations were those listed ear­
lier, and at t = 0.20 sec we observed [*NOCl] = 0.566 Torr, 
[NOCI] = 0.442 Torr, and d[NOCl]/d[*NOCl] = [NO]/ 
[*NO] = 1.085. The rate constant &3 was varied from 1 X 
104 to 2 X 107 M-1 sec-1 but other constants were fixed at 
k\ = 0.96 X 104 M-1 sec-1 for both isotopic NO and k^/k-a 
= 1.040 for reaction 3.15 If k3 = 1 X 104 M-1 sec-1, the cal­
culated concentration ratio curve A clearly deviates from

the experimental points as shown in Figure 3. However, fe3 
= 1 X 106 and 2 X 107 M-1 sec-1 gave indistinguishable re­
sults, and both gave good fit of the experimental data as 
shown by curve B in the figure. Thus, it appears that equi­
librium reaction 3 and 2N02 N20 4 both are established
throughout the progress of reaction 1.

Our rate constant of = 4.26 X 109 exp(—10.48 kcal/ 
RT) M~l sec-1 obtained directly by following both NOCI 
and *NOCl in the exchange reaction 4 disagrees completely 
with the value of 1.64 X 106 exp(—6.25 kcal /RT) M-1 sec-1 
deduced indirectly from a complex reaction system by 
Sharma and Sood.9 Not only does the frequency factor re­
ported by these authors appear unusually low for a chlorine 
atom metathetical reaction,19 but also the mechanism from 
which k A was derived appears incomplete. If fc2 + k 7 was
2.3 M -1  sec-1 at 25° as these authors claim, then the ele­
mentary bimolecular reaction 5 whose rate constant is 1.6 
M ~l sec-1 should have entered the mechanism. Even reac­
tion 6 may be necessary in this case. The value of &2 + k 1 
= 1.78 X 10® exp(—6.66 kcal /RT) M -1 sec-1 also is in seri­
ous disagreement with fc2 = 1.92 X 107 exp(—10.0 kcal /RT) 
M ~l sec-1 found by Martin and Kohnlein.3 We have ex­
amined a kinetic system involving reaction 2 but we found 
no evidence of a low activation energy path to the product 
N 02C1 and our results confirm those of Martin and Kohn­
lein.14 Perhaps a modification of the mechanism of Sharma 
and Sood may give rate constants which are more reason­
able.
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Characteristic energy losses under low-energy electron impact have been observed for methane at 2.5, 6-  
14, and 23 eV. The latter may be due to a collective excitation. Electron impact at 25 V excites lumines­
cence at 220 (very weak), 360, 440, and 500 nm. The 360- and 495-nm emissions onset under ~18-V elec­
tron impact. Propane, n- octane, and n- decane resemble methane in most respects. The emissions of meth­
ane (excepting 220 nm) are attributed to CH which may be produced by recombination of CH2+ and e- , 
provided ground-state CH2+ does not react with CH4 in the low-temperature solid. The emissions of other 
alkanes under low-energy electron impact may arise from comparable mechanisms.

Introduction
The fluorescence of liquid alkanes at ~200 nm has been 

studied in detail by Lipsky and his group.2 The lifetime of 
this emission is approximately proportional to the number 
of fcarbon atoms for linear alkanes, amounting to several 
nsec.3 Thermoluminescence (or recombination lumines­
cence) of 60Co-irradiated 3-methylpentane at 77°K con­
tains a weak band at 230 nm, the principal emission ap­
pearing as a rather asymmetric band with a maximum at 
~400 nm but tailing considerably to the red.4 This emission 
can also be induced at 77°K by fast optical bleaching of 
matrix-trapped electrons, when its lifetime is 4.4 sec.5

Thin-film alkanes at 77°K luminesce under low-energy 
electron impact.6 In addition to weak emissions at ~200 
and ~300 nm there are bands at ~380 and ~500 nm, the 
later being the stronger.

A limited examination of thermoluminescence of several 
60Co-irradiated alkanes at >77°K shows that the emission 
spectra are usually dominated by a single broad peak at 
~420 nm, as in 3-methylpentane. In isopentane, however, 
there are peaks at ~300, ~390, and ~580 nm. In neopen­
tane there are peaks at ~330, 390, and ~490 nm.7

The work reported here was undertaken when prelimi­
nary observations showed that thin-film methane at 25°K 
luminesced under low-energy electron impact. Since the 
possibility of describing the excitations and emissions of 
methane and its daughter species is attractive, the study 
was continued. Propane, n-octane, and n-decane were in­
cluded for comparison.

Experimental Section
The experimental procedures for measuring characteris­

tic electron energy loss spectra8 and luminescence specta 
under low-energy electron impact have been described. A 
closed-cycle refrigerator has been added for measurements 
below ~300°K as well as a PAR Model 124A lock-in ampli­
fier. Films were >'200 k  thick and they were maintained at 
10~9 Torr following deposition. Electron currents were 
~10' 9 A for characteristic energy loss spectra. The cathode 
potential was modulated by 0.3 eV at 103 Hz and the cur­
rent transmitted by the sample to the anode; It was differ­
entiated to produce the spectrum dlt/dVus. eV.

The luminescence was measured by photon counting.

Spectra were measured with a Bausch and Lomb high-in­
tensity monochromator. The electron current incident on 
the film was 10-8 A.

Results

The characteristic energy loss spectrum of methane ap­
pears in Figure 1. The zero of energy can be estimated very 
roughly from a loss maximum by electron impact of the 
low-pressure gas at 12 eV.9 The small peak following the 
first or electron injection peak is much better resolved, 
however, and is considered to correlate with the resonance 
at 2.48 eV reported by Pisanias, et al.10 The bulk electron 
affinity of the film is given by the position of the first 
peak11 and it is 1.1 eV. The broad peak at ~23.5 eV is at­
tributed tentatively to a collective excitation.

The characteristic energy loss spectrum of propane (not 
shown) contains no reso.ved structure and the zero of ener­
gy cannot be established. By retarding potential analysis of 
back-scattered electrons, for 2-eV initial energy, a strong 
resonance was observed at 0.7 eV. Such losses have been at­
tributed previously to temporary negative ion states.11

The luminescence emission spectra of methane at 25°K 
and of propane at 40° K for 25-eV excitation appear in Fig­
ure 2. The intensity at 220 nm was reexamined for 10-eV 
excitation (to avoid ion-molecule reactions). The counts 
were 251 and 172 during 170 sec. This difference is proba­
bly real but it is too weak for adequate characterization. 
The 500-nm emissions of methane and propane are very 
similar, indicating a common emitter.

The emission spectra of n-octane in Figure 3 and of n- 
decane in Figure 4 resemble those for other alkanes re­
ported previously.6 An asymmetry at ~500 nm noted pre­
viously is now seen, for n-octane, to arise from a somewhat 
lower energy band. The signal was phase-shifted and at 6 
kHz the nominal lifetime was 46 psec but the decay was not 
simply exponential since the lifetime depended upon the 
frequency. There may be two simple exponential compo­
nents but this could not be established. The low-energy 
emission of n-decane behaved similarly. The luminescence 
at 500 nm from methane and propane was too weak for this 
type of measurement.

The electron-impact excitation spectra for 200-n‘m fluo­
rescence from n-octane and n-decane appear in Figure 5.
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Figure 1. Dependence of the electron current, ¡¡, transmitted by a 
thin film of CH4 on the incident electron energy, eV.

Figure 2. Luminescence spectra of CH4 at 25°K and of C3H8 at 
40°K at 25-eV incident electron energy.

The onset approximates that observed under uv excita­
tion.2

The electron-impact excitation spectra for 360- and 
340-nm emissions from methane at 26°K and n-decane at 
70°K appear in Figure 6.

The excitation spectra for ~500-nm emissions of meth­
ane at 26°K, propane at 40°K, and n-octane and n-decane 
at 70°K appear in Figure 7. Excepting that for n-octane, 
the spectra are remarkably similar. That for methane is 
also very similar to the excitation spectrum for the 360-nm 
emission in Figure 6. For n-octane and n-decane the rising 
intensity of low-energy emissions correlates with decreas­
ing intensity of the 200-nm emission.

The dependence of 490-nm emission intensity for n-oc­
tane on temperature appears in Figure 8. If the quenching 
is activated, the activation energy is 0.012 eV. The other 
octane emissions were too weak for lifetime measurements.

Figure 3. Luminescence spectrum of n-C8H18 at 70°K and 22-, 25-, 
and 28-eV incident electron energy.

Figure 4. Luminescence spectrum of n-Ci0H22 at 75°K and 25-eV 
incident electron energy.

Discussion

The 2.5-eV resonance of methane observed by Pisanias, 
et al.,10 has been attributed to a compound negative ion 
state. The corresponding weak resonance in Figure 1 re­
sembles similar events at ~2.5 eV for other alkanes.8'11 The 
resonance at 0.7 eV for propane is matched by a corre­
sponding loss for almost all higher alkanes, but the méth­
ane spectrum exhibits no such event. It has been noted pre­
viously that such low-lying losses are weak or undetectable 
for those alkanes which have high electron mobilities in the 
liquid state.11

Five higher alkanes provided evidence of a broad energy 
loss at ~23 eV and this was attributed tentatively to a col­
lective excitation.11 The event at ~23.5 eV for methane ap­
pears to be similar. À prominent peak at ~21 eV in the en­
ergy loss function of liquid water has been attributed to a 
collective electronic excitation.12 Since methane and water 
are isoelectronic, the 23.5-eV event in methane can be in­
terpreted similarly.

The energy distribution of injected electrons is described 
by the first peak of Figure 1 and this should be considered
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Figure 5. Excitation spectra of n-C8H18 and n-C10H22 tor 200-nm flu­
orescence by electron impact at 70°K.

Figure 6. Excitation spectra of emissions at 360 nm from CH4 at 
26°K and 340 nm from n-CioH22 at 70°K.

for interpretations of luminescence excitation spectra. The 
high-energy component of the electron energy extends ~ 0.6 
eV above the center of the distribution.

Methane is the simplest system to consider, but excita­
tion at >13 eV introduces formidable complications arising 
from ion-molecule reactions. Wexler and Jesse13 observed 
consecutive ion-molecule reactions of methane by mass 
spectrometry to the sixth and seventh generations, e.g., as 
high as C5Hu +. The following examples suffice for the 
present purpose: CH5+ and C2Hg+ from CH4+; C2H4+ and 
C2H5+ from CH3+; C2H3+ and C3H5+ from CH2+; C2H2+ 
and C3H3+ from CH+.

The emissions will be tentatively attributed to states of 
CH for which the electronic term values are known to be 
2.88 eV for 2A, 3.23 eV for 22_, and 3.96 eV for 22+. The 
lowest state, 42 ~, has not been observed.14

Figure 7. Excitation spectra of ~500-nm emissions from CH4 at 
26°K, C3H8 at 40°K, and n-C8H8 and n-C10H22 at 70°K.

Figure 8. Dependence of 490-nm intensity for n-C8H18 on tempera­
ture.

The three principal emissions of methane in Figure 2 
have high-energy limits at ~2.8, 3.1, and 4.3 eV, in rough 
agreement with term values of CH. If the most probable 
final states of the vertical transitions in the solid are as­
signed one quantum of vibrational energy (0.36 eV), then 
the assumed emission maxima are predicted at 2.52, 2.87, 
and 3.60 eV. There are no data for optically excited emis­
sions from solid methane. The maxima in Figure 2 appear 
at 2.54, 2.82, and 3.45 eV.

The slow 500-nm emissions of n-octane and n-decane are 
in qualitative agreement with a 480-nsec lifetime for emis­
sions of CH 2A - 2II in the gas phase.15

The 360- and 500-nm emissions of methane onset at an 
excitation energy of ~18.5 eV, the zero point having been 
established by Figure 1. There is one excited state of CH4+ 
at 19.4 eV in the gas phase16 or ~17.4 eV in the solid.17 The 
primary process is considered to be dissociation from a vi- 
brationally excited state of this ion. The emitting states of 
CH would then arise from one or more ion-electron recom­
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binations. If the recombination energies are estimated to be 
~2 eV less exoergic in the solid state than under vacuum,17 
then even second-generation ions have insufficient energy 
to yield excited CH. Later generation ions have still less en­
ergy. This suggests that one of the primary ions may be un- 
reactive in the low-temperature solid. Both CH,,+ and 
CH3+ can be eliminated from consideration because their 
ionization and appearance potentials (AP) are too low.

Processes 1 and 2 cannot be ruled out since the conver-
CH4 + e = CH+ + H2 + H AP = 20. 2 eV (1)
CH4 + e = CH* + 3H AP = 24.4 eV (2)

sion to C2H2+ by reaction 3 is only slightly exoergic at 
CH* + CH4 = C2H2* + H2 + H AE = -0 . 5 eV (3)
298°K,15 and CH+ might be stabilized. It may be doubted, 
however, that CH can survive charge recombination which 
is exoergic by 11 eV. Processes 4 and 5 are acceptable be-

CH4 + e = CH2* -  H2 + 2e AP = 15. 5 eV (4)
CH4 + e = CH2* -  2H AP = 19.7 eV (5)

cause AP(4) =  13.5 eV and AP(5) — 17.7 eV in the solid 
and conversion of CH2+ to C2H3+ by reaction 6 may be en-
CH2* + CH4 = C2H3* + H2 + H AE = .0. 2 eV (6)
doergic at 26°K. Consequently CH2+ may survive until re­
combination occurs at ~10-12 sec. Finally, the recombina­
tion process 7 should produce emitting states of CH for

CH2* + e = CH + H AE = - 6. 1 eV (7) 

AE(7) =  —4 eV in the solid.
The general resemblance of the luminescence spectra of 

several alkane thin-film solids and their somewhat similar 
high-energy excitation onsets indicate that common species 
may be largely responsible. This would require that 
AP(CH2+) =  13 eV for the 340-nm emission from n- decane 
in Figure 6. A rearranged n-decane ion to produce CH2+ 
and n-nonane requires 14.7 eV15 under vacuum or an esti­
mated 12.7 eV in the solid. The much stronger excitation 
which onsets at ~19 eV may correspond to formation of 
CH2+, H, and C9H19. Alternatively, ions with alkylidene 
structures, RCH+, can produce excited CH upon recombi­
nation.

It can be seen from Figure 5 that the 200-nm fluores­
cence of n-octane and n-decane is excited strongly through­
out the energy range where there is efficient ionization,17 
whether direct or indirect. It has been shown that charge 
pair formation dominates the characteristic electron energy 
loss spectrum of n-nonane at >12 eV.11 Consequently it ap­
pears that charge recombination may contribute efficiently 
to 200-nm luminescence.

No significance is attributed to the relative intensities in

Figure 5 because excitonic diffusion would make them very 
sensitive to thickness, surface condition, and structural de­
fects. The other emitters are self-trapped. In all studies of 
thin films the emphasis has been placed on energy levels, 
not on cross sections for electron-impact excitations. The 
dependence of luminescence intensity on electron energy 
may have limited significance, however.

The slow decrease of 200-nm luminescence at >17 eV for 
n-octane is matched by a slow increase of 490-nm lumines­
cence intensity in Figure 7. The abrupt decrease of 200 nm 
fluorescence from n-decane at 16 eV correlates with a 
sharply increased intensity of the 490-nm band at 17 eV. 
The onset of the 340-nm band for n-decane at 12 eV corre­
lates with a shoulder in the 200-nm band at 12 eV. Such ef­
fects may arise from ion fragmentation at higher energy 
which terminates molecular emission and initiates that for 
fragments.

It should be noted that there are two regimes of excita­
tion for n-CioH22 in Figure 6, the lower onsets at 12 eV and 
the higher at <19 eV. The lower may arise from the analog 
of reaction 4 for CH4; the higher, for reaction 5. The higher 
onset is obscured by the weak lower excitation and it may 
lie at ~17 eV by analogy with the 490-mm excitation in 
Figure 7, where the two excitations are better resolved.

Emissions at ~350 and ~500 nm continue to increase in 
the region of collective excitations. One possibility is that 
the two types of excitation are not connected and that the 
latter are relatively weak and therefore do not compete ap­
preciably. Another possibility is that collective excitations 
subsequently convert to upper ionic states.
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Thin films (~200 Á) of cyclopentane, cyclohexane, and n-hexane at 60°K doped with 1% benzene or tolu­
ene luminesce under low-energy electron impact. Bands appear at ~200, ~275, and ~380 nm due to alkane 
fluorescence and to the aromatic hydrocarbon fluorescence and phosphorescence, respectively. For benzene 
in cyclohexane the 370-nm luminescence excitation spectrum has peaks at 7.8, ~10, —13, 14.5, 15.9, 17.6, 
and 19.1 eV. The spectrum for toluene in cyclohexane is very similar and comparable spectra were obtained 
for n-hexane. For benzene in cyclopentane the excitation peaks appeared at 8.5, 9.3, 11.0, 11.9, 13.5, 14.7, 
and 16.7 eV. The principal mechanism of excitation appears to be ionization of a molecule of the matrix, 
positive hole migration and trapping by the impurity, charge recombination to form an excited molecule of 
the additive, and luminescence. The luminescence excitation spectrum of the probe detects only those 
positive-hole states which can migrate and be trapped prior to recombination. The spectra indicates that the 
energy band width for migration is rather narrow.

Introduction
Characteristic energy losses measured by slow electron 

impact on solid alkanes are usually poorly resolved, both 
for excited neutral states and for ionic states.2’3 A compara­
ble effect is observed optically.

The luminescence bands of alkane solids under electron 
impact which appear at ~200, ~290, ~370, and ~490 nm 
provide some additional information.4 The 200-nm band 
has been thoroughly investigated by Lipsky’s group5 and 
will not be considered further.

The other emissions of alkanes under electron impact 
arise from ionic states and are probably due to fragments, 
which may include CH.6 Their excitation spectra contain 
no resolved structure.

A further possible approach to the problem of resolving 
the electronic structure of alkane solids is to add a positive- 
hole trap which will generate a suitable recombination lu­
minescence. The excitation luminescence spectrum would 
then describe the delocalized positive ion (or hole) energy 
levels. Preliminary experiments with 1% benzene in cyclo­
hexane showed adequate intensities of benzene fluores­
cence and phosphorescence and well-resolved luminescence 
excitation spectra. Fragmented ions would contribute little 
to benzene luminescence since they are localized. They do 
contribute an overlapping luminescence, but it is weak for 
excitation below ~18 eV.

Experimental Section
The apparatus and general procedures have been de­

scribed.2,3,6 Samples of 1 mol % benzene or toluene in cyclo­
pentane, cyclohexane, or n-hexane were admitted to the 
high-vacuum system and maintained at 2 X 1(P7 Torr for 
480 sec. Film thickness would approximate 200 Á. The sub­
strate was held at 60° K unless otherwise specified. The 
photon-counting period was 14 sec at each energy. First- 
derivative excitation spectra, cLL/dV vs. eV, were obtained 
from the luminescence intensity L by the photon count dif­
ference at voltages V and V + 0.5.

A high-intensity Bausch and Lomb monochromator was

used for all measurements except those for benzene in cy­
clopentane for which a Corning 7-54 filter isolated the com­
bined 280-nm fluorescence and 380-nm phosphorescence.

Results

The luminescence spectra for n-hexane and cyclohexane 
doped with benzene at 15-eV incident electron energy ap­
pear in Figure 1. The 200-nm band is due to alkane fluores­
cence. The bands at ~275 and ~380 nm correspond to the 
fluorescence and phosphorescence of benzene, although a 
weak admixture of alkane emissions3,6 cannot be excluded. 
The spectrum of toluene-doped cyclohexane for similar 
conditions appears in Figure 2. There is no evidence of ex- 
cimer emissions and the activators are presumed to be ho­
mogeneously dispersed. This is to be expected for deposi­
tion at 60°K

The excitation spectrum of 390-nm emission by electron 
impact for toluene-doped cyclohexane appears in Figure 3 
(above) together with that for 370-nm emission from ben­
zene-doped cyclohexane (below). The results from pho­
toionization spectroscopy (PS) of cyclohexane7 are shown 
by bars at the top of Figure 3, but with an arbitrary zero of 
energy. The electron energy scale is zeroed to the first (in­
jection) peak of the energy loss spectrum.3 This choice will 
be correct if the electron affinity of the solid is zero and if 
there is negligible charge trapping in the film. The ioniza­
tion potentials from photoelectron spectroscopy can be 
brought into register with the excitation peaks for electron 
impact by applying a constant shift of —2.0 eV. There is 
one “extra” excitation peak (or shoulder) for the solids at
14.5 eV, but this is not unexpected for electron impact be­
cause of different selection rules.

The excitation spectrum for 280-nm luminescence of 
benzene-doped cyclohexane in Figure 4 can be correlated 
with the results of photoelectron spectroscopy except that 
the luminescence associated with the ground state of 
CeHi2+ is even weaker than before and a peak cannot be lo­
cated reliably. Correlations are based therefore-on the 
three strongest peaks at 10.3, 15.9, and 17.0 eV. There is
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Figure 1. Emission spectra of 1 %  benzene in cyclohexane (O) and 
in n-hexane (•). both at 60°K and at 15-eV incident electron ener­

gy-

Figure 2. Emission spectra of 1 %  toluene in cyclohexane at 60°K 
and at 15 eV  incident electron energy.

“extra” structure at ~14.6 eV, as in Figure 3. The results 
for cyclohexane are summarized in Table I.

Considered together, these three excitation spectra sup­
port the interpretation that they correspond to the ionic 
states of cyclohexane. Their energy levels lie about 2.0 eV 
lower in the solid state than under vacuum.

The excitation spectrum of benzene-doped cyclopentane 
appears in Figure 5. Luminescence below ~ 8-eV electron 
energy was also observed in n-hexane but not in cyclohex­
ane. Possible correlations with data from photoelectron 
spectroscopy appear as bars at the top.

The excitation spectrum of 390-nm luminescence from 
benzene-doped n-hexane appears in Figure 6. The peak at
6.3 eV coincides with a resolved resonance in the character­
istic energy loss spectrum.2 The other peaks occur at 8.8,
10.1, 11.8, 13.3, 15.3, and 16.8 eV. These results do not cor­
relate with those for excitation of benzene phosphorescence

Figure 3. Excitation spectra of 390-nm emission from 1 %  toluene in 
cyclohexane (O) and 370-nm emission from 1 %  benzene in cyclo­
hexane (•). Data from photoionization spectroscopy are shown by 
bars after shifts of — 2.0 eV.

Figure 4. Excitation spectrum of 280-nm luminescence for 1 %  ben­
zene in cyclohexane.

in cyclohexane. This supports the interpretation that they 
represent states of the lattice. There are no results from 
photoelectron spectroscopy for comparison.

Discussion

The luminescence spectra in Figures 1 and 2 do not per­
mit an estimate of the extent of quenching 200-nm alkane 
fluorescence by benzene. In liquid cyclohexane 1% of ben­
zene quenches about 80% of the fluorescence.8 Whatever
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TABLE I: Ionization Potentials of Cyclopentane and Cyclohexane (eV)

C -C 5 H 10 “  c - C 6H ^

(solid, C6H6, 
280 nm + 
370 nm)

c-CsH,„i’ 
(vapor, PS)

Shift,
c-CsHio

(solid, 
C6H6CH3, 
390 mm)

c-CeH^ 
(solid, C6H6, 

370 nm)

c-C6H12" 
(solid, C6H6, 

280 nm)
c-C6H126 

(vapor, PS) (vapor, PS)
Shift

c-C6H,
8.5 10.49 2.0 7.8 7.8 9.81 9.88 2.0
9.3 —9 (11.88) (11.33)

11.0 —10.3 —10 10.3 (12.74) 12.22 1.9
11.9 13.89 2.0 —12.8 —13 —13.2 14.50 14.37 —1 .4
13.5 15.91 2.4 14.7 —14.5 —14.6
14.7 16.3 15.9 15.9 (18.04) —2.0
16.7 18.27 1.5 17.8 17.6 17.0 (19.34) 19.43 2.0

—18.8 19.0 19.0
19.9
23.3
25.9

° From Figure 5. h From ref 7. Values in parentheses are uncertain. c From Figure 3. " From Figure 4. « M. I. Al-Joboury 
and D. W. Turner, J. Chem. Soc., 4434 (1964).

Figure 5. Excitation spectrum of the combined fluorescence and 
phosphorescence of benzene in cyclopentane.

the effect may be in the solid state, it need not concern us 
further. Alkane emissions at —280, —350, and —490 nm are 
excited strongly only at —18 eV or more.2 Consequently the 
—275- and —380-nm bands of Figures 1 and 2 under 15-eV 
excitation are due entirely, or nearly so, to the fluorescence 
and phosphorescence of benzene and toluene. Under 25-eV 
excitation there is strong emission at —500 nm from ben­
zene-doped cyclohexane and there are relatively weak 
bands at 280 and 380 nm. It is quite impossible to deter­
mine how much of the latter is due to the very similar emis­
sions of alkanes, but it will be shown that this is not criti­
cal. The emissions of alkanes probably arise from fragment 
ions; i.e., they are self-trapped holes,6 and their fate would 
not be sensitive to addition of 1% benzene.

The excitation peaks of Figures 3-6 are those of benzene 
and toluene luminescence alone for electron energy below 
—18 eV. Those at or above —18 eV do not at all resemble 
the structureless alkane luminescence excitation spectra 
and these peaks can also be attributed to excitation of ben­

Figure 6. Excitation spectrum of 390-nm luminescence for 1 %  ben­
zene in n-hexane.

zene and toluene emissions. The differences between the 
two types of spectra can be seen more readily by differen­
tiating the excitation spectra for the 200-nm band of n- 
C10H22 and the 490-nm band of n-CgHig from the preceding 
article.6 These spectra appear in Figure 7. The intensities 
of other bands were too weak for this purpose.

The clue to understanding the excitations of Figures 3-6 
is provided by comparison with the results from photoelec­
tron spectroscopy in Table I and Figures 3-6. If all of the 
ionization potentials of cyclohexane and cyclopentane in 
the low-pressure vapor are decreased by approximately the 
same amount in the solid, then it should be possible to 
bring them into register with those luminescence excita­
tions which result from positive-hole trapping, that is from 
initially delocalized ionic states in the solid. The correla­
tion which has been chosen in Figures 3 and 4 requires a 
uniform shift of -2.0 eV which can be shown to arise large­
ly from the electronic polarization of the solid for the posi-
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Figure 7. Comparison of two types of excitation for 200-nm emis­
sion from n-C8H 18 and for 390-nm emission from benzene-doped n-
C 6 H 1 4 .

tive-hole state. The shift for cyclopentane in Figure 5 was 
also -2.0 eV but the uncertainty is greater due to the limit­
ed number of measurements.

All luminescence excitation peaks for cyclohexane and 
cyclopentane systems above ~7.5 eV are considered to cor­
relate with energy levels of c-CeHi2+ and c-C5Hj3+ in the 
solid. The mechanism for luminescence of the doped sys­
tems is then positive-hole formation and migration, trap­
ping by benzene or toluene, charge recombination, and lu­
minescence.

The lowest energy of the conducting state of an electron 
in an insulator, liquid or solid, is commonly represented by 
Vo which should not be confused with the zero-point poten­
tial energy f70. Referred to a vacuum zero, Vo is the nega­
tive of the bulk electron affinity, —A. The latter is the least 
total energy change for (thermal) electron injection and 
consequently —A = T0 + Uq. It is commonly assumed that 
To = 0 or that the zero-point kinetic energy of an electron 
in the conducting state is zero. This is incorrect, possibly 
by 1 eV or more.9’10

For a propery zeroed energy scale of a characteristic en­
ergy loss spectrum the first (electron injection) peak is lo­
cated at A.3 The zero of energy was arbitrarily located at 
the first peak (A s  0 for these alkanes in the liquid 
state11), and the first ionization potential Is in the solid, 
e.g., at 7.8 eV in Figure 3, is correctly described by Is = (7.8 
+ A) eV. Since Ia is related to the gas-phase ionization po­
tential Ig by Is = Ig — A + Ph where Ph is the electronic po­
larization energy of the positive hole, it follows that Ph = 
7.8+ 2A - 4 . For A sO d 'P t, =* -2.0 eV.

The striking feature of Figures 3-6 is the relatively well- 
resolved structure of the ionizing excitations which is not 
observed optically nor is it observed by energy loss spectra 
for electron impact, in the gas phase or the solid. It was not 
observed for the excitation of the luminescence from neat 
benzene4 or from many undoped alkane solids using the 
same apparatus and procedures.6-12 The well-resolved 
structure will be attributed to the mechanism of energy mi­

gration since this is not required for luminescence from un­
doped solids.

A wide band of vibronic states for each electronic term of 
alkane ions must be accessible to excitation by electron im­
pact and there should be efficient charge exchange between 
any of them and a molecule of benzene or toluene. In fact, 
the half-width of resolved excitation peaks is only ~0.8 eV 
while the electron energy half-width is ~0.6 eV. It must be 
assumed then that many of these vibrationally excited 
states are not conducting, i.e., that the conducting states lie 
within a relatively narrow band of energies for each elec­
tronic term. This suggests that efficient hole conduction is 
limited to 0- 0, or near 0- 0, electron transfers between ion- 
molecule pairs.

The facts also require assuming that vibrationally excit­
ed ions do not become conducting as they cool since this 
would obliterate the selective effect which is observed. By 
the time an ion has dissipated its vibrational energy, both 
its configuration and the lattice have somewhat relaxed 
and the hole should be self-trapped. Electron tunneling to 
the impurity from nonadjacent donor molecules will not be 
prompt. At 60°K in solid alkanes there can be no random­
ized or free charge pairs and the lifetimes of coulombically 
correlated charge pairs are limited by recombination to 
~10~12 sec. Hole migration by hopping probably contrib­
utes little. There remains a short-range band-like conduc­
tion with nearest-neighbor charge-transfer time of ~ 10-15 
sec which cannot couple effectively to vibrationally excited 
states. (This is an estimated value for cyclohexane which is 
based upon a band-model calculation for octacosane 
(C28H58) for which At ^  1CV14 sec was found.13 Scaling 
from d = 35.6 Á for octacosane for hole migration end to 
end along the chains to d s  5 A for migratio across the 
stacked cycloalkane rings gives At s  10- 15 sec.) Conse­
quently, well-resolved ionizations may be selectively de­
tected and higher hole states must retain their electronic 
identity during migration since electronic relaxation would 
lead to considerable vibrational excitation.

Comparable effects have been observed previously12 in 
Tl+-doped alkali halides above the optical band gap where 
the mechanism may also be hole trapping followed by re­
combination. The luminescence excitation spectrum under 
electron impact was better resolved than the characteristic 
energy loss spectrum. It is interesting that exciton states of 
the ionic lattice were also better resolved by the same tech­
nique.

The distinct excitation peak for benzene phosphores­
cence from n-hexane at 6.5 eV in Figure 6 is attributed to 
energy transfer from a triplet state of n-hexane at this en­
ergy. Excitations of alkanes by low-energy electron impact 
were observed by Brongersma and Oosterhoff with onsets 
about 1.0 eV below optical values.14 For cyclopropane and 
cyclooctane the values were 5.9 and 6.0 eV and they were 
attributed to excitation of triplet states. Characteristic 
losses have been observed for several solid alkanes at ~6 
eV, but only for n-hexane was the energy loss adequately 
resolved,2’4 and that determined its choice in this work. 
There is also a resolved resonance at 6 eV for chemical de­
composition of n-hexane at 77°K under electron impact 
which was considered to be due to a vibrationally excited 
triplet state.15
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The rate constants for the reactions of ozone with ethene and propene have been measured over the tem­
perature range 235.0-362.0 K, using a stopped-flow system coupled to a beam-sampling mass spectrometer. 
The rate constants found, at a total pressure of about 500 N m-2, in the presence of molecular oxygen, were 
£(C2H4) = (5.42 ± 3.19) X 109 exp(—2557 ± 167IT) cm3 mol“1 sec“1 and fe(C3H6) = (3.70 ± 1.42) X 109 
exp(—1897 ± 109/T) cm3 mol-1 sec-1.

Introduction
Although there have been numerous studies of the kinet­

ics of the ozone-olefin reactions at room temperature (see 
Stedman, Wu, and Niki1 and references therein), there are 
few data available at other temperatures, the only exten­
sive set of data being that of DeMore2 on C2H2 (243-283 
K), C2H4 (178-233 K), and C3H6 (183-193 K). We report 
here data on the kinetics of the reaction of ozone with C2H4 
and C3H6 over the temperature range 235.0-362.0 K.

Experimental Section
The experiments were carried out using a stopped-flow 

reactor, shown in Figure 1, coupled to a beam-sampling 
mass spectrometer.3'4 Ozone, produced in an ozonizer and 
stored at —78° on silica gel, was mixed with reactant olefin 
and carrier gas (Ar or 0 2) and was allowed to flow into a 
350-cm3 glass reactor. Flow into and out of the reactor was 
controlled by stainless steel solenoid valves, which could be 
closed simultaneously to entrap the premixed reacting 
gases. The contents of the reactor were monitored by 
means of a beam-sampling mass spectrometer through a 
lOO-itm diameter orifice. A modulated ion signal was ob­
tained by mechanically chopping the beam, and a phase- 
sensitive detection technique was used. The output of the 
phase-sensitive amplifier was digitized, sampled at a prese­
lected interval, and stored on a paper tape using a high­
speed punch. The reactor was double-walled so that fluid 
could be circulated to cool or heat the reactor. The temper­
ature of the reactor was measured by means of a copper-

constantan thermocouple inserted into the reactor through 
a “well” (see Figure 1). The temperature of the circulating 
heat-exchange liquid was also measured using a copper- 
constantan thermocouple or an immersion thermometer. 
The two temperatures were identical under all experimen­
tal conditions. The uncertainty in temperature measure­
ment was less than 0.5 K and resulted primarily from po­
tentiometer reading error. The total pressure was about 
500 N m-2 and was measured by means of a capacitance 
manometer. The sensitivity of the mass spectrometer to 
the olefins was determined for each run using two different 
gas mixtures of known composition (2-5% olefin in 0 2).

Results
For the reaction of ozone with an olefin A 

0 3 + A —► products

-d [O j]/d i =  i j M A ]  (1)

and if [A] »  [03], then
In [0 3] =  fet [A]t + c

where fci[A] is effectively the first-order rate constant for 
the decay of ozone in excess olefin. The ozone decay data, 
in digital form, corrected for any background ion signal at 
m/e 48, were fitted to eq 1 using a weighted linear least- 
squares routine. The weighting function used was W = (N 
— B)2/{N + B), where N  is the signal intensity and B is the 
background correction. The slopes from these fits are the 
first-order rate constants given in Tables I and II. The stat-
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TABLE  I: Rate Data for the Reaction of Ozone with 
Ethene

T, K
io9[c2H4]0, 
mol cm ' 3

io9[o3I0,
mol cm ' 3 102l?ls\  sec ' 1

235.0 0.0 0.16 0.258 ± 0.009
3.32 0.12 0.350 ± 0.015
7.72 0.17 0.350 ± 0.016

14.0 0.15 0.461 ± 0.017
27.8 0.14 0.671 ± 0.019
39.9 0.16 0.784 ± 0.020

k = (1.35 ± 0.08) x 105 cm3 mol'-1 sec"1
266.9 0.0 0.19 0.267 ± 0.010

2.33 0.20 0.342 ± 0.011
5.18 0.17 0.467 ± 0.014
8.79 0.20 0.591 ± 0.018

12.31 0.19 0.683 ± 0.027
17.13 0.19 0.853 ± 0.024
20.87 0.18 0.988 ± 0.032

k = (3.48 ± 0.09) x 10s cm3 mol'4 sec ' 1
286.2 0.0 0.12 0.380 ± 0.010

1.82 0.12 0.488 ± 0.017
3.73 0.14 0.601 ± 0.025
6.30 0.13 0.659 ± 0.021
9.24 0.13 0.909 ± 0.025

14.6 0.11 1.29 ± 0.03
26.3 0.14 1.83 ± 0.03

k = (5.62 ± 0.22) x 105 cm3 mol'-1 sec ' 1
309.4 0.0 0.15 0.264 ± 0.009

1.84 0.16 0.600 ± 0.012
3.79 0.16 0.830 ± 0.018
5.62 0.16 1.09 ± 0.02
7.41 0.16 1.29 ± 0.02
9.21 0.17 1.59 ± 0.02

11.3 0.16 1.88 ± 0.02
14.5 0.15 2.29 ± 0.03

k = (1.41 ± 0.03)i x 10G cm3 mol'-1 sec"1
332.4 0.0 0.11 0.337 ± 0.008

2,12 0.12 0.917 ± 0.023
3.19 0.28 1.18 ± 0.01
3.31 0.02 1.13 ± 0.06
3.56 0.12 1.29 ± 0.03
6.02 0.12 1.77 ± 0.03
6.35 0.27 1.86 ± 0.02
6.46 0.02 1.83 ± 0.09
8.67 0.11 2.43 ± 0.04

11.08 0.02 2.75 ± 0.11
11.19 0.26 2.85 ± 0.03
11.69 0.13 2.90 ± 0.04

k = (2.31 ± 0.05) x 106 cm3 mol' 1 sec"1
362.0 0.0 0.15 0.445 ± 0.008

1.55 0.12 1.39 ± 0.02
2.52 0.19 1.94 ± 0.03
4.74 0.19 3.10 ± 0.04
6.45 0.14 3.93 ± 0.07
9.07 0.20 5.24 ± 0.07

k = (5.44 ± 0.11) x 10G cm3 mol' 1 sec ' 1

ed uncertainties are the standard errors of the slopes from 
the least-squares fit. First-order rate constants were mea-

TABLE  II: Rate Data for the Reaction of Ozone with 
Propene

T, K
io9[c 3h 610,
mol cm"3

io9[o 3]0,
mol cm ' 3 10V st, sec ' 1

250.0 0.0 0.16 0.258 ± 0.009
1.24 0.12 0.378 ± 0.027
3.16 0.15 0.632 ± 0.020
4.73 0.14 0.859 ± 0.029
6.44 0.15 1.04 ± 0.02
8.78 0.17 1.36 ± 0.03

17.2 0.13 2.41 ± 0.03
k  = (1.25 ± 0.01) x 10G cm3 mol' 1 sec ' 1

266.9 0.0 0.19 0.267 ± 0.010
2.85 0.18 1.16 ± 0.02
4.82 0.19 1.76 ± 0.03
7.60 0.17 2.43 ± 0.04
9.57 0.18 3.11 ± 0.05

11.6 0.17 3.56 ± 0.05
k  = (2.91 ± 0.06) x 10G cm3 mol' 1 sec ' 1

286.2 0.0 0.12 0.380 ± 0.010
1.31 0.11 0.914 ± 0.026
2.31 0.11 1.29 ± 0.03
3.64 0.12 2.00 ± 0.03
5.55 0.12 2.95 ± 0.05
7.36 0.14 3.63 ± 0.05

k  = (4.44 ± 0.09) x 10s cm3 mol' 1 sec ' 1

309.4 0.0 0.15 0.264 ± 0.090
1.92 0.16 1.93 ± 0.04
3.02 0.16 2.85 ± 0.04
4.81 0.15 4.53 ± 0.07
6.69 0.15 5.99 ± 0.09
8.79 0.15 7.55 ± 0.10

k  = (8.50 ± 0.11) x 106 cm3 mol"1 sec ' 1

332.4 0.0 0.11 0.337 ± 0.080
1.71 0.10 2.14 ± 0.03
2.18 0.025 2.69 ± 0.12
2.43 0.24 2.91 ± 0.03
2.80 0.10 3.23 ± 0.05
4.55 0.10 5.11 ± 0.07
4.89 0.017 5.87 ± 0.39
5.48 0.23 6.11 ± 0.06
6.24 0.11 6.93 ± 0.11

k = (1.06 ± 0.01) x 107 cm3 mol"1 sec ' 1

362.0 0.0 0.15 0.445 ± 0.008
1.10 0.14 3.20 ± 0.05
1.89 0.18 4.81 ± 0.06
2.82 0.18 7.00 ± 0.08
3.89 0.16 9.24 ± 0.14

k = (2.30 ± 0.03) x 107 cm3 mol' 1 sec ' 1

sured over a range of olefin concentrations, keeping [A]0 > 
10[O3]0. Second-order rate constants at a particular tem­
perature were determined as the slope of a plot of the first- 
order rate constant against the olefin concentration. The 
olefin concentration was corrected for effusion to a weight­
ed midpoint of the reaction, (N/N0)2 = The correction 
factor was typically less that 1% and never exceeded 6%.
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Figure 1. Stopped-flow reactor.

The second-order rate constants are shown in Arrhenius 
form in Figure 2. The error bars reflect both the uncertain­
ty in the values from the least-squares standard error and 
an additional 5% uncertainty resulting from the calibration 
procedure. A least-squares fit of the data to the Arrhenius 
expression, weighted by the squares of the relative uncer­
tainties of the second-order rate constants, gave

fe(C2H4) =  (5.42 ± 3.19) x

109 e x p (-  2557 ± 167/T) cm 3 mol"1 sec ' 1

MCjHf;) =  (3.70 ± 1.42) x
109 exp (- 1897 ± 109/T) cm 3 mol' 1 sec ' 1

All the data used in the determination of these rate con­
stants were obtained in the presence of about 400 N m~2 of 
oxygen, which was used as the carrier gas. In most experi­
ments the concentration of ozone was kept between about 1 
and 2 X 10~10 mol cm-3 and the olefin concentration was 
varied. In the rate measurements at 332.4 K, however, mea­
surements were made over a tenfold range of ozone concen­
trations. The first-order rate constants were found to be in­
dependent of ozone concentration.

In the initial studies on the kinetics of the olefin reac­
tions in which argon was used as a carrier gas, we obtained 
results which were nonreproducible and led to rate con­
stants much higher than those reported by other workers at 
room temperature and atmospheric pressure.1 Since it is 
known6’6 that free radicals are products of ozone-olefin 
reactions at low pressures, it seemed likely that, secondary 
reactions of free radicals and ozone were the source of the 
anomalous results. In flow tube experiments under similar 
conditions, Niki7 has observed that oxygen has a strong ef­
fect on the course of the reaction. This suggested the possi-

Figure 2 . Arrhenius plot for the reactions o f ozone  with ethene and 
propene; data  with error bars a re  from  this w ork; other points a re  
from  re f 2: open circles, added oxygen; closed circles, inert gas, a t­
m ospheric pressure; open squares, inert gas, a tm ospheric  pressure, 
and added oxygen; crosses, conditions not specified.

bility of scavenging the reactive free radicals with molecu­
lar oxygen.

Figure 3 shows the effect of added O9 on the apparent 
second-order rate constant for the reaction of ozone with 
propene at room temperature. Similar results are found for 
other olefins. The effect of added O9 is dramatic and ap­
pears to confirm the hypothesis that free radicals produced 
in the initial ozone-olefin reaction react rapidly with ozone. 
In the presence of excess O2, the radicals are scavenged and 
the true rate constant is obtained.
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Figure 3. Effect of molecular oxygen on the apparent rate constant 
for the reaction of ozone with propene at 298 K and 450 N m~ 2 total 
pressure.

Discussion
The results obtained in this work can be compared with 

those of DeMore,2 which are shown in Figure 2. In the work 
of DeMore, the reactions were carried out in an 86-cm3 cell, 
following the ozone concentration by absorption at 253.7
nm. Measurements were made with added inert gases or 0 2 
at total pressure in excess of atmospheric or at lower total 
pressures (1.3-4 kN m"2) with added 0 2. As can be seen 
from Figure 2, our Arrhenius lines fit the data of DeMore 
very closely. Recent measurements by Stedman, et al.,1 at 
room temperature and atmospheric pressure (with and 
without O2) in which the ozone decay was monitored using 
a chemiluminescence ozone detector also give results in 
good agreement with the present values. Thus, Stedman, et 
al., reported fe(C2H4) = 9.34 X  105 cm3 mol-1 sec-1 and 
h(C3H6) = 7.53 X  106 cm3 mol“ 1 sec-1 while we calculate 
from our Arrhenius expression fe(C2H4) = 1.02 X  106 cm3 
mol“1 sec" 1 and h(C3He) = 6.36 X  106 cm3 mol-1 sec"1.

The agreement in all cases is close and strongly supports 
our interpretation of the role of molecular oxygen at low 
pressures. These observations, together with the observa­
tions of other workers that 0 2 has no effect on the rate con­
stant for ozone loss at atmospheric pressure, suggest the

general mechanism for these reactions
0 3 + A — P* (2)

P* — ► Q + R + —  (3)

P* + M — >- P  + M (4)

0 3 + (Q + R + — ) — *■ p ro d u c ts  (5)

where P* is not necessarily the initially formed adduct but 
could be formed by its subsequent rearrangement. At low 
pressures reaction 3 is favored followed by reaction 5. At 
high pressures reaction 4 is favored and reaction 3 and 5 
are unimportant. With added 0 2 at low pressures

0 2 + (Q + R + ---- ) — * p ro d u c ts  (6)

and again reaction 5 is unimportant.
An alternative explanation for the reduction of the rate 

constant with added 0 2 is

0 3 + A — *■ P  +  P '  + - — (7)

P  + 0 2 — >► 0 3 + X (8)

where P is an oxygen-containing free radical.
However, this mechanism is incompatible with the ob­

servations of Wu, et al.,1 which showed that the stoichiom­
etry of the reactions at atmospheric pressure with respect 
to reactant consumption was 1:1 with or without 0 2. Also as 
noted above the rate constants are unaffected by 0 2. Thus 
reaction 8 is very unlikely.
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Methanol radicals CH2OH react with oxygen and produce peroxy radicals O2CH2OH, & c h 2o h + o 2 = (4-2 ±
0.5) X 109 M~l sec-1. O2CH2OH ionizes to form 0 2CH20 -  which quickly decomposes to CH20  and 0 2- . 
The ionization is catalyzed by OH-  and by HP042-. & o 2c h 2o h + o h -  = (1-8 ± 0.9) X 1010 M '1 sec-1 and 
^ 0 2CH20H+HP042“ — 2 X 106 M~l sec-1 were measured. The spontaneous ionization rate constant 
k  O2 CH2 OH- ►O2CH2 O-+H+ <  3 sec-1 was estimated. The pK  of 0 2CH20H was estimated to be higher than 6, 
and probably >8.8. Previous reports of more accurate determinations of pK  values of peroxy radicals 
should be reconsidered, in view of the possible instability of the basic form of the peroxy radicals. The ab­
sorption spectrum of 0 2CH20H was determined, e 1070 M -1 cm-1 was measured at 248 nm. At relatively 
high pulse intensities, formation of 0 2-  from 0 2CH20H is inhibited, and a second-order process which 
competes with the unimolecular formation of 0 2-  from 0 2CH20 -  is proposed.

Introduction

The method of pulse radiolysis has been extensively used 
to study the mechanism of reactions of peroxy radicals.3-10 
The superoxide radicals H 02 and 0 2-  are produced by the 
reduction of oxygen. H atoms,4 eaq- ,3 and CO2-5 ’11 have 
been found so far to reduce oxygen and to produce a sup­
eroxide radical. Many organic free radicals were found to 
produce addition products with oxygen.6-10"12 Thus, the 
general reaction sequence for radiation-induced peroxy 
radical formation in 0 2-containing solutions, in the absence 
of electron scavengers, is represented by eq 1-7. RH2 repre-

H20  ------- H, OH, e aQ-, H30*, OH", H20 2, H2 (1)
+ RH2 — ► H20  + RH (2 )
+ RH2 — ► H2 + RH (3)
H + 0 2 — » H 02 (4)

ea," + 0 2 — ► 0 2- (5)
h o 2 h + + o 2- (6 )
RH + 0 2 — ► RHO, (7)

sents organic compounds which might be dehydrogenated 
by H atoms and OH radicals (alcohols, aldehydes, chloral 
hydrate, etc.).

The fate of the organic peroxy radicals is not fully under­
stood. Thus, peroxy radicals from alcohols were reported to 
decay via a bimoleeular process.6® The products were as­
sumed to be hydrotetroxides6® or tetroxides.12 It has been 
suggested that in some cases hydrotetroxides may be 
strongly dissociated into H 02.8 However, the exact nature 
of the products of the bimoleeular decay process of peroxy 
radicals is still a matter for speculation.

The effect of pH on the optical absorbance and decay ki­
netics shows, in several instances, rather a great complexi­
ty. While peroxy radicals from cyclohexane6® and from di­
ethyl ether6® do not show acid-base properties, peroxy rad­
icals from alcohols,6’7 chloral hydrate,8 formaldehyde,10 
lactate,9 glycolate,9 lactamide,9 glycine anhydride,9 and N-

acetylglycylglycine9 were reported to ionize in the pH range 
5-10.

To make things still more complicated, esr measure­
ments suggested the formation of H 02 radicals under con­
ditions where evidence for organic peroxy radicals was also 
presented.3

In view of this, we felt that a systematic investigation of 
peroxy radicals would be desirable. In a previous paper,13 
the formation and decay of peroxycyclopentyl radicals, 
C5H9O2, have been reported. These radicals, formed from 
C5H9, were shown to be stable with respect to decomposi­
tion to 0 2- . Their investigation demonstrated the possibili­
ty of relying on careful optical methods, so as to discrimi­
nate between 0 2-  and organic peroxy radicals.

In the present paper we report a similar research on 
H0CH20 2 radicals. We have carefully investigated their 
absorption spectrum and compared it to the spectrum of
0 2- , above the pK  of H 02 (pK = 4.84’5). At low pulse inten­
sities, and in the presence of a base, we could measure the 
rate of the ionic dissociation of H0CH20 2 to - 0CH20 2. Fi­
nally, spectroscopic and kinetic measurements indicate 
that - 0CH20 2 quickly decomposes to yield 0 2- .

Experimental Section

The linear accelerators, at the Hahn-Meitner-Institut 
(HMI), Berlin, and at The Hebrew University, Jerusalem, 
have been employed. The operational conditions were simi­
lar to those prevailing in previous works.5-13 Water-cooled 
Xe-Hg Osram lamps, 150 W (Jerusalem) and 450 W (Ber­
lin), have been used. Scattered light was zero (Carl Zeiss 
M4QIII prism monochromator, Berlin) or less than 3% 
(Bausch & Lomb monochromator, Jerusalem). The Bausch 
& Lomb monochromator was used for the kinetic work 
only. Oscilloscopes, Tektronix 556 and 549 (memory), were 
employed, with W or 1A5 plug-in units. Triply distilled 
water was used for all the experiments. All chemicals were 
of high purity and used as received. All the solutions were 
saturated with gas mixtures of N20 - 0 2. The temperature 
was 22 ± 1°.
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TA BLE  I: Ratios of Absorbance Changes at Various Wavelengths“

X, nm 10 3dJ 1O3D0c Do/A)248 ' D„x/ D j Mi D0 VDo 248 6 2" 2"

240 11.9 7.7 1.08 1.02 1.05
248 11.7 7.1 1.00 1.00 1.00
260 9.4 5.2 0.73 0.80 0.79
280 5.0 3.38 0.48 0.43 0.44
290 3.10 2.75 0.39 0.27 0.28
300 1.84 1.60 0.225 0.157 0.155

» Conditions as in Figure 1. h Absorbance change after 150  / isec. ‘ Absorbance change extrapolated to the end of the electron pulse. a O * is 
the absorbance change at wavelength X (nm). e Measured in formate solutions (this work), under the conditions of Figure 1 (10 mM  formate 
instead of the methanol ).

Results and Discussion
When an aqueous solution of >0.05 M methanol is pulse 

irradiated, OH radicals react with methanol within less 
than 1 ¡xsec, according to reaction 2 (ft2 = 5 X 108 AT“1 sec-1 
for methanol14). When N2O is also present, eaq-  is effi­
ciently converted into OH, according to reaction 815 (kaUi =

h2o
eM" + N20  ------- ► N2 + OH + OH“ (8 )

8.7 X 109 M-1 sec-1). H atoms react with O2 under our con­
ditions (k417 = 2 X 1010 M -1 sec-1 and k318 = 2 X 106 M -1 
sec-1 for methanol). Thus, as a result of an electron pulse, 
CH2OH and O2-  radicals are produced within 1 fisec, under 
our conditions, with a ratio 6:1. O2-  is produced largely 
from reaction 4 followed by reaction 6 and partially by 
reaction 5 in competition with reaction 8. CH2OH radicals 
are known to ionize according to equilibrium 9 and are ex-

CH2OH CH20 - + H* pK  =  1 0 .719 (9)

pected to react with O2 according to reaction6'7 10. In Fig-
CH2OH + o 2 — o 2ch2oh  (10)

ure 1 we present the absorption spectrum of 0 2CH20H, ex­
trapolated to the end of the electron pulse. A different 
spectrum is observed 150 /nsec after the electron pulse and 
is also shown in Figure 1. This spectrum is practically iden­
tical with the known spectrum5 of 0 2- . The absorption ob­
served in similar solutions containing 10 mM  formate in­
stead of methanol gave optical densities at 248 nm which 
were higher by 10%, as compared with the optical densities 
obtained after 150 ixsec in methanolic solutions. Despite 
this fact we consider the absorption after 150 /nsec observed 
in methanol solutions, identical with that of Oz~ radical 
ions. The small deviations (Figure 1) and the 10% differ­
ence are well within experimental error considering the fact 
that the work was carried out with two different monochro­
mators and that the yields of 0 2-  in solutions of formate 
might be somewhat different from the yield observed after 
150 ix sec in the solutions of methanol. (Only 93% of the OH 
radicals react with methanol according to reaction 2 to pro­
duce CH2OH. Seven per cent of the OH radicals produce 
CH.iO radicals20 which perhaps do not contribute to the 
formation of 0 2- .)

Figure 1 leaves no doubt that the product of reaction 10 
is different from 0 2- . Several measurements at some cho­
sen wavelengths were carried out with particular accuracy 
and are summarized in Table I. This demonstrates, again, 
the formation of a product other than 0 2- at the end of 
reaction 10 which is presumably converted to 0 2-  after 150

Figure 1. Optical absorption of 0 2CH2OH saturated with 2 9 %  0 2 
and 7 1 %  N 20  (volume), at pH 8.0 (6.3 X 10-3  M phosphate buffer), 
3 X 10- 2  M  methanol, 22°, total radical concentration 1.65 X 10-6  
M/pulse, and light path 4 cm. Each point Is an average of three to 
six determinations. •  shows the experimental absorbance, extrapo­
lated to the end of the electron pulse. A  shows the absorption of 
0 2CH 2OH, corrected for 0 2-  (1 4 %  of the total radical concentra­
tion). The scale for to2CH2oH was calculated assuming that 1 0 %  of 
the OH radicals produced CH3O ,20 the absorbance of which was ne­
glected. O  shows the optical absorption after 150 ixsec. The solid 
line represents the expected absorbance of 0 2-  calculated from ref 
5, neglecting the possible absorbance of CH30 .2°

ixsec. The kinetics of the absorbance increase are shown in 
Figure 2. Under the conditions of Figure 2, the buildup of 
optical absorbance is first order and the overall process is 
proposed to be (11). As will be seen later, 0 2CH20H de-

o2ch 2oh  — *- 0 2' + H+ + CH20  (11)

composes only slowly, if at all, to yield 0 2-  directly. The
0 2- is actually produced from the ionized form of 
O2CH2OH, namely, 0 2CH20 - . We will therefore refer to 
reaction 11 as “11” if the overall process of 0 2 formation 
from 0 2CH20H (which includes reactions 12 and 13) and 
as 11 if direct formation of 0 2- from the acid form of the 
radical is meant.

The Effect of pH. The effect of pH on the optical den­
sity extrapolated to the end of the electron pulse (D0) and 
on the optical density observed at the end of process “11” 
(D^) is presented in Figure 3. D0 shows only a small de­
pendence, if any, on pH in the range 5.3-8.8. D0 equals the 
absorbance of 0 2CH20H plus the absorbance of 0 2-  which 
is formed by (4) (followed by (6)) and (5) (in competition
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Figure 2. Oscilloscope trace representing the formation of 0 2 from 
O 2CH2OH. Conditions are a s in Figure 1; 248 nm.

Figure 3. Effect of pH on Do and D,< at 248 nm D0 and D„ measured 
or normalized to light path 4 cm; 0.1 M  methanol equilibrated with 
30 % . 0 2 and 7 0 %  N20  (by volume): open circles, triangles, and 
squares signify D,„; closed or half-closed circles, triangles, and 
squares signify Do; •  and O, [H P042 - ] +  [H2P 0 4- ] =  3.5 m M; A  
and A, [H P042~] + [H2P 0 4- ] =  10 m M; □ , no phosphate present 
(NaOH used for the adjustment of pH); IS and 0 ,  18 m M [H P042 - ]
+  [ h 2p o 4~ ] .

with (8)). Above pH 8.8, process “11” becomes too fast and 
its time separation from reactions 2 and 7 is not good. Al­
though it is still possible to carry out kinetic measurements 
for the rate of process “11,” it is difficult to analyze quanti­
tatively the significance of D0 above pH 8.8. These results 
suggest that 0 2CH20H is not appreciably ionized below pH 
8.8.

depends little, if at all, on the pH in the range 6.6-  
10.7, under the conditions of Figure 3. Below pH 6.6, a sig­
nificant decrease of D<*, is observed. We interpret this as 
due to the inefficiency of process “11” at low pH’s (this will 
be discussed later). The ratio r)„./Di, decreases at relatively 
high pulse intensities and at relatively low alkali (OH-  and 
HPO42-) concentrations. The lowest pH at which D,„ is 
still unchanged (6.6 in Figure 3) depends on [HPO42-] and 
on the pulse intensity. Under the conditions of Figure 3 we 
may assume that process “11” accounts for the fate of the 
great majority of the 0 2CH20H radicals.

Kinetic Measurements. Let us define “&n” = (d/df) In 
(D„ — Dt). Dt is the optical density at time t. The effect of 
pH on “feiiT at various phosphate concentrations, is pre­
sented in Figme 4. At a relatively low HPO42- concentra­
tion, log “k n ” increases linearly with pH in the range 8-10, 
with a slope of 1. At higher [phosphate] there is a smaller 
effect of pH.

The results of Figure 4 can be explained if we assume 
that 0 2CH2OH ionizes, at least in part, to form 0 2CH20 - ,

Figure 4. Effect of pH on "kn,” with 3 0 %  0 2 and 7 0 %  N20  (vol­
ume) and 0.1 M  methanol; NaCI04 was added whenever a constant 
ionic strength was kept: • , 1.0 X  10-2  M  (H P042- +  H2P 0 4~), ionic 
strength 0.03; □, 3.0 X  10-3  M  HP042 - , ionic strength 0.009; X , no 
phosphate present, ionic strength 0.01; O, 0.3 M  H P042 - , ionic 
strength 1.2; A , 0.03 M  H P042 - , ionic strength 1.2; A, 0.03 M  
H P 042 - , ionic strength 0.12. All curves were calculated using k 12 =  
1.8 X  101° M~1 se c -1 ; solid curves, k 12- =  2 X  106 M~1 se c -1 ; 
dotted curves, k 12' = 1 X 1 0 ®  M - 1  sec -1 ; A, for solutions contain­
ing no phosphate ions; B, for 3 X  10-3  M  H P 0 42 - ; C, for 1 X  10-2  
M  (HP042 - +  H2P 0 4- ), taking p/CH2po4-  =  6.8 at ionic strength 0.03 
M; D, for 3 X  10- 2  M  H P042 - ; E, for 3 X  10- 2  M  H P042 - , k  v/ =  1 
X  10® M~1 sec - 1  used; F, for 0.3 M  H P042 - , k 12. =  1 X 1 0 ®  M~ 1 
sec - 1  used.

which is able to produce 0 2- much faster than does 
0 2CH20H (reactions 12 or 12' and 13). In fact, we find no

02CH20H '+ OH- 0,CH20- + H20  (12)
02CH20H + HPO/- 02CH20- + H,P04- (12')

02CH20- —► CH20 + O,- (13)
evidence for direct formation of 0 2-  (or H02) from 
0 2CH20H (kn < 10,000 sec-1). Assuming that reaction 13 
is much faster than (—12), (—12'), (12), or (12') (this will be 
discussed later), one obtains eq 14. The agreement of eq 14

“kn ” = kn OH-] + /il2,[HP042-] (14)

with the experimental data is demonstrated in Figure 4. 
The solid lines have been calculated taking k v> = 1.8 X 1010 
M -1 sec-1 and fe12' = 2 X 106 M-1 sec-1. The pH of each of 
the solutions was measured, and pOH was calculated from 
eq 15, where u is the ionic strength. The agreement of the

pOH = 1 4 . 1  -  pH -  /i°-5/ (  1 + P°'5) (15)
calculated log “k n ” vs. pOH with the experimental data 
supports the proposed mechanism. The deviations ob­
served above pH 10 are due to the high rate of process “11” 
at high pH. Equation 14 is valid as long as process “11” is 
considerably slower than reaction 7. This is not the case in 
the higher pH range. In fact, at pH 10.7, reaction 7 is ex­
pected to be much slower than process “11”; i.e., “k n ”

0
a
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TABLE II: Effect of pH, [HPCL2 ], and Pulse 
Intensity o n D TO/D 0at248nin

PH [h p o 42'1, m T o ta l [ r a d ic a ls ]“ x  106, M D j D ,

8.25 3 x 10_:! 2.02 1 .76
8.25 3 x  10‘3 5.13 l . e 6
8.25 3 x  10“3 14.3 1.4*
8.0 3 x 10’3 ,1.48 1 .56
8.0 3 x  10"3 6.32 1.3”
8.0 3 x  1 0 '3 17.1 1.0 6
7.5 5 x  1 0 '3 1.23 1.8c,d
7.5 5 x  10'3 5.15 1.6e’4
7.5 5 x  1 0 '3 8.4 1.4e' 4
7.5 5 x  1 0 '3 12.8 1 .2e' 4
7.5 5 x  IO“3 25.5 1.1e' 4
6.35 2 x  10"3 0.57 1.4e
6.35 2 x  10"3 2.0 1.2e
6.35 2 x  lO’3 8.0 0 .9e
6.25 3 x  IO-4 1.21 1.0e
6.25 1.7 x  IO-3 1.34 1.3e
6.0 3 x  10 '3 2.0 l . l 6
6.0 3 x  10"3 6.0 0.7*
6.0 3 x  I T 3 15.4 0.5*
6.0 3 x  10’2 2 .0 1.6*
6.0 3 x  10"2 5.2 1.4*
6.0 3 x  10 '2 14.3 1.1*

a [0 2C H 20H]o (76 mol %) +  [O2 )0 (14 mol %) +  [CH3O]0 (10 
mol %); 0.1 A? m ethanol unless otherw ise sta ted ; 30% (volume) 0 2 
and 70% (volume) N20 . 6 A t 256 nm , to2- 1800 M 1 cm -1 , 
fo2c n2on 920 M  1 cm c  and eCH3o neglected. c At 248 nm , i (>2- 
2000 M " 1 c m - 1 (u jC H jO H  1070 A U 1 c m - 1, and cC h 3o  neglected. 
ri Using 0.05 M  m ethanol.

seemingly becomes equal to k 7 [O2]. This was confirmed by 
the use of two different [02]’s, 4 X 10-4 and 1.3 X 10-3 M, 
showing that under these conditions “k n ” is proportional 
to [O2]. From these results, we find £7 = (4.2 ± 0,5) X 109 
M -1 sec-1 for the reaction of methanol radicals with O2 at 
pH 10.7. As CH2OH radicals have pK = 10.7,19 reaction 7 
at this pH may involve both CH2OH and CH20~. Adams 
and Willson21 measured feio = 4.8 X 109 M -1 sec-1, which 
is similar to our value of fe 7. This is perhaps due to similar 
reactivities of CH2OH and CH20 -  toward 0 2. In the calcu­
lation of the various curves (Figure 4), it was assumed that 
H9PO4-  ions are not reactive. The agreement, in particular 
of curve C, with the data at low pH’s, justifies that assump­
tion. We used pA^pen- = 6-8 for these calculations, a value 
which we determined under our conditions.

The open circles and triangles were measured at ionic 
strength 1.2 M  and in the presence of 0.9-1.2 N  Na+ ions. 
Under such conditions, HPO42- associates with Na+ ions.22 
Under these circumstances, the disagreement with the cal­
culated curves is not surprising. The effect of such high 
ionic strength on the ionization of water may be considera­
bly different from that expressed by the term ,u1/2/(l + 
p1/2). The increase of “fen” with pH in 0.3 M HPO42-  solu­
tions (open circles, Figure 4) indicates that reaction 12 can­
not be neglected under these conditions. Probably the ion­
ization of water supplies more OH“ than can be calculated 
from eq 15. Note that the dotted lines E and F (Figure 4) 
are calculated with fe12* = 1 X 106 M-1 sec-1. The associa­
tion of HPO42- with Na+ may decrease feI2'.

It might be argued that reactions 12, 12', and 16 are fast 
and that equilibrium 12, 12', or 16 is established before 0 2-
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Figure 5. Oscilloscope traces representing the buildup of 0 2-  ab­
sorption at various pulse intensities for solutions containing 0.1 M  
methanol and 3 0 %  0 2 and 7 0 %  N20  (volume); pH 8.0, [H P042 ] =  
3 X 10-3  M, [H2P 0 4- ] =  4.8 X 10-4  M, light path 12.3 cm, 17.5°, 
X 256 nm: (a) [ 0 2CH 20H ] =  1.52 X 10-6  M  initially formed, [ 0 2- ] 
=  2.8 X 10-7  Minimally formed; (b) [0 2CH 20H ] =  4.7 X 10-6  Wini- 
tially formed,[02_ ] =  8.7 X 10- 7  M initially formed; (c) [0 2CH 2OH] 
=  1.3 X 10-5  M  initially formed, [0 2- ] =  2.4 X 10- ® M  initially 
formed. In the calculation of initial radical concentrations we used 
f02CH2OH 920 A4- 1  cm - 1  and to2- = 1800 A4- 1  cm - 1  (1 4 %  of the 
radicals were 02~, 7 6 %  were 0 2CH 20H, and 1 0 %  were CH30 —  
the absorption of which was neglected).

0 2CH20H —  0 2CH20- + H* (16)

starts to build up according to reaction 13. Such an inter­
pretation requires that equilibria 12, 12', and 16 are shifted 
to the left under the conditions of our experiments. The ki­
netic treatment leads to a linear dependency of log “fen” on 
pOH with a slope of 1, which is observed in the experi­
ments at low [HP042-], when [OH- ] is not too high (see 
Figure 4).

It is not difficult to rule out reaction 16 under our condi­
tions. Reaction —16 is a typical protonation reaction, and 
one may assume fe_i6 = (1-5) X 1030 Af-1 sec-3. In order 
that equilibrium 16 be shifted to the left under our condi­
tions, p7fo2CH2OH >  10 must be assumed. This yields k l6 =  
K-ish-iQ < 3 sec-1. Since our measurements were carried 
out in the time range shorter than 1 msec, reaction 16 can 
be neglected under our conditions. The effect of [HP042-] 
at the lower pH’s shows that under these conditions, reac­
tion 12' is the rate-determining step in the formation of 
0 2- .

We cannot rule out the possibility that at a certain 
[OH- ] and [HPO42-], reactions 12 and 12' may become fast 
enough so that reaction 13 may become rate determining in 
the formation of 0 2- . However, this does not occur under 
our conditions: the value of fei2- obtained at high [HPO42-] 
is the same, within experimental error, as fc12, values calcu­
lated from experiments at lower [HPO42-] (Figure 4). De­
viations from line A (Figure 4) at high pH’s, which might 
have been due to reaction 13 becoming rate determining,
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were shown to be due to the relative slowness of reaction 7. 
The results agree with a lower limit, ki3 > 107 sec-1.

It is interesting to note that no accurate information 
about pXi6 is obtained from Figure 4. As long as we may 
assume that reactions 12 and 12' are rate determining, any 
pKie > 6 would be in agreement with our data. It cannot be 
less than 6; otherwise k]6 can be shown to be higher than 
would be required by the slowness of O2-  formation at pH 
~ 6. It is of importance to note that all the results repre­
sented in Figure 4 were carried out under conditions where 
most, if not all, O2CH2OH radicals are eventually convert­
ed to O2-  by process 11. This was tested for each of the ex­
periments, by the comparison of Da with D() and with the 
absorbance observed in similar solutions containing for­
mate ions instead of methanol.

We must assume relatively high errors in the determina­
tion of both fei2 and kw, due to errors in the determination 
of pH and uncertainty in the ionic strength corrections. We 
consider kio = 1.8 X 1010 M~l sec-1 and kw  = 2 X 106 M~l 
seer1 good to within a factor of 2. A factor of ~104 between 
k\i and k 12' is expected from the Br</»nsted equation for 
general basic catalysis.23

The ratio D«248/Do248 = 1.6 was determined at a rela­
tively wide pH range, at low pulse intensities, such as used 
in Figure 4. The value 1.6 is a limiting value and is inde­
pendent of [HPO42-] and of pulse intensity within some 
range. However, when the pH is below 6, the ratio Z)„248/ 
Ho248 decreases below 1.6. At sufficiently low pH, Z)„248/ 
Do248 < 1, namely, a decay of the initially formed absorb­
ance is observed rather than a buildup. Under conditions 
where D«,248/Do248 < 1.6, the following effects were ob­
served. (a) This ratio increased with pH at a constant 
[HPO42-] = 3 X 10-3 M  and constant pulse intensity, (b) It 
increased with [HPO42-] at a constant pH and constant 
pulse intensity, (c) It decreased with the pulse intensity 
(up to a total of 1.5 X 10-5 M  of radicals/pulse) at constant 
pH and [HPO42-], provided the pH was not above 8.5 and 
[HPO42-] was not above 30 mM. Typical results for the ef­
fect of pulse intensity are shown in Figure 5. The effect of 
pH and of [HPO42-] is demonstrated in Figure 3 and in 
Table II. The results show that process “11” has to com­
pete with a second-order process, in which less 0 2~ or no
0 2-  whatsoever is produced. High [OH- ] and [HPO42-] en­
hance process 11. High pulse intensities enhance the com­
peting second-order process.

Second-order processes of peroxy radicals in acid solu­
tions have been reported in several cases. It was shown that 
about one ion pair is formed during the second-order disap­
pearance of two radicals.6®’8,10 No explanation which can 
satisfactorily account for all observed effects has as yet 
been given. A previous suggestion assuming formation of a 
hydrotetroxide from two peroxy radicals which is strongly 
dissociated in the 0 4 chain cannot suit our present results.8 
An alternative mechanism would be reaction 17 in competi-

202CH2OH —>■ H,02 + 02 + 2CH20 (17)

tion with 0 2- formation either directly or indirectly (when 
OH- or HPO42- is present) from the peroxy radicals (pro­
cess 11 or “11”). If ku  would be 5 X 103-104 sec-1, reaction 
11 could take place besides (17) and the rate of 0 2-  build­
up would essentially be determined by the rate of the dis­
appearance of the radicals. More work is needed in order to 
test quantitatively this hypothesis in various systems.

Conclusions
The methanol radical CH2OH reacts efficiently with 0 2 

and forms the peroxy radical 0 2CH20H . This radical may 
ionize to 0 2CH20 - , which gives very quickly CH20  and
0 2- . The ionization is catalyzed by OH-  and by HPO42-. 
The radicals 0 2CH20H  as such seem to undergo, under our 
conditions, a bimolecular reaction rather than to produce
0 2-  (or H 0 2). Previous conclusions concerning the pK of 
0 2CH2OH6’7 and other peroxy radicals9 may not be correct 
in view of the instability of 0 2CH20 -  and of similar radi­
cals. A previous suggestion assuming strong homolysis in 
the 0 4 chain of hydrotetroxides8 may not suit our results if 
an 0 4 chain is formed in our system. More work is still 
called for on the fate of the bimolecular reaction products 
of 0 2CH20H.
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Transient ionic and excited species in liquid benzonitrile and solutions of solutes in benzonitrile were in­
vestigated using nanosecond pulse radiolysis. The radiolysis of several aromatic solutes gave rise to the cat­
ions of these solutes and the yields were determined to be 1.4 ions/100 eV. Anions of the solutes were also 
detected for all solutes apart from frcms-stilbene. The effects of ammonia, sulfur hexafluoride, and nitrous 
oxide on the yield of ionic species suggest that the precursors of the solute ions are cations and anions of 
benzonitrile. Solute excited states are also observed, and the G values for the excited singlet and triplet 
states were determined to be 0.7 and 1.4, respectively. The mechanism of formation of the excited states is 
discussed.

Introduction
The radiolysis of liquid benzene gives rise to excited 

states with G values of 5.4-5.8/100 eV.2’3 The yield of ob­
served ionic species is low, about 0.3 in pulse radiolysis ex­
periments.4 High yields of excited states have been mea­
sured for toluene and several xylenes.2 The exac  ̂ mecha­
nism of formation of the excited states has not been eluci­
dated, although charge recombination and direct excitation 
by secondary electrons have been suggested. The yield of 
ionic species becomes more marked and the yield cf excited 
states decreases in the radiolysis of some derivatives of 
benzene such as aniline5 and benzyl alcohol6 that contain 
polar groups. This suggests that in these compounds at 
least some of the excited states are formed via ionic pro­
cesses, i.e., by charge recombination. In order to investigate 
this possibility further, it is necessary to have further data 
on the relationship between the yields of ions and excited 
states in other polar arenes.

Benzonitrile is one of several compounds which may be 
used to study this problem, as prior work indicates that the 
pulse radiolysis of solutions of benzonitrile leads to the for­
mation of both ions and excited states of solute mole­
cules.7'8 The present study was undertaken to obtain quan­
titative data for the formation of transient ionic and excit­
ed species in the nanosecond pulse radiolysis of benzoni­
trile.

Experimental Section
The pulse radiolysis apparatus has been described in de­

tail elsewhere.9 The samples were irradiated with pulses of 
5-, 10-, and 15-nsec duration with a total dose of about 
102° eV l.^/o-nsec pulse. G values were calculated based 
on the absorption of hydrated electrons, in the radiolysis of 
water where G(eaq- ) = 3.3 and e is 11,700 M -1 cm-1 at A 
6000 A, for eaq- .

The benzonitrile used was Kodak’s Spectrograde re­
agent; distillation of the benzonitrile did not affect the 
data. Zone-refined perylene was purchased from J. Hinton; 
pyrene was purified by chromatography; frans-stilbene was 
recrystallized twice; Kodak’s l,T-binaphthyl and Fluka’s
1,2-benzanthracene were used without further purification. 
Nitrous oxide, sulfur hexafluoride, and ammonia were ob­
tained from Matheson Co. All samples were bubbled with

nitrogen except when saturated with the gases mentioned 
earlier.

Results
Short-Lived Transients in Benzonitrile. The pulse radi­

olysis of benzonitrile leads to the transitory spectra shown 
in Figure 1, two typical decay curves are also shown in the 
figure. A long-lived absorption dominates the spectrum 
below 400 nm; a typical decay of the species is shown at 360 
nm. A short-lived absorption spreads over the 400-600-nm 
spectral region, and its decay half-life is 10 nsec, in agree­
ment with that for emission decay which is observed below 
380 nm. Another species with a half-life of 30 nsec shows an 
absorption from 380 to 520 nm. This latter species with a 
rapid decay dominates the decay curve at 475 nm as shown 
in Figure 1. If the sample is saturated with ammonia (~0.1 
M) the band at 390 nm is enhanced. Sulfur hexafluoride 
(SFe) (~0.1 M) has little effect on the spectrum apart from 
a slight enhancement of the absorption at 400 nm. These 
data are also shown in Figure 1.

Pulse Radiolysis of Benzonitrile. The radiolysis of ben­
zonitrile in cyclohexane solution gives rise to the absorp­
tion spectrum shown in Figure 2 with a maximum at 400 
nm. A similar absorption maximum is observed in the radi­
olysis of methanolic solutions of benzonitrile. The radioly­
sis of benzonitrile in benzene solution gives rise to a broad 
absorption above 400 nm with a half-life of 10 nsec and an 
absorption with a 450-nm peak and a half-life of 200 nsec. 
The lifetime of the benzonitrile emission in benzene solu­
tion agrees with that of the short-lived 10-nsec absorption. 
The 400- or 410-nm bands in cyclohexane or methanol so­
lution, respectively, are identified as the benzonitrile anion, 
a decision which is based on previous studies.10 The long- 
lived species in benzene solution could be ascribed to the 
triplet state of benzonitrile, since excited states are the 
dominant species observed in the radiolysis of benzene so­
lutions. The short-lived absorption in benzene solution 
may be assigned to the excited singlet state or excimer of 
benzonitrile.

The transient spectrum in pure benzonitrile is consid­
ered to consist of the above ionic and excited-state compo­
nents. However, it is difficult to separate and assign each 
absorption. Another difficulty in the assignment arises
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Figure 1. Upper part show s transient spectra in liquid benzonitrile: 
nitrogen bubbled, O; ammonia saturated, A ; S F 6 saturated, □, at 
the end of pulse; nitrogen bubbled at 100 nsec, • .  Lower part 
shows oscilloscope traces for a nitrogen-bubbled sample.

Figure 2. Transient spectra of benzonitrile solutions in benzene (O), 
cyclohexane (A), and methanol (□) at the end of pulse and in ben­
zene at 150 nsec (•).

from the possibility that aggregated ions may be formed in 
pure liquid benzonitrile.

Formation of Solute Ions. Transitory spectra are ob­
served in the pulse radiolysis of perylene, trans-stilbene, 
anthracene, pyrene, and 1,2-benzanthracene in benzonitrile 
solution and are shown in Figures 3-5.

Solutions of Perylene. In solutions of perylene, satura­
tion with SF6 removes an absorption band at 580 nm while 
a 545-nm peak remains. Nitrous oxide (N2O) (~0.1 M) 
does not affect the spectrum; while ammonia intensifies the 
580-nm band. These results are consistent with the previ­
ous assignment11’12 that the maxima at 550 and 580 nm are 
due to the perylene cation and anion, respectively.

Solutions of Anthracene. In the radiolysis of anthracene 
in benzonitrile, ammonia slightly enhances the absorption 
near 660 nm and depresses a 740-nm peak due to the an­
thracene cation. This result indicates that the anthracene 
anion is also produced in the radiolysis of benzonitrile solu­
tions, contrary to the previous report that only the anthra­
cene cation was observed.8

Solutions of Pyrene. A 490-nm absorption is observed in

Figure 3. Transient spectra of perylene solutions in benzonitrile: ni­
trogen bubbled (300 nsec), O; N20  saturated (300 nsec), • ; SF 6 
saturated (800 nsec), A ; ammonia saturated (800 nsec), a .  Pery­
lene concentrations are 0.34-0.37 mM.

Figure 4. Transient spectra for aromatic solutes in benzonitrile: py­
rene (10 mM) in nitrogen-bubbled, • ,  and S F 6-saturated, X , solu­
tions; fra/is-stilbene (10 mM) In nitrogen-bubbled solution, O; anthra­
cene (10 mM) in nitrogen-bubbled, A , and ammonia-saturated, A, 
solutions.

Figure 5. Transient spectra in 30 m M  1,2-benzanthracene solution: 
nitrogen bubbled, O, • ;  ammonia saturated, A , A . Open marks 
stand for 150 nsec and filled ones for the end of pulse.

the radiolysis of pyrene in benzonitrile and is attributed to 
the pyrene anion.11’12 The absorption of the pyrene cation
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Figure 6. Growth in the transient absorption in a 3 X  10 4 M pery- 
lene solution.

which normally has a peak at 450 nm was not observed, 
probably because at this pyrene concentration the cation 
exists as the dimer cation.13’14

Solutions of trans-Stilbene. The transient spectrum ob­
served in the pulse radiolysis of trans-stilbene in benzoni- 
trile is assigned to the trans-stilbene cation. This decision 
is based on previous assignments8’11 and the fact that the 
spectrum was not affected by oxygen and SF6. The trans- 
stilbene anion which normally has an absorption peak at 
480 nm was not detected.

Solutions of 1,2-Benzanthracene. The pulse radiolysis of
1,2-benzanthracene in benzonitrile gives rise to the spec­
trum shown in Figure 5. The 420-nm absorption peak is as­
signed to the anion,11 as its intensity is increased by ammo­
nia. The triplet state also has a peak at 430 nm which is 
about half as intense as the main triplet peak at 490 nm. 
Thus the observed 420-430-nm band is due to a composite 
spectrum of the anion and the triplet state of 1,2-benzan­
thracene. The absorption of the sample itself prohibited 
measurements below 400 nm, at wavelengths where the cat­
ion absorbs strongly.

The yield of the trarcs-stilbene cation extrapolated to in­
finite solute concentration was determined as 1.4 ions/100 
eV; an extinction coefficient for the anion at X 480 nm in 
acetone solution of 3.55 X  104 M-1 cm-1 was used.15 The 
yields of the anions at infinite solute concentration were es­
timated for pyrene and 1,2-benzanthracene using extinc­
tion coefficients of 5.1 X  10412 at X 490 nm and 1.9 X  104 
M-1 cm-1 llb at X 430 nm, respectively. The 490-nm band 
of the pyrene anion is overlapped by the absorption of the 
dimer cation and the triplet state. If the optical density at 
490 nm is regarded as being solely due to the anion, a G 
(anion) of 0.7 is obtained. The contribution of other species 
to the optical density at 490 nm is estimated to be about 
30% based on the effect of SF6 on reducing the anion yield. 
Accordingly, G(ion) = 0.5 is estimated. Similarly, a G value 
of ~0.5 is obtained for the 1,2-benzanthracene anion. Again 
the anion band at 420 nm is overlapped by the triplet ab­
sorption.

The curves in Figure 6 illustrate a growth of the ionic 
spectra at X 580 and 540 nm after the irradiation pulse in 
perylene solutions. The rapid rise during the pulse is prob­
ably due to the transient from the solvent. Saturation with 
ammonia or SFg reduces the rate of the slow growth to 
about half that for the nitrogen-bubbled solution and re­
tards the decay of the ions. The rate of growth in nitrogen- 
bubbled solutions was found to obey first-order kinetics. If 
the anion and cation have natural rate constants for decay 
of ks~ and ks+, respectively, and if the rate constants for 
reaction of the anion and cation with perylene are k~ and 
k+, respectively then

Figure 7. The change in the pseudo-first-order rate constant for the 
growth of perylene ions with the perylene concentration.

k =  k~  + fe'fperylenel 
and J

k ' =  k3* + fe+[perylene]

where k and k' are the observed total rates of reaction of 
the anion and cation, respectively. A plot of the pseudo- 
first-order rate constant vs. concentration is shown in Fig­
ure 7 and furnishes rate constants for scavenging of solvent 
ions by perylene, k~ and k+. And the rate constants for 
decay of the solvent ions where ks+ and ks~ are the rate 
constants for decay of the cation CVH3CN+ and the anion 
C6H5CN- of benzonitrile, respectively. Values of 2.2 X  1010 
and 1.8 X  1010 M~l sec-1 were obtained for k + and k~ for 
the cation and anion, respectively. Under experimental 
conditions where 7 X  10~5 M  solvent ions were produced 
per pulse, values for ks~ and ks+ of 1.3 X  106 and 1.7 X  10s 
sec-1, were measured, respectively. The bimolecular rate 
constant for the neutralization of the cation and anion is 
then 2 X  1010 M-1 sec-1. This assumes that the ions do not 
also react in some other way.

Excited States of Solutes. Both excited singlet and trip­
let states of solutes are observed in the pulse radiolysis of 
solutions of benzonitrile. In the case of 1.2-benzanthracene, 
1:2 BA shown in Figure 5, the 490- and 460-nm bands are 
assigned to the triplet state16 and the short-lived absorp­
tion in the 500-600-nm region is due to the excited singlet17 
and/or the excimer. In a solution of 30 mM 1:2 BA, an 
emission was observed at wavelengths below 500 nm lasting 
for about 100 nsec after the pulse. The 420-nm absorption 
for pyrene in Figure 4 is assigned to the triplet state,16 a 
strong excimer emission was also observed in this solution.

The yields of triplet states of aromatic solutes were de­
termined from the T-T absorption using extinction coeffi­
cients reported by Bensasson and Land.18 The changes in 
G values for the triplet states of 1,2-benzanthracene and 
naphthalene with concentration are shown in Figure 8. The 
yield at infinite solute concentration was obtained by ex­
trapolating a Stern-Volmer plot of the data, a typical ex­
ample of which is shown in Figure 9. G values thus extrap­
olated are 2.1 for 1,2-benzanthracene and naphthalene, 2.4 
for l.l'-binaphthyl, and 1.7 for pyrene. As shown in Figure 
8, ammonia decreases the triplet yield, but N20 and SFg do 
not affect the yield.

The yield of excited singlet states was determined by 
comparing the emission intensity for a solution of l,l'-bi- 
naphthyl in benzonitrile with that in benzene, where a 
G(singlet) = 1.6 has been established.2-4 A Stern-Volmer
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Figure 8. The change in G value for triplet states of 1,2-benzanthra­
cene and naphthalene.

plot in Figure 9 furnishes a G value of 1.4 at infinite con­
centration. Since l,l'-binaphthyl does not form an excim- 
er,19 an intersystem crossing efficiency of 0.52 can be used 
at infinite concentration. Hence, the yield of the triplet 
l,l'-binaphthyl produced by the intersystem crossing from 
the singlet is 0.7 expressed in G units. As the total G(tri- 
plet) in this system is 2.4, a yield of triplets of G = 1.7 is at­
tributed to direct energy transfer from the triplet state of 
benzonitrile to the l,l'-binaphthyl. This latter value is in 
agreement with the observed triplet yield for pyrene, where 
intersystem crossing is small at high concentrations due to 
excimer formation.20

The rise of the emission of l,T-binaphthyl was too fast to 
be measured by the present apparatus. No delayed growth 
was observed in either the emission or the absorption of the 
excited singlet of 1,2-benzanthracene. A Stern-Volmer plot 
of the singlet energy transfer from benzonitrile to l,T-bi- 
naphthyl gives a rate constant ratio a/ft. The rate constants 
cc and ft refer to the natural decay of the singlet state in 
benzonitrile in the absence of a quencher, and ft is the sin­
glet energy-transfer rate constant to l,T-binaphthyl. The 
value for a/ft is 1.0 X 10-2, and if ft is about 1010 M-1 sec-1, 
a is 108 sec-1 which agrees with the decay rates of both of 
the species giving rise to the short-lived emission and ab­
sorption in pure benzonitrile. This is evidence supporting 
the assignment of a singlet excited state to this species.

The delayed growth in the triplet state generally results 
from the intersystem crossing in the solute molecule. How­
ever, in a 10-4 M p-terphenyl solution a triplet growth is 
observed for 100 nsec after the pulse and can be ascribed to 
energy transfer from the benzonitrile triplet to the p-ter- 
phenyl. Since the lifetime of the fluorescence of p-terphen­
yl is 0.95-2.8 nsec,21 the observed triplet growth is not due 
to intersystem crossing.

A Stern-Volmer plot of the triplet growth furnishes a 
ratio of a/ft where a is the rate constant for the spontane­
ous decay of the solute triplet precursor and ft is the rate 
constant for triplet energy transfer to the solute. For 1,1'- 
binaphthyl solutions, an a!ft of 1.7 X 10-3 M was measured, 
and as the triplet energy rate constant to p-terphenyl ft is 
measured as 1010 M-1 sec-1, the natural decay rate a is 107 
sec-1.

Discussion
The formation of solute cations in benzonitrile solution 

has already been reported.7’8"14 A G(ion) of 1.4 obtained in 
this study is considered to be a better yield for the ioniza-

O 100 200 300

(/ [amaphthy t ] , M '1

Figure 9. Stern-Volmer plots for the excited singlet (O) and triplet 
(• ) states of 1,1  '-binaphthyl.

tion in liquid benzonitrile than the previous value of O.9.22 
The latter value was evaluated from a measurement in 10 
mM trans-stilbene solution where all the solvent ions were 
not measured. The fact that the anion yield G > 0.5 is 
lower than that of the cation G = 1.4 suggests that some 
process rapidly degrades the benzonitrile anion.

The fact that anions of anthracene, pyrene, perylene, 
and 1,2-benzanthracene are observed but the trans-stil- 
bene anion is not detected suggests that the formation of 
solute anions in benzonitrile solution only takes place for 
solute molecules where the electron affinity is high.23 Such 
selectivity implies that the solute anion is formed by a 
reaction of a solute molecule with the benzonitrile anion 
and not with an electron. The fact that the yield of the so­
lute anion is decreased by SF6 but not by N20  also suggests 
that the direct precursor for the solute anion is not an elec­
tron but the benzonitrile anion. If the solute actually scav­
enged electrons to form the anion, N20  as well as SF6 
should decrease the yield of the solute anion. The decre­
ment in the anion yield in the presence of SF6 could be due 
to a scavenging of benzonitrile anions by SF6, which has a 
large electron affinity (1.43 eV).24 There is no proof for the 
existence of solvated electrons in benzonitrile. However 
benzonitrile does capture electrons both in cyclohexane 
and in methanol to form an anion, and it is reasonable to 
suggest that, in pure benzonitrile, anion formation is the 
major fate of electrons.

The above discussion leads to the reaction scheme shown 
by eq 1-5 for charged species in irradiated benzonitrile,

PhCN -~•—>- PhCN* + eft e tc . (1)
PhCN + e’ —>- PhC N “ (2)

PhCN* + S —>- PhCN + S* (3)
PhCN" + S —* PhCN + S“ (4)

PhCN* + P hC N ' — >- 2PhCN (5)

where PhCN denotes benzonitrile and S denotes a solute 
molecule. The benzonitrile cation could exist as a dimer 
cation; however, dimer anions have only been reported for 
anthracene under selected conditions.25 A benzonitrile 
dimer anion may be formed in the pure liquid due to the 
high concentration. Although dimer or aggregated ions may
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be the actual species involved in the system, the notations 
of eq 1-5 are used for simplicity.

The present study gives rate constants of 2.2 X 1010 and
1.8 X 1010 A/ -1 sec-1 for reactions 3 and 4, respectively. 
From the pseudo-first-order rate constant of the ionic 
decay in pure benzonitrile and the concentration of ions, a 
crude estimate of the rate constant for reaction 5 turns out 
to be 2 X 1010 M~l sec“1, which is rather slower than the 
rate constant for the diffusion-controlled ion neutraliza­
tion. This rate constant and the formation of perylene an­
ions in 10“4 M  solutions suggest that benzonitrile ions are 
distributed homogeneously within 5 nsec after the irradia­
tion pulse. This indicates that fast-moving electrons eject­
ed from benzonitrile molecules can move past many benzo­
nitrile molecules and that the electrons are trapped outside 
the Onsager distance, e2/ekT (21 A for benzonitrile), to 
form benzonitrile anions. The anion may also be formed 
within the Onsager distance although explicit data for such 
a process were not observed in this study. Some of the 
ejected electrons could return to the cation which itself 
may be very mobile and produce excited states. The in­
crease in the yield of the anion in the presence of ammonia 
is probably due to the scavenging of benzonitrile cations by 
ammonia. If the benzonitrile cation is mobile, a rapid neu­
tralization with the electron results. However scavenging of 
the solvent cation with ammonia will produce a different 
cation of lower mobility. Hence the rate of the neutraliza­
tion process is decreased, and more anions are subsequent­
ly observed.

The depression of the triplet yield by ammonia can be 
explained by the scavenging of benzonitrile cations, which 
in turn are assumed to be responsible for the formation of 
excited states. An alternative explanation is that ammonia 
quenches the excited singlet of benzonitrile and/or of so­
lutes and decreases the triplet yield. However, the data 
show that the decays of the fluorescence in pure liquid ben­
zonitrile and of the fluorescence of 1,2-benzanthracene in 
benzonitrile solution are unaffected by ammonia. This 
tends to rule out the latter interpretation.

Excited singlet states of solutes are formed rapidly and 
with the irradiation pulse. This indicates that the excited 
singlet of benzonitrile is formed in less than 10~9 sec. As 
the apparent lifetime of neutralization of the benzonitrile 
cation and anion was measured to be about 10-6 sec, then 
this later neutralization process cannot be responsible for 
the formation of excited states. A corresponding neutral­
ization of solute ions is even less plausible as the concentra­
tion of solute ions is even lower than that of benzonitrile 
ions. Possible mechanisms for the formation of excited

states are the recombination of electrons and benzonitrile 
cations and direct excitation by secondary electrons. Even 
under such extreme ion scavenging conditions as prevail in 
th present system, where the solvent itself is an effective 
electron scavenger, the initial rapid neutralization process 
still may occur, if the separation of the electron and cation 
is small.

The sum of the G values for ions and excited states in 
benzonitrile, of 4.5, is close to the G values reported for ex­
cited states in benzene. A similar correlation has been 
found for benzyl alcohol and toluene.6

Hence it is suggested that the initial act of the radiation 
leads to the ionization of benzonitrile giving cations and 
electrons. An initial rapid neutralization of these ions leads 
to excited states both singlet and triplet. A second process 
competes with the neutralization, namely, the escape of the 
electron from the solvent cation and subsequent formation 
of a solvated anion. Solutes may react with the solvent ions 
to form solute cations and anions. Energy transfer from the 
solvent also leads to singlet and triplet excited states of the 
solute.
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Reactivity of the Carbonate Radical in Aqueous Solution. Tryptophan and Its Derivatives1

Schoen-nan Chen and Morton Z. Hoffman*
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The rate constants for the reaction of C03-  and CO3H radicals, generated in the flash photolysis of aque­
ous solutions of Co(NH3)4C03+, with tryptophan and its derivatives have been measured as a function of 
pH. At 0.1 M  solution ionic strength, k for indole-3-propionic acid, N-acetyl tryptophan, and A1-methyl - 
tryptophan follows a “titration” curve that represents the acid-base equilibrium of the radical (pKa = 9.6 
± 0.3). At 0.003 M  ionic strength, the rate constants are the same for the three compounds, independent of 
pH, and equal to that for indole (4.2 X 108 M-1 sec-1) indicating that the mode of reaction is interaction of 
the radical with the aromatic system and that the intrinsic reactivity of the acidic and basic forms of the 
radical are the same. Amino-containing compounds show variation of the rate constant according to the 
pKa of the NH3+ group (tryptamine, tryptophanamide, tryptophan methyl ester, glycyltryptophan, glycyl- 
glycyltryptophan, tryptophylglycine, and tryptophan) with the rate constant being greater by almost a fac­
tor of 2 for NH3+ than for NH2. A small but significant enhancement of the rate is noted for amino com­
pounds lacking the carboxylate group. A model is proposed wherein the reaction of the radical with the ar­
omatic system is enhanced by interaction with the amino group which results in a transitory cooperative 
mechanism causing the radical to be in closer proximity to the reactive site.

Introduction
The carbonate radical (C03- ) can be generated in aque­

ous solution upon the reaction of OH radicals with C032- 
(k = 4.2 X 10® M~l sec-1)2 or CO3H-  (k = 1.5 X 107 M-1 
sec-1)2 and thus may be an important component in bio­
logical systems which suffer radiolytic damage. Whereas 
the reactivity patterns of the primary radicals generated in 
the radiolysis of water (eaq~, OH, and H) are rather well 
known,3-5 the behavior of the C03-  radical has not been in­
vestigated in much detail. Despite the convenient absorp­
tion spectrum of the radical (Amax 600 nm; f600 1-83 X 103 
M- ' cm-1),6 the use of pulse radiolysis is limited to a rath­
er narrow pH range in alkaline solution because of the rela­
tively low reactivity of OH with C03H- , the pKa of C03H- 
(10.36), the pK& of OH (11.9),2 and the low reactivity of its 
conjugate base.2 Thus, pulse radiolysis does not permit an 
examination of the radical’s nature in biologically impor­
tant neutral solution or as a general function of pH.

We have reported7’8 that the flash photolysis of 
Co(NH3)4C03+ generates the C03- radical permitting an 
evaluation of its acid-base properties (pKa = 9.6 ± 0.3 for 
C03H)9’10 and the rate constants for its reaction with bio­
logically important molecules in neutral solution.11 Among 
the compounds with which the radical reacts fairly rapidly 
(k > 10® A/ -1 sec-1) are tryptophan and its derivatives.11 In 
this paper we examine the reactivity of the radical as a 
function of pH with this group of compounds and attempt 
to identify the molecular parameters that give rise to the 
observed patterns.

Experimental Section
The flash photolysis apparatus used and the techniques 

employed have been described in detail as has been the 
preparation of Co(NH3)4C03+.8’10’11 Solutions were pre­
pared from triply distilled water containing 5 X 10-5 M 
complex and up to 2 X 10-5 M organic scavenger. The pH 
of the solution was controlled by combinations of KH2PO4, 
K2HPO4, and KOH solutions which gave a constant solu­
tion ionic strength of 0.003 M at pH <11.5. Above that pH,

only KOH was used to establish the acidity and ionic 
strength of the solution. For an ionic strength of 0.1 M, 
NaC104 was used with a correction for the Na+ effect on 
the pH measurement. The pH of the solutions was mea­
sured before and after the flash with a Beckman Expando- 
matic SS-2 pH meter and was not changed by the flash. All 
solutions were freshly prepared from the solid complex and 
were discarded after one flash. Inasmuch as CO3-  radicals 
do not react with O2, the solutions were flashed without 
deoxygenation. Independently we demonstrated that the 
presence of air had no effect on the values of k.

The following compounds were used without further pu­
rification: tryptophan, tryptophan methyl ester, glycyltryp­
tophan, tryptophylglycine, indole (Calbiochem); glycylgly- 
cyltryptophan, /V-methyl tryptophan, Ai-acetyl tryptophan, 
tryptamine, and tryptophanamide (Cyclo Chemicals); in- 
dole-3-propionic acid (Matheson, Coleman, and Bell). The 
structures and known pK& values for these compounds are 
given in Table I.

The pseudo-first-order rate constant for the decay of the 
transient absorption at 600 nm was determined at a single 
scavenger concentration; the linear dependence of k on 
[scavenger] had already been established.10’11 The value of 
the second-order rate constant for the reaction of the radi­
cal with the scavenger was evaluated from at least four in­
dividual decays and is known to be ±10% at pH <11.5. 
Above that pH, the bimoleeular disappearance of the radi­
cal itself becomes competitive10 and the error in the scav­
enging rate constant increases (±25%).

Results

Figure 1 shows the dependence of h(C03-  + S)12 as a 
function of pH for three of the tryptophan derivatives 
which do not contain deprotonatable amino groups: indole-
3-propionic acid, A-acetyltryptophan, and A'-methyltryp- 
tophan. At low ionic strength (0.003 M) the value of k = 4.2 
X 108 M~x sec-1 is independent of pH. The rate constant in 
basic solution increases with increasing ionic strength 
which gives rise to the “titration curve” seen at p = 0.1 M.
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T A B L E  I :  Structure and p K;. o f Compounds

N am e X" pK J>

Indo le  -H
T ry p to p h a n  - C H 2C H (N H 3 + )C 0 2“ 9 .3 9  =
Indole-3-propionic acid  -C H 2C H 2C 0 2~
IV -A cety ltryp tophan  -C H .C H  (C 0 2 ~ )N H C O C H 3
iV -M ethy ltryp tophan  -C H 2C H (C 0 2“)N H C H 3
T ry p tam in e  -C H 2C H 2N H 3 + 9 . 3 d
T ry p to p h an a m id e  -C H 2C H (N H 3+ )C O N H 2 7.50=
T ry p to p h a n  m ethy l este r -C H 2C H (N H 3 +) C 0 2C H 3 7 , 6 d
G ly cy ltry p to p h an  -C H 2C H (C 0 2~ )N H C 0 C H 2N H 3 + 8.06=
G lycy lg lycy ltryp tophan  -C H .C H (C 0 2-)N H C O C H 8N H C O C H 2N H 3+ 7 .9 «
T ryp tophy lg lyc ine  -C H 2C H (N H 3 + )C 0 N H C H 2C 0 2-  7 .6 4

" S tru c tu res  are w ritten  in th e  carboxy la te  form . b p / i :l of th e  am ino group. = D a ta  tak en  from  W . P . Jencks an d  J . R egenste in , 
“ H andbook  of B iochem istry ,” C hem ical R u b b e r  Co., C leveland , Ohio, 1970, p  J-150. d D educed  from  th is  research.

Figure 1. Dependence of k(C 0 3_ +  S) on pH for indole-3-propionic 
acid (A, A), /V-acetyltrvptophan (O, •), and W-methyltryptophan (□, 
■ ). Open symbols correspond to 0.1 M  solution ionic strength; filled 
symbols correspond to 0.003 /Wsolution ionic strength.

The results for indole-3-propionic acid have already been 
published;10 the virtually identical behavior of the two N- 
substituted compounds is readily seen.

In Figure 2, the behavior of indole, tryptophan, and tryp­
tophylglycine is illustrated. For comparison, the data for 
tryptophylglycine are given for high and low ionic 
strengths. It is in basic solution that the rate constant is af­
fected by ionic strength. As seen at low ionic strength, the 
pH dependence of tryptophan reflects the pKa of the 
amino group; indole shows pH- and ¿¿-independent behav­
ior.

The behavior of tryptamine, tryptophanamide, trypto­
phan methyl ester, glycyltryptophan, and glycylglycyltryp- 
tophan is shown in Figure 3 for n = 0.003 M. The pH-de- 
pendent values of Lie rate constant follow the same pattern 
as before reflecting the pKa of the amino groups of the 
scavenger where known. Except for tryptamine and trypto­
phanamide, the values of k for all the amino-containing

Figure 2. Dependence of k(C03~ +  S) on pH for Indole (A), trypto­
phan (■ ), and tryptophylglycine (O, •). Open symbols correspond to 
0.1 M  solution Ionic strength; filled symbols correspond to 0.003 M  
solution Ionic strength.

compounds in basic solution (deprotonated form) are prac­
tically the same as that of indole.

Discussion

The mode of reaction of CO3-  radicals with scavengers is 
not known but certain possibilities are evident: (1) oxida­
tive electron transfer from the scavenger to the radical, (2) 
addition of the radical to the molecule, and (3) hydrogen 
abstraction by the radical. In a pulse radiolysis study, 
Adams, et al.,13 determined the rate constant for the reac­
tion of CO3” with tryptophan at pH 11.2 in 0.1 M  Na2CO,3 
to be 4.4 X 108 M -1 sec-1 and observed a transient absorp­
tion spectrum resulting from that reaction. The transient 
spectrum, showing absorption bands at 320 and 510 nm, 
was virtually identical with that generated by the action of 
OH radicals on tryptophan14 where radical addition to the
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Figure 3. Dependence of k(C03~ + S ) on pH for tryptophanamide 
(□), tryptamine (A), tryptophan methyl ester (•), glycyltryptophan 
(O), and glycylglycyltryptophan (■ ). Solution ionic strength was 
0.003 M.

aromatic system appears to be the operative mechanism. In 
the work reported here, no attempt was made to resolve the 
spectrum of any transient species generated from the C0 3~ 
radical attack.

The great similarity of the rate constants for these tryp­
tophan derivatives, including indole, suggests that reaction 
in all cases is via a common mechanism involving the aro­
matic system. We have shown11 that the reactivity of the 
radical with aliphatic amino acids and peptides is very low 
suggesting that direct attack on the side chain of the tryp­
tophan derivatives is not probable. However, an a priori 
judgment of the reaction mode with the aromatic system, 
whether by electron transfer or radical addition, cannot be 
made.

Indole-3-propionic acid, iV-acetyltryptophan, and N- 
methyltryptophan are all in their anionic form with a 1-  
charge across the pH range covered by this work. At low so­
lution ionic strength the values of fe(CO,i- + S) are inde­
pendent of pH but at high ionic strength a definite pH de­
pendence is observed. We had shown previously10 that the 
behavior of indole-3-propionic acid was consistent with the 
pH dependence arising from a kinetic salt effect; plots of 
log k vs. the appropriate square root function of ionic 
strength were linear. The conclusion was drawn then and 
further reinforced by the coincidence of the behavior of the 
other two compounds that in neutral solution the radical 
exists as a neutral entity and as a 1-  charged species in 
basic solution, specifically as CO3H and CO3-  in acid-base 
equilibrium with an apparent pKa of 9.6. However, it must 
be further concluded from the results at low ionic strength

that the intrinsic reactivity of the two forms of the radical 
are the same with these compounds.

The reactivities of very few radicals have been examined 
as a function of their acid-base forms in aqueous solution. 
Among oxidizing radicals, the most analogous to the CO3-  
radical is the OH radical (pKa = 11.9)2 which is far more 
reactive than is the O-  radical4 and, in particular, is 20-500 
times more reactive than O ' with aromatic systems.15 The 
mode of attack of OH with aromatic systems has always 
been assumed4 to be direct addition although the possibili­
ty of electron transfer (£ ° red(OH) = 2.8 V)16 leading to the 
same hydroxycyclohexacienyl product cannot be ignored. 
The behavior of NH3+ and NH2 radicals toward aromatic 
systems is also different with NH3+ adding to benzene and 
NH2 not giving an observable transient.17 However, the 
structure of these radicals is sufficiently different from that 
of CO3'  to make analysis based on these limited examples 
of dubious validity. Indeed, if C03-  acted as an electron- 
transfer agent, one would expect its reactivity to be lower 
than that of the protonated form. However, if the reactivity 
mode were addition to the aromatic system and if the un­
paired electron were on an oxygen atom different from the 
site of protonation, the similar reactivities of both forms of 
the radical could be rationalized.

The assumption is thus made at the start that the C03- 
radical interacts with the ir system of the aromatic indole 
structure, forming initially, perhaps, a molecular complex. 
The reactivity of the radical with the non-amino-contain­
ing derivatives at low ionic strength is the same as that 
with indole (k = 4.2 X 108 M~1 sec-1); the rate constant is 
10-100 times lower than the diffusion-controlled limit 
demonstrating that radical addition does not occur at every 
encounter and that steric restrictions are undoubtedly in 
effect. We also note that the limiting value of k in basic so­
lution and low ionic strength for tryptophan, tryptophyl- 
glycine, glycyltryptophan, and glycylglycyltryptophan is 
the same as for indole and the non-amino-containing com­
pounds. This suggests that the mechanism of reaction for 
all those compounds is the same and that the steric and en­
ergetic barriers are comparable when the amino group is 
deprotonated or absent. The data for tryptophylglycine at 
high or low ionic strength are identical except at pH >9 
where the effect of ionic strength on the reactivity of the 
basic form of the radical becomes evident. Tryptophylgly­
cine was especially chosen to test this effect because the 
pKa of its amino group was expected to be substantially 
lower than that for tryptophan; amino groups adjacent to 
the amide linkage are more acidic than ordinary amino 
groups (e.g., pKa of glycine is 9.6 but that of glycylglycine is 
8.1).18 The three remaining compounds in Figure 3 show 
the same behavior as the other amino-containing deriva­
tives except that the limiting value of k in basic solution is 
larger than that of indole.

The pH dependence of k at low solution ionic strength, 
which mirrors the pKa of the amino group, cannot arise 
from simple electrostatic effects. In addition to the identi­
cal behavior of the two forms of the radical seen at low 
ionic strength (Figure 1), the value of k for 1-  charged 
species is the same as for neutral species. Similarly, al­
though it is known that the electron density on the aromat­
ic rings is affected by substitution,19 the possibility of 
transmission of an inductive effect through a multiatom 
chain, as in the case of the peptides, is rather remote. In 
addition, there does not appear to be any evidence favoring 
a static association of the protonated amino groups with
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the aromatic system that could serve as an activating influ­
ence on the reactivity of the radical. We conclude that the 
attack by the radical involves a transitory cooperative 
mechanism involving the interaction of the radical with the 
protonated amino group.

Thus, when NH3+ is present, even in the cases of the 
flexible peptides, interaction of the radical with NH3+, per­
haps via hydrogen bonding and enhanced by the attraction 
of the electronegative oxygen atom of the radical to the 
positive charge on the amino group, allows the radical to be 
held in proximity to the aromatic system for a period of 
time longer than is the case in random collision (see struc­
ture I). The result is a sterically more effective collision

0

I

with a greater probability of ultimate reaction and a higher 
observed rate. Differences in the structures of the various 
derivatives that affect the charge distribution at the amino 
group would cause subtle changes in the radical reaction 
rate. Removal of the adjacent carboxylate group, as in 
tryptamine and tryptophanamide, would result in an in­
crease of the effective charge of NH3+ and of the template 
effect. The intermediate behavior of the tryptophan meth­
yl ester could be due to the nature of the ester linkage or 
hydrolysis during the reaction. The higher rate for the non- 
carboxylate-containing amino derivatives (as compared to 
indole) in basic solution suggests that some interaction oc­
curs between the radical and the amino group even when 
the latter is deprotonated. Apparently when a carboxylate

group is present, as in the case of tryptophan, the basis for 
radical-amino group interaction is removed in basic solu­
tion.

While we recognize that the pH dependence of the rate 
constants for these reactions is not a large effect (no more 
than a factor of 2), the effect is outside of experimental 
error. The results do demonstrate that in the case of the 
CO3-  radical, the rate constants for these less-than-en- 
counter-controlled reactions are affected by small changes 
in the structure of the scavenger. Such structure-reactivity 
patterns would be extremely difficult to detect in the case 
of very reactive radicals, such as OH, which react on virtu­
ally every collision.
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Two indirect methods that have been used for determining the yield of the hydrated electron as a function 
of time, the steady-state concentration method and the Laplace transform method, have been examined. 
The experimental difficulty in measuring rate constants at high concentrations and the errors in neglecting 
certain intraspur reactions lead to errors which are consistent with the differences between the experimen­
tally observed and the indirect measurements for the decay of the hydrated electron.

Experimental observations in the radiation chemistry of 
aqueous solution have, until recently, been fairly well ex­
plained by a diffusion kinetic model.2 For instance, the dif­
fusion model has accounted for the yields of H2O2, H2, and 
H as a function of the concentrations of various additives.3 
Further, it has satisfactorily predicted the dependence on 
linear energy transfer of the G value for water decomposi­
tion and of the G value for those hydrated electrons and 
other spur species which escape the spur to form a homoge­
neous solution.4 In addition, the diffusion model has been 
used to calculate the yield of the hydrated electron in pure 
water as a function of time after energy deposition.

With respect to this latter prediction it has not been pos­
sible until recently to measure directly hydrated electron 
yields at short times during the life of the spur, and there­
fore attempts have been made to determine the time de­
pendence indirectly using high scavenger concentrations. 
These attempts have given results similar to those predict­
ed by the Schwarz formulation of the diffusion model.5 
However, recent direct experimental measurements of the 
time dependence of hydrated electron yields disagree with 
the predicted results.6 As a consequence of this disagree­
ment, it appears worthwhile to examine the basis on which 
the indirect measurements are used to predict decays of the 
hydrated electron. In pursuit of this aim, two “experi­
ments” were done. (1) The rate constant for eaq~ + H+ was 
measured as a function of H+ concentration and combined 
with the previously measured time dependence of eaq~ in 
pure water to reproduce the data of Koulkes-Pujo, et al.5a
(2) The Laplace transform technique as applied to radia­
tion chemistry by Schuler5b was tested theoretically using a 
model of Kuppermann.7

Experimental Section
The subnanosecond pulse radiolysis apparatus has been 

previously described.8 All decay curves were measured 
using 514.5-nm light from an argon ion laser. Solutions 
were made by diluting a stock 1 M  perchloric acid solution 
with distilled water. Solutions were degassed by bubbling 
helium through them for at least 20 min before irradiation. 
Comparison runs were made either using tap water or with­
out degassing solutions. No effects which could be ascribed 
to oxygen or other impurities were seen for times as long as 
30 nsec, the maximum time used.

One series of experiments was run using 0.01-0.5 M  acid 
concentration and a second similar series was run with suf­

ficient sodium chloride added to give a constant 1 M  ion 
concentration.

Rate constants were extracted from the raw data using a 
nonlinear least-squares routine in which the effect of an 
RC type frequency response (w = 50 GHz, which is ap­
proximately equivalent to a 10-90% rise time of 50 psec) 
was incorporated into the fitting function. The results are 
plotted in Figure 1 where the error bars are ±2 standard 
deviations. These data are similar to the rate constant de­
pendence previously obtained by Hunt.9

Results and Discussion
It has often been implicitly assumed, that, if one knows 

the time dependence of a species’ concentration without 
scavenger present, one can calculate the yield of a product 
from the reaction of that species with an added scavenger 
for various scavenger concentrations. With certain assump­
tions, Hummel has pointed out for hydrocarbons that if 
one had the yield of scavenger product as a function of 
scavenger concentration, one could obtain the time depen­
dence of the reacting species without scavenger present.10 
This technique has been applied to the radiation chemistry 
of water by Schuler.5b

To calculate the yield as a function of concentration, 
Hummel10 proposed the equation

( 1 )

where n(t) At is the amount of (in this case) hydrated elec­
tron lost through spur processes between times t and t + df 
after formation; c is the concentration of the electron scav­
enger and k its rate constant with the hydrated electron; 
No is the total amount of product formed as a function of 
concentration. To work with the amount of hydrated elec­
tron at time t, we can integrate by parts to get

df = Ns(c) ( la )

where G(t) is the amount of hydrated electron at time t 
(dG/dt = —n(t)). Equations 1 and la will be used inter­
changeably.

Koulkes-Pujo, et al.,5a used a long electron pulse (0.5-3.0 
nsec) and integrated the amount of absorption during the 
pulse. The transient portion of the absorption is small, and 
the effects at the beginning and the end of the pulse ap­
proximately cancel so that one can consider their experi-
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TABLE I: Fraction of Radical 1 (Radical 2) Reacting w ith the Scavenger as Calculated by K upperm ann7 
and by Using Eq 1

[Scavenger ], 
M

Spherical spur Short track
Radical 1 Radical 2 Radical 1 Radical 2

Kuppermann Eq 1 Kuppermann Eq 1 Kuppermann Eq 1 Kuppermann Eq 1
1 0.970 0.955 0.925 0.894 0.895 0.833 0.797 0.727
0.1 0.891 0.868 0.801 0.770 0.633 0.570 0.494 0.436
0.01 0.813 0.797 0.709 0.694 0.396 0.356 0.285 0.254
10-3 0.772 0.765 0.669 0.663 0.257“ 0.237 0 179“ 0.166
10-4 0.758 0.753 0.656 0.653 0.190 0.174 0.133 0.121
10-6 0.752 0.751 0.652 0.651 0.150 0.141 0.105 0.098

" Recalculated.

Figure 1. Second-order rate constant for the reaction H+ +  eaq~ in 
units of A C 1 sec - 1 . Circles are for pure H C I04 and squares are for 
HCIO4 +  NaCI where the concentrations of ions is 1 M.

[ h CIO«] M

Figure 2. A  plot of the rate constant for H+  + eaq~ in M~1 se c - 1  di­
vided by the yield of the hydrated electron in molecules/100 eV vs. 
acid concentration as measured by ref 5a. The circles and the line 
are from ref 5a; the squares are calculated using eq 1a, the initial 
yield of ref 8, and the time-proportional expression for the eaq-  con­
centration (0.723 +  0.277 exp(-1 .03 X  10s i>).

ment to give as the integrated intensity the product of 
pulse width and steady-state concentration.

It has been published that one can describe, in the time 
domain of 1-30 nsec, the total hydrated electron concentra­
tion in the absence of scavengers as proportional8 to 0.723 
+ 0.277 exp(—1.03 X 108t). Using this and eq 1 with the 
data shown in Figure 1 we can determine the experimental

results which would be determined in the experiment of 
Koulkes-Pujo, et al,5a The squares shown in Figure 2 are 
the results of these calculations. If the results of these cal­
culations are multiplied by 0.92, the resulting values 
(shown by + in Figure 2) fall very nicely on the line drawn 
in ref 3. This could imply a systemic variation in rate con 
stants and/or dosimetry between the two methods of 8%, 
excellent agreement between experiments done in greatly 
different ways.

Since the use of eq 1 has been one of the primary meth­
ods that has been used to determine indirectly the time ev­
olution of the hydrated electron through the work of Schu­
ler and coworkers with the Laplace transform techni­
ques,513'10 it seems of interest to study its validity for aque­
ous systems. A theoretical limitation to eq 1 appears from 
looking at the equivalent differential equation

=  -fec [eM'  1 + [e-M' ] ^ / G  (2)

This equation could only be correct if all processes which 
destroy hydrated electrons in the spur are first order. This 
is clearly not the case since the reaction eaq~ + eaq_ does 
occur.

To estimate the error involved in applying eq 1 to water, 
it is necessary to have an expression for G(t) and N s(c) 
free from experimental error. One way to do this is to as­
sume a model for the spur processes, solve the model exact­
ly, and solve the model using the approximations of eq 1. 
Since diffusion kinetics has been useful in predicting the 
results of many radiation-chemical experiments, we shall 
test eq 1 within the framework of diffusion kinetics. To 
avoid great amounts of computation, the model of the reac­
tion occurring was simplified. If only the primary species in 
water are considered, a reasonable basis for computation is 
the two radical-six radical pair spur calculated by Kupper­
mann.4 In this system, the two radicals Rx and R2 are pro­
totypes of eaq-  and OH. This model is particularly attrac­
tive since most of the data needed have been published. 
These calculations should give an order-of-magnitude 
value for the errors inherent in eq 1 for aqueous systems. 
To attempt to determine the magnitude of these effects for 
more nearly realistic systems would be of little value since 
the present best spur diffusion model calculations do not 
accurately predict the decay of the hydrated electron ob­
served in pure water.6

Calculations were done using a program written by 
Fricke and Phillips which was modified for use with the 
Chemistry Division’s Sigma 5 computer.11 The program 
uses a finite-difference Crank-Nicolson predictor corrector 
technique for solving the parabolic partial differential 
equations.12 The equations were solved to give the time de­
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pendence of Ri and R2 with no scavengers present. To ob­
tain the yield of scavenger product (1) the equations were 
solved with scavenger present and (2) the results with no 
scavenger present were used in eq 1 to calculate the prod­
uct of the scavenger reaction. Thus we have the results for 
the exact solution of the model and the results arising from 
the use of eq 1.

In Table I is given the fraction of radical 1 (radical 2) 
that reacts with the scavenger, calculated either using dif­
fusion theory or using eq 1. As one would expect, little dif­
ference is found for a spherical spur at low concentrations 
since the intraspur reactions are complete before there is 
much reaction with the scavenger. For the spherical spur 
with high concentrations of scavengers and for all short- 
track calculations, the inhomogeneous reactions compete 
with scavenger reactions and there is a substantial differ­
ence (as high as 10% for 0.1 M  scavenger in a short track) 
between the exact value and that calculated using eq 1.

The differences calculated between the results of the dif­
fusion kinetic model and the application of eq 1 are not ex­
pected to predict quantitatively the errors in the applica­
tion of eq 1 to aqueous radiation chemistry; however since 
the essential features of the aqueous system are present, 
the differences should be qualitatively correct.

Conclusion
It has been shown in this paper that the use of scavenger 

techniques to determine the form of the hydrated electron 
time dependence at short times in pure water has limita­
tions originating from both experimental and theoretical 
considerations. To measure scavenger rate constants over 
the wide time (concentration) range involved requires a 
measurement system of great bandwidth, in fact one suffi­
ciently wide that it can measure the hydrated electron 
decay directly. Even if one has the appropriate rate con­

stant data, one finds that with high scavenger concentra­
tions and with the effects of short tracks (which have been 
estimated to account for more than 20% of the energy de­
posited by 1-MeV electrons13), the predictions of eq 1 as 
applied to aqueous systems are only approximate. It ap­
pears then that the agreement of previous work that at­
tempts to determine the time dependence of the hydrated 
electron with the predictions of the diffusion kinetic model 
is fortuitous. Specifically (1) the results of Koulkes-Pujo, et 
al., said to agree with the diffusion kinetic model may be 
more correctly explained by a variable k(em~ + H+) and a 
measured eaq~ dependence which differs from that predict­
ed by the model, and (2) the Laplace transform technique 
for going from product yield vs. scavenger concentration to 
the time dependence of the hydrated electron is not equiv­
alent to an experimental measurement.
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The Raman spectra of solutions of ammonia and hexadeuteriobenzene have been measured at ambient 
temperature. Although /  and v3 of ammonia decrease in intensity relative to v\ and 21/4, these bands have 
been observed in very dilute solutions by means of repetitive scanning of the spectrum with data accumula­
tion. The results show there are no specific hydrogen-bonded interactions between ammonia molecules and 
hexadeuteriobenzene molecules, and the hydrogen-bonded structure of liquid ammonia breaks up as the 
ammonia is diluted with benzene. The results support the four-band resolution of the N-H stretching re­
gion of liquid ammonia and the application of the mixture model to liquid ammonia.

Introduction
There has been considerable interest in the structure of 

binary solvent systems.1 Interest in systems with liquid 
ammonia has arisen because of the general problem of the 
structure of hydrogen-bonded liquids,2-4 radiation chemis­
try of the solvated electron in mixed systems,5’6 nmr stud­
ies of the structure of ammonia-containing systems,7 and 
the interpretation of the N-H stretching region of the 
Raman spectrum of liquid ammonia.3-8-10

The ammonia-benzene system has been used as a medi­
um for many organic reactions of great synthetic utility.11 
This is due to the formation of the solvated electron upon 
dissolution of alkali metals in liquid ammonia and the en­
hancement of the solubility of organic substrates by the ad­
dition of benzene to the system. In view of the interest in 
these reactions a structural study of the ammonia-benzene 
system seemed warranted.

Hydrogen-bonded liquid structures and the problem of 
mixture models vs. continuum models for the liquid state 
have been discussed in detail.1 Recent spectroscopic stud­
ies of ammonia-containing systems have been interpreted 
in terms of mixture models.2-4’8’9’12 However, the interpre­
tation of details of the N-H stretching region of the Raman 
spectrum of liquid ammonia has led to some controversy, 
even though there is generally good agreement in the ex­
perimental results from different laboratories.3’8-10-13’15 
The resolution of the spectrum in this region into four 
bands has been accomplished mathematically by use of a 
computer program8 and by use of a Du Pont 310 curve ana­
lyzer.9’13’16 As in aqueous systems17 more bands are expect­
ed in the liquid state than in the gas due to the formation 
of various hydrogen-bonded species.2’3’8*9’16 The spectrum 
of liquid is further complicated by Fermi resonance be­
tween iq, the symmetric stretching mode of ammonia mole­
cules with C3v symmetry, and a component of 2r4, the har­
monic of the asymmetric bending mode.8’10’14’15

Recent interest in the 7r-donor properties of benzene in 
hydrogen-bonded systems provides further reason to exam­

ine the ammonia-benzene system.18’19 Whereas water is 
miscible with ammonia but relatively insoluble in benzene, 
ammonia is miscible with both water and benzene. For this 
reason one could not a priori predict the relative strengths 
of the possible hydrogen-bond interactions in the ammo­
nia-benzene system. The results of this study contribute to 
a better understanding of all of the above-mentioned phe­
nomena.

Experimental Section
The ammonia used in these experiments was doubly dis­

tilled from a sodium-ammonia solution and was degassed 
by freezing and pumping on the solid. Spectroscopy grade 
hexadeuteriobenzene (Merck) was used directly or was 
used after distillation from sodium. The samples were pre­
pared by placing a weighed quantity of hexadeuterioben­
zene in a 6-mm o.d. Pyrex tube of 1-mm wall thickness. 
The sample was frozen and degassed on a vacuum line be­
fore ammonia was distilled into the tube, which was then 
sealed off and weighed.

The Raman spectra were recorded on an instrument 
comprising a Coderg double monochromator equipped with 
a rapid-scanning system and a system for data accumula­
tions20 using the 5145-A line or the 4880-A line of an argon 
ion laser, Spectraphysics Model 164 AC, as an excitation 
source. The system was calibrated with carbon tetrachlo­
ride and benzene, and the plasma lines of the laser and the 
spectra were recorded at ambient temperature.

Resolution of the experimental spectra into individual 
bands was accomplished by means of program R E S O L 8 or 
with a Du Pont 310 curve analyzer.

Results
Figure 1 shows the resolved Raman spectrum of the N-H 

stretching region of ammonia in a solution with a 9:1 mole 
ratio of NH3 to CeDg. In addition to the experimental enve­
lope (squares) and the calculated bands (circles), an error 
curve is included which represents the difference between
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Figure 1. Resolved Raman spectrum of the N -H  stretching region of a 
scription of symbols.

Figure 2. Experimental spectrum of the N -H  stretching region at dif­
ferent concentrations: (a) pure NH3; (b) 9 NH3:1 C 6D 6; (c) 3 NH3:1 
C 6D6; (d) 1.5 NH3:1 C 6D 6; (e) 1.3 C 6D6:1 NH3; (f) 2.5 C 6D 6:1 NH3; (g) 
5.6 C 6D 6:1 NH3; tor (e), (t), and (g) the sensitivity is multiplied by 2.

the experimental curve and the calculated intensities. Pre­
vious workers have assigned the bands as follows: 2 p4 at 
3212 cm-1, v' at 3265 cm-1, iq at 3298 cm-1, and v3 at 3388 
cm-1.8-10 v is the vi band of ammonia molecules with Cs

solution with a 9:1 mole ratio of NH3 to C 6D 6 at 25°. See text for de-

TABLE I: Raman Stretching Frequencies® 
of Ammonia

NH,:C(D
mole
ratio

6

2 ̂ 4 (p)b Ftp) »'i(p) ¡'.■¡(dp)'
Mol % 

NH,
3212 3265 3298 3388 100

9:1 3210 3265 3299 3397 90
4.6:1 3210 3264 3300 3402 82
3:1 3211 3255 3301 3409 75
1.5:1 3213 3301 60
1:1.3 3213 3302 43
1:2.5 3210 3303 29
1:3.6 3208 3305 22
1:5.6 3210 3303 15

“ I n  cm' 1. 6 p = polarized.c dp = depolarized.

symmetry and has been labeled in this way to avoid confu­
sion with iq of ammonia molecules with C3„ symmetry. The 
spectrum of hexadeuteriobenzene has no bands in the 
3100-3500-cm-1 region, which permits observation of the 
ammonia bands without interference. In none of the exper­
iments performed on solutions of NH3 and CgDc was there 
any evidence that proton-deuterium exchange had oc­
curred, as is observed for D20-NH3 mixtures.4

Figure 2 shows the Raman spectrum of pure ammonia 
and of ammonia in several ammonia-hexadeuteriobenzene 
solutions. The evolution of the spectrum with decreasing 
ammonia concentration is dominated by the decrease in in­
tensity of u' and i/3 relative to pi and 2d4, which are in Fermi 
resonance. The frequency shifts, Table I, are small but reg­
ular as can be seen from Figure 3. Positions for v' and vz are 
not given for the more dilute solutions because the band
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Figure 3. Change of the frequencies (in cm -1 ) v3 and i>t of ammonia with the concentration of benzene.

100

maxima of these weak, broad bands are very difficult to de­
termine with accuracy. A data accumulation system was 
used to observe and v' in the dilute solutions. With 36 
scans was observed in all the solutions studied, even 
though it was of very low intensity. The gradual decrease in 
v' continues until in the most dilute solutions there is al­
most no intensity in the 3265-cm-1 region.

Also apparent in Figure 2 is the decrease in the half­
widths of v\ and 2i>4 with decreasing ammonia concentra­
tion, and in the solutions of very low ammonia concentra­
tion the spectrum resembles that of gaseous ammonia.21 
Figure 4 shows the changes in half-widths of tq and 2v4 with 
decreasing ammonia concentration. The bending modes of 
ammonia, which occur at lower frequencies, were obscured 
,due to overlap with the bands of benzene. No significant 
changes were observed in the portion of the spectrum at­
tributed to hexadeuteriobenzene.

Discussion
There are several possible types of interactions which 

could occur in the ammonia-benzene binary solvent sys­
tem. Conceivably, there could be a specific interaction be­
tween an N-H of ammonia and the 7r-electron cloud of ben­
zene similar to the C-H interaction with benzene sys­
tems.22-24 If this were the case, 7r-donor complexes of 1:1 
and/or 1:2 benzene to ammonia ratios could be envisaged. 
Another possibility for a hydrogen-bond type interaction 
would be between the C-H of benzene and the lone pair on 
nitrogen of ammonia. Evidence for this type of association 
could best be obtained by observing V2, the symmetric 
bending mode of ammonia which is particularly sensitive to 
interactions affecting the lone pair.12-25 Although cannot 
be observed independently in any of the four (NH3, ND3, 
CeDe, CeHe) binary systems due to the many intense ben­

zene bands in the 700-1100-cm-1 region, an interaction of 
this sort would also affect the stretching modes to some ex­
tent and this is not observed. Also, previous work has 
shown that at least three halogen atoms are required on the 
benzene ring before the remaining C-H groups are acidic 
enough to participate in C-H—N hydrogen bonds,26 so this 
specific interaction would not be expected to occur in this 
system. Since there are no breaks in the plots of frequency 
shift of the bands as a function of concentration, Figure 3, 
it appears that definite ammonia-benzene complexes do 
not form in this system at ambient temperature, and thus 
no specific hydrogen-bonded interaction occurs between 
ammonia and hexadeuteriobenzene molecules.

It has recently been recognized that the N-H stretching 
region of the Raman spectrum of liquid ammonia consists 
of four bands3’8’9-13 and is further complicated by Fermi 
resonance.10 The fourth band, referred to here as v', ap­
pears at a frequency intermediate between v\ and 2v4, the 
bands which are in Fermi resonance. The features of the 
spectrum have been discussed in terms of the presence of 
two symmetry species of ammonia molecules in solution, 
and v' has been attributed to the symmetric stretch of Cs 
ammonia molecules whose symmetry has been lowered 
from C3u by the formation of a hydrogen bond of the type 
N -H -N .8

The results of this study show that as the concentration 
of ammonia in the ammonia-benzene system decreases, v' 
decreases in intensity. This indicates that Cs ammonia is 
being converted into C3l) ammonia; i.e., with increasing 
dilution by benzene the hydrogen-bonded structure of liq­
uid ammonia breaks down and the ammonia molecules be­
come isolated. The decrease in the half-widths of iq and 2v4 
are a result of the increased freedom of the unbound isolat­
ed ammonia molecules.24 The trends in frequency shift of 
the N-H stretching bands, v1 and ;'3, to higher frequency
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Figure 4. Influence of the concentration of C 6D 6 on the half-width (in cm 1) of v-i and 2v4 of ammonia.

are also consistent with a structure-breaking effect as the 
ammonia becomes more dilute.24 Indeed, the general evolu­
tion of the spectrum from pure liquid ammonia to a spec­
trum resembling gaseous ammonia in the solutions of low 
ammonia concentration supports this view.

Further evidence for this interpretation comes from the 
Raman spectrum of NH3 in the NH3-CCI4 system.9-27 No 
hydrogen-bonded interactions between NH3 and CCI4 are 
detected as would be expected, and the breakup of the 
structure of liquid ammonia as a function of dilution by 
CCI4 can easily be observed. The evolution of the spectrum 
in the N-H stretching region in the NH3-CCI4 system is 
analogous to that of the NH3-CeD6 system.

Conclusions
No specific hydrogen-bonded interactions between am­

monia molecules and benzene molecules are observed in 
this binary solvent system. As ammonia is diluted with 
benzene, the hydrogen-bonded structure of ammonia 
breaks up and the ammonia molecules become isolated. 
Changes in the N-H stretching region of the Raman spec­
trum support the resolution of this region into four bands. 
These results are further evidence for the mixture model of 
liquid ammonia.
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Di-tert-butyl nitroxide (DTBN) has been adsorbed on silica, silica-alumina, alumina, and decationated Y 
and X zeolites. The surface epr spectra exhibit well-resolved nitrogen hyperfine splittings (hfs) from 
DTBN adsorbed at two distinct types of sites. One spectrum arises from DTBN hydrogen bonded to sur­
face hydroxyls. The second arises from complexation with a surface Al3+ and exhibits 27A1 hfs. In some 
cases, the existence of a strongly acidic (Br^nsted) site is inferred. The trends in epr results observed upon 
comparing different surfaces are compared to trends in catalytic activity, and poisoning experiments with 
CO2 give further connection with catalytic reactions. Surface nitroxides exhibit rotational and translational 
motion, and from observations of the manner in which they partition themselves between H bonding and 
complexation to Al3+, the enthalpy change for transfer of a nitroxide from surface hydroxyl to aluminum 
coordination is positive and estimated to be ~+5 kcal/mol.

Introduction
An understanding of the structure and nature of the da­

tive bonds formed in chemisorption is important in surface 
chemistry and heterogenous catalysis. Chemisorption equi­
libria and thermodynamics can be determined by classical 
methods1 but investigations of catalytic reaction mecha­
nisms also demand a knowledge of surface interactions on a 
molecular level.

In recent years, continuing efforts have been made to ob­
tain this knowledge by use of various nonclassical tech­
niques.2~6 As one such method, electron paramagnetic res­
onance (epr) has been increasingly successful in extending 
our understanding of the microscopic properties of catalyt­
ic surfaces.7 These studies have the limitation that a para­
magnetic species must be present but simultaneously the 
virtue that the unpaired spin is selectively observed. Dia­
tomic radicals NO8 and 0 2~ 9 are particularly useful be­
cause of the sensitivity of their spectra to the strong local 
fields at a catalytic surface. Large organic radicals have 
been useful in studies of motional effects or as monitors of 
chemical reactions.10

It has recently been shown that the epr parameters of 
adsorbed aliphatic nitroxides are sensitive to the nature 
and strength of the perturbation caused by interaction with 
a surface. Evreinov, ei ai, have reported studies of the ad­
sorption of tetramethylpiperidine-iV-oxyl from benzene or 
toluene solution onto y-alumina, Ga2C>3, and NaX and NaY 
zeolites,11 and we reported observations of di-ieri-butyl ni­
troxide (DTBN) adsorbed from the gas phase onto silica 
and silica-alumina surfaces.12

The nitroxide, acting as a Lewis base, coordinates to an 
electron acceptor (A) through the nonbonding electrons of 
the nitroxide oxygen. The unpaired it electron does not di­
rectly participate in the dative bond but serves as a probe 
of the electronic structure of the complex. Coordination 
causes a redistribution in the N-0 ir-electron system which 
is equivalent to increasing the contribution of resonance

(f-B u)2N— 0 :A  *-*- (t-B u)2N— 0:A  

I II

structure I: charge density shifts toward oxygen, and spin 
density shifts toward nitrogen.

The redistribution of spin density causes the parallel 
component of the nitroxide 14N hyperfine splitting (hfs), 
An (see below), to increase and the change is monotonic 
with the strength of the interaction.13 The measured value 
of An thus forms the basis of a scale for measuring the elec­
tron-pair acceptor strengths of Lewis acids. Such a scale is 
of significance because reactivity in cracking or isomeriza­
tion reactions is related to surface acidity.14 In some cases, 
hfs from the surface site can also be observed, unambig­
uously identifying the coordinating atom and giving further 
information about bonds between adsorbate and surface. 
Since nitroxides also form complexes with molecular Lewis 
acids in free solution,13’15-17 for the first time a radical may 
be used to compare the properties of a surface site with 
those of a well-defined solution species.

We have now studied di-tert-butyl nitroxide adsorbed on 
silica, silica-alumina, alumina, and decationated Y and X 
zeolites. The surface epr spectra exhibit well-resolved ni­
trogen hyperfine splittings from DTBN adsorbed at two 
distinct types of sites. One spectrum arises from DTBN hy­
drogen bonded to surface hydroxyls. The second arises 
from complexation with a surface aluminum and exhibits 
27Al hfs.

The trends in epr results observed upon comparing dif­
ferent surfaces are compared to trends in catalytic activity, 
and poisoning experiments with C02 give further connec­
tion with catalytic reactions. Surface nitroxides exhibit ro­
tational and translational motion, and from observations of 
the manner in which they partition themselves between H 
bonding and aluminum complexation, we further obtain 
thermodynamic information about relative enthalpies of 
interaction.

Experimental Section
The catalysts used were silica-alumina catalysts Fl-13 

(13% alumina), Fl-25 (25% alumina), and silica gel, grades 
950 and 59, all from Grace Davison Chemical Co., 7 -alumi­
na (SB catapal) from Continental Oil, the ammonium form 
of the Y zeolite from Strem Chemicals, and 13X zeolite
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from the Linde Co. The ammonium form of the 13X zeolite 
was prepared by exchange in either NH4NO3 or NH40- 
COCH3 solution. DTBN was obtained from Eastman Or­
ganic Chemicals and purified by vacuum distillation.

Sample preparation employed a high-vacuum system. A 
25-50-mg catalyst sample was placed in a 3-mm o.d. fused- 
silica tube with a Teflon valve, heated in oxygen for 8 hr, 
and then rehydrated with water vapor at room temperature 
for 12 hr. As noted below this treatment was varied for the 
zeolites. The solid was then heated under vacuum from 
room temperature to a desired activation temperature ( T a ) 
between 110 and 500° over a period of 8 hr and held at the 
final temperature for at least 2 hr. For the zeolite catalysts 
this produced the decationated form. An ultimate pressure 
of 10-5 Torr was obtained. An epr spectrum of the activat­
ed catalyst was recorded for reference.

The nitroxide was stored under vacuum in a reservoir 
with a calibrated bulb. From a vapor pressure-temperature 
curve for DTBN,18 the calibrated bulb could be filled with 
a known pressure of DTBN by holding the reservoir at a 
fixed temperature (—18 to +25°). This vapor was trans­
ferred to the sample immersed in liquid nitrogen. Upon ini­
tial addition of DTBN a strong, unresolved, spin-ex- 
changed signal was observed. To distribute the nitroxide 
evenly throughout the catalyst and eliminate high local 
concentration, the samples were warmed, in most cases at 
about 50°.

Epr spectra were taken on a Varian Associates X-band 
Model E-4 spectrometer. Using additional 80-Hz field 
modulation and phase lock amplifier, a second-derivative 
presentation was available. The microwave frequency was 
measured with a modified Sage Corp. tunable coherent 
synchronizer, a prescaler, and a Transitor Specialties digi­
tal frequency counter. Differential g  values were also deter­
mined with reference to a saturated potassium carbonate 
solution of peroxylaminedisulfonate standard (g = 2.0055, 
an = 13.09 G)19 as described elsewhere.13 Unless noted, epr 
spectra were taken in liquid nitrogen (77°K). Variable- 
temperature studies employed a flow of gaseous N2 (100— 
400°K).

Computer simulation of axial epr powder spectra were 
produced by a program which assumes a random orienta­
tion of spins and performs a numerical integration over an 
octant of the unit sphere utilizing a Gauss-Legendre inte­
gration over the polar angle theta. An anisotropic gaussian 
line width was used. Provisions were included for adding 
contributions from different species with specified relative 
concentration.19c

Although single-crystal studies require a more compli­
cated spin Hamiltonian,20 a randomly oriented ensemble of 
nitroxide free radicals exhibits a “powder” spectrum, des­
ignated type I, which may be described with the axial spin 
Hamiltonian

3C = g,fiHzSz + g±/3 (SXHX + SyHy) +
A-g SJa + B n (SJx + Sylv)

Both A n and g \ were directly measured from appropriate 
spectral features. An is the parameter most sensitive to 
surface interactions. In order to emphasize the effects of 
these interactions, we frequently reference the measured 
values to that in the noninteracting solvent n- hexane 
(An" '11™™ = 34.1 G) and discuss below AAn = An — 34.1. 
Because of the lack of resolution in the “perpendicular” re­
gion, g ± and Bn, which was less than the line width em-

2AN

A

\!

A  A

1- - - - - - - - - - - - - - - - - 2AN*5AA I - - - - - - - - - - - - - - - - - - 1
Figure 1. Epr of DTBN at 77°K: (A) type I spectrum on silica-alumi­
na (------ ) and that in frozen toluene solution (-----); (B) type II spec­
trum on silica-alumina; (C) spectrum of the AICI3 molecular com­
plex.

ployed, were estimated by computer simulations. Neither 
could be determined very accurately. Simulation of type I 
spectra are excellent (see ref 16b), and Bn = 6 ± 1 G gave 
acceptable results in all cases.

When the nitroxide interacts with a metal nucleus which 
has a magnetic moment, there is an added term in the spin 
Hamiltonian

JC’ =  AUS J ZM + Bm(SJxu + S J y")
and each of the nitrogen hfs lines is split again. For 27A1(7 
= %) the multiplicity is 6, and such a spectrum is designat­
ed type II (Figure IB). Aai and An in type II spectra were 
frequently difficult to measure accurately since the lines in 
the outer wings were broad, leading to larger errors than for 
type I spectra. Since Bai is large, splittings in the perpen­
dicular region were well resolved and easily measured. An, 
A a i , and B a i  obtained from the appropriate spectral fea­
tures were refined with simulations. Complications arise 
from type I contribution of less than 10% to type II spectra,
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Figure 2. Type II epr spectrum and simulation of DTBN on silica-alu­
mina (77°K): (A) first-derivative spectrum; (B) simulation with param­
eters in Table I and a gaussian line width of 11 G.

and this contribution was incorporated in simulations with 
some improvement. The best computer fit involving an 
axial spin Hamiltonian is illustrated in Figure 2. Uncer­
tainties in measuring the epr parameters resulted both 
from the actual measurement errors and from a slight vari­
ation of parameters with sample and surface treatment 
whose cause was not apparent. Table I lists the larger of 
these uncertainties for each parameter.

Results
Silica. Silica samples were activated at either 125 or 500° 

with equivalent results. The nitroxide was added and dis­
tributed over the catalyst surface by gently heating while 
evacuating. When as few as 2 X 1014 molecules of nitroxide 
were added per milligram of sample, a strong epr signal of 
type I was observed. Grades 950 and 59 silica gel gave es­
sentially the same results.

In these spectra, An was larger than that for a frozen so­
lution of DTBN in an inert solvent (toluene) (Figure 1), in­
dicating a surface interaction. The value of An is in the 
range found for H-bonded DTBN,13 and thus we attribute 
the spectrum to nitroxide hydrogen bonded to surface sila- 
nol groups. In particular, An is close to that observed for 
DTBN in solution with phenol. As with DTBN in hydro­
gen-bonding media, no splittings are resolved from the sur­
face proton. Rehydrating with D20  instead of H20 before 
activation did not produce a decrease in line width, as 
would be expected if hfs from the hydrogen-bonded proton 
were a large contribution to the line width.

Only extended evacuation at high temperature could re­
move DTBN from silica. For example, in one experiment, 
heating a sample (3 X 1014 molecules of DTBN/mg of cata­
lyst) at 600° while evacuating for 16 hr still left a strong 
signal reduced to 10% of its original value. Treatment with 
water vapor also did not change the spectrum, but a strong 
base such as pyridine displaced the adsorbed nitroxide, re­
sulting in a room-temperature solution spectrum and liq­
uid nitrogen powder spectrum typical for DTBN dissolved 
in pyridine (on = 15.3 G, An = 35.2 G). Pumping off pyri­
dine resulted in the reappearance of the original spectrum 
indicating that excess pyridine is removed while the nitrox­
ide stays behind.

Silica-Alumina. Pretreated samples were activated at 
125, 215, 415, or 500°; both 13 and 25% alumina gave essen-

TABLE I:  Spin-Hamiltonian Parameters for DTBN 
Complexed on Surfaces and in Solution“ '6

Toluene

Silica, Silica- 
Alumina, 

Phenol“ Alumina
Decationated 

Y zeolite
Type I

A n 34,6d 38.3d 38.6 40-41
gl 2.0079 2.0072 2.0072 2.0072
A A n * 0.5 4.2 4.5 ~ 6 .4

Decation-
ated Y Silica-

Alumina zeolite alumina A1C1,
Type II

A n 42.5 44.6 45.3 47.0
g± 2.0058 2.0058 2.0058 2.0058
A m 14.6 14.8 16.4 14.6
B Al 11.2 12.5 14.2/ 16.2
A A n 8 8.4 10.5 11.2 12.9
a ai« 12.3 13.3 14.9 15.7
T.\i« 2.3 1.5 1.5 - 1.1

S\\ = 2.0023, BN = 6 ±  1 G
“ Hfs constants in Gauss. Uncertainties in A, = ±0.5

and g ■■= ±0.0003 unless indicated. T  = 77°K. 6gM =
2.0023 ±  0.0002 in all cases. c Reference 13. d ±0.2. “ aAn =
An — 34.1. 1 Corrected value from ref 12. >sAi = V:i(Aai + 
2 -B a i ) ;  T a i  =  “V i ( A a i  —  -B a i ) .

tially the same results. Upon nitroxide addition, this cata­
lyst, in contrast to pure silica, exhibited both the type I 
spectrum and also a type II spectrum with hyperfine split­
tings from both nitroxide 14N and surface 27Al.

For samples activated at 215° or above, addition of rela­
tively large amounts of nitroxide (2.5 X 1017 molecules/mg 
of catalyst) and distribution of the radical by warming 
(50-80°) under vacuum gave rise to the type I spectrum. 
The values of An were the same as those discussed above 
for DTBN on silica, but the apparent line width was great­
er, the result either of an underlying contribution from a 
type II spectrum (see below) or of a distribution of sites 
with slightly different An- At this level of loading, 10-15 
times as many molecules of nitroxide had to be added to 
obtain the same signal strength as for silica.

With these samples (Ta 2: 215°) addition of less nitrox­
ide (8 X 1014 molecules/mg) and equilibration at room tem­
perature gave a broadened type I spectrum. However, sub­
sequent equilibration at 50-80° gave rise to a type II spec­
trum, but with an overall decrease of signal amplitude. De­
composition and signal loss increased with time and tem­
perature of equilibration.

Spin Hamiltonian parameters for the type II spectrum 
are reported in Table I. An is substantially larger than for 
the type I spectra arising from surface hydrogen bonding. 
Because of the resolved hfs from an I = % nucleus, this 
spectrum is assigned to a nitroxide complexed with a sur­
face aluminum ion. Table I includes for discussion below 
the calculated aluminum isotropic hfs, oai = Vs(Aai + 2Z?ai), 
and dipolar interaction constant, Tai = %(Aai -  Bai).

The type II spectrum is qualitatively similar to that for a 
frozen solution of the DTBN-A1C13 complex (Figure 1C). 
Some additional features of the surface spectrum can be 
partially accounted for by small contribution from a type I 
signal. Comparing the values of AAN for complexed DTBN 
(Table I) shows the acceptor strength of the surface alumi­
num ions to be less than that of AICI3. The differences in
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aluminum hfs further indicate that bonding in the two 
cases is not identical.

As indicated above, equilibration at 50-80° allows 
DTBN to migrate over the silica-alumina surface and pref­
erentially bind to surface aluminum ions with at most a 
small proportion of the epr signal arising from H-bonding 
sites. If increasing amounts of DTBN are added to a given 
sample, both the epr signal strength and also the fraction of 
type I signal increase until a high-loading limit is reached 
where only the type I signal is observable. Further addi­
tions of nitroxide lead to spin exchange and loss of resolu­
tion. These results indicate that at 50-80° complexation to 
Al3+ is thermodynamically favored over H bonding to the 
surface.

Surprisingly, if a sample exhibiting a well-resolved type 
II spectrum is stored overnight in Dry Ice, the type I signal 
is restored. This change is reversible, for the type II signal 
returns after reequilibration at 50-80°. Thus, surface mi­
gration persists at —79° and at this temperature aluminum 
coordination is not thermodynamically favored.

Because the relative numbers of surface hydroxyl and 
aluminum sites is not known, the equilibrium constant for 
the transfer of DTBN from surface silanol to surface alu­
minum coordination is not available. However, equilibra­
tion at 323°K gives about 90% type II spectrum, but equili­
bration at 194°K (Dry Ice) gives about 90% type I spec­
trum. Thus, the enthalpy change (AH) for transfer to Al3+ 
is positive. An estimate of the value of AH may be obtained 
on the assumption that the number of both surface silanols 
and aluminum ions is greater than the number of bound ni- 
troxides: AH ~ +5 kcal/mol.

Only slight desorption of nitroxide from either type of 
site occurred upon evacuation at room temperature or 
125°, but addition of pyridine (or methanol) removed all 
adsorbed nitroxide from the surface. Pumping off pyridine 
regenerated only a type I spectrum with the value of An 
given in Table I; pyridine presumably poisons the surface 
aluminum sites irreversibly. The regenerated type I spec­
trum exhibited slightly reduced line widths, perhaps be­
cause of a more uniform radical distribution or because 
pyridine poisoning removes an underlying type II contribu­
tion to the normal type I spectrum.

If a sample which exhibits the type II spectrum is ex­
posed to air, the radical is destroyed and cannot be regen­
erated by evacuation. If instead water vapor is added, the 
nitroxide bound to Al3+ is displaced with little decrease in 
signal, and only a type I spectrum remains. Reevacuation 
cannot restore the type II signal and heating causes nitrox­
ide decomposition.

CO2 is known selectively to poison certain catalytic sites 
on alumina catalysts.21 A silica-alumina sample with 
DTBN coordinated to surface Al3+ was treated with 650 
Torr of CO2 and heated at 100° without displacing the 
bound radical. However, pretreatment of the activated cat­
alyst with CO2 before addition of the radical prevented 
DTBN from forming a surface aluminum complex. The 
catalyst had been activated for maximal surface aluminum 
site production ( T a  = 500°) and then treated with 650 Torr 
of CO2 at room temperature and evacuated. Upon exposure 
to a low nitroxide dose, only the H-bonded type I spectrum 
was observed.

Activation at 125° should remove H bonded water leav­
ing only those water molecules bound to surface aluminum 
ions. Such molecules act as strong Br^nsted acids.3>14a'b In­
teraction with such sites was not directly observed. How-

\1 1

Figure 3. Type II epr spectrum of DTBN on alumina (77°K): (A) first- 
derivative spectrum with superimposed room-temperature spectrum 
of peroxylaminedisulfonate; (B) second-derivative spectrum with gain 
for parallel region increased tnree times.

ever, presumably because of reaction at these sites, decom­
position of DTBN on samples with Ta = 125° is greater 
than for those activated at higher temperatures. When 3 X 
1015 molecules of DTBN/mg of catalyst are added to such a 
sample, no signal is seen, and only with a total of 6 X 10]5 
molecules/mg is a weak type I spectrum detected. Evacua­
tion at room temperature produced a very weak type II sig­
nal with a slight background of type I. The signals could be 
removed by pumping at. room temperature or heating. It is 
particularly interesting that any type II signal could be 
seen and thus that some surface aluminum sites exist under 
such a mild treatment (Ta = 125°).

Alumina. Samples were given the standard pretreatment 
and activated at 110 or 500°. For TA = 1 1 0 °, loading with 7 
X 1014 molecules of DTBN/mg of sample and warming at 
50° gave only a strong type I signal with An and line width 
similar to those seen on silica-alumina. Thus, by epr, the 
Lewis acid property of the surface aluminol proton is not 
significantly different from that of silanol. Essentially no 
decomposition of DTBN occurred, in marked contrast to 
results for silica-alumina at a similar Ta- Treatment with 
pyridine gave the usual spectrum of DTBN in pyridine 
and, as for silica-alumina, evacuation restored the surface 
spectrum with decreased line width.

A sample activated at 500° showed no visible signal with 
6 X 1015 molecules of DTBN/mg, but a total of 3 X 1016 
molecules/mg gave a strong type I spectrum. Conversion to 
a type II spectrum without decomposition was achieved by 
heating (80-100°) under vacuum. Both 14N and 27A1 hfs 
differed from those for the aluminum-coordinated nitrox­
ide on silica-alumina (Table I). In particular, AAn shows 
that the Al3+ of alumina is a poorer electron acceptor than 
that of silica-alumina. The line width in the parallel region 
was greater than for silica-alumina. To measure the poorly 
resolved parallel splittings, second-derivative epr detection 
was employed (Figure 3).

As with silica-alumina, surface migration of DTBN on
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Figure 4. Variable-temperature epr spectra of surface DTBN: (A) type I spectrum on silica; (B) type II spectrum on silica-alumina.

alumina is reversible. Storage in Dry Ice overnight restored 
the type I spectrum (~90% type I), and the type II could be 
reobtained by heating. No loss of signal occurred over a 
cycle. Water vapor completely displaced DTBN from sur­
face aluminum sites without decomposition.

Y Zeolite. Since the crystalline lattice of decationated 
zeolites may be damaged by exposure to water vapor, some 
samples were given the standard calcination and rehydra­
tion pretreatment (S samples) and others were untreated 
(NS samples) before activation. S samples were only stud­
ied after activation at 500° and displayed no epr signals be­
fore addition of DTBN. NS samples were prepared with Ta 
= 110, 330, and 500° and in all cases had a background 
spectrum with a fairly weak multiplet near g = 2.

For both types of samples considerable decomposition 
occurred upon addition of DTBN, and from 2 X 1016 to 1 X 
1017 molecules of DTBN/mg were required to observe a 
broad type I epr signal. Brief equilibration at 50° typically 
decreased the signal to 25% and after prolonged heating the 
signal completely disappeared.

Nitroxides are not observed to coordinate to Al3+ on the 
sodium form of Y zeolites.11 However, after addition of 
DTBN and brief equilibration at 50°, S samples of the de­
cationated Y zeolites gave quite broadened type II signals; 
through the use of second-derivative detection the parallel 
hfs constant could be measured (Table I). An is similar to 
that of Al3+ on silica-alumina. Addition of water vapor dis­
placed the DTBN from coordination to Al3+, giving a 
slightly broadened type I signal with ~50% decomposition. 
Pumping at room temperature sharpened the signal. The 
value of An is considerably larger than that observed for 
the DTBN hydrogen bonded on the other surfaces.

DTBN addition to NS samples gave only very poorly re­
solved type I spectra. Heating degraded the signal and no 
type II signal was observed. On a sample with Ta = 110°, 
the signal disappeared within 5 days at room temperature. 
Addition of water to an NS sample with TA = 500° pro­
duced no change in signal.

13X Zeolite. Only one S sample (Ta = 500°) and one NS 
sample (Ta = 300°) were examined. In both cases, only 
type I quite broadened signals were observed. Warming 
under vacuum destroyed the paramagnetic centers.

Motional Effects. The spectra of surface DTBN at 77°K 
(Figure 1) are associated with molecules rigidly immobil­
ized with respect to the surface. For DTBN on silica we 
have verified this fact by observing that the spectrum is 
unchanged at 4.2°K. However at temperatures above 77°K, 
the nitroxide exhibits a hindered rotation both when sur­
face hydrogen bonded (silica) and when complexed to sur­
face aluminum ions (silica-alumina). These temperature 
dependences have been studied from 77 to above 400°K. In 
both cases, progressive decrease in observed An with tem­
perature and other changes in the spectra are characteristic 
of increasing nitroxide mobility (Figure 4).22 However, even 
at 400° K the rotation is still relatively slow. At the higher 
temperatures, the low-field peak(s) begins (begin) to merge 
with the center region and the high field peak(s) becomes 
(become) very broad so uncertainties in An increase. Sec­
ond-derivative epr detection was used to permit more accu­
rate determination of the position of these extrema. For 
aluminum-coordinated DTBN, Aa1 does not appreciably 
change from its low-temperature limit (16.4 G) while J3Ai 
decreases from 14.2 to 11.5 G over the total range of obser­
vation.
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For a slowly tumbling nitroxide the separation of the ex­
tremal features in the epr spectrum decreases from the 
value 2An in a rigid matrix. If 2A n(t) is an observed sepa­
ration, the correlation time for rotation, r, can be related to 
the ratio a = An(t)/An-23’24 In particular, Freed and co­
workers24 found that for isotropic rotation r = a (l — <x)b, 
where the values of a and b depend on the rotational model 
employed. Although the motion of an adsorbed radical is 
unlikely to be isotropic, nevertheless a is still a useful mo­
tional parameter.25’26

Figure 5 is a plot of In (1 — a) us. T~l for surface H- 
bonded and aluminum-bonded DTBN. The rotational be­
haviors in these two cases are similar but clearly not identi­
cal. The solid lines are the result of least-squares fit to the 
linear relationship

In (1 -  a) =  cT’ 1 + d (1)
and the resulting parameters are given in the figure legend. 
Using Freed’s equation, the existence of such linear behav­
ior over large temperature ranges is consistent with a mo­
tional process for which the rotational correlation time is 
governed by a single activation energy

r = a {  1 - c r ) b = T 0 e A / R T
where, from substitution in eq 1, A = R be is the energy of 
activation for rotation and to = aebd is the correlation time 
at “infinite” temperature. If, for illustrative purposes, we 
choose the values for isotropic Brownian diffusion a = 0.54 
nsec and b = —1.36,24 we obtain for surface H-bonded 
DTBN, A1 ~ 1.9 keal/mol, to1 ~ 0.3 nsec, and for surface Al- 
coordinated DTBN, A11 «  1.0 keal/mol, to11 ~ 1.0 nsec. 
Thus, for the two types of coordination we find the activa­
tion energies A and preexponential terms r0 are different. 
Alternatively the nature of the motional processes them­
selves may differ.

The unusually low values of A reflect the very weak tem­
perature dependence of DTBN tumbling, while the large’ 
values of ro show that the process being observed could not 
achieve solution-like motional behavior even at “infinite” 
temperature. For the H-bonded radical, the linear relation­
ship is not observed for T S 140°K (a ~  0.99). The rigid- 
lattice limit is being reached and motion has become so 
slow that a —*■ 1 and log (1 — <r) can no longer be reliably 
calculated. For aluminum coordination the low-tempera­
ture limit is not approached until an even lower tempera­
ture (5110° K) is reached.

Discussion
Hydrogen bonding of DTBN can be seen on all surfaces 

studied. The H-bonded complex on silica activated at any 
temperature is chemically stable under vacuum at all tem­
peratures below 600°. Indeed, a sample with DTBN on sili­
ca sealed off under vacuum and kept at room temperature 
for months showed no decrease in signal. The H-bonded 
complex forms on alumina activated at low temperature 
and is also stable. In contrast, at low Ta, the silica-alumina 
surface is quite active in radical decomposition but some­
what less so at high Ta. In all these cases, the radical is also 
stable upon exposure to air and/or water vapor. The radical 
is unstable, however, on zeolites activated at any tempera­
ture.

The heat of adsorption for a molecule is typically 2-3 
times its heat of vaporization plus a contribution of several 
keal/mol if hydrogen bonding occurs.27 Since AH vap for 
DTBN is -~11 keal/mol18 it is then less surprising to ob­
serve the tenacity with which DTBN clings to these surfac-

Figure 5. Plot of In (1 — a) vs. inverse temperature for surface 
DTBN: (• ) type I spectrum cn silica; (O) type II spectrum on silica- 
alumina. Solid lines are from least-squares fitting to eq 1; c = 
— 697°K, d =  0.40 for type I; c =  -3 80 °K , d =  - 0 .4 6  for type II.

es, only prolonged evacuation at 600° producing significant 
desorption.

All the surface hydroxyls have electron-pair acceptor 
strengths (AAn) similar to that of phenol, with the excep­
tion of Y zeolite, for which AAn is even slightly greater 
than that of CiTV,OH (AAn = 5.7 G).13 The temperature of 
catalyst activation has no effect on the value of An for any 
type I spectrum. Infrared studies have also found the hy­
droxyls on silica and silica-alumina to be alike.28 For alu­
mina, however, five slightly different types of aluminols 
could be observed.29 Since our epr results do not resolve 
different types of aluminols, it appears that the type I spec­
trum for alumina may represent a distribution of hydroxyl 
groups of slightly varying strengths. DTBN that is H bond­
ed with zeolite surfaces is considerably less stable chemi­
cally.

As a second kind of surface interaction, a nitroxide can 
act as a Lewis base and coordinate to a surface aluminum 
ion. The existence of these complexes is indicated by well- 
resolved aluminum hfs and an even larger electron-with­
drawing strength (AAn) than that for the H-bonded 
DTBN. Coordination with surface aluminum has been de­
tected in all aluminum-containing catalysts. The poisoning 
experiments with C02 suggest a connection of such sites 
with catalytic reactions. Observation of appreciable num­
bers of Al3+ sites generally requires high activation temper­
ature, but on silica-alumina some are observed even with 
Ta = 125°. On zeolite surfaces no significant interaction 
with such sites are observed for Ta < 500° in agreement 
with previous ir studies.30 The initial formation of surface 
aluminum complexes on alumina is accompanied by some 
nitroxide decomposition, but the remaining radicals are 
subsequently quite stable. DTBN will continue to decom­
pose on silica-alumina, and zeolites are even more reactive.

The electron-withdrawing strength (AAn)31 of surface 
aluminum ions is sensitive to the nature of the catalyst. For 
all surfaces, AAn is substantially less than that for the 
AICI3 complex (Table I). The Al3+ ions and Y zeolite and 
silica-alumina are similar, with AAn values comparable to 
that of T íCU(AAn = HA G).13 The smaller AAn for alumi­
na is even less than for Al(i-Bu)3 (AAn = 9-2 G).13

The variation in the aluminum hfs further demonstrates 
slight differences in bonding between DTBN and the sur­
face aluminum ions of different catalyst. Table I exhibits a 
roughly parallel trend in the spin-Hamiltonian parameters
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in the several DTBN-aluminum complexes. We see that as 
electron-withdrawing strength (AA n) increases, so does the 
aluminum isotropic hfs (a a i), while T a\, which is a measure 
of the 7r-spin density on aluminum, decreases. Thus, the 
7r-bonding ability of a surface aluminum progressively 
changes as its «--electron-withdrawing strength increases.

A similar ordering of Lewis acid properties is observed in 
ir studies of adsorbed pyridine,4’30 in contrast with studies 
of complexed carbonyl compounds32 which exhibit a weak­
er rather than stronger interaction with AICI3.

We have interpreted the enhanced decomposition of the 
nitroxide on silica-alumina at low Ta and the even greater 
decomposition seen on decationated zeolites as the result of 
reaction with strong Br^nsted acid sites. This is consistent 
with previous observations which show that DTBN can be 
decomposed by Br^nsted acids and further that the AICI3 
complex is more stable than the protonated nitroxide.33 
Some Br^nsted sites are expected to remain at higher Ta 
and these may be responsible for the residual decomposi­
tion observed.

At low 7a no decomposition is seen on alumina and only 
slight initial decomposition is seen at high TA. This would 
suggest that few strong Br^nsted sites exist on alumina. Ir 
studies of adsorbed pyridine also indicate the existence of 
Br</insted acid sites on silica-alumina and zeolites but their 
absence on alumina.5,32’34 It is interesting to note that 
rehydration of the complex on alumina or silica-alumina 
displaces DTBN from surface aluminum complexation but 
gives no appreciable decomposition.

This study shows that transfer of DTBN from an H bond 
with a surface silanol to coordination with Al3+ is accompa­
nied by an enthalpy change of about +5 kcal/mol. If a sur­
face aluminum ion is coordinatively unsaturated in the ab­
sence of adsorbate, the observed AH could be simply inter­
preted as the enthalpy difference between the two com­
plexes. It has been proposed, however, that surface alumi­
num ions are in fact weakly coordinated to adjacent hy­
droxyl groups.3 In this case, AH would include a positive 
contribution from breaking this bond upon formation of a 
DTBN-aluminum ion complex.

The fact that an Al3+ ion has a greater electron-pair ac­
ceptor strength ( A A n ) but higher enthalpy than a surface 
hydroxyl may merely reflect a specific property of the hin­
dered Lewis base employed. Nevertheless, it is interesting 
to speculate that a surface site which can strongly perturb 
an adsorbed species as indicated by a large electron-pair 
acceptor strength yet exhibit a low tendency toward stable 
coordinate bonding might be responsible for catalytic ac­
tivity.
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Infrared spectra of chemisorbed and adsorbed C02 on uranium oxide films have been measured using 
transmission techniques. U02.i8±o.o2 bands at 1540 and from 1370 to 1380 cm-1 and shoulders at 1300 and 
1600 cm-1 were interpreted as produced by strongly chemisorbed carboxylate species, CO2- . A broad band 
in the 3200-3600-cm_1 region and a broad shoulder in the 620-710-cm~1 region suggested the presence of 
physically adsorbed species. For UO2.00i 0.05 a single band at 845 cm-1 was observed after oxidation of the 
uranium films and also after exposure to CO2. This band was interpreted to correspond to the optical pho­
non frequency for n-type stoichiometric, or slightly substoichiometric, uranium dioxide.

Introduction
Carbon dioxide is readily adsorbed on the surface of 

most oxidized metals. Then chemisorption, which results in 
the formation of various types of surface carbonates, oc­
curs. Many experimental techniques, including transmis­
sion infrared spectroscopy,2 have been used to study this 
phenomenon. There are numerous reports about the chem­
isorption of carbon dioxide on metal oxides based on inves­
tigations by infrared spectroscopy. The most recent is that 
of Grigorev3 on various oxides.

Uranium metal is usually coated with an oxide film 
which varies with the history and purity of the sample. Be­
cause this oxide film is a semiconductor that may exhibit 
either n- or p-type electrical characteristics and because 
uranium may be exposed to carbon dioxide atmospheres in 
reactors, it is of particular interest to attempt to elucidate 
the type of surface carbonates that will form when uranium 
oxides or oxidized metal samples are exposed to carbon 
dioxide.

Infrared Spectra and the Electrical Properties of 
Uranium Dioxides

Hyperstoichiometric uranium dioxide is a p-type extrin­
sic semiconductor up to a temperature of about 1100 K. 
The electrical conduction arises from positive holes result­
ing from deviations from stoichiometric composition.4 
Work by Heikes and Johnston,5 Wolfe,6 Aronson, et al.P 
and Amelinckx8 has shown that the semiconductor band 
model is not adequate to explain the conduction in urani­
um dioxide; they have explained the conduction mecha­
nism by the concept of hopping electrons, or holes, from 
one cation to a neighboring cation, i.e., between U5+ and 
U4+. Stoichiometric or hyperstoichiometric uranium diox­
ide exhibits a “transmission window” between 3300 and 
770 cm-1.9-11 Above 3300 cm-1 the energy transmitted de­
creases rapidly as the absorption edge is approached and as 
the oxygen-to-uranium ratio is increased9 from the stoi­
chiometric value. Below 770 cm-1 the energy transmitted 
also decreases rapidly as the U-0 lattice vibration band 
(412 cm-1) is approached.11 The oxygen-to-uranium ratio 
also has a marked effect on this infrared-active vibration.

Stoichiometric or substoichiometric uranium oxide is an

n-type semiconductor that exhibits an optical phonon band 
at about 882 cm“1.11-12 The “optical window” available in 
hyperstoichiometric uranium dioxide is severely narrowed. 
The maximum transmission is observed between 1000 and 
1200 cm-1; the transmission decreases gradually above 
1200 cm-1 and rapidly below 1000 cm^1.

Experimental Section
A uranium film, approximately 400 A thick, was sput­

tered onto both sides of five single-crystal KBr disks, 32 
mm in diameter and 1 mm thick. The sputtering was done 
in a triode system with an argon pressure of 6.67 X 10-2 Pa. 
The disks were then placed in a cylindrical aluminum hold­
er that had pump-out paths milled along it length. The 
loaded holder was placed into a specially designed stainless 
steel cell (Figure 1).

An identical reference cell that contained clear KBr 
disks was used in the optical measurements. Both cells 
were subjected to the same treatment during all experi­
mental manipulations.

The spectrophotometer was operated in a double-beam 
mode with both sample and reference cells filled with C02 
to the same pressure from a common manifold and main­
tained at the same constant temperature during fill. By 
this technique, we were able to cancel out all of the absorp­
tion bands caused by gaseous carbon dioxide and, there­
fore, to observe only those bands that arose from adsorbed 
or chemisorbed species of CO2 on uranium dioxide films. 
Thus, the strong fundamental band of C02 at 2349 cm-1 
was completely canceled by double-beam operation.

In the cell, the holder was contained in the sample cavity 
of an oxygen-free hard copper block that had a heater and 
a thermocouple. The block was welded into a stainless steel 
flange, which could be sealed to the cell body by means of a 
copper gasket. The cell was designed to permit vacuum 
outgassing and oxidation of the samples in situ. Tempera­
ture was controlled to ±0.01°.

View windows of KBr were sealed into two sides of the 
cell with Viton O rings. To prevent cracking of the windows 
as a result of thermal shock, the area near the windows was 
water cooled through copper coils soldered to the cell.

Infrared spectra of the samples were obtained with a
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Oxygen-free copper 
block welded to

Evacuation paths

Figure 1. Bakeable Infrared cell and sample holder.

Beckman IR-9 spectrophotometer13 in the range from 400 
to 4000 cm-1.

The films were first vacuum outgassed. Then, in an at­
tempt to minimize oxidation of the films by water vapor 
during the outgassing, the temperature was raised to 350° 
over a period 33 hr. However, for the first set of films stud­
ied, the evacuation path between the films and the holder 
was not large enough for rapid outgassing; the uranium 
films oxidized to light brown, partially transparent urani­
um dioxide films before they could be subjected to the nor­
mal oxidization procedure. The films were subsequently 
treated with 51.59 kPa of carbon dioxide at 300° for 18 hr. 
Research grade C02 (minimum purity 99.995 vol %) was 
used. Carbon monoxide, oxygen, and hydrogen impurities 
were removed by repeatedly freezing the C02 at liquid ni­
trogen temperatures and pumping on the solid. The sched­
ule of film exposure to C02 and the experimental condi­
tions used are summarized in Table I. A second set of films 
was prepared and outgassed for 326 hr as the temperature 
was slowly raised from 25 to 380°. No noticeable oxidation 
took place. The films were oxidized with research grade 
oxygen and subsequently exposed to carbon dioxide, puri­
fied in the manner already described. The schedule of film 
exposure to 0 2 and C02 and the experimental conditions 
used are summarized in Table II.

Stoichiometry of the U02 films was determined by X-ray 
diffraction of material scraped from the KBr disks. The 
U02 lines obtained by X-ray were broad and lattice param­
eters had to be determined on three low-angle lines. Values 
of ao = 5.448 and 5.468 ± 0.005 for a face-centered cubic 
lattice were obtained for the two sets of films studied. 
These values correspond to U0 2.i8±o.o2 and U 02.oo±o.05 
after Lynds, et al.u

Results and Discussion
U02.18 Films. Bands arising from the- C02 adsorption, 

chemisorption, or both, on U0 2.i8±o.02 were observed at the 
following frequencies: a broad weak band from 3200 to 3600 
cm-1; bands at 1540 and from 1370 to 1380 cm“1, and 
shoulders at 1600 and 1300 cm-1; a broad weak shoulder 
from 620 to 710 cm-1; a very weak band at 845 cm“1; and a 
very weak shoulder between 1000 and 1100 cm-1. A com­
plete scan from 500 to 4000 cm“ 1 is shown in Figure 2, 
where the regions of interest are expanded by factors of 1 
and 10.

Possible structures for chemisorbed C02 are shown in 
Figure 3. Structure 1 may be formed directly on the surfac­
es by chemisorption of C02 involving the transfer of an 
electron from the semiconductor U02.i8- The structure is 
similar to the ionized salts of the carboxylic acids (forma­
tes)215 and has typical bands in the 1350-1400- and 1560- 
1580-cm“1 regions. This structure does not give rise to any 
bands in the 1000-cm“ 1 region.

The carbonate, structure 2, displays a band at about 
1440 cm“ 1 and three other bands below 900 cm_1.2b Again, 
there are no bands observed around 1000 cm“1. The mono- 
dentate carbonate, structure 3, has bands at about the fol­
lowing frequencies: 1450, 1370, 1000, 850, and 600-750 
cm“1.

The bidentate carbonate, structure 4, may assume either 
of two forms. Structure 4a has bands at the following 
frequencies: 1630-1640, 1220, ~1070 cm“1, and three bands 
below 800 cm“1. Structure 4b has band assignments in the 
following regions: 1560-1580, 1320-1380, ~1070, and sever­
al bands below 800 cm“1. The most distinguishing feature 
between the carboxylate structure and the carbonate struc­
tures is the absence of a band at about 1070 cm“ 1 for car­
boxylate.

Because the observed experimental band between 1000 
and 1100 cm“1 was weak and poorly defined and because 
two bands at 1370 and 1540 cm“1 were clearly defined, it 
appears that we may assign these two bands to the C02“ 
carboxylate structure based on the arguments cited above. 
Furthermore, since the U02.is sample is a p-type semicon­
ductor, significant coverage of this surface may only be at­
tained by an electron-acceptor molecule15 such as the car­
boxylate or the carbonate ions. The latter has been ruled 
out because of the absence of bands at 1440 and below 900 
cm“1. It is possible that monodentate or bidentate struc­
tures are present in addition to the carboxylate because we 
recorded a very weak band at 845 cm“ 1 and a weak shoul­
der at about 1000 cm“1 (Figure 2).

The broad, weak band observed in the region from 3200 
to 3600 cm“1 and the shoulder from 620 to 710 cm“ 1 may 
tentatively be assigned to physically adsorbed species of 
C02. However, this assignment is rather uncertain because 
bands in this region may be caused by slight differences be­
tween the sample and reference cells as well by instrumen­
tal behavior caused by low energy in this region. The be­
havior in this region could be reproduced repeatedly simply
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TABLE I: Experimental Sequence and Conditions for UO2 . 1 8  Films

Experimental step

Experimental condition Length of time 
under given set 
of conditions, 

hr Remarks
Pressure,

kPa Temp, °C

Outgassing of 23-350 33 Film oxidized during
uranium film outgassing

Conditioning of 51.6 300 18 Intended oxidation
film with C02 (~38.7 after (23) treatment; however,

cooling cells) films oxidized
during outgassing

C02 exposure 38.7 23 140 Infrared spectra taken
at different times

Cells quickly 77.75 23 67 Infrared spectra taken
evacuated and at different times
refilled with
fresh C02

Evacuation 23 ~2 Infrared spectra
recorded after
evacuation

Evacuation 360 65 Infrared spectra
recorded after
evacuation

C02 exposure 40.95 23 17 Infrared spectra
recorded after
evacuation

TABLE II: Experimental Sequence and Conditions for UO2 .0 0  Films

Experimental condition Length of time
under given set

Experimental Pressure, Temp, of conditions,
step kPa °C hr Remarks

Outgassing 25-380 326 No noticeable oxidation 
took place

Oxidation 0.08 350 96 Pure oxygen used, films 
turned iridescent

3.74 350 93 green during oxidation, 
infrared spectrum taken

Evacuation 350 2 Infrared spectrum taken
Evacuation 22.5 17 Infrared spectrum taken
C02 exposure 1.62 22.5 1.5 Infrared spectrum taken

1.62 250 2 Infrared spectrum taken
1.62 22.5 24 Infrared spectrum taken

Evacuation
65.83 22.5

22.5
2 Infrared spectrum taken 

Infrared spectrum taken

by varying the carbon dioxide pressure over the films. One 
of the fundamental vibrations of gaseous CO2 occurs at 667 
cm-1 and corresponds to the perpendicular bending mode 
of CO2, while the bands in the region around 3600 result 
from combinations of the two fundamentals at 2349 and 
667 cm-1. We believe that the bands observed in the high- 
and low-frequency regions could belong to physically ad­
sorbed species, because when a molecule becomes adsorbed 
it loses most, if not all, of its rotational movement but little 
of its vibrational modes. Thus, physically adsorbed mole­
cules will usually give rise to bands in the same region as 
those observed in the gas phase.

The structures displaying bands at 1540 and 1370 are 
strongly chemisorbed. A partial removal of these structures 
was possible only after outgassing at 350° for 65 hr (Figure
4). Exposure of the films to CO2 following outgassing re­
stored the bands that were time dependent (Figure 4). 
There seemed to be little effect on these bands as the CO2 
pressure was raised. A slight blunting of the bands and 
some effect on the shoulders at 1600 and 1300 cm“ 1 was ob­
served.

The shoulder observed in the region from 600 to 700 
cm-1 developed very slowly with time at a pressure of 
38.66 kPa. However, when the pressure was raised to 77.75
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Figure 2. Adsorption of C 0 2 on U0 218±o.o2- Complete scan from 400 to 4000 cm 1. Regions of Interest are expanded by a factor of 10. Note 
the excellent cancellation of gas-phase bands of C 0 2 by the use of identical sample and reference cells. PCo2 =  77.75 kPa in both cells at 
23°.

(-) 2(-)

„+ m2(+) M H H M
(1) (2) (3) (4a) (4b)

Carboxyl ate Carbonate Monodentate Bidentate
carbonate carbonate

Figure 3. Possible structures for chemisorbed C 0 2.

Figure 4. Adsorption of C 0 2 on U 0 2 18±o.o2- Spectra were taken 
under the following conditions: (1) 140 hr after treatment of films 
with C 0 2 at 300°, PC02 ~  38.7 kPa at 23°; (2) after evacuation and 
outgassing at 350° for 65 hr; and (3) 17 hr after filling with 40.95 
kPa of C 0 2 following step 2. All spectra are expanded by a factor of 
10 .

kPa it immediately sharpened and changed little with time, 
as it may be observed in Figure 5. This figure also shows 
that evacuation both at room temperature and at 350° pro­
duced a drastic change; subsequent exposure to CO2 re­
stored the shoulder immediately. There was very little 
change in the shoulder 17 hr later.

The broad band observed in the 3200-3600-cm“1 region 
decreased slowly with time and appeared to have shifted to 
higher frequencies (Figure 6). An increase in C02 pressure 
did not produce significant changes. Evacuation at room 
temperature resulted in a slight decrease in intensity, while 
outgassing at 350° for 65 hr completely removed the 
species. A partial restoration of this band was effected after 
CO2 exposure following outgassing.

Figure 5. Adsorption of C 0 2 on U0 2.18±o.o2- Spectra were taken 
under the following conditions: (1 ) 2 hr after treatment of films with 
C 0 2 at 300°, PC02 ~  38.7 kPa at 23°; (2) 72 hr after step 1, PCo2 ~  
38.7 kPa at 23°; (3) immediately after quick pumpout of original C 0 2 
(38.7 kPa) and refill to 77.75 kPa at 23°; (4) 36 hr after step 3, Pco, 
=  77.75 kPa at 23°; (5) after evacuation at 23° for 1 hr and at 350° 
for 65 hr; and (6) immediately after filling with 40.95 kPa C 0 2 at 23° 
and also 17 hr later.

UO 2.0 Films. Our experimental results are shown in Fig­
ure 7. Spectrum no. 1 was taken after oxidation of the ura­
nium films with oxygen. This spectrum remained un­
changed after evacuation at 350° for 2 hr followed by evac­
uation at 22.5° for 17 hr. The significant feature of the 
spectrum is the band at about 845 cm“1, which had not 
been observed in previously reported results with hypostoi- 
chiometric uranium dioxide. There are slight indications of 
bands at about 1150, 1380, and 1550 cm-1. The addition of
1.62 kPa of C02 at 22.5° followed by a temperature in­
crease to 250° for 2 hr did not produce any changes in the 
spectrum. An increase in C02 pressure to 65.83 kPa pro­
duced the changes in the spectrum shown in curve 2 of Fig­
ure 7. A shoulder appeared from 620 to 690 cm“1 and a 
very weak band appeared at 1340 cm“1. The shoulder from 
620 to 690 cm-1 was easily removed by evacuation at room 
temperature. The comments about possible differences be­
tween the sample and reference cells as well as about in­
strument behavior also apply to these weak bands.

It appears that what little C02 chemisorbed on the films 
was picked up during the outgassing and oxidation steps ei­
ther from C02 outgassing and diffusing through the Viton
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Wavenumber —  cm

Figure 6. Adsorption of C 0 2 on U0 2.i8±o.o2- Spectra were taken 
under the following conditions: (1 ) 140 hr after treatment of films 
with C 0 2 at 300°, PCo2 ~  38.7 kPa at 23°; (2 ) 24 hr after quickly 
pumping out original C 0 2 and refilling to 77.75 kPa at 23°; (3) 45 hr 
after step 2 , PCOz = 77.75 kPa; (4) after evacuation and outgassing 
at 350° for 65 hr; and (5) 17 hr after filling with 40.95 kPa C 0 2 at 
23° following step 4.

O rings used to seal the cell windows or from trace amounts 
of CO2 in the oxygen. The weak bands observed at 1380 
and 1550 cm-1 indicate the behavior. These are the areas 
where chemisorbed CO2“ ions were observed on U0 2.i8- 
Exposure of the films to low-pressure CO2 both at room 
temperature and at elevated temperatures did not change 
these bands. However, at 65.83 kPa of C02 the shoulder 
that appeared from 620 to 690 cm-1 had been observed 
previously and possibly assigned to physically adsorbed 
CO2. The bands at 1150 and 1340 cm-1 are too weak to at­
tempt an assignment or sensible explanation. The intensity 
of the bands at 1380 and 1550 cm-1 is only about one tenth 
of the intensity of the bands observed for C02 chemisorp­
tion of UO2.18. This indicates that the C02 coverage on the 
surface was extremely small.

The band observed at 845 cm-1 may be explained in 
terms of the electrical behavior of uranium oxide. Stoichio­
metric or slightly substoichiometric uranium dioxide is an 
n-type semiconductor,12 whose conduction electrons at low 
temperatures (25 to 150°) are affected by the lattice to the 
extent that many of them remain in some sort of “self- 
trapped” state. The optical phonon frequency of these elec­
trons may be calculated from Frohlich’s relation

where v = optical phonon frequency, cm-1, no = rests- 
trahlen frequency, £ = electronic dielectric constant, and £0 
= static dielectric constant.

Iida12 measured £0 = 36 and £ = 165 at room temperature 
for oxides varying in stoichiometry from UO1.994 to U02.ooo- 
Using a value of 412 cm-1 for the reststrahlen frequency of 
UO2.00»11 we estimate that the optical phonon frequency for 
n-type UO2.00 is about 882 cm-1. This is in fairly good 
agreement with the experimentally observed value of 845 
cm-1, if we consider differences in materials and sample 
preparation between our work and the data from Iida12 and 
Tsuboi,11 as well as the behavior of this band with slight 
changes in stoichiometry.

We may conclude that our results are consistent with the 
behavior of an electron-acceptor molecule (C02) chemi­
sorbed onto an n-type semiconductor of low mobility

Figure 7. Adsorption of C 0 2 on U0 2.oo±o.o5- (1) Spectra remain un­
changed after each of the following operations: oxidation of uranium 
with pure oxygen (0.08 and 3.74 kPa) at 350°; evacuation at 350° 
for 2 hr; and C 0 2 exposure at 1.62 kPa at both 22.5 and 250°. (2) 
Spectra after C 0 2 pressure was increased to 65.83 kPa. Subse­
quent evacuation restored spectrum no. 1 .

(U02.oo)- In this case, depletive chemisorption takes place 
and a potential barrier, which permits only a very low cov­
erage of the surface (0.1%), is created.16

Summary and Conclusions
The infrared spectrum of adsorbed and chemisorbed 

species of C02 on uranium dioxide films was studied in the 
range from 400 to 4000 cm-1.

The UO2.18 bands at 1540 and from 1370 to 1380 cm-1 
and the shoulders at 1300 and 1600 cm-1 were interpreted 
to be produced by strongly chemisorbed carboxylate 
species, C02-  These species could be partially removed by 
outgassing at 350° for 65 hr. They could not be removed at 
room temperature. There was little C02 pressure effect on 
these bands. The possible existence of either a monoden- 
tate or a bidentate carbonate species was raised by the ob­
servation of a very weak band at 845 cm-1 and a very weak 
shoulder in the 1000-1100-cm_1 range. A broad band in the 
3200-3600-cm_1 region and a broad shoulder in the 620 
710-cm~1 region suggested the presence of physically ad­
sorbed species. These bands were found to be both pressure 
and time dependent; it was possible to remove them com­
pletely by outgassing at 350° for 65 hr. Complete restora­
tion of the 620-710-cm~1 shoulder was obtained by subse­
quent CO2 exposure; however, only partial restoration of 
the 3200-3600-cm_1 band occurred.

A single strong band at 845 cm-1 was observed after oxi­
dation of the uranium films with pure oxygen to produce 
UO2.00. We failed in an attempt to remove the band by eva­
cuating the cell for 2 hr at 350°. Subsequent pump-out at 
room temperature for 24 hr did not produce any changes in 
the spectrum. The exposure of the films to C0 2 at a pres­
sure of 1.62 kPa both at room temperature and at 250° did 
not produce any significant changes in the spectrum. An 
increase in the pressure to 65.83 kPa produced a shoulder 
in the 620-700-cm_1 region, which had been previously re­
ported and tentatively assigned to physically adsorbed 
species of carbon dioxide. The band at 845 cm '1 has been 
interpreted to correspond to the optical phonon frequency 
for n-type stoichiometric, or slightly substoichiometric, 
uranium dioxide. This experimental value compares well 
with a value of 882 cm '1 reported by Iida12 for n-type 
UO1.994 to U0 2.ooo- We have concluded that the absence of 
C0 2 chemisorption on this sample is consistent with the 
behavior of an electron-acceptor molecule on an n-type 
semiconductor surface, where an electrical depletion layer, 
which prevents any significant coverage of the surface, is 
created.
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Absolute Quantum Yields of 2Eg —* 4A2g Luminescence in K3(Co,Cr)(CN)6 Powders1
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The absolute quantum yields of Cr(CN)fi;i~ 2Eg - 4A2g luminescence have been measured for 
K3(Co,Cr)(CN)6 powders of varying concentration. Evidence for energy transfer from Co(CN)63_ to 
Cr(CN)fi3'  has been obtained. Surface defects quench the powder luminescence. After correction for the 
in term olecular energy transfer and surface quenching, the intramolecular luminescence yield is close to 
unity at low Cr3+ concentrations, indicating an intersystem crossing (4T2g~'* 2Eg) yield o: 0.8 < <1>2E < 1.

Introduction
Considerable interest has been evidenced in the photo­

physical properties of Cr(CN)f;3~. Studies in fluid systems 
have been focussed on the identification of the photoreac- 
tive state2® and on the evaluation of the efficiency (<t>2E) f°r 
the nonradiative 4T2~'» 2Eg (Figure 1) intersystem crossing 
transition.215 The importance of this complex lies in the 
failure of Cr(CN)63~ to fit into the photochemical pattern 
apparently followed by other Cr3+ complexes, viz., the pho­
toaquation yield increases with DqA An understanding of 
the anomalous case may provide a basis for rationalizing 
the more general behavior.

In addition to the impetus generated by the concern with 
the photochemical behavior of Cr(CN)63~, studies of this 
species in the solid state have been prompted by an interest 
in intermolecular energy transfer. For this purpose stoi­
chiometric,4 e.g., Cr(urea)63+-Cr(CN)63_, and nonsto-
ichiometric,5 e.g., K3(Co,Cr)(CN)6, mixed crystals have 
been employed.

Our attention was drawn to K3(Co,Cr)(CN)6 systems in 
connection with an evaluation of absolute quantum yields 
(Tp) of powders containing Cr3+ complexes.6 In contrast to 
the independence of $p with excitation wavelength, as in 
the case of NaMg(Al,Cr)(C204)3 - 9H20 powders, an appar­
ent wavelength variation was observed for K3(Co,Cr)(CN)6 
powders. Since the absorption of the K3Co(CN)6 host is im­
portant in this instance, a somewhat more involved proce­
dure is required for the determination of ip . We have now 
evaluated the absolute <Fp of K3(Co,Cr)(CN)6 powders as a

function of Cr3+ concentration with the aim of answering 
the following questions. (1) Is excitation energy transfer 
from Co(CN)63~ to Cr(CN)63_ important? (2) What is the 
intersystem crossing efficiency (4T2gf~* 2Eg) in Cr(CN)63_?
(3) Is <!>p concentration dependent? In addition to these 
specific points, a more general purpose of this work is to 
validate the powder technique for absolute $P measure­
ments in systems where the host absorption is large.

Experimental Section
Apparatus. The apparatus used for the measurement of 

quantum yields consisted of a PEK 100-W Hg lamp, and a 
Bausch & Lomb (6.6-nm band width) monochromator for 
excitation. Light intensities reflected and emitted from the 
sample and from the MgO reference were measured by a 
photodiode. For more details on the apparatus and a dis­
cussion of the method used see ref 6. For the excitation and 
reflectance spectra, the radiation from a 75-W Xe lamp, 
passed through a Bausch & Lomb monochromator with 
1.65-nm band width, was used as the source. This source 
was calibrated with a Rhodamine B solution quantum 
counter.7 The same exciting light band width was used for 
both excitation and reflectance of spectra. The detection 
system consisted of a 0.25-m Jarrell-Ash monochromator 
(3.3 nm/mm dispersion) and a Centronic photomultiplier 
(Q4283SA, red extended S-20 response). The photomulti­
plier output was dc amplified and recorded. In the reflec­
tance spectral measurements no slits (10-mm aperture) 
were used on the Jarrell-Ash monochromator, i.e., the band
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Figure 1. Energy levels of Co(CN)63 and Cr(CN)63~.

width of the detection system was larger than that of the 
excitation source. The excitation spectra were monitored at 
826 nm. The linearity of the detection system was con­
firmed with calibrated filters.

Pulsed measurements were performed with a N2 pulsed 
laser (AVCO C-950) for 337 nm and N2 laser pumped PBD 
and BBOT dye lasers for 366 and 436 nm, respectively, for 
excitation. The pulse widths were 10 nsec or less. The dye 
lasers were operated in the transverse configuration with 
line widths of ~3 nm. A sample holder, with 2-mm deep 
parallel recesses on both sides, similar to that used for the 
steady-state measurements was used. This holder was 
mounted rigidly, and by 180° rotation it was possible to 
quickly interchange two different samples in precisely the 
same position. In measuring C (see text) a pure K3Co(CN)6 
sample in one side of the holder was used as a reference in 
order to check the constancy of the excitation intensity. 
The emission from the sample was focussed through 5 cm 
of a saturated K2CT2O7 solution onto the slit of the Jarrell- 
Ash monochromator. The slits used were typically 5 mm al­
though 2-mm slits were used for the rise time measure­
ment. The light was detected by a C-31034 RCA photomul­
tiplier with a 1 kfi load resistance. The output of the photo­
multiplier was fed to the probe of a Tektronix 7904 oscillo­
scope with a 7A11 amplifier. The response time of the de­
tection system was less than 0.1 fisec.

For time-resolved spectra the output of the photomulti­
plier was fed into the 50-0 input of a PAR Model 60 boxcar 
integrator.

The angle between the excitation and emission was 45° 
and the excitation was normal to the powder surface.

Except as indicated, all the measurements were per­
formed at room temperature.

Powder Sample Preparation. Recrystallized K3Cr(CN)6 
and K3Co(CN)6 were dissolved in water in the desired mole 
ratios and reprecipitated in tetrahydrofuran as described in 
ref 5. The powders obtained were passed through screens 
and ~45 71m powders were used for the measurements.

Single crystals were grown by evaporation from aqueous 
solutions. The Cr3+ concentration was determined by dis­
solving the crystals and measuring the absorbance of the 
resulting solutions.

K3Cr(CN)6 was electronic grade from City Chemical 
Corp. K3Co(CN)6 was from Alfa Inorganics. PBD and 
BBOT dyes were from Calbiochem.

Results
Energy Transfer, Co(CN)63~ Cr{CN)63~. A compari­

son of the emission spectra of K3Co(CN)6 and 
K3(Co,Cr)(CN)6 indicates that the emission at 700 nm 
arises, in both systems, from the 3Tjg -»■ 1 Alg transition of 
the Co(CN)fi3~ moiety. On the contrary, the 826-nm emis­
sion of 5% K3(Co,Cr)(CN)6 excited at 337 nm contains con-
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Figure 2. Rise time of 2Eg 4A 2g Cr3+ emission in 5 %  K3- 
(Co,Cr)(CN)6 (337-nm excitation).

Figure 3. Evaluation of the rise time from data in Figure 2.

tributions from both the 3Tig — 1 A|„ Co(CN)63“ and the 
2Eg —»■ 4A2g Cr(CN)63_ transitions.5 Since the 3Tig state in 
Co(CN)63_ has a much shorter lifetime (~5 71sec) than the 
Cr(CN)63~ 2Eg state (~60 msec), energy transfer from 
Co(CN)63_ to Cr(CN)63_ will be evidenced by a rise time in 
the 2Eg — 4A2g emission intensity that corresponds to the 
3Tig lifetime.

Due to the overlapping 3Tlg » 1 A]g and 2Eg » 4A2g 
emissions, the direct observation of the rise time is not pos­
sible. However, the contribution of the Co(CN)63_ emission 
can be subtracted from the total emission at 826 nm and 
the time course of the 2Eg » 4A2g emission determined. 
The correction for the 3Tig - * 4Aig emission was made in 
the following manner. For K3Co(CN)6, the ratio of the 3Tig 
—*• ]AJg intensities (k) at 826 and 700 nm is dependent of 
time after pulsed excitation. By monitoring the decay of 5% 
K3(Co,Cr)(CN)6 at both 700 and 826 nm, the Cr3+ emission 
can be calculated from the expression, I&26Cr{t) = 
/ 826Co+Cr(f) -  k l100(t), where / 826Co+Cr(t) and / 700(f) 
are the measured decays at the indicated wavelengths. Cr3+ 
emission is negligible at 700 nm. The computed / 826Cr(t) 
clearly exhibits the delay in reaching the maximum value 
that is characteristic of energy transfer (Figure 2).

At 337-nm excitation, Cr3+ is excited directly by absorp­
tion into 4T2g (Id) and indirectly by energy transfer from 
Co3+ (It). On the time scale indicated in Figures 2 and 3, 
the 2Eg decay is negligible and the signal intensity (I max) 
remains constant after the Co3+ emission has decayed. If y 
is the fraction of the Cr3+ emission induced by energy
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transfer, then I t = 7(1 -  e t/T)Imax and I A = (1 -  y)Imax, 
where the rise time, r, is the “effective” lifetime of the 
donor. Since /s 26Cr = / t  + /d = ( l _ ye~t/T)Imax a plot of 
log (1 -  / 826Cr/t̂ max) vs. t, should yield T. A good exponen­
tial fit is obtained with r = 0.5 psec. Extrapolation to t -  0 
leads to 7 = 0.70 (Figure 3).

The 0.5-psec risetime is much smaller than the “normal” 
5.0-fisec 3Tlg lifetime of K3Co(CN)6. In K3(Co,Cr)(CN)6, 
the 3Tig decay is nonexponential. As the Cr3+ concentra­
tion increases, the 5-nsec component decreases; it is quite 
small at the 10% level and undetectable in the 15% samples. 
Up to 5%, the 3Tig decay can be well described by a double 
exponential with 5.0 and 0.5 fisec components, but at higher 
Cr3+ levels a 3.2-psec component grows in importance and 
replaces the 5.0-psec decay. Nonetheless, the 0.5-psec com­
ponent persists up to 15% Cr3+. The 0.5-psec 3Tig decay is 
thus associated with the 0.5-psec 2Eg — 4A2g rise time.

In view of the possible involvement of surface defects 
(vide infra), it is noteworthy that nonexponential 3Tlg 
decay is also observed in single crystals of 5% 
K3(Co,Cr)(CN)6 at room and low temperatures.

Time-resolved spectra were also recorded using 337- and 
366-nm excitation for pure K3Co(CN)6 and 5% 
K3(Co,Cr)(CN)6 powders. In general, these spectra are the 
sum of the emission spectra of Co(CN)63_ and Cr(CN)63_, 
the relative contributions changing with time. With excita­
tion at 337 nm the short-time (100 nsec after the excitation 
pulse) emission spectra for the two powders are very simi­
lar and the Cr(CN)63- emission is barely visible. The abso­
lute intensity of this latter signal increases with time in the 
microsecond range due to energy transfer from Co(CN)63_. 
On the other hand, at 366-nm excitation the Cr(CN)63~ 
emission intensity does not change appreciably in the same 
time range indicating that at this excitation wavelength 
most of the Cr(CN)63- emission comes from direct absorp­
tion and that the 4T3g 2Eg intersystem-crossing process 
is much faster than 100 nsec.

Additional support for the energy transfer hypothesis 
can also be obtained from steady-state measurements. The 
corrected excitation spectrum (826-nm emission) and ab­
sorption spectrum (from reflectance data) obtained from 
the same powder samples are presented in Figure 4.

The ratio of the absorption at 370 nm, where Cr3+ ab­
sorption dominates, to that at 310 nm, where Co3+ is the 
principal absorber, is not very different for the 5 and 15% 
powders. However, the relative intensity of 2Eg —► 4A3g 
emission excited at 310 nm compared to 370 nm increases 
with the Cr3+ concentration. The same pattern is also ob­
tained with the 1 and 10% powders. Since the increased 
Cr3+ emission is not due to increased Cr3+ absorption , it 
can only originate in an energy transfer from Co(CN)63_ to 
Cr(CN)63_. The efficiency of the energy transfer increases 
with Cr3+ concentration, since the likelihood that an accep­
tor will be close to an excited donor increases with acceptor 
concentration.

On energetic grounds, 4Tig can transfer to either 4T2g or 
2Eg, but only 2Eg can be excited by 3Tlg. The quenching of 
the Co(CN)63~ 3Tlg —► 4Alg emission, coupled with the con­
comitant rise of the Cr(CN)63_ 2Eg —► 4A2g emission, clearly 
demonstrates the importance of the energy transfer process 
3T lg + 4A2g *• 1 Aj,, + 2Eg. In the following discussion ener­
gy transfer from 4Tig will be ignored and the 1Tig 3Tig 
intersystem crossing efficiency in Co(CN)63~ will be as­
sumed to be unity. We will show later that the results sup­
port this assumption.

ABSORPTION
EXCITATION

Figure 4. Per cent absorption and relative excitation spectra of K3- 
(Co,Cr)(CN)6. The excitation spectra were determined by monitoring 
the emission at 826 nm.

Absolute Quantum Yields of 2Eg —«• 4A 2g Luminescence. 
We have demonstrated the applicability of the powder 
method for the determination of the luminescence yields of 
ruby and NaMg(Al,Cr)(C204)3 • 9H2O.6 The basic equation 
employed was

_ /  q u a n ta  e m i t t e d  \  D D .
p -  \  q u a n ta  a b s o r b e d  J  C ~ C v

where D and C are the correction factors for reabsorption 
of the emission and absorption of excitation by the host, re­
spectively. 4>p refers to excitation into 4T2 followed by 
emission from 2E. The overlap between the 2E «-► 4A2 emis­
sion and absorption for the above Cr3+ species is significant 
and D was as large as 1.45. On the contrary, C, as estimat­
ed by the Kubelka-Munk functions,8 was within 3% of 
unity because of the small host absorption. In the 
K3(Co,Cr)(CN)6 powders, the converse situation obtains. 
The overlap between the Cr(CN)63_ absorption and emis­
sion spectra is small and the reabsorption correction, D, 
never deviates from unity by more than 10% in 
K3(Co,Cr)(CN)6 powders.

The Kubelka-Munk theory is now unsatisfactory for the 
evaluation of C due to the large host absorption.8 Further­
more, the absorption varies from one powder preparation 
to another of the same concentration, even in pure 
K3Co(CN)6- In spite of this variation, 4>v is quite reproduci­
ble (±5%), but application of the Kubelka-Munk theory re­
quires that the host absorption be constant. Not only must 
a different procedure be devised for the evaluation of C, 
but a correction must be made for the Cr3+ emission pro­
duced by energy transfer from Co3+ if the intramolecular 
quantum efficiency, 4>p, is to be computed. Equation 1, as 
modified to correct for energy transfer to 2E, is

4>p = <VD$2 /[<*( 1 -  C) + C $2 ] (1')
E E

where a is the fraction of light absorbed by Co3+ that is 
transferred to the 2E state of Cr3+ and is independent of 
excitation wavelength.

Estimation of a. This quantity is evaluated by plotting 
the decay curves of K3Co(CN)6 (Cr = 0) and
K3(Co,Cr)(CN)6 powders for emission monitored at 700 nm 
(Co3+ emission). If the t = 0 intensities are normalized to 
compensate for differences in 1T ,g <- 1 A,g absorption, the 
areas are proportional to the total number of 3Tig ] A|g 
quanta emitted (Figure 5) and a can be computed from the 
expression
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TABLE I

337 nm 366 nm
Cr3+ --------------------------------------------------------  ---------------------------------

concn, % a ( f p D C 4>p/¡3a Qb PD C 4>P* * P//3‘

1 0.06 0.06 0 1.0 1.0 0.22 0.19 0.92 0.92
5 0.28 0.24 0.10 0.68 0.92 0.47 0.55 0.70 0.93

10 0.57 0.21 0.13 0.34 0.55 0.26 0.75 0.29 0.48
15 0.65 0.16 0.17 0.23 0.42 0.16 0.80 0.17 0.37

° Computed for $ 2e = 1.

Figure 5. 3T1g —*■ 1A ig Co(CN)63~ decays from K 3(Co,Cr)(CN)6 pow­
ders. All curves arbitrarily normalized to 1.0 at t = 0 (337-nm excita­
tion).

a — (^Cr=0 •î Cr)/^Cr=0 (2)
where A = / o“7 df. In using eq 2 to calculate a, we assume 
that 3Tig —► 1 A]g quenching is due solely to energy transfer 
and ’Tig™* 3Tig has unit efficiency. These assumptions are 
necessary because only the 3Tig state quenching is moni­
tored by the measurements. The radiative rate constant for 
this transition is unaffected by changes in the Cr3+ concen­
tration as is shown by the near constancy of / 700(G) (c/. 
next section). The a values are included in Table I.

Determination of C. The t = 0 intensities of the 700-nm 
emission are proportional to the light absorbed by 
Co(CN)63“. The fraction of the absorption due to 
Cr(CN)63- is then

q _  1 _  [£oo(Q)]cr aCr=0 ^
( / ? 0 l ) ( C 0 ] c r = 0  a C v

where acr=o and a o  are the fractions of incident light ab­
sorbed by the K3Co(CN)6 and K3(Co,Cr)(CN)6 powders 
(Figure 4) and the / ’s are the corresponding 3Tlg -*■ !Alg t 
= 0 Co(CN)63_ emissions at 700 nm. The variation of 
/ 7oo(0) at 337 nm is less than 15% in the 0-15% Cr3+ range.

The values of C computed from eq 3 for both 337- and 
366-nm excitation are listed in Table I for K3(Co,Cr)(CN)6 
samples of varying Cr3+ concentration. Implicit in eq 3 is 
the condition that the host absorption is due mainly to 
Co(CN)63_ centers, a situation likely to obtain at 337 and 
366 nm where the Co(CN)63~ molecular absorption is high 
compared to the nonspecific absorption of the powder. The 
reabsorption at 700 nm is negligible in all samples.

Computation of 4>p. It was convenient to measure 4>p at 
the emission wavelengths of the Hg lamp (366, 404, and 436 
nm). The reabsorption corrections, D, were computed as 
described in ref 6 and the relevant quantities are listed in 
Table I. Each $p represents the average of at least three 
determinations with different samples. Except for the 1% 
powders where C and a are small and errors as large as 15% 
are possible, the <f>p values are reliable to 5%. In Table II 
the effect of 4>2E on <hp computed from eq T is illustrated. 
The value of </>p at 337 nm was obtained by a comparison of 
the 826-nm excitation (E) and absorption (a) spectra of a 
given sample at 337 and 366 nm (Figure 4). In all cases the 
3Tig -»• 1Aig Co(CN)63~ emission was negligible at 826 nm 
and the expression employed was

0  337 =  ^  366 £ 3 3 7  £ 3 6 6  

® 366  a 337

Since 1.0 < D < 1.1 at £66 nm, D 1 at 337 nm where 
the penetration depth is less. The $p values for 337 nm are 
also collected in Tables I and II.

Surface Luminescence. The 2Eg decay from single crys­
tals of K3(Co,Cr)(CN)6 is accurately exponential up to 25% 
Cr3+.9 In 1% powders the emission decay is likewise expo­
nential, but as the Cr3+ concentration increases, a fast 2Eg 
—► 4A2g component is observed (Figure 6). The absence of 
the fast component in single crystals suggests an origin in 
the powder surface. In the steady-state measurements the 
yield from the surface centers will be less than 1% of the 
bulk emission, but the absorption by the surface sites will 
decrease ip . If all the properties, except the lifetime, are 
the same for the surface and bulk species, the t = 0 intensi­
ties of the fast and slow components will be measures of the 
light absorbed by the two types of centers. The correction 
factors, /3, are calculated from

(3 =  7S826(0)/[7S826(0) + / f826(0)]
where 7f826(0) and 7S826(0) are the t = 0 intensities for the 
fast and slow components of 2Eg —*■ 4A9g. The corrected 
quantum yields, ip/d, are included in Tables I and II and f( 
decreases with the Cr3+ concentration.

Although /? is almost the same at 337 and 366 nm, it be­
comes smaller at longer wavelengths and other faster com­
ponents appear in the decay curves of >5% powders. For 
the 1% powder and for crystals with Cr3+ concentration as 
high as 5%, the decay remains exponential (the lifetimes of 
crystals with higher Cr3+ concentrations were not mea­
sured). At excitation wavelengths of 404 and 436 nm the 
values of $p calculated from eq 1 (C determined by the 
Kubelka-Munk function) are 0.50 and 0.11 respectively, for 
the 5% powder. The decrease, from <J?p = 0.7 found at 337- 
and 366-nm excitation, is probably due to the decrease of /3
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TABLE II

Cr3* concn,
%

4>p337 4-p366 * p337/3 c& p3G6//3

$9 1 0.8 0.5 1 0.8 0.5 1 0.8 0.5 1 0.8 0.5

1 1.0 0.8 0.50 0.92 0.88 0.77 1.0 0.80 0.50 0.92 0.88 0.77
5 0.68 0.58 0.40 0.70 0.66 0.59 0.92 0.78 0.54 0.93 0.88 0.78

10 0.34 0.28 0.19 0.29 0.28 0.25 0.55 0.45 0.30 0.48 0.46 0.41
15 0.23 0.19 0.13 0.17 0.17 0.15 0.42 0.35 0.23 0.37 0.36 0.33

Figure 6. 2Eg - *  4A 2g Cr(CN)63 decays from K 3(Co,Cr)(CN)6 pow­
ders (337-nm excitation).

at longer wavelengths. In the case of 404- and 436-nm exci­
tation, it is more reasonable to use the Kubelka-Munk 
function in order to calculate C because of the smaller ab­
sorption of Co(CN)63~ for >5% K3(Co,Cr)(CN)g powders; 
for these powders C was ~0.93. At 404- and 436-nm excita­
tion, increasing the concentration of Cr3+ from 5% also led 
to a large decrease in <t>p. For these excitations it was not 
possible to calculate the correction factor /3, but it de­
creases at the longer wavelengths.

The possibility that surface defects affect 4>p by absorb­
ing part of the incident light is supported by the 77°K mea­
surements. While 4>p at 366 nm, a wavelength close to the 
absorption maximum, did not change with temperature, 
lowering the temperature to 77°K led to a large decrease in 
4 > P  at longer wavelengths. For the 5% K3(Co,Cr)(CN)6 pow­
der, the values of 4>p are 0.16 and 0.016 at 404 and 436 nm, 
respectively. Moreover, these values change with time 
when irradiated, becoming as large as 0.7 at 404 nm and
0.22 at 436 nm for the 5% powder. In the emission spectrum 
new bands appeared in the 750-800-nm range upon irradia­
tion, their relative intensities depending on the excitation 
wavelength. These phenomena, which are reversible with 
temperature, were found for all the powders. However they 
were absent in single crystal samples.

Discussion
Energy Transfer. Although Kirk, et al.,5 did not com­

pletely exclude Co3+ Cr3+ energy transfer, they did not 
believe that energy transfer was responsible for a major 
portion of the Cr(CN)e3~' 2Eg —* 4A2g emission. However, 
the observation of the 0.5-//sec rise time for a significant 
part of the 2Eg —*■ 4A2g emission clearly implicates energy 
transfer as an important source of Cr3+ luminescence in the 
mixed crystals when the 1Tig 4Alg Co3+ band is the prin­
cipal absorber. As discussed below, we attribute the 0.5- 
//sec component in the Co3+ 3Tig decay to Co3+ with one 
nearest neighbor site occupied by Cr3+. Thus, the bulk of

the Cr3+ emission excited by energy transfer should exhibit 
a 0.5 //sec rise time.

As described above, the fraction of Cr3+ emission due to 
energy transfer was calculated from Figures 2 and 3 as 0.7 
for 5% K3(Co,Cr)(CN)6. 7 can also be calculated from the 
equation

y. =  a ( l  — C )/[a ( l -  C) + C $2J  (4)

In deriving eq 4 we have again assumed that the 4Tig ~'» 
3Tig intersystem crossing efficiency is equal to unity. At 
337-nm excitation 7 , as obtained from eq 4 and the data in 
Table I, is 0.72 if 4>2e = 1 and 0.83 if 4>2e = 0.5.

Analysis of the 3Tlg —► ^ jg  Co(CN)63_ decays as a func­
tion of Cr3+ concentration provides insight into the dis­
tance dependence of the energy transfer. The single expo­
nential decay (r = 5.0 //sec) observed in pure K3Co(CN)6 
becomes increasingly nonexponential as the Cr3+ concen­
tration is increased. The intensity of the 5.0-/isec compo­
nent diminishes and the 3.2-/isec component grows. In ad­
dition to the slow components, a fast (0.5 //sec) decay is ob­
served in the mixed crystals. As the Cr3+ concentration is 
increased further, additional components are observed, but 
the 0.5-//sec component is still evident up to 15% Cr3+.

K.3Co(CN)6 is polytypic and crystallizes in either ortho­
rhombic or monoclinic lattices.10 The differences between 
the Co-Co distances in both lattices are small and for our 
purposes can be ignored. Each Co has six nearest neighbors 
with Co-Co distances of approximately 7 A. The second 
nearest neighbors at 8.5 A are separated by an intervening 
K+ ion, but there are two Co sites at 9.2 A without any in­
tervening K+. In the mixed crystals, Cr3+ occupies the 
Co3+ sites substitutionally. If the six 7-A sites are all occu­
pied by Co3+, the 3Tlg lifetime is 5.0 //sec. We ascribe the
0.5-//sec lifetime to Co3+ with a single Cr3+ at 7 A. Multiple 
occupancy of 7-A sites then reduces r to a still smaller 
value. The fraction of the more distant sites occupied by 
Cr3+ increases rapidly with Cr3+ concentration and the less 
efficient transfer to these more distant Cr3+ will merely 
serve to reduce the 5.0-/zsec component to 3.2 //sec.

The likelihood that all six 7-A sites surrounding an excit­
ed Co3+ are occupied by Co3+ is (XCo)6 (Xc0 is the Co/(Co 
+ Cr) atom ratio). If this analysis is correct, the fraction of 
the t = 0 emission associated with the long-lived emission 
(either 5.0 or 3.2 //sec) should also be (XCo)6. The agree­
ment demonstrated in Table III is better than might be ex­
pected.

Intersystem Crossing Efficiency in Cr(CN)63~ (4>2e). Al­
though the 2Eg lifetime of K3(Co,Cr)(CN)6 decreases some­
what as the temperature is increased from 77°K to room 
temperature, it has been found that this increase is caused 
by a change in the radiative 2Eg — 4A2g rate.11 Once the 
molecule reaches 2Eg, it radiates. Consequently 4>P = 4?2e-

The quantum efficiency of the radiationless 4T2g 2Eg
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TABLE I I I

Cr3+
concn, %

Ratio between the slow 
component and the total 

Co emission at t = 0° Uco)G

1 0.94 0.94
5 0.70 0.74

10 0.46 0.53
15 0.37 0.38
25 0.19 0.18

“ The ratio was calculated by extrapolating the exponential tail 
of the decay back to t = 0. Because the tail of the emission decay 
is nonexponential in the 10% K3(Co,Cr)(CN)6 powder, the value 
for this sample is the least reliable.

process in Cr(CN)63- has been variously estimated as 0.15 
and <0.5.2b>12 The small $2e in K3(Co,Cr)(CN)6 was based 
on a comparison of the single crystal absorption and excita­
tion spectra.11 This measurement was apparently errone­
ous since we have repeated the excitation spectrum of this 
system and found that 0.5 < $2e — 1-0. An upper limit of 
$2e (0-5) was obtained from the measurements of the benzil 
sensitized luminescence of Cr(CN)p/!~ in a fluid solution at 
—113°.12 However, the data upon which this value was 
based scatter considerably and 4>2e = 1 is consistent with 
the measurements. This leaves the comparison of the direct 
and Ru(Bipyr)32+ sensitized luminescence at room temper­
ature in dimethylformamide $ 2E — 0.5, as the strongest 
basis for the belief that 4>2e < l.2b The evidence to support 
$ 2E 1 is as follows. (1) For the 1% K3(Co,Cr)(CN)6 pow­
der, where /3 = 1, Tp’s are equal (within 10%) for both 337- 
and 366-nm excitation. If <t>2E = 0.5, the wavelength inde­
pendence disappears. (2) For the 5% powder, ip  is the 
same at 337 and 366 nm only if 4>2e ^ 0.8 and then ip /d  =*
1. The invariance of $P/d to excitation wavelength and con­
centration (up to 5% Cr3+) supports the conclusion that 0.8 
< <I>2e — 1- (3) In spite of very different values of C, 4>P//5 
are the same for the 10 and 15% powders at 337 and 366 nm 
if $2e ~  0.8. (4) The agreement between y computed from 
eq 4 and directly from the rise time obtains only if <1>2e >
0.8. Equation 4 also depends upon the assumption that 
^ ig  3Tig is unity. (5) At 404 nm 4>p = 0.5 for the 5% 
powders. At 366 nm /3 = 0.75. We have not quantitatively 
determined /? at 404 nm, but this quantity definitely de­
creases at the longer wavelengths. These results again sup­
port the belief that 0.8 < $2e — 1-

To summarize, two assumptions, viz., (i) all Co3+ 3Tig 
quenching is due to energy transfer, and (ii) 4Tlg *-»■ 3T lg 
has unit efficiency, and one parameter (4>2e) are employed 
in the calculation of <Pp by eq 1' which involves the compu­
tation of C and a by eq 2 and 3, respectively. When 4>2e >
0.8, 4>p/d is the same with 337- and 366-nm excitation at all 
Cr3+ concentrations, but better agreement is obtained for 
the 5% powder when $2e = 1- Concordance between the 
$p//7 value for the 5% powders at 404-nm excitation, a 
quantity that does not depend upon assumptions i and ii, 
and the 4>P/0 values calculated from eq 1' provides further 
evidence for the validity of the assumptions.

It is possible that there is a real difference between $2e 
in the solid state and in solution.215 Photosolvation has been 
reported to take place in the 4T2g state,2® but the quantum 
yield of this process is only 0.1. Perhaps this value is not 
the yield of the primary reaction and CrfCNh;3- is re­
formed after a dissociative process, thus reducing 4>2e at 
room temperature.

In any case, the 4T2g lifetime is <1 nsec because we have 
found that the rise time of the 2Eg emission is <1 nsec in 
aqueous solution at room temperature. A previously re­
ported 5 0 - ß s e c  emission in a glassy solution13 is not fluores­
cence.14

The concentration dependence of $P and 4>p//3 in the 
powders may be illusory. Although the close equality of 4>p 
at 337 and 366 nm for 1C1 and 15% powders indicates that 
the intersystem crossing efficiency is nearly unity, the 
values of <f>p/d are sensibly smaller than unity. It is possible 
that at these high concentrations some of the light ab­
sorbed does not lead to detectable luminescence from sur­
face defects even in the pulsed measurement. Different 
emission spectra and/or radiative rate constants for the de­
fects could lead to an overestimation of ß. The 2Eg decay is 
exponential in crystals of <25% K3(Co,Cr)(CN)6.9 In pow­
ders we find that defects began to contribute as the Cr3+ 
concentration is increased from 1 to 5%. Concentration 
quenching is observed in NaMg(Al,Cr)(C204)3 • 9H20  pow­
ders, although at much higher concentrations.6

Conclusions
The powder method can be used for the determination of 

absolute luminescence yields when host absorption and/or 
energy transfer is significant, if the host and guest lumines­
cence spectra do not completely overlap and if the host 
emission decays can be monitored. Considerable care must 
be employed to validate the several assumptions that are 
made. The method described would be inapplicable in the 
absence of host luminescence.

On the basis of the luminescence yields, the intersystem 
crossing efficiencies of both Cr(CN)63~ and Co(CN)63~ ap­
pear to approach unity. Concentration quenching of the 
2Eg —»■ 4A2g luminescence is small below the 15% Cr3+ level.

Surface defects play an important role in the lumines­
cence of powdered K3(Co,Cr)(CN)6 samples.
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Single-photon ionization quantum yields are reported for tetramethyl-p-phenylenediamine (TMPD) as a 
function of wavelength and temperature in various dielectric liquids. At 23° the maximum quantum yield 
is observed at short wavelengths and is 0.07 in tetramethylsilane, less in cyclopentane, 2,2,4-trimethylpen- 
tane, and 2,2-dimethylbutane, and ~10-5 in n-alkanes (C4-C14). In the n-alkanes there is a marked tem­
perature effect on the quantum yield. For branched hydrocarbons the effect of temperature is less pro­
nounced. The variation in yields with temperature is accounted for by the Onsager equation; this suggests 
that <j>(ion pairs) is close to unity and that electrons and cations separate characteristic distances in each 
liquid. These distances range from 31 A in n-hexane to 106 A in tetramethylsilane. Wavelengths for ioniza­
tion onsets depend on the energy of the excess electron (Vo) in the solvent and are used to evaluate this 
quantity for 18 different liquids. The results also suggest that V0 shifts toward more positive values at 
lower temperatures.

Introduction
TMPD is readily converted to Wurster’s blue (TMPD+) 

on exposure to ultraviolet light. The two-photon mecha­
nism of this photoionization is well known. More recently 
single-photon ionization of TMPD has been demonstrated 
in both polar2’3 and nonpolar liquids.4’6 In nonpolar sol­
vents the onset of one-photon ionization occurs at different 
wavelengths dependent on the solvent.4’6 The magnitude of 
such shifts in ionization is correlated with the energy of the 
excess electron (Vo)-6,7 One purpose of this study is to mea­
sure Vo for several different liquids. This quantity is im­
portant to theoretical descriptions of the excess electron 
state and also appears to be related to the mobility of the 
electron in these liquids.8’9

Another purpose is to obtain a better understanding of 
the mechanism of photoionization of TMPD. In this re­
spect we have studied the effect of variation of solvent, 
temperature, wavelength, and light intensity. The process 
of ionization in a liquid can be divided into two stages: the 
first is the creation of an ion pair and the second the sepa­
ration of the charges. The probability that the ions will 
separate ((¿’escape) and contribute to an observed current is 
given by eq 1, where e and k are the dielectric and

$  escape =  (1 )

Boltzmann constants and r is the initial ion-pair separation 
distance.10 Thus a study of the yield of photoionization vs. 
temperature provides direct information about the initial 
separation distance.

Experimental Section
Chemicals, All hydrocarbons used were Phillips Re­

search Grade with the exception of 2,2,4,4-tetramethylpen- 
tane (99%) obtained from Chemical Samples Co., 2,3-di- 
methylbutene-2 from Aldrich Chemical Co., and 2,2,5-tri- 
methylhexane and 2,3,4-trimethylpentane which were Phil­
lips Pure grade. Tetramethylsilane (TMS) was nmr grade 
obtained from Peninsular ChemResearch. All liquids were 
first dried on a column of silica gel which was previously

activated at 400° for 24 hr. The N,N,N' ,N'-tetTamethy\-p- 
phenylenediamine (TMPD) was supplied by C. Capellos; 
the sample was resublimed, but no difference in results was 
observed between the original and the resublimed TMPD. 
For the actinometry measurements the following chemicals 
were used without further purification: potassium ferrioxa- 
late (supplied by R. Weston of this laboratory) and o-phe- 
nanthroline monohydrate (certified ACS, Fisher Scientif­
ic).

Apparatus. The initial experiments were done with a cell 
(no. 1) which consisted of a 2.5 cm diameter cylindrical 
quartz tube having a flat quartz plate window to admit the 
light. Parallel aluminum electrodes, 1 cm wide by 2 cm 
high, were mounted perpendicular to the window and were 
attached to tungsten rods sealed into the quartz cylinder. 
The electrodes were separated by 0.5 cm and came to with­
in 3 mm of the window. The cell (no. 2) used for the tem­
perature control study is shown in Figure 1. Most of the 
work was performed with electrodes mounted about 8 mm 
away from the window. When quantum yields were mea­
sured for liquids yielding high currents, a set of electrodes, 
within about 2 mm from the window, was used to minimize 
current losses.

Light from a 450-W xenon arc was focused on the en­
trance slit of a high-intensity Bausch & Lomb monochro­
mator. For the majority of the experiments the monochro­
mator entrance and exit slits were 2.5 and 1.55 mm, respec­
tively, corresponding to a band pass width of 11.5 nm. In 
some experiments the slit widths were reduced. The emerg­
ing beam was filtered to remove scattered light of shorter 
wavelengths and was focused to form an image of the exit 
slit between the electrodes in the cell. A flat quartz plate, 
between the cell and condensing lens, placed at a 45° angle 
to the light beam reflected about 10% of the light into an 
EMI-9558 QC photomultiplier tube to monitor light inten­
sity. Current measurements were made at fields of 2 kV/ 
cm. Currents from the cell and from the PM tube were 
measured with Keithley micro-microammeters.

For temperature control the cell shown in Figure 1 was 
placed inside a quartz dewar which had two flat quartz
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PHOTOIONIZATION CELL

Figure 1. Temperature controlled photoionization cell (cell 2): (A) 
current measuring electrode, (B) high-voltage electrode, (C) ground 
wire to tin oxide coating, (D) thermocouple well, (E) tin oxide coated 
quartz cell, (F) flat quartz window, (G) light beam, (H) glass encased 
magnetic stirrer, (I) quartz dewar flask.

windows to allow the light to enter. A stream of nitrogen 
gas cooled to —196° passed through a vacuum jacketed flow 
tube into the dewar. A heater in the flow tube, controlled 
by a Varian 4540 variable temperature controller, brought 
the nitrogen gas to the desired temperature. The tempera­
ture of the liquid in the cell was measured with an iron- 
constantan thermocouple.

Experimental Procedure. For solvents which are liquid 
at room temperature, 50 nM solutions of TMPD were pre­
pared and poured into the photoionization cell. For sol­
vents which are gases at 23°, 50A of a 5 X 10-3 M stock so­
lution of TMPD was pipetted into the cell and the solvent 
evaporated by a stream of flowing nitrogen. After cooling 
the cell to <—70° it was evacuated and the gas allowed to 
condense into it until it held approximately 50 ml of liquid. 
During the condensing process the solution was stirred 
magnetically.

Starting at some wavelength where there was nearly a 
zero photocurrent, the wavelength was decreased in 5-nm 
intervals down to 200 nm. The following Corning filters 
were used to minimize stray light of shorter wavelength: 
No. 7-54 between 280 and 250 nm, and No. 9-54 between 
250 and 235 nm. Below 235 nm no filter was used. Scat­
tered light of long wavelengths was measured by inserting a 
Pyrex filter in the light beam. As shown in the Results sec­
tion the photocurrent increases very rapidly below a cer­
tain wavelength. At wavelengths longer than this a small 
but finite current is always observed with voltage applied. 
For the n-alkanes this current, as measured at 255 mg, was 
typically 0.03 pA and was due primarily to the background 
conductivity of the liquid. This was taken as the “dark” 
current (DC) and was subtracted from the observed cur­
rents. For liquids such as TMS which show conductivity to 
longer wavelengths the dark current was taken at 295 mg 
and was somewhat higher (~0.2 pA) but still 106 times less 
than the current observed at shorter wavelengths. The ob­

served currents were converted to a relative quantum yield 
(RQY) via eq 2 where PMR is the photomultiplier re-

RQY =  [{i -  D C )/(/ -  / S1)](PMR/%T)(1/F) (2)

sponse, %T the per cent of light transmitted through the 
quartz windows of the cell or cell plus the dewar, I  the pho­
tomultiplier reading, Is\ the photomultiplier reading for 
scattered light, and F the fraction of incident light ab­
sorbed by the TMPD as defined by eq 3 where Asoin is the

F  = QD30la -  OP 
OD=

s o lv en t (3)
fraction of the incident light absorbed by the solution.

Actinometry. The potassium ferrioxalate actinome- 
ter11’12 was used to determine the incident light intensity in 
the temperature-controlled cell. The primary actinometry 
measurements were made at 23° and 255 nm, using exit slit 
widths between 0.5 and 2.50. Measurements were also 
made at 275 and 215 nm. The potassium ferrioxalate solu­
tions were stirred continuously by a magnetically driven 
stirrer and continuously bubbled with nitrogen gas during 
the photolysis. All manipulations involving actinometer so­
lutions were carried out in the presence of red light.

The yield of Fe2+ o-phenanthroline was determined from 
the optical density at 51C nm assuming the extinction coef­
ficient13 to be 1.1 X 104 M_1 cm-1. A check on this value 
was made by preparing known solutions of ferrous sulfate 
plus o-phenanthroline. The concentrations of these solu­
tions determined from the optical density agreed to 5% 
with the calculated concentration based on weight. The av­
erage incident light intensity for normal operating condi­
tions based on five determinations was 9.4 X 1013 quanta/ 
sec at 255 nm, and 35 X 1013 quanta/sec at 275 nm. The in­
tensity at 215 nm was 2.2 X 1013 quanta/sec on the assump­
tion that the quantum yield (0 = 1.25) is the same as at 255 
nm; however, photomultiplier tube readings at the two 
wavelengths indicated the intensity at 215 nm was 1.1 X 
1013. The quantum yield of Fe2+ at wavelengths less than 
254 nm has not been reported and it is possible that it is 
greater than 1.25. We therefore used the measured light in­
tensity at 255 nm, normalized by PM tube readings to cal­
culate quantum yields at any given wavelength. Since the 
quantum yield of electrons, <j>e, is equal to 6.24 X 1018 (t — 
DC)//a and since / a (the light absorbed) is F (/o)255 then 
from eq 2 we obtain
0 e =  6.24 x

106(RQY)(%T/PMR)255(/ -  / s1W(V>255 (4)
Here (/o)255 is the incident light intensity in quanta/sec 
measured at 255 nm.

Voltage and Intensity Dependence of the Photocurrent. 
For light intensities which gave currents of less than 1 nA, 
the current rose rapidly below 1.5 kV/cm, while above 1.5 
kV/cm the current was linearly dependent on the field 
strength. There are two effects that changes in the field 
have on the current. Volume recombination of free ions de­
pends on the concentration and predominates at very low 
fields. As the field increases more and more ions drift to 
the electrodes, this accounts for the rapid rise in observed 
current. At higher fields the current rises less rapidly, here 
recombination is less important. The current would reach a 
plateau except that with increasing field, the number of 
ions escaping geminate recombination increases. The frac­
tion of ions that escape is given to first order by10
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TABLE I: Measured and Calculated Slope to Intercept Ratios of Current-Voltage Plots

Solvent
X,
nm

Slits,
mm T, °K

Current 
at E = 2 kV, 

nA

Slope/intercept, 
cm/V x 104

Exptl Calcd“

n -Hexane 225 1.6 297 0.06 0.62 0.58
n -Pentane 220 1.6 232 0.01 1.8 0.93

223 0.5 297 0.03 0.70 0.60
n -Butane 215 1.6 275 0.06 0.89 0.71
2,2,4 -Trimethylpentane 225 1.6 294 5.4 ~ 2.8 0,58

225 0.5 294 0.91 1.3 0.58
225 0.5 294 0.10 0.56 0.58

Tetramethylsilane 230 0.5 296 12.3 ~5.0 0.60
230 0.1 296 0.97 1.5 0.60
230 0.05 296 0.51 0.51 0.60

° Slope/intercept = e3/2tk2T2.

TABLE II: Solvent Shifts and Values of Vo
V0, eV

This
Solvent /(S), eV -P .. eV work“ Ref 8 Ref 18 a, A

n -Tetradecane 4.93 1.48 0.21 3.03
n -Decane“ 4.94 1.44 (0.18) 2.66
n -Octane“ 4.92 1.41 (0.13) 2.44
n -Hexane 4.99 1.31 0.10 0.04 0.0 2.19
Methylcyclohexane“ 4.82 1.46 (0.08) 2.22
Cyclohexane 4.74 1.47 0.01 1.92
n -Pentane 4.89 1.32 0.01 - 0.01 0.04 2.03
3 -Methylpentane“ 4.84 1.37 (0.01) 0.0 2.16
2,3,4 -Trimethylpentane 4.73 1.42 -0.05 2.38
2,2,5 -Trimethylhexane 4.68 1.42 - 0.10 2.50
1,3 -Dimethyladamantane 4.37 1.53 -0.30
2,2,4 -Trimethylpentane 4.66 1.37 -0.17 -0.18 -0.14 2.36
Cyclopentane 4.61 1.38 - 0.21 -0.28 -0.17 1.87
2,3 -Dimethylbutene -2 4.51 1.44 -0.25 2.07
2,2 -Dimethylbutane 4.62 1.32 -0.26 2.11
2,2,4,4 -Tetramethylpentane 4.44 1.43 -0.33 2.41
Neopentane 4.52 1.30 (-0.38) -0.43 -0.35 1.96
Tetramethylsilane 4.34 1.27 -0.59 -0.62 -0.55 2.01

a Values in parentheses were obtained by recalculation of data in ref 6.

P{E) = e-t2/ekrT(l + e3E/2efe2T2) (5)

Equation 5 predicts a linear dependence of the escape 
probability on the electric field. Since the quantum yield, 
<pe, is proportional to P(E), <t>e should also increase linearly 
with the field. From eq 2 and 4 it also follows that if a sam­
ple is being exposed to a constant light intensity at a single 
wavelength, </,, is proportional to the observed photocur­
rent. At higher fields an absolute value for the ratio of slope 
to intercept, namely, e3/2ek2T2, is predicted from (5) for 
the plots of current us. field. Comparison of our measured 
and calculated slope to intercept values is shown in Table I. 
In general if the current; at a field of 2 kV/cm, is less than 1 
nA reasonable agreement between measured and calculated 
values is observed. For light intensities which produce a 
current greater than 1 nA at 2 kV/cm, the slope to intercept

ratios indicate that volume recombination of the ions is rel­
atively important. For most of the experiments reported 
here, quantum yields were determined under conditions 
where recombination was minimal. The only exceptions are 
cyclopentane and 2,2-dimethylbutane; in these cases the 
quantum yields are probably somewhat higher than re­
ported since higher light intensities were used.

Results
Ionization Onsets. Figure 2 is a semilog plot of the rela­

tive ionization yield (RQY) ns. photon energy for TMPD in 
several solvents at 24°. These results were obtained in cell
1. The onset of photocurrent is at a different wavelength 
for each solvent. Above onset the current rises rapidly with 
increasing photon energy. The increase is a factor of ~30 
for each 0.1 eV at photon energies near onset. The current
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TABLE III : Maximum Quantum Yield of Ionization vs. Temperature“

Solvent
Temp,

°K
Exptl <pe(max), 

xlO4 r, A b, A1

n -Hexane 335 1.2 30 19
297 0.52 30 18
251 0.15 30 18
204 0.022 31 17
193 0.0089 30 16
175 0.0024 30 16

n -Pentane 297 2.6 37 23
270 1.5 37 23
260 1.1 37 23
229 0.38 36 22

n -Butane 271 0.43 33 20
239 0.15 33 20
224 0.069 33 19
199 0.024 33 18

Tetramethylsilane 295 613.0 106 91
273 520.0 106 90
260 443.0 104 87
227 328.0 104 87
185 194.0 106 86

Propane 222 1.3 (7.6) 48 (40)
211 1.1 (5.9) 49 (40)
197 0.67 (3.9) 49 (40)
179 0.40 (2.2) 50 (39)

2,2,4 -Trimethylpentane 295 36.0 (111) 51 (48)
277 29.0 (90) 52 (48)
261 24.0 (70) 52 (47)
223 13.0 (36) 54 (46)
196 6.0 (19) 54 (45)

2.2 -Dimethylbutane 295 45.0 (89) 55 (47)
223 14.0 (29) 56 (45)
189 6.6 (13) 57 (44)
177 4.3 (8.8) 57 (43)

Cyclopentane 296 22.0 (221) 46 (58)
256 14.0 (138) 48 (57)
206 6.1 (59) 51 (55)
187 3.7 (38) 52 (54)

“Quantities in parentheses are derived quantities (see text). b Value of b parameter for an assumed gaussian distribution of ion-pair 
separation distances.

levels off at different values for each solvent. In general the 
maximum quantum yield is higher for the compounds of 
more symmetrical structure and lowest for the rc-alkanes. 
Most of the curves terminate at hr = 5.5 eV because we 
were interested primarily in the threshold portion in the 
early stages of this work.

Values of Vq were calculated from ionization onsets /(S, 
defined as the photon energy at which the RQY equals a 
certain minimal value. (Since the curves are roughly paral­
lel near threshold, the magnitude of this value is arbitrary.) 
The value of V0 for any liquid is given by eq 6, where the

V0 =  l(S) -  IP -  1 \  (6 )

gas-phase ionization potential (IP) is taken as 6.2 eV14 and 
P+ is the polarization energy of the positive ion assumed to 
be given by P+ = — A{e — l)/e.15a In order to provide a point 
of reference, an average value of A = 2.89 was calculated 
from measured values of /(S) for five solvents: rc-pentane,

cyclopentane, 2,2,4-trimethylpentane, neopentane, and 
TMS, for which Vo was known.8 This allowed calculation of 
the parameter P+ for other liquids and thus values of V0 
were obtained. The observed values of I(S) along with the 
derived Vo’s are given in Table II for all solvents investi­
gated at 23°.

The observation of shifts in photoionization onsets is not 
unique to TMPD. A brief study of perylene as a solute was 
also made; in this case onsets were at shorter wavelengths 
compared to TMPD. However, the shifts relative to a stan­
dard solvent, in this case cyclohexane, gave the following 
approximate values of Vo", for 2,2-dimethylbutane, -0.3; for
2,2,4-trimethylpentane, —0.2; and for tetramethylsilane, 
—0.6, consistent with the TMPD results.

Temperature Effects. Figure 3 shows the temperature 
effect on the complete photoionization curves for tetra­
methylsilane and n-hexane. In general the lower the tem­
perature, the lower the observed current at all wavelengths. 
The effect is small for tetramethylsilane and much larger
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PHOTON ENERGY (eV)

Figure 2. Relative quantum yield (photocurrent normalized to con­
stant absorbed light intensity) vs. photon energy (T =  23°): (A) 
2,2,4,4-tetramethylpentane, (□) tetramethylethylene, (• ) 2,2,5-tri- 
methylhexane, (A) 2,3,4-trimethylpentane, (O) cyclohexane, (■) n- 
pentane, (V ) n-tetradecane.

for n-hexane where the maximum quantum yield decreased 
from 5 X 10-5 at 23° to 2.4 X 10~7 at -9 8 ° . The results for 
the effect of temperature on the ionization quantum yields 
for eight solvents are given in Table III.

For highly branched compounds, such as 2,2,4,4-tetra­
methylpentane and 2,2,5-trimethylhexane, observed cur­
rents were very high near the maximum (see Figure 2). At 
these high currents volume recombination was significant 
and it was necessary to reduce the light intensity to obtain 
true quantum yields. This was accomplished by closing the 
slits on the monochromator. Decreasing the light intensity 
increases the quantum yield observed at the maximum 
while changing the yield near threshold only slightly. This 
is illustrated in Table IV where a change in exit slit width 
from 1.55 to 0.1 raised the yield near the maximum by a 
factor of 3 for TMS. The yields reported by Jarnagin5 are 
slightly lower than ours for TMS but in good agreement for 
n-hexane. Some of the results reported in Table III were 
obtained at high intensities and high currents; thus for the 
last four compounds a corrected quantum yield which 
takes this effect into account is given in parentheses in col­
umn 3.15b

To evaluate V,, from the data at temperatures other than 
23°, the effect of temperature on the escape probability of 
ion pairs (see eq 1) must be considered. To account for this, 
ionization curves such as in Figure 3 were translated verti­
cally so that all maxima were at the same current. This in 
effect is the same as dividing the quantum yield by the es­
cape probability so that the curves represent only ion pair 
formation yields. Values of /(S) and V0 were then calculat­
ed in the usual way. As shown in Table V, /(S) increases 
slightly with decreasing temperature. For hexane /(S) in­
creases by ~0.2 eV with a 160° drop in temperature; for

TEMPERATURE EFFECT

Figure 3. Relative quantum yield vs. photon energy at various tem­
peratures (in °K): tetramethylsilane (O) 297°, (A ) 251°, (□ ) 201°, 
( ▼ )  185°; n-hexane (• ) 335°, (A) 297°, ( ■ )  251°, (V) 204°, (♦ )  
193°, (0 ) 175°.

TMS the change is ~0.1 eV in 110°. However, /(S) also is 
assumed to reflect changes in P+ which should change with 
temperature because of the change in dielectric constant. If 
this is included then Vo becomes more positive by ~0.4 for 
n-hexane and ~0.3 for TMS.

Discussion
In this study TMPD is photoionized monophotonically 

by exciting in the second absorption band centered at 265 
nm. The nature of the solvent does not change the absorp­
tion band,4 but does play a major role in determining ion 
yields. This suggests that the initially formed higher excit­
ed singlet mixes with a semiionized16 or Rydberg-like7 state 
in which the electron is in direct contact with solvent mole­
cules. This state must be short lived and depending on its 
energy either internally converts to the ground state or 
forms an ion pair. In the latter case the electron retains 
some residual kinetic energy and separates a distance r 
from the positive ion. The probability of this ionization 
process (0ion pair) depends both on the solvent and the exci­
tation energy.17 In all cases r is less than the coulombic es­
cape distance and only a fraction (this probability is given 
by eq 5) of the initial ion pairs will separate sufficiently to 
contribute to the current. Thus the total electron yield is 
given by the product of 0ion pair times the escape probabili­
ty, P(E).

4 > e  =  ion pairP ( E )  (7)

On combining eq 7 with 5 we obtain

<*>•/(! + e3E /2efc2T2) =  4>ion paiI(e~°2' (8)
At short wavelengths, where 4>ion pair has reached its maxi­
mum, a plot of the log of the left-hand side of eq 8 vs.
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cpe for monochromator exit slit width of
P h o t o n --------------------------------------------------------------------

Solvent energy, eV 1.55 mm 0.10 mm 0.05 mm Ref 5

TABLE IV: Quantum Yield of Photoionization vs. Photon Energy and Monochromator Slit Widths

4.77 9.8 x IO"5 1.1 x 10'4 6.0 x 10'5 2.3 x 10' 5
4.96 8.4 x 10' 4 1.2 x 10'3 1.5 x 10' 3 3.3 x 10‘4
5.17 3.9 x 10' 3 9.7 x 10' 3 9.7 x 10' 3 3.0 x 10' 3
5.39 8.4 x 10‘3 3.3 x 10' 2 5.3 x 10' 2 1.0 x IO’2
5.64 1.7 x 10‘2 6.0 x 10"2 6.3 x 10' 2
5.77 2.2 x 10'2 6.4 x 10' 2 7.2 x 10' 2
5.90 2.2 x 10'2 5.2 x 10‘2 7.1 x 10' 2
5.06 1.6 x 10’7 8.0 x 10‘8
5.28 3.9 x 10' 6 2.0 x 10'6
5.64 4.2 x 10' 5 3.2 x 10’5
5.77 5.3 x 10‘5
5.90 4.1 x 10' 5 4.0 x 10’5

TABLE V: Effect of Temperature on Vo

V0, eV

Solvent T, °K /(S), eV -P»  eV Exptl Calcd“

n -Hexane 335 4.95 1.26 0.01 0.01
298 4.99 1.31 0.10 (0 .10)
251 5.06 1.36 0.22 0.22
204 5.13 1.41 0.34 0.37
193 5.15 1.42 0.37 0.41
175 5.16 1.44 0.40 0.47

n -Pentane 297 4.95 1.27 0.02 (0.02)
270 5.01 1.31 0.12 0.09
260 5.02 1.32 0.14 0.11
229 5.04 1.36 0.20 0.18

n -Butane 271 5.04 1.28 0.12 (0. 12)
239 5.10 1.33 0.23 0.23
224 5.12 1.35 0.27 0.28
199 5.17 1.38 0.35 0.36

Propane 222 4.95 1.18 -0.07 (-0.07)
211 4.99 1.20 - 0.01 -0.05
197 5.03 1.23 0.06 - 0.02
179 5.05 1.26 0.11 0.04

2,2,4-Trimethylpentane 296 4.66 1.37 -0.17 (-0.17)
191 4.80 1.48 0.08 0.02

Cyclopentane 296 4.61 1.38 - 0.21 ( - 0.21)
256 4.67 1.41 - 0.12 -0.13
206 4.74 1.46 0.00 - 0.01
187 4.76 1.47 0.03 0.05

2,2 -Dimethylbutane 295 4.60 1.32 -0.28 (-0.26)
223 4.76 1.42 - 0.02 -0.14
189 4.83 1.46 0.09 -0.06
177 4.85 1.47 0.12 -0.03

Tetramethylsilane 297 4.35 1.27 -0.58 (-0.59)
251 4.37 1.34 -0.49 -0.57
201 4.45 1.41 -0.34 -0.54
185 4.47 1.43 -0.30 -0.52

“ Calculated from Wigner-Seitz parameters. See text.

(eT)_1 should be linear, with the slope equal to e2/kr. Fig­
ure 4 shows plots of the maximum yield vs. 1/eT in the vari­
ous liquids. Good straight lines are obtained. Quite differ­

ent slopes are observed for the various liquids indicating 
separation distances are different in each liquid. The 
values of r derived from the slopes vary from 31 A for n-
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TABLE VI: Ranges of Low-Energy Electrons

Separation distance (r), A

From slopes in 
Figure 4

Solvent a b Ref 18c

Tetramethylsilane 106 (207 Y 207
2,2.4 -T r imethy lpentane 63 95 120
Cyclopentane 73 117 102
2,2 -Dimethvlbutane 63 99
Propane 60 82
n -Pentane 34 41 47
n -Butane 31 37
n -Hexane 31 35 54

0 0ion p a ir  is assumed independent of temperature. *’ 0 io n  p a ir  =
e-A£/fit  assumed with AE  = 870 cal. c Values obtained by fitting 
data in ref 18 to a single range. d Assumed value from ref 18.

hexane to 106 A for TMS (Table VI, column 2). Here it is 
assumed that 4>\on pair is independent of temperature.

With r evaluated we can calculate the escape yield P(E) 
to compare with the experimental electron quantum yield 
and estimate (p\on pair(max). For n-hexane and TMS calcu­
lated values of P(E) are 6.3 X 10-5 and 5.6 X 10~2, respec­
tively, at 23° for the separation distances given in Table
VI. The observed quantum yields are 5.2 X 10-5 and 6.1 X 
10-2, respectively. The near agreement of these two sets of 
numbers allows us to conclude that at the maximum in the 
current us. photon energy curves the quantum yield of ion 
pair formation is approximately unity (4>ion pajr c* 1).

This conclusion provides an alternative method of evalu­
ating r from the data. If we begin with the assumption that 
the maximum ion pair yield is unity, then r can be evalu­
ated directly from the quantum yields for each tempera­
ture with eq 8. The values so obtained are summarized in 
Table III (column 4). For most liquids this method leads to 
the same r value at all temperatures; further the average 
values of r are in excellent agreement with the values of r 
obtained from the slopes in Figure 4 for n-hexane, n-pen- 
tane, n-butane, and TMS. For the other four liquids the 
values of r obtained from the quantum yield data are lower 
than from the slope method. As explained in the Results 
section, in these liquids the quantum yields are expected to 
be low because recombination was not entirely eliminated.

The interpretation in terms of a single separation dis­
tance, r, gives excellent agreement both with the tempera­
ture dependence and the absolute magnitude of quantum 
yields; in the case of n-hexane, for example, <pe varies from 
2.4 X 10-7 to 1.2 X 10-4 in a 160° temperature range and 
this is accounted for if r = 31 A. The postulation of a single 
separation distance is perhaps physically unrealistic. How­
ever, there is some support for the idea. First, in photoioni­
zation the electron may have a specific kinetic energy and 
may therefore travel a specific distance depending on the 
rate of energy loss. Second, low-energy electrons appear to 
travel large distances before undergoing scattering events 
in which there is a large change in momentum.18

An earlier photoelectric study18 indicated ranges of low- 
energy electrons somewhat larger than those reported here. 
If larger values of r are assumed then the temperature ef­
fect on the escape probability (P) is less. Consequently, in

2,2,4-trimethylpentane, (▼) cyclopentane, (A) propane, ( • )  n-pen- 
tane, (V) 77-butane, (■) /7-hexane.

order to account for the slopes in Figure 4, 0 i on paix would 
have to be temperature dependent. This introduces addi­
tional parameters and the slopes in Figure 4 would then be 
attributed to two terms: the Onsager term (P) and the acti­
vation energy of 4>ion pair- Any such activation energy must 
be small and an upper limit for this is provided by the 
TMS data where the quantum yield changes only a factor 
of 3 over the temperature range studied. To estimate the 
magnitude of this we assumed a value of r = 207 A for 
TMS,18 from which Ea is computed to be 0.87 kcaRmol for 
4>jon pair- If this value is assumed to apply in the other liq­
uids, new values of the separation distance can be calculat­
ed. The results of this calculation are shown in Table VI, 
column 3. For the n-alkanes the ranges are only slightly in­
creased over the former values (from r = 34 to 41 A for n- 
pentane); whereas for 2,2,4-trimethylpentane, cyclopen­
tane, and 2,2-dimethylbutane this results in a 50% increase 
in r. These new values are upper limits allowed by the pres­
ent results which are more in accord with the photoelectric 
results.

Although the possibility of a temperature dependence 
for 4>i o n  p a i r  leads to some ambiguity, we can conclude that 
at room temperature 4> ion pair is between 0.2 and 1.019 and 
the electron ranges are less than found by the photoelectric 
work for n-alkanes and less or equal to the photoelectric 
values for the other hydrocarbons.

Ionization Onsets and V0. The photoionization tech­
nique has been used to determine values of Vo at 23° for 16 
alkanes, 1 alkene, and TMS. For the normal alkanes V0 in­
creases with chain length and is +0.18 for n-decane and 
+0.21 for n-tetradecane, the highest value yet observed. 
For the branched hydrocarbons Vo is lower and this 
applies also to the branched alkene. The lowest value re­
ported is for TMS for which Vo is —0.59 eV. It has been 
noted8,9 that the electron mobility decreases as Vo in­
creases and this relationship, which is approximately p = A 
exp(—B Vo), is borne out by the present results. Of particu­
lar interest are the high values of Vo near +0.2 for which 
we anticipate mobility values of the order of 10-2.
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Ionization onsets appear to shift to higher photon ener­
gies as the temperature is lowered. The magnitude of this 
shift is ~0.15 eV per 100°. Because the dielectric constant 
increases, P+ also increases with decreasing temperature 
and consequently our derived Vo values increase ~0.3 eV 
over a 100° temperature decrease.20

Butane and propane were investigated only at tempera­
ture below 0°. The data in Table V show that the V0 values 
for butane are very similar to the values found for pentane 
and hexane at corresponding temperatures. Vo values for 
propane, however, are significantly lower than those for the 
other n-alkanes. This difference is reflected in the electron 
mobility which is about the same in butane and pentane 
but much larger in propane in propane is 11 times pe in 
butane at 238°).21

It has been pointed out that Vo should become more pos­
itive with increasing density or decreasing temperature for 
methanol and ethanol.22 This conclusion was reached from 
considerations of the excess electron in terms of the semi­
continuum model.23 Since our results tend to confirm this 
suggestion we have applied this model to our results. The 
effect of temperature on Vo would be mitigated largely in 
terms of the density changes.24 The method of calculation 
which employs the Springett, Jortner, and Cohen23 model 
has been described.25’26 The results at 20° are used to first 
evaluate the kinetic energy term T, where Vo = T + Up and 
Up is the polarization energy term. Then the hard core ra­
dius a is calculated from T. Values of these radii are given 
in the final column of Table II.27 The process is then re­
versed to evaluate Vo at other temperatures (i.e., densities). 
The calculations indicate both T and Up increase in magni­
tude with decreasing temperature. The change in the T 
term is greater than the change in Up which results in an 
increase in V0 as the temperature is lowered. There is very 
good agreement between theory and experiment in all cases 
except for TMS, where the calculated change in V0 with 
temperature is less than 0.1 eV and the observed change is
0.28 eV which is comparable to, although smaller than, that 
observed in the other liquids.
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Esr spectra were obtained for mixed-ligand complexes of palladium(I), which were formed in frozen solu­
tions of the complexes of palladium(II) by y  irradiation. The g values for Pd1 Cl4_reL„ (n = 0-4 for L = am­
monia, ethylamine, n-butylamine, NC>2_, and SCN- ; n = 0-2 for L = di-n- butylamine and tri-n- butyla- 
mine), Pd1 (C20 4)L2 (L = ammonia, N 02~, and SCN- ), and PdhOCOCHglmU (n = 0-4 for L = n-butyla­
mine; n = 0-3 for L = pyridine) were determined. Two spectra observed for frozen solutions of diacetato- 
or dipropionatopalladium(II) in toluene were attributed to monomeric and trimeric species.

Introduction
Palladium(II) complexes in solutions have been identi­

fied mainly by means of uv or optical spectroscopy. How­
ever absorption bands for palladium (II) complexes are usu­
ally broad. Therefore if more than two kinds of complexes 
are contained in a solution, it is difficult to separate each of 
their absorption bands. In the preceding articles,1-3 it has 
been shown that palladium(II) ions in a variety of com­
plexes are reduced by y irradiation to form the complexes 
of palladium(I), which can be observed by means of esr 
spectroscopy. In addition, it was found that the ligands in 
original palladium(II) complexes are kept unchanged in re­
duced complexes. This technique is applicable to a variety 
of metal ions, and esr spectra for Co(II),4 Pb(III),5 Zn(I), 
Cd(I), Hg(I),6 and Ni(I)7 have been reported.

In the present work, this technique was applied to iden­
tify the mixed-ligand complexes of palladium(II) formed in 
a variety of solutions.

Experimental Section
Lithium chloropalladate, potassium chloropalladate, and 

potassium bis(oxaloto)palladium(II) trihydrate were pre­
pared by standard methods. Diacetato-, dipropionato-, and 
dibenzoatopalladium(II) were prepared and recrystallized 
according to the method described in literature.8 Ligand 
compounds such as lithium chloride, potassium thiocy­
anate, potassium nitrite, ethylamine, n-butylamine, di-n- 
butylamine, tri-n-butylamine, ammonia, and pyridine 
were supplied by Wako Pure Chemicals Co. and used with­
out further purification. Ethanol (99.5%), toluene, a mix­
ture of ethylene glycol (EG) and water (2:1 by volume), and 
a mixture of glacial acetic acid (HOAc) and ethanol (3:7 by 
volume) were used as solvents which provide glassy matri­
ces on freezing.

The solutions containing palladium(II) complexes and 
ligand compounds were kept at room temperature for 24 
hr. Then the solutions were degassed in esr sample tubes, 
frozen by putting the sample tubes into a liquid nitrogen 
dewar vessel, and given at 77°K a 7 -ray dosage of 1 X 106 R 
from a cobalt-60 source with the dose rate of 5 X 104 R/hr. 
After irradiation, the sample tubes were transferred from 
above-mentioned dewar vessel into another dewar vessel 
made for esr measurements as quickly as possible.

The esr spectra were recorded at 77°K on a JEOL 3BS 
X-band spectrometer by using 100-kHz modulation with

the modulation width of 5 G. The doublet signal of hydro­
gen atoms, which were produced by irradiation in the 
quartz tube, was used as the standard of swept magnetic 
field.

Results and Discussion
1. Li^dC U  in EtOH. 7 -Irradiated ethanol matrix con­

taining lithium chloropalladate (50 mM) gives the esr spec­
trum shown in Figure la. In this figure a set of signals with 
g|| = 2.577 and g± = 2.069 is observed. The g± component 
of this signal is split into 13 poorly resolved lines, a part of 
which are hidden in the strong signals of radicals formed in 
the matrix. These 13 lines with a splitting of 1.5 X 10-3 
cm-1 can be attributed to the superhyperfine interac­
tion between the electron and the four equivalent chlorine 
nuclei (/ = % for 35C1 and 37C1). This signal is reasonably 
attributed to [PdCl4]3-.

In addition to this signal, weak signals with g§ = 2.242, 
2.273, and 2.79 are observed in this figure. The relative in­
tensities of the signals with g|| = 2.273 and 2.79 increase as 
the concentration of lithium chloride increases as shown in 
Figure lb. The signal with gj = 2.273 is enhanced also by 
the increase of the concentration of lithium chloropalladate 
as shown in Figure lc.

The values of g\\ for the complexes of palladium(I) of the 
PdCL or Pd04 type are usually in the range from 2.48 to
2.62.3 In addition, mixed-ligand complexes of the Pd- 
C14 „0„ type are supposed to have similar g\\ values. 
Therefore it is difficult to assign the above three sig­
nals to usual mixed-ligand complexes such as [PdCl4_„ 
(EtOH)„]n~ 3. In other words, the g || value 2.79 is too large 
and 2.242 and 2.273 are too small to be assigned to these 
mixed-ligand complexes. It is supposed that these signals 
are due to somewhat unusual complexes. These signals can 
be observed also when n -propyl or n- amyl alcohol is used 
instead of ethanol. However these signals do not appear 
when EG-H20  is used as a solvent.

2. P&CU-nLn. When potassium thiocyanate is added to 
an ethanol solution of lithium chloropalladate (5 mM), re­
sultant esr spectra change as shown in Figure 2. As the con­
centration of potassium thiocyanate increases from 5 to 50 
mM, the signals withg| = 2.360, 2.278, 2.213, and 2.190 ap­
pear one after another, and these signals can be attributed 
to [PdCl4J„(SCN)n]3_ with n = 1, 2, 3, and 4, respectively. 
The last signal has already been reported.3 In these com-
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Figure 1. Esr spectra for y-irradiated ethanol matrices containing 50 
mW  Li2PdCI4 (a), 50 m M  Li2PdCI4 +  500 m M  LiCI (b), and 500 mM  
Li2PdCI4 (c).

Figure 2. Esr spectra for y-irradiated ethanol matrices containing 5 
m M L i2PdCI4 and (a) 5, (b) 10, (c) 15, and (d) 50 m/WKSCN.

plexes, it is supposed that thiocyanate ion coordinates to 
palladium ion by its sulfur atom and not by its nitrogen 
atom, since superhyperfine signals due to the nitrogen 
atom cannot be observed in Figure 2.

In a similar way, esr spectra for PdICl„_4L„ with L =n- 
butylamine and ethylamine in ethanol and L = ammonia 
and nitrite ion in EG-H20  were obtained for n = 1-4, and 
their esr parameters are given in Table I. The esr spectra 
for [PdCl4_„((n-Bu)am)„]n~3 (am = amine) are shown in 
Figure 3.

When di- or tri-n-butylamine is added to an ethanol so­
lution of lithium chloropalladate, esr spectra for 
[PdCl.afam)]2“ and [PdCl2(am)2]~ can be observed. How­
ever esr spectra for [PdCl(am)3] and [Pd(am)4]+ could not 
be observed even when excess of amine was used. This indi­
cates that more than three molecules of these amines can 
hardly coordinate to a palladium(II) ion, probably due to 
an interligand steric repulsion. This in turn suggests that 
PdCl2((rc-Bu)2am)2 and PdCl2((n-Bu)3am)2 have a trans 
configuration.

Figure 3. Esr spectra for y-lradiated ethanol matrices containing 50 
mM  Li2PdCI4 and (a) 50, (b) 100, (c) 150, and (d) 200 m/W n-butyla- 
mine.

m M K 2Pd(C20 4)2 and (a) 0, (bl 5, (c) 10, (d) 15, and (e) 20 m/WKN02.

3. Pd/(C20 4)L2- A y-irradiated EG-H20  matrix contain­
ing potassium bis(oxalato)palladium(II) (5 mM) gives an 
esr spectrum with g|| = 2.550 and g± = 2.107 as shown in 
Figure 4a. This spectrum is attributed to [Pd(C20 4)2]3".3 
On adding potassium nitrite to this solution, a set of new 
signals with g\\ = 2.387 and g± = 2.088 appears as shown in 
Figure 4c. The gj_ component of this signal is split into five 
lines with a splitting of 2 X 10'“3 cm"1. This indicates that
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TABLE I: g  Values for Mixed-Ligand Complexes ofPalladium(I)

No. of ligand e* Host lattice Solutes

Cl', EtNH2
4 0 2.577 2.069 EtOH Li2PdCl4 + LiCl
3 1 2.491 2.071 Li2PdCl4 + EtNH2
2 2 2.433 2.072
1 3 2.382 2.069
0 4 2.351 2.068
cr, n -BuNH2
3 1 2.484 2.069 EtOH Li2PdCl4 + w-BuNH2
2 2 2.428 2.066
1 3 2.370 2.067
0 4 2.345 2.067
cr, (n -Bu)2NH
3 1 2.495 2.072 EtOH Li2PdCl4 + (n-Bu)2NH
2 2 2.431 2.069
cr, [n -Bu)3N
3 1 2.485 2.073 EtOH Li2PdCl4 + (k -Bu)3N
2 2 2.429 2.070
cr, nh3
3 1 2.485 2.071 EG-H,0 K2PdCl4 + NH3
2 2 2.436 2.065
1 3 2.385 2.064
0 4 2.344 2.065
cr, n o 2-
3 1 2.432 2.068 EG-H20 K2PdCl4 + KN02
2 2 2.357 2.070
1 3 2.340 2.070
0 4 2.314 2.079
cr, SCN"
3 1 2.360 2.075 EtOH Li2PdCl4 + KSCN
2 2 2.278 2.070
1 3 2.213 2.061
0 4 2.190 2.053
c2o„2-, NHS
2 0 2.550 2.108 e g - h 2o K2[Pd(C20 4)2]
1 2 2.448 2.080 K2[Pd(C20 4)2] + NH3
c2o42-,, n o 2-
1 2 2.387 2.088 e g - h2o K2 [Pd(C20 4)2] + KN02
c2o/-, SCN"
1 2 2.345 2.073 e g - h2o K2[Pd(C20 4)2] + KSCN
OAc', n -BuNH2
2 0 2.617 2.105 Toluene Pd(OAc)2
2 1 2.520 2.091 Pd(OAc)2 + n -BuNH2
2 2 2.448 2.073
1 3 2.384 2.074
0 4 2.342 2.074
OAC, py
2 l 2.500 2.100 Toluene Pd(OAc)2 + py
2 2 2.431 2.080
1 3 2.363 2.078

this signal is due to the complex in which a palladium ion is 
coordinated by two equivalent nitrogen atoms (1= 1  for 
14N). On further addition of potassium nitrite the signal 
withgu = 2.314,g± = 2.079, and |A±(N)| = 2.0 X 10-3 cm-1 
(nine lines) appears (Figure 4e). This signal has been at­
tributed to [Pd(N0 2)4]3~-3 No other signals could not be

observed when the concentration of potassium nitrite was 
changed from 5 to 50 mM  as shown in Figure 4a-e. This in­
dicates that only one kind of mixed-ligand complex of the 
PdN20 2 type is abundant enough to be detectable in these 
solutions.

Ligand substitution of bis(oxalato)palladium(II) ions is
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supposed to proceed through the reactions shown in eq 1.

,0. .0. X  -<x x /

°  0
/ Pd\O L

1 II

:°><LO L
Ilia

°  ° \  / L 
/ P\V  '0  0

mb

( f" 'D . ,LX  -L L

\ / L A
IV V

(i)

O 0 0  0

A \
IIIc

Experimental results show that a mixed-ligand complex 
such as II or IV in eq 1 is not stable in this case. This 
suggests that the oxalato ion cannot coordinate to the pal- 
ladium(II) ion as a unidentate ligand, but only as a biden- 
tate ligand. This in turn suggests that the PdN202 type 
complex observed above is not Illb or IIIc, but Ilia. In 
mixed-ligand complexes II, Ilia, Illb, IIIc, and IV, only Ilia 
is the complex which does not contain unidentate oxalate 
ion.

When ammonia or potassium thiocyanate is used instead 
of potassium nitrite, similar results are obtained, and the g 
values for [Pd(C204)(NH3)2]_ and [Pd(C20 4)(SCN)2]3~ are 
given in Table I. In [Pd(C264)(SCN)2]3_, thiocyanate ions 
are supposed to coordinate to a palladium ion by their sul­
fur atoms, since superhyperfine signals due to nitrogen 
atoms cannot be observed, as in the case of [Pd-
c w s c N y s -

4. PdiOCOR)^. It has been reported that diacetato- and 
dipropionatopalladium(II) in benzene are trimeric at 37° 
(osmometric method) and monomeric at 80° (ebullioscopic 
method).9 However, all attempts to observe each of the 
spectra for monomer and trimer by infrared, ultraviolet, 
and nmr spectroscopy have not succeeded.

Figure 5a is the esr spectrum for a 7 -irradiated toluene 
matrix containing 25 mM  diacetatopalladium(II). In this 
figure, two sets of signals can be observed: the stronger sig­
nal with g\\ = 2.588 and the weaker one with gj = 2.618. The 
g± components are superposed at g L = 2.104. When the 
concentration of diacetatopalladium(II) is increased to 100 
mill, the signal with g\\ = 2.618 becomes very weak, as 
shown in Figure 5b. A similar result is obtained for dipro- 
pionatopalladium(II) in toluene. In this case two signals 
with g\\ = 2.626 and 2.595 are observed, with g± compo­
nents superposed at gj_ = 2.107. The signal with g|[ = 2.625 
becomes weak as the concentration of dipropionatopalladi- 
um(II) becomes large.

These results suggest that the signal with the larger g|| is 
attributed to the monomer ion [Pd(OCOR)2]_ and that 
with the smaller g || to the trimer ion (Pd(OCOR)2)3~, where 
R = CH3 or C2H5. It is supposed that an unpaired electron 
in (Pd(OCOR)2)3_ is not delocalized over the whole trimer­
ic molecule but is localized on a Pd04 unit. If the unpaired

Figure 5. Esr spectra for 7 -irradiated toluene matrices containing (a) 
25 and (b) 100 mMdiacetatopalladium(ll).

electron is delocalized, the g values for the trimer ion will 
be largely different from those of the monomer ion.

A 7 -irradiated toluene matrix containing dibenzoatopal- 
ladium(II) gives only a set of signals with g\\ = 2.579 and g± 
= 2.102. It has been reported that benzoate is trimeric at 
37° and remains trimeric at 80° in benzene, and even at 
132° in chlorobenzene.9 Therefore the above signal is rea­
sonably attributed to a trimer ion, (Pd(OCOC6H5)2)3_. A
7 -irradiated AcOH-EtOH matrix containing diacetatopal- 
ladium(II) gives only a set of signals with g|| = 2.613 and g± 
= 2.104. This signal is assigned to a monomer ion, since it 
has been reported that diacetatopalladium(II) in acetic 
acid is monomeric.10

From these results it is concluded that the g|| values for 
monomer ions are in the range from 2.61 to 2.63 and those 
for trimer ions from 2.58 to 2.60. As far as we know, this is 
the first observation of each of the monomer and trimer of 
dicarboxylatopalladium(II)by a spectroscopic method.

5. [Pd(OCOCHs)mLn]i~m. When n-butylamine is added 
to the solution of diacetatopalladium(II) (50 mM) in tolu­
ene, the signals shown in Figure 5a disappear and the sig­
nals with g || = 2.520, 2.448, 2.384, and 2.342 appear one 
after another. The last signal agrees with that for [Pd(n- 
Bu)am)4]+. The other signals are attributed to mixed-lig­
and complexes. Since the acetate bridge in trimeric diace- 
tatopalladium(II) can be easily cleaved by amine,9 these 
mixed-ligand complexes are supposed to be monomeric.

Ligand substitution of diacetatopalladium(II) is also 
supposed to proceed through the reactions shown in eq 1, 
where in this case L is n-butylamine and 0 -0  is the acetate 
ion. From dipole moment measurements, it has been sup­
posed that among three PdN20 2 type complexes, Ilia, Illb, 
and IIIc, only Illb is stable in benzene,9 and this might be 
also true in toluene. Therefore the signals with g| = 2.520, 
2.448, and 2.384 are assigned to the complexes correspond­
ing to II, Illb, and IV, respectively.

In a similar way, the g values for the mixed-ligand com­
plexes [Pd(OCOCH3)m(py)rl]1-'n with n = 1-3 were deter­
mined by adding pyridine to the solution of diacetatopalla- 
dium(II) in toluene. The g values for these complexes are 
given in Table I. In this case the signal due to [Pd(py)4]+ 
could not be detected even when a mixture of pyridine and 
toluene (1:1 by volume) is used as solvent.
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Oxygen-17 Anisotropic Dipolar Interaction in the Carbonyl Group of Semiquinones

E. Melamud and Brian L. Silver*

Chemistry Department, Technion— Israel Institute o f Technology, Haifa, Israel (Received April 25, 1974)

The esr spectrum of 170-labeled chloranil and chloranilic acid anion radicals has been observed in frozen 
solutions. The measured 170  hyperfine splittings depend strongly on the cation. With quarternary ammo­
nium ions the values of po derived from the anisotropic dipolar interaction are in good agreement with 
those derived from the solution value of ao, by use of the equation [a o| = |41|po- With K+ or Na+ ions the 
observed splittings in frozen solution imply very different values of po from those estimated from solution 
spectra, indicating the formation of ion pairs.

Introduction

Radicals containing the carbonyl group are of consider­
able chemical and biological importance. In particular the 
semiquinones and semidiones have been the subject of in­
tensive theoretical and experimental study for many 
years.1 The proton splittings in semiquinones were among 
the first hyperfine interactions to attract the attention of 
chemists, and subsequently hyperfine interactions due to 
19F ,2 13C,3 170 ,4 and other nuclei have been observed. The 
distribution of spin densities in these molecules and their 
correlation with isotropic hyperfine splittings have provid­
ed a continuing challenge to the theoretician. Spin densi­
ties have been calculated by methods ranging from simple 
Huckel to SCF configuration interaction. <t- tt polarization 
parameters for 13C and 170  have also been estimated by nu­
merous authors.3' 6 All these studies suffer from the draw­
back that they are indirect and there were no independent 
measurements of spin densities available against which to 
check those calculated theoretically or estimated semiem- 
pirically from isotropic splittings. Ideally the anisotropic 
13C and 170  tensors should be studied since they provided a 
far more direct and convincing estimate of x-spin densities. 
Such studies have not been reported since it is not easy to 
prepare magnetically dilute single crystals of semiquinones. 
However, in favorable circumstances anisotropic dipolar 
tensors can be determined from the esr spectra of powder 
samples and oxygen-17 is relatively favorable for this kind 
of study since the hyperfine interaction is often large.

In the present communication we report the observation 
of anisotropic 170  splittings for a p- and an o-semibenzo- 
quinone in frozen solution. The purpose of obtaining these 
data was twofold: (i) to allow a more reliable estimate of 
the spin density on the carbonyl oxygen than has hitherto 
been available and (ii) to determine whether the data fit

the equation ao = —41po- This equation has been found to 
account well for all previously reported isotropic 170  split­
tings in 7r radicals, where po was measured from the aniso­
tropic hyperfine interaction.6

Experimental Section
Chloranil (2,3,5,6-tetrachloro-l,4-benzoquinone) (I) and 

tetrabutylammonium iodide, both of puriss grade, were ob­
tained from Fluka AG. Fluoranil (II) (tetrafluoro-p-benzo- 
quinone) was a Pierce Chemical product. Both chloranilic 
acid (2,5-dichloro-3,6-dihydroxy-p-benzoquinone) (III)

i ii nr
and tétraméthylammonium hydroxide, 10% in water, were 
obtained from Eastman Organic. Purified sodium dithion- 
ite (Na2S204) was obtained from Baker Chemical Co. 170- 
enriched water (up to 40 atom %) was obtained from Yeda, 
Rehovot, Israel. 170-labeled quinones were prepared by ex­
change with H2I70  as described previously.4 Semiquinone 
radicals were produced by two methods: reduction of qui­
nones with iodide ion in acetone and reduction with di- 
thionite ion in basic aqueous solution. Spectra were record­
ed at the X band on a Varian V-4502 esr spectrometer with 
100-kc modulation, equipped with a variable-temperature 
accessory.

Description of Spectra
The radicals referred to in the following discussion are
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Figure 1. Esr spectrum of the chloranllic acid anion radical (contain­
ing 20 atom %  170 ) in a frozen solution of 5 A/NaOH at — 30°. The 
two lines indicated by arrows are m/ =  ± %  satellites associated with 
A d(-L).

,7o i__i__i__i__i__i
Figure 2. Esr spectrum of the 170-labeled chloranilic acid anion radi­
cal (containing 40 atom %  170 ) in a frozen solution of 1 0 %  
(CH3)4NOH at -3 0° .

Figure 3. Esr spectrum of the chloranil anion radical (containing 40 
atom %  170 ) in a frozen Kl-acetone solution at — 100°.

Figure 4. E sr spectrum of the chloranil anion radical (containing 40 
atom %  170 )  in a frozen (f-Bu^NI-acetone solution at — 100°. The 
stick diagram indicates the 170  satellites due to singly labeled mole­
cules.

b

l7o i— Li—lL_lLi_ill__ih_il i

Figure 5. (a) Esr spectrum of the fluoranilic acid anion radical in a 
solution of 5 N  NaOH at room temperature, (b) Esr spectrum of the 
fluoranilic acid anion radical (containing 20 atom %  170) in a solu­
tion of 5 A/NaOH at room temperature.

Figure 6. Esr spectrum of a solution of fluoranil in 1 A/NaOH contain­
ing sodium dithionite, at room temperature.

IV-VII. The hyperfine couplings observed are listed in 
Table I and esr spectra are given in Figures 1- 6.

Solution Spectra. The solution esr spectrum obtained 
from chloranil using dilute NaOH and dithionite, or I ~ in 
acetone (line 1, Table I), is the same as that previously ob­
tained2’4 by electrolysis, identifying the radical as the chlo­
ranil anion (IV). On the other hand the solution spectrum 
obtained on dithionite reduction of chloranil in strong base 
gave solution spectra with 170 and 13C splittings typical
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(line 2, Table I) of the chloranilic acid anion (V) which has 
been observed both here and previously.2'4 It appears that 
in strong base two chlorine atoms are replaced by hydroxyl 
groups. To provide supporting evidence for this reaction we 
carried out some experiments on fluorar_il-170 , which has 
the advantage that fluorine splittings are readily seen and 
allow the number of fluorine atoms in the radical to be de­
termined directly. In dilute base fluoranil gave the spec­
trum (line 7, Table I) previously found7 for the fluoranil 
anion radical (VI), a quintet with |a f) = 3.8 G. In 5 N  
NaOH in the presence of dithionite a 1:2:1 spectrum is ob­
served (line 8, Table I) with |ap| = 3.75, |aoj = 4.6, |ac j = 
7.7, and |acj = 2.5 G, indicating the presence of only two 
fluorines. The splittings observed in 5 A NaOH are close to 
those reported2 for l,4-difluoro-3,5-dioxobenzosemiqui- 
none (VII) in 0.5 N  NaOH, viz., |c e f | = 3.85, |ao| = 4.75, 
and two 13C splittings of 2.55 and 8.02 G. By analogy with 
the assignment of the two 13C splittings in the chloranilic 
acid trianion,8 carbon atoms Ci and C2 are assigned to the 
fluorine-bonded and carbonyl carbons, respectively. In our 
spectra a small additional doublet splitting of ~0.3 G is ob­
served, the origin of which is not clear. Although not rele­
vant to this work, the spectra observed (line 9, Table I, Fig­
ure 6) for fluoranil in 1 N  aqueous NaOH solution may be 
of chemical interest. The 1:4:6:4:1 quintet with a splitting 
of 0.9 G indicates the presence of four spin ^  nuclei but the 
authentic fluoranil anion radical gives | oF| = 3.8 G and we 
have no suggestion as to the structure of the radical ob­
served here. It is of relevance to the observations reported 
above that in alkaline solution quinones with a free quinoid 
position react at room temperature to form a hydroxy ad­
duct and subsequently a hydroxysemibenzoquinone radi­
cal.9 If aromatic hydrogens can be readily replaced, it is not 
surprising that halogen atoms can also be lost.

Frozen-Solution Spectra. Chloranil Anion Radical. The 
chloranil anion radical (IV), enriched in 170  (~40 atom %), 
was prepared in acetone solution by the addition of both 
KI and (t-Bu)4NI. The solutions were frozen and the esr 
spectra examined at —100° (Figures 3 and 4; lines 4 and 5, 
Table I). The solution containing KI shows satellites which 
can be assigned to 170, with a measured splitting of 119| G. 
The I70  hyperfine tensor in the semiquinone can be pre­
dicted to have roughly axial symmetry with the direction 
associated with the largest principal hyperfine value Ao( II) 
being parallel to the axis of the p7r orbitals. From the stan­
dard treatment of random spectra it follows that the ob­
served splittings can be assigned to Ao(||).

The solution containing (f-Bu)4NI has a better signal to 
noise ratio and shows, in addition to strong 170  satellites 
(corresponding to the stick diagram in Figure 4), weaker 
satellites. These are located halfway between the stronger 
satellites which indicates that they arise from radicals dou­
bly labeled with 170. Since the quinone contains ~40 atom 
% 170, the ratio of singly to doubly labeled molecules is 4:1. 
The doubly labeled satellites have relative intensities of 1: 
2:3:4:5:6:5:4:3:2:1 and thus the outer satellites are difficult 
to observe. If the anisotropic hyperfine tensor is assumed 
to be axial and the value of ao in solution, -8.5 G, is as­
sumed to apply in the frozen solution, then the value of 
Ao(-L) can be estimated at~3.3 g. Thus the extreme (m/ = 
±%) satellites associated with Ao(-L) are expected to have 
a separation of ~16 G and would fall under the main peak 
due to the unlabeled molecules.

Chloranilic Acid Trianion Radical (V). The trianion en­
riched in 170  (20 atom %) was prepared by dithionite re-
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TABLE II: Oxygen Spin Densities in Chloranil and Chloranilic Acid Anion Radicals

Radical Method of prepn
Po

from 2 B0
Po

from a0

Chloranil anion (¿-Bu)4NI in acetone 0.228 0.207
Chloranil anion KI in acetone 0.102 0.207
Chloranilic acid anion (CH3)4NOH + dithionite 0.116 0.115
Chloranilic acid anion KOH or NaOH + dithionite 0.247 0.112

duction in NaOH, 1 and 5 N, and in 10% (CH3)4NOH. The 
solutions were frozen and the esr spectra studied at —30° 
(Figures 1 and 2; lines 3 and 6, Table I). The frozen sodium 
hydroxide solution showed well-resolved peaks, four of 
which can be assigned to the mi = ±% and mi = ±% satel­
lites associated with Ao(ll). If the solution values of ao, 
-4.6 G, is used and the anisotropic dipolar tensor assumed 
to be axial, the predicted value of |Ao( _L)| is ~8.1 G, lead­
ing to a separation of ~40 G between the m j = ±% satel­
lites associated with Ao(_L). As may be seen in Figure 1 
there are two unassigned peaks with a separation of 50 G. 
These are assigned to Ao(±), which is thus deduced to 
have a value of 10 G. The appearance of only one set of sat­
ellites apart from those associated with Ao(||) indicates ei­
ther that the assumption of axiality is valid or that there is 
a marked deviation from axiality and that a further set of 
satellites is buried under the main peak. The frozen 
(CH3)4NOH solution shows somewhat less well-resolved 
170  satellites, which are once again assigned to Ao( II)- The 
value of |Ao(-L)| estimated as for previous spectra is ~1.3 
G, and thus satellites associated with Ao(-L) are expected 
to fall within the main peak of the spectrum.

In the above discussion we have taken Ao to be negative, 
which has been demonstrated experimentally for p-benzo- 
semiquinone10 and on the basis of theoretical studies4 is ex­
pected to be true for other -it radicals.

Discussion
The 170  couplings listed in Table I can be used to derive 

spin densities in two quite different ways. The solid spec­
tra, together with values of ao from solution, can be used to 
derive the magnitude of 2Bo, the anisotropic contribution 
to the 170  splitting when the field is perpendicular to the 
plane of the radical. Taking the value of 2/3 as -103 G11 the 
spin density on the oxygen atom can then be estimated by 
putting po = 2fio/103. This procedure neglects the very 
small contribution to 2Bo from spin on the neighboring 
carbon atom. Alternatively values for po can be estimated 
from the solution spectra by using the equation oo = 41po, 
which has been proposed to hold for 170  splittings in -it rad­
icals.6 The results are shown in Table II.

The spin densities estimated by both methods agree well 
for chloranil anion and chloranilic acid trianion prepared 
using quarternary ammonium compounds. The previously 
calculated values of 0.2244 and 0.2031 obtained by the 
HMO and McLachlan SCF methods respectively4 for chlo­
ranil agree quite well with the present results. The corre­
sponding theoretical values for chloranilic acid anion are
0.1515 and 0.1243, from which it appears that the HMO 
method overestimates po- While it is not possible to gener­
alize from our results, it is known that o-semiquinones 
present difficulties in regard to the calculation of proton 
splittings, since they appear to require different Huckel pa­
rameters from p-semiquinones.

In a previous paper it was shown that for tt radicals in 
which values of po can be deduced from anisotropic cou­
plings, the equation a o = -41po is valid to a high degree of 
accuracy.6 At the time there were two important groups for 
which anisotropic 170  couplings were not available, viz., 
the carbonyl group and the peroxyl group. The results of 
the present paper concern the carbonyl group and an ac­
count of a single-crystal study of tetralin peroxyl radical is 
in the press.12 Regarding the carbonyl group, the results in 
Table II for the uncomplexed chloranil anion and chlorani­
lic acid trianion show that the values of po calculated from 
the equation a o = —41po agree very well with those esti­
mated from the anisotropic 170 couplings. The results for 
the peroxyl group are also extremely satisfactory. For the 
two oxygen atoms, taking the values of 18.0 and 24.0 G for 
a o (see ref 6) and the values of 2Bo as 60 and 88 G,12 it fol­
lows that the values of po calculated from the anisotropic 
coupling are 0.41 and 0.62, compared to the values of 0.44 
and 0.59 calculated from the equation ao = —41po. Thus 
there is now overwhelming evidence for the applicability of 
the latter equation. The fact that the value of po for un­
complexed chloranilic acid, derived from the equation ao = 
—41po, agrees with that derived from 2Bo indicates that 
the a- it parameters of the o-semiquinones are effectively 
the same as those of the p- semiquinones.

Ion Pairing. From Table I it can be seen that in solutions 
prepared using potassium or sodium compounds the values 
of Ao(ll) observed in the solid for chloranil anion are far 
smaller and for chloranilic acid anion far larger than those 
found when quarternary ammonium compounds are used. 
From Table II it can be seen that for the solutions contain­
ing K+ the spin densities derived from 2Bq are entirely dif­
ferent from those derived from ao.

It is known from much previous work that the carbonyl 
group is very strongly complexed in solution by alkali metal 
ions in solvents of comparatively low dielectric constant.13 
Acetone and water are too polar to allow observable effects 
on the esr spectrum in solution due to complexing of singly 
charged cations, but there may well be ion-pair formation 
on freezing. The results indicate that the large ions 
(CHs)4N+ and (t-Bu)4N+ are not significantly complexed, 
since the spin densities derived from the solid spectra are 
close to those deduced from the solution spectra. It is not 
possible to predict the effect of ion pairing on spin distri­
bution unless the site of complexation is known. That large 
changes could occur on complexation of cations at oxygen 
is suggested by the work of Sullivan, et al., on the hydro- 
quinone cation radical14 for which |ao| = 7.83 G in 
CH3NO2, compared to the value of 9.46 G for the p-benzo- 
semiquinone radical in DMSO. A similar case is that of the 
nitroxyl group for which protonation results in an increase 
in on from 15 to 22 G.16 Taking on to be approximately 
proportional to pn, the change in on implies an increase of 
~50% in pn- Since pN =* po = 0.5 in the nitroxyl group,16
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this implies a decrease of ~50% in po- Thus the large de­
crease in po for the chloranil anion in the solid suggests 
that the K+ ion may be complexed at the carbonyl oxygens. 
Since only one type of 170  splitting is seen in the spectrum, 
it must be assumed that K+ complexes at both oxygens. 
The increase in po for the chloranilic acid anion in the 
presence of K+ in the solid cannot be accounted for by such 
a mechanism and we have no explanation of this phenome­
non.

Conclusion
The oxygen spin densities in an o- and p-benzosemiqui- 

none have been decided directly from the anisotropic 170  
coupling. The values agree very well with those estimated 
from the solution spectra using the relationship ao = 
—41po and provide additional support for this simple re­
lationship between a o and po-

The results for frozen solutions containing K+ or Na+ 
ions serve as a general warning that even if ion pairing 
shows no observable effects in solution it can seriously af­
fect spin density distribution in the solid.

If, as we contend, spin densities in semiquinones can be 
confidently estimated from observed isotropic 170  split­
tings in solution, this fact has direct relevance to the ques­
tion of <j- it polarization parameters for 13C in the carbonyl 
group. The spin density in semiquinones can now be esti­
mated at the oxygen atoms and at the carbon atoms bond­
ed to protons. In many cases the only remaining carbon 
atoms are the carbonyl carbons, the spin on which can now

often be determined more reliably than heretofore. Such
data can provide a firmer basis for the determination of the
Q matrix for carbonyl 13C.
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The equilibrium geometry and the mode of rotation of benzophenone ketyl have been investigated within 
the INDO framework. In order to test the reliability of INDO predictions on this type of molecules, a de­
tailed comparison of INDO and ab-initio MO calculations has been carried out on the formaldehyde ketyl 
with satisfactory results. The optimum geometry of benzophenone ketyl is discussed with relation to that 
of the parent neutral molecule. The computed energy barrier to rotation of 7.5 kcal compares favorably 
with the experimental value of 6.35 kcal. The calculated hyperfine splitting constants in both formalde­
hyde and benzophenone ketyls are also briefly discussed.

Introduction

The determination by electron resonance spectroscopy of 
rotational barriers in some radical anions of mono-1 and 
diaryl2’3 ketones (ketyls) has been the subject of recent in­
vestigations. Ketyls containing the phenyl ring have re­

ceived more attention because of their stability and ability 
to be produced by a variety of methods from the corre­
sponding ketones. By analyzing the line width variations 
with temperature of the esr spectrum of benzophenone 
ketyl Takeshita and Hirota2 determined the rates of rota­
tion of the aromatic rings and the corresponding activation
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TABLE I: Optimum Geometrical Parameters and Inversion Barriers of Formaldehyde Ketyl Computed at INDO (A) 
and ab-initio (B) Levels

y

----C---- *-.x

H<|^H
A

Pyramidal Planar Pyram idal Planar

a 34.8
ß  107.4
Y  ch  1.143
r Co 1.302
Inversion barrier, kcal 4.71

energy as 4.65 kcal mol-1; a more accurate kinetic investi­
gation on the same radical, recently made in this laborato­
ry,3 provided a value of 6.35 kcal mol- 1  for the energy bar­
rier to rotation.

Because of the intrinsic interest in this molecule and 
since many other diaryl ketyls are expected to behave simi­
larly to benzophenone ketyl, it seemed worthwhile to exam­
ine this radical theoretically as far as the equilibrium ge­
ometry and the mode of rotation are concerned. Moreover 
since approximate MO calculations are reported in the lit­
erature for the parent ketone,4 it should be also interesting 
to compare the results for the ketyl with the corresponding 
neutral molecule and to examine how the presence of the 
additional electron modifies the equilibrium geometry and 
the rotational energy barrier.

Results and Discussion
Because of the molecular complexity of benzophenone 

ketyl, a theoretical investigation of this radical by means of 
ab initio calculations seems hardly practical. A more suit­
able way to study this problem is to work within the INDO5 
framework, considering that we are dealing with an open 
shell system. However, some doubt could be cast on the re­
liability of the INDO approximate SCF method, when used 
for predicting equilibrium geometries and rotational energy 
barriers. In fact, in neutral benzophenone, the same 
CNDO/2 method gave results which are in complete dis­
agreement with experimental evidence, as the energy mini­
mum was found for a geometry with the two phenyl rings 
perpendicular to the plane of the carbonyl carbon atom.4

Before attempting to perform any calculations on benzo­
phenone ketyl and in order to test the reliability of the 
INDO predictions on this type of radical, we have carried 
out a detailed comparison of INDO and ab-initio computa­
tions on the simplest ketyl, the formaldehyde radical anion.

Formaldehyde Ketyl. The most stable geometry of this 
radical has been determined by optimizing all the geomet­
rical parameters with the procedure described in ref 6. The 
ab-initio approach used here is the unrestricted Hartree- 
Fock treatment7 and the computational programs were 
those of the Gaussian 70 series.8 All the calculations were 
performed by using the extended basis set 4-31 G.9

The optimum geometries are reported in Table I togeth­
er with those calculated using the INDO method. Both 
treatments predict a pyramidal structure at the carbonyl 
carbon atom. The numerical values of the angle a between 
the plane containing the CH2 group and the C -0  bond

0 27 0
120 113 113

1.132 1.09 1.08
1.305 1.306 1.317

0.54

computed at the semiempirical and ab-initio levels are in 
good agreement (35 and 27°, respectively). Since the anom­
alous magnitude of the 170  and 13C hyperfine splitting con­
stants in aliphatic ketyls have been explained in terms of 
the nonplanarity of the carbonyl carbon,10 our results give 
further support to this interpretation.

Also the optimized values of the other geometrical pa­
rameters computed with the two methods are in substan­
tial agreement, and are consistent with the data given in a 
recent paper concerning a semiempirical investigation of 
aliphatic ketyls.11

Our calculations predict also that the C -0 bond length 
should increase, with respect to the neutral molecule, from 
the value of 1.22-1.23 A experimentally found12 in formal­
dehyde to the value of 1.30-1.31 A computed for the corre­
sponding ketyl. Although geometrical data on this type of 
radical are not available, the latter value favorably com­
pares with the bond lengths determined in the excited 
states XA2 and 3A2 (1.32 and 1.31 A, respectively) of formal­
dehyde,13 as it should be reasonably expected. Since these 
two states are pyramidal with out-of-plane angles of 20 and 
35°, their structural similarity with the formaldehyde ketyl 
is also confirmed by the computed nonplanarity of this rad­
ical and may be justified in terms of the orbital occupancy 
in the three systems. In fact, in each case there is the same 
occupancy of the bonding ir HOMO (double) and of the an­
tibonding ir LUMO (single), while the “oxygen” nonbond­
ing orbital is singly occupied in the two excited states of 
formaldehyde and doubly occupied in the ketyl. The differ­
ent occupancy of the nonbonding orbital should not have a 
significant effect on the molecular geometry, while, com­
pared with the ground state of formaldehyde, population of 
the 7r LUMO, which is antibonding in character, results in 
an increase of the C -0  bond length and a nonplanarity at 
the C center.

In Figure 1 is shown the potential energy curve for the 
motion of the oxygen atom out of the CH2 plane, computed 
at the ab-initio level. The resulting inversion barrier (0.54 
kcal) is smaller than that calculated within the INDO 
framework (4.7 kcal), suggesting that in such cases the 
INDO method tends to overestimate the height of this bar­
rier.

The conclusion that may be drawn from these findings is 
that both methods give consistent results and reasonable 
equilibrium geometries for formaldehyde ketyl. This gives 
us more confidence in using the INDO method for a similar 
optimization of benzophenone ketyl.

Benzophenone Ketyl. The INDO calculations have been
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Figure 1. Potential energy curve for the motion of the oxygen atom 
out of the CH2 plane in formaldehyde ketyl.

O

Figure 2. The conrotatory mode of rotation has been defined with 
both i?i and d2 positive according to the indicated direction of rota­
tion.

performed on this radical starting from the geometrical pa­
rameters found on the parent benzophenone by X-ray 
studies:14 C-O, 1.23 A; C7(phenyl)-C(carbonyl), and C77-C,
1.49 A; angle C'CC", 12 2 °; the geometry of benzene has 
been assumed for the phenyl rings. At first we studied the 
conrotatory twisting of the two phenyls away from the 
plane of the carbonyl carbon atom (see Figure 2). Both 
rings were assumed tc be twisted at the same angle i) . The 
potential energy curve, plotted in Figure 3, shows a mini­
mum for the conformation having the two phenyls rotated 
by 22° . 15 Since, however, in the formaldehyde ketyl the 
C -0  bond distance was computed to be larger than in the 
parent neutral molecule, the calculations were repeated by 
varying this distance together with the C-C7 and C-C77 
bond lengths. In fact, the energy minimum was found by 
shortening the latter bonds to 1.445 A and by increasing 
the C- 0  bond distance to 1.33 A, a value almost identical 
with that calculated for formaldehyde ketyl; the rotation 
angle 0 is only slightly modified to 23°. The last degree of 
freedom of the ground state we studied was the out-of­
plane motion of the carbonyl oxygen. However, even very 
small deviations from planarity produce an increase of the 
potential energy; we must then conclude that, contrary to 
that calculated for formaldehyde ketyl, the out-of-plane 
angle for benzophenone ketyl is zero. This is not complete­
ly unexpected as a pyramidal configuration at the carbonyl 
carbon would greatly prevent the conjugation between phe­
nyls and the carbonyl group. It is noteworthy that our cal­
culations predict a reduction of both the twisting angle it of 
the phenyls and the C-C7 bond length accompanied by an 
increase of the C -0  distance, with respect to benzophe­
none. This effect may be explained in terms of the occu­
pancy, by the extra electron, of the w LUMO, which has a

Figure 3. INDO potential energy curve for the conrotatory twisting of 
phenyl rings in benzophenone ketyl.

strong bonding character between the C and C7 carbon 
atoms and an antibonding character in the C -0  region, and 
is also in accord with the geometry predicted by extended 
Hiickel MO calculations for the (n, t v * )  excited state of ben­
zophenone.4

We have examined the mechanism of rotation of the 
phenyl rings to gain insight into the structure of the transi­
tion state and to determine the theoretical height of the ro­
tational barrier. As discussed by Hoffmann and Swenson4 
for the parent benzophenone, we can consider three possi­
ble mechanisms of interconversion which will lead to tran­
sition states which have (a) a planar conformation, (b) the 
two phenyls rotated by 90°, or (c) one phenyl coplanar with 
the carbonyl group and the other perpendicular. As shown 
in Figure 3 the first two mechanisms are characterized by 
energy barriers of 76 and 30 kcal, respectively, which are 
exceedingly large with respect to the experimental value of
6.35 kcal. Moreover they may be discarded on the basis of 
the experimental findings,3 since the first mechanism 
would imply a lack of line width alternation in the esr spec­
trum because no modulation of hyperfine splittings will 
occur, and the second should originate a different line 
broadening because of the simultaneous interconversion of 
the ortho and meta proton splittings in both rings. The 
third mechanism seems, therefore, the most reasonable one 
and the corresponding most probable transition state 
seems to be the conformation with it, = 0°, it-> = 90°. In 
order to verify this we have evaluated the corresponding 
force constants. To this purpose we have computed the 
energies of several conformations varying both ?}, and \)2 
by ±5° around the point ttv = 0°, d2 = 90°. First the energy 
corresponding to the latter conformation has been opti­
mized with respect to the C-O, C-C7, and C-C77 bond dis­
tances; the computed optimum values are 1 .33 , 1.42, and
1.47 A, respectively, where the latter quantity refers to the
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ring perpendicular to the carbonyl group. Then, keeping 
these values for the geometrical parameters fixed we have 
computed the enegies of the other conformations and from 
these values we have evaluated the force constants accord­
ing to

f J K  =  S2E / d J  9K  (1)

where the second derivative of the total energy E is taken 
with respect to the rotational coordinates. The force con­
stants in the âi, t?2 reference system were then transformed 
into the normal coordinate system, in which the force con­
stant matrix /  is diagonal. The latter values are 0.2868 and 
—0.1573 mdyn Â for the two rotational degrees of freedom, 
showing that the conformation at di = 0°, d2 = 90° actual­
ly is the transition state. Examination of the normal coor­
dinates shows that passage through the transition state oc­
curs almost exclusively by the rotation of the phenyl ring 
which is perpendicular to the plane of the carbonyl group. 
The calculated energy barrier to rotation is 7.5 kcal, in ex­
cellent agreement with the experimental value of 6.35 kcal. 
Also in this case the planar configuration at the carbonyl 
carbon is favored with respect to pyramidal structures, al­
though the potential energy curve is more flat than in the 
ground state.

The rotational process in benzophenone ketyl may then 
be simplified as shown in eq 2, where the conversion from

A - A-
OyO

0 “

( 2 )

one enantiomer into the other proceeds through a disrota- 
tory twisting of the two phenyl rings.

When comparing the heights of the rotational barrier 
calculated in benzophenone and in corresponding ketyl, a 
much larger value is found for the latter (7.5 us. 1.2 kcal4). 
Although no experimental value of this barrier is known for 
benzophenone, the increase of the energy barrier to rota­
tion in ketyls with respect to ketones seems to be a real ef­
fect, common to the entire class of aromatic carbonyl deriv­
atives. This is confirmed by the activation energy values for 
rotation found in benzaldehyde16 (» 6.8 kcal) and in the 
benzaldehyde radical anion1 (> 10 - 12  kcal). This effect 
should be attributed to the increased double bond charac­
ter between the carbonyl and phenyl groups, which also in­
duce a flattening of the radical as discussed before.

Hyperfine Splitting Constants. Since the gaussian basis 
set used in the ab-initio calculations gives unrealistic abso­
lute values for the hyperfine splitting constants,17 only the 
INDO results will be given.

In formaldehyde ketyl the experimental proton splitting 
constant is 14.34 G;18 since the relative sign of this constant 
is unknown, the INDO calculations give the same agree­
ment both for the minimum energy pyramidal configura­
tion (15.8 G) and for the planar structure (—13.9 G). The 
computed 170  splitting is practically independent of the 
structure as it takes the values of 6.8 and 7.9 G in the two 
configurations. Although in formaldehyde ketyl no experi­
mental determination of this constant has been made, the 
discrepancy with the oxygen splitting measured in aliphatic

ketyls is significant as, for example, in hexamethylacetone 
ketyl a0 is —1 1 . 1  G.19 Of course the agreement would be 
much better if the experimental oxygen splitting had a pos­
itive sign, but this seems most unlikely. On the other hand, 
the 13C hyperfine splitting constant is strongly dependent 
on the configuration at the carbon atom, calculated to be 
105.7 and 26.5 G in the pyramidal and planar structures. In 
hexamethylacetone ketyl o c is 52.7 G and in other aliphatic 
ketyls it ranges between 45 and 50 G.11 The comparison 
with the calculated coupling constants is discouraging for 
both structures, however, the experimental value of 50 G 
clearly favors the pyramidal configuration as the calculated
26.5-G splitting can be considered an upper limit for the 
planar structure.

In benzophenone ketyl the INDO calculations reproduce 
satisfactorily the experimental2 (in parentheses) proton 
splitting constants as shown in I. It may then be of some in-

1.09

(0.73)

I

terest to compare the assignment of the nonequivalent 
splittings at the ortho and meta positions predicted by the 
INDO method with that made by Takeshita and Hirota2 
using the McLachlan method. To account for the asymme­
try induced in the phenyl ring by the presence of the car­
bonyl group, they modified the Coulomb integral of the 
carbon adjacent to the oxygen atom.

Both ortho and meta protons were calculated to have 
larger splittings when they are trans to the carbonyl oxy­
gen. The INDO calculations give the reverse assignment for 
the meta splittings, but the same assignment at the ortho 
positions. The latter result gives further support to a series 
of recent papers3’20 dealing with the conformational analy­
sis of thiophen-containing ketyl radicals, where the spatial 
structures were assigned to the observed isomers from the 
differences in the coupling constants and g factors, on the 
assumption that smaller spin densities are expected at nu­
clei adjacent to the negative carbonyl oxygen because of 
strong electrostatic interaction.
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A quantum mechanical theory of electron transfer reactions is developed using the techniques employed in 
solid-state and radiationless transition theory. This theory allows one to incorporate the effects of both the 
long-range polaron modes of the liquid and the short-range specific hydrational modes around the ions. 
Typical calculations suggest that the resulting temperature dependence of the activation energy may be 
observed experimentally in some cases.

I. Introduction
The experimental progress in the kinetic studies of ionic 

oxidation-reduction reactions in polar liquids

A*’ + B,f* A(A,*1h + BuM)* (1.1)

(where A and B are ionic species) has coincided with the 
development of numerous theories of thermal electron 
transfer processes.1-3 From the point of view of the chemist 
such outer-sphere electron transfer processes in a polar sol­
vent exhibit the following unique features, (a) The chemi­
cal reaction does not involve the rupture of chemical bonds,
(b) As the chemical process proceeds via charge exchange 
between well-separated ions the pertinent nuclear configu­
rations of the system consists of a huge number (of the 
order of Avogadro’s number) of nuclear coordinates involv­
ing the molecules in the first coordination layers and those 
of all the polar molecules in the bulk. Thus a proper semi- 
classical or quantum mechanical description of this chemi­
cal process has to consider a “supermolecule” consisting of 
the two ions and the solvent, (c) The interaction inducing 
the charge transfer process (or in the chemists language the 
weak electronic interaction in the “activated complex”) can 
result in nonadiabatic chemical reactions, in analogy to 
unimolecular decomposition processes of some triatomic 
molecules which involve a change in the electronic state.

An important contribution to the understanding of ho­
mogeneous and electrochemical electron transfer processes 
was provided by the extensive theoretical studies of Mar­
cus,2-4 which involves the following ingredients, (a) A clas­
sical general approach based on absolute reaction rate 
theory was adopted, (b) The nuclear motion was assumed

to be classical, (c) Nonequilibrium dielectric polarization 
theory was developed to account for the contribution of the 
rotational (permanent) polarization of the solvent outside 
the first coordination layer to the reaction coordinate. The 
bulk was handled as a continuous dielectric medium, (d) 
The contribution of configurational changes in the first 
coordination layer to thé reaction coordinate was handled 
classically, (e) All electron transfer reactions were assumed 
to be adiabatic, although his use of k allowed for nonadia­
batic situations to be considered.

From the point of view of a theoretical chemist outer- 
sphere electron transfer reactions should be amenable to a 
fairly complete quantum mechanical description, which 
should rest on the following general picture, (a) The chemi­
cal reaction can be envisaged in terms of a change in the 
electronic state of the total system which involves the two 
ions embedded in the polar liquid, (b) The transition be­
tween states has to be properly formulated to account for 
the coupled electronic and nuclear motion of the total sys­
tem. (c) The total Hamiltonian of the system is partitioned 
into a zero-order Hamiltonian and a (weak) perturbation 
term. Within the framework of the Born-Oppenheimer ap­
proximation the initial and the final zero-order states of 
the total system can be conveniently chosen to constitute 
dense manifolds of vibronic levels, as each of these states 
involves a superposition of the polar modes of the solvent 
(which form a continuum analogous to the optical modes of 
a solid). Provided that the eigenstates of the zero-order 
Hamiltonian constitute a “reasonable” description of the 
physical system, the electron transfer reaction can be de­
scribed in terms of a relaxation process. The zero-order vi­
bronic state corresponding to the initial electronic configu­
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ration is nonstationary but is coupled to a continuum of 
final states, and thus ensuring a reversible decay process.

These general features of the quantum mechanical de­
scription of thermal electron transfer processes bear a close 
resemblance to the theoretical description of a wide class of 
molecular relaxation processes such as nonradiative intra­
molecular relaxation processes in large molecules in the 
statistical limit, radiationless decomposition processes such 
as predissociation and autoionization in electronically ex­
cited states, and unimolecular decomposition processes. Fi­
nally and perhaps most important the theoretical descrip­
tion of electron transfer reactions is completely analogous 
to the study of radiationless process such as thermal ioniza­
tion of impurity centers and thermal electron capture in 
semiconductors which were studied by Kubo, Toyozawa, 
Lax, and others.5 This theory of multiphonon processes in 
solids is directly applicable to electron transfer reactions in 
polar solvents. A major contribution to the quantum me­
chanical theory of electron transfer processes in solution 
was provided by Levich6 and his school7 which began with 
the following assumptions, (a) The reaction rate is ex­
pressed in terms of the thermally averaged quantum me­
chanical transition probability between the vibronic levels 
of the total system, (b) The ions with their first coordina­
tion layers are regarded as rigid “metallic” spheres. Config­
urational changes in the first solvation layer are neglected.8
(c) The bulk of the solvent is considered as a continuous di­
electric. (d) The harmonic approximation was applied for 
the orientational vibrational polarization modes of the me­
dium. (e) The normal polar modes of the medium are re­
cast in terms of the Fourier components of the total energy 
of the polarization field, as is common in polaron theory. 
The equilibrium values of the medium coordinates were re­
cast in terms of the derivatives of the potential energy with 
respect to these medium coordinates, (f) As common in po­
laron theory the frequencies of the medium polar modes 
were approximated by a single frequency. The effect of dis­
persion was also subsequently studied.9-10 (g) For a weak 
electron exchange perturbation the transition probability 
for electron transfer can be expressed within the frame­
work of first-order time-dependent perturbation theory in 
terms of Fermi’s golden rule. This approach provides the 
basis for the study of nonadiabatic electron transfer reac­
tions. (h) Adiabatic electron transfer reactions were han­
dled on the basis of a semiclassical treatment in terms of 
the Landau-Zener theory.

A complete quantum mechanical theory of electron 
transfer reactions will be of considerable interest because 
of the following reasons, (a) The quantum mechanical rate 
expressions do not invoke the classical concept of the acti­
vated complex, (b) A general formulation of adiabatic and 
nonadiabatic chemical reactions should be found without 
introducing semiclassical theories, (c) The nature of quan­
tum effects on electron transfer reactions, in particular the 
temperature dependence of the activation energy, can be 
elucidated.

A partial resolution of these questions was provided by 
the work of Levich and Dogonadze.6 Concerning points a 
and c above it was demonstrated that for nonadiabatic 
reactions in the low-temperature limit the electron transfer 
process corresponds to nuclear tunnelling between zero- 
order states, while in the high-temperature limit the major 
contribution to the transition probability and to the rate 
constant originates from the vicinity of the crossing of the 
potential surfaces. This general feature is common to all

nonadiabatic unimolecular and solid-state processes. How­
ever the Levich theory cannot reproduce many interesting 
real life situations as the configurational changes in the 
first coordination layer were disregarded. Further theoreti­
cal work in this field is therefore required. The work of Do­
gonadze9 has been in this direction also.

In this paper we pursue the formal analogy between elec­
tron transfer reactions and nonradiative relaxation pro­
cesses in molecular and solid-state physics. The main goals 
and accomplishments of the present study can be summa­
rized as follows.

(a) The transition probability for electron transfer, 
which involves a weighted density of states function (i.e., 
the density of states weighted by different interstate cou­
pling terms for each state), was handled by the mathemati­
cal methods previously applied for the Mossbauer effect, 
multiphonon processes in solids and in large molecules, and 
the optical line shapes in solids. Indeed, transition proba­
bilities for both radiative and nonradiative processes can 
be recast in terms of a generalized line shape function, and 
the nonradiative decay probability can be expressed in 
terms of the line shape function at zero frequency. The 
transition probability is expressed in terms of a Fourier 
transform of a generating function. These technqiues were 
applied to electron transfer processes and enabled us to 
handle a system characterized by many vibrational modes, 
while the original work of Levich and Dogonadze6 was lim­
ited to a quantum mechanical expression for a single-fre­
quency model, and subsequent work utilizes semiclassical 
approximation for a high-frequency mode.

(b) Numerical techniques based on the steepest descent 
method and expansion methods of the generating function 
were introduced to derive general expressions for the elec­
tron transfer probability in the high-temperature limit, 
while in the low-temperature case series expansion of the 
generating function lead to explicit expressions for the 
transition probability. Schmidt11 has also considered these 
techniques for this application.

(c) The nature of the medium polar modes was reinvesti­
gated. On the basis of polaron theory we were able to derive 
explicit expressions for the displacement of each normal 
polar mode, thus providing a slight extension of Levich’s 
continuum model. Configurational changes in the first 
coordination layer were estimated from experimental spec­
troscopic and structural data.

(d) We were thus able to derive general quantum me­
chanical expressions for the nonadiabatic electron transfer 
transition probability including both the medium modes 
and the configurational changes in the first coordination 
layer. Other efforts have recently been made in this area by 
Dogonadze, Ulstrup, and Kharkats,12 Schmidt,13 and 
Schmickler and Vielstich.14

(e) In view of the high frequency of the ligands in the 
first coordination layer interesting quantum effects on the 
rate constant are predicted for systems characterized by 
large local configurational changes.

Let us first recall the general features of the electron 
transfer problem, where an electron is exchanged between 
a pair of solvated ions. The initial state of the system con­
sists of a pair of ions (AN+ + BM+) while the final state in­
volves the A species in its reduced state and the B species 
in its oxidized state, i.e. (A(iv+1)+ + B(M_1)+). In the pres­
ent model the two ions interact strongly with their first 
coordination layers and exert long-range electrostatic inter­
actions on the bulk of the solvent outside the first coordi-
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Figure 1. General model of electron transfer reactions. The medium 
outside the first coordination layer is treated as a continuum. The 
first solvation sheath is characterized by a totally symmetric vibra­
tion.

nation layers (Figure 1). The role of solvent exchange in the 
first coordination layer is neglected and one considers two 
supermolecules each consisting of an ion with its first coor­
dination layer embedded in the polar solvent. The long- 
range interactions between the ionic charge distribution 
and the solvent outside the first coordination layers bear a 
close analogy to the problem of the motion of a small polar- 
on in polar crystals. 15

It is worthwhile to consider the Hamiltonian for this sys­
tem and the corresponding equation of motion. A reconsid­
eration of this problem is of interest because of the fol­
lowing reasons, (a) The Hamiltonian for the electron trans­
fer problem between the two centers A and B cannot be 
separated into the simple form Ha + Hb + Vab (where Ha 
and Hb are the Hamiltonians for the two centers and Vab 
corresponds to the coupling term) as is the case for energy 
transfer between atomic or molecular pairs.16 (b) The 
Hamiltonian for the electron transfer problem can be con­
veniently dissected to yield two different zero-order basis 
sets, corresponding to localization of the electron on center 
A or on center B, respectively. Either one of these two elec­
tronic basis sets is adequate from the formal point of view, 
and some care must be exerted to avoid overcomplete ex­
pansions. (c) These two electronic basis sets are nonortho- 
gonal, and the nonorthogonality problem has to be incorpo­
rated in the time-dependent formalism. This problem re­
sembles exchange perturbation theories of intermolecular 
forces, where elaborate schemes must be employed. Since 
we are interested in a time-dependent problem we cannot 
adopt these theories and an alternative approach has to be 
developed.

The total Hamiltonian for the system can be written as 
consisting of the following contributions

3€ = r E + r N + Ha + Hb + vab + vea + veb +
Hs + Hc +  Vlnts +  Vintc (1 .2 )

where the indices a and b refer to the two ionic centers A 
and B, respectively, e labels a single electron which is being 
transferred while s and c label the bulk of the solvent and 
to the first coordination layers. Te is the kinetic energy of 
the transferred electron, T n corresponds to the sum of the 
nuclear kinetic energy operators for the whole system (con­

taining the contributions of the two ions, T n® and T Nb, the 
first coordination layers 7'nc, and the solvent T ns)

Tn =  TNa + T Nb + Tnc + V  (1.3)
Ha and H \, correspond to the electronic Hamiltonians (the 
electronic Hamiltonians contain the relevant electronic ki­
netic energy contributions) of the bare reduced ions A(‘v+1) 
and BM+, respectively, while Vea and Veb correspond to the 
interaction potential between the electron and these bare 
reduced ions. Vab is the nuclear repulsion potential be­
tween the reduced ions. Hs and Hc represent the electronic 
Hamiltonians of the solvent and of the first coordination 
layers, respectively.

Finally Vint8 and Vjntc are the electrostatic interaction 
terms of the total ionic and electron charge distribution 
with the solvent (s) and with the first coordination layers
(c), respectively. We have presented this cumbersome nota­
tion and definitions as a very recent treatment of this prob­
lem failed to include all the pertinent terms (such as V;nts) 
in the Hamiltonian.

The details of the time-dependent quantum mechanical 
treatment of the system specified by the Hamiltonian (1.2) 
are outlined in Appendix A. The electronic states at fixed 
nuclear configuration, Q, are characterized in terms of the 
eigenfunctions |’F^(r,Q)| for the total system (AN+ + BM+) 
and by ('kb;(r,Q)j for (A<iv+1)+ + B(M-1)+), obtained from 
eq A.2. The indices i and j  refer to all ground and excited 
electronic states of the systems. The corresponding eigen­
values Eai(Q) and Ebi(Q) correspond to the potential ener­
gy surfaces of the pairs (AN+ + Bw+) and (Adv+1)+ + 
gW -p+) ¡n various electronic states, respectively. The 
time-dependent wave function of the system can be ex­
panded either in terms of a single basis set j'I'a,j or ¡'khij 
(e.g., (A.3)) or alternatively in terms of both sets. The 
physically plausible expansion (A.4) results in a coupled set 
of equations (eq A.1 1 ) for the expansion coefficients. Equa­
tion A.11 involves a complicated complete expansion (in­
cluding continuum states). To simplify the treatment two 
assumptions are introduced.

(A) A two electronic level system is considered, including 
only the lowest states T a = Ta0 and 'I'b = Tbo which are 
characterized by the adiabatic surfaces £ a(Q) and E\,(Q), 
respectively. This simplifying assumption may be justified 
as the basis of perturbation arguments as the off-diagonal 
terms are usually negligibly small (for the case of weak 
overlap) relative to the electronic excitation energies. This 
assumption is common in solid-state theory where configu­
ration interaction effects are disregarded.

(B) The contribution of the Born-Oppenheimer operator 
L, eq A.6, is disregarded. This assumption is fully justified6 
for electron transfer between ordinary ions where (V e„)/ 
{L ) ~  M/m. In the case of reduction reactions involving 
the solvated electron the (L) term may be important in 
view of the strong dependence of the electron wave func­
tion on the nuclear coordinates. Thus for a two electronic 
level system we have the simple expansion T(r,Q,T) = 
X a(Q ,t)¥a(r,Q) + A'biQjf )Tb(/-,Q) where the expansion 
coefficients are obtained from the coupled equations 
(A.12). At this stage one defines zero-order vibrational 
wave functions X aü(Q) and X bu,(Q), satisfying the eigenva­
lue equations (A.13). The zero-order vibronic states of the 
two system

lav) - *a*J(Q) . x
(1.4)

M  -  'FbAV(Q)
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are characterized by the energies Eav°, and Ehw°, respec­
tively. To obtain the equations of motion and the transition 
probabilities we have followed the techniques introduced 
by Holstein15 in the study of the small polaron (eq A.14 
and A.15). Application of second-order perturbation theory 
to eq A.15 the decay probability Wav of a zero-order vi- 
bronic level \av) =  'f'a.X'au0 to the manifold ||bw) j = 

b«?0} results in the familiar Fermi golden rule where 
the coupling matrix element of

Viv,iw = (X j\ (% \veh +

Sab-1 ( ^ k e b l ^ a ) | ^ ) | ^ ° )  t t -5)
the generalized exchange operator and ( ) refers to integra­
tion over nuclear coordinates.

^  E l  25 ( E j  -  E j )  (I. 6 )

The generalized exchange perturbation term Vav̂ w (1.6) 
induces transitions between two different vibronic mani­
folds corresponding to electronic ground states. If we would 
have incorporated electronically excited states, refraining 
from accepting assumption A, the exchange operator will 
act in a dual role, (a) It will induce transitions between dif­
ferent centers, resulting in electron transfer involving elec­
tronically excited states, (b) It will force transitions be­
tween different electronic states on the same center, in 
analogy with the role of the nonadiabatic operator which is 
conventionally allowed for nonradiative relaxation of excit­
ed states of molecules and of solvated ions. This is a nice 
example for the effect of an external field on nonradiative 
electronic relaxation processes. These externally induced 
electronic relaxations of excited ionic states can explain the 
effects of self-quenching of the fluorescence yield of rare 
earth ions in solution.

Adopting the language of molecular relaxation theory the 
width, r aU; of each “initially prepared” zero-order state | at)) 
is related to Wau (eq 1.5) by

r a v = n w 3v ( i .7 )
The present model (see Figure 1) implies that the zero- 
order states | au) are metastable. A sufficient validity condi­
tion for the irreversible decay of each of these states into 
the manifold {[ btf)} is that either the states in the density 
of the accepting (final) states is exceedingly large, so that 
the spacing between adjacent levels oEy, = \Eyp (w + 1) — 
Ehuf\ is small satisfying the conditions

r a„ »  5 Eb (1 . 8)
whereupon the width Fau spans a large number of levels. 
Alternatively one may require that the total width 7 ^  of 
each of the accepting states |bo) is large relative to their 
spacing

5Eh «  ybv (1.9)
The total width 7 b„ consists of a nonradiative electron 
transfer contribution |bu) -*• j|ac)j better than (i.e., the 
back reaction), and most important, vibrational relaxa­
tion in the ||bo)} manifold. As we consider here a dense 
polar liquid coupling to the medium will result in medium 
induced vibrational relaxation characterized by a width 7 b„ 
within the manifold j|bo)}, so that 7bu = Tbu + r bu. Provid­
ed that either of eq 1.8 and 1.9 (or both) will be satisfied, 
the manifold ||bo>} constitutes an effective continuum for 
the relaxation process. In a polar liquid we expect that the 
coupling between the polar modes is always sufficient to

ensure at least effective vibrational relaxation process so 
that (1.9) is satisfied. In many cases of interest we also be­
lieve that the dense dual spacing condition (1 .8) for the 
polar modes holds. We thus conclude that in any case the 
manifold ||bu)} provides an effective dissipative continuum 
for the electron transfer process.

It is important to notice at this point that the decay 
probability of an “initial” zero-order state |ao) can be ex­
pressed by the first-order perturbation expression (11.19) 
only when it is justified to consider the decay of a single 
resonance. We thus invoke the basic assumption that the 
spacing between the resonances ||ae)j considerably exceeds 
their widths. Denoting by 5Ea = | Eav -  Ea(u+p| the energy 
spacing between the adjacent order states |ao) and |a(u +
1 )) we imply that

r a,  «  s £ a (1 . 1 0 )
We note in passing that condition (1.10) does not violate 

the irreversibility requirement, as it is sufficient that only 
relation (1.9) is valid.

Thus, when interference effects between resonances can 
be disregarded, the decay pattern of each zero-order state 
is exponential and being characterized by reciprocal decay 
time (1.5). The applicability of restriction (1.10) will imply 
that the thermally averaged rate constant will involve a 
preexponential factor which involves the interstate cou­
pling matrix element |Vau b[a|. This physical situation is 
often referred to in chemical kinetics as a nonadiabatic 
transition.

Up to this point we have been concerned with the decay 
of an initially prepared isolated resonance, without refer­
ring to the “preparation” of the decaying states. Two trivial 
further assumptions are introduced at this point.

(D) Thermal vibrational excitation (and relaxation) rates 
in the initial manifold ||ao)} considerably exceed the non­
radiative decay probabilities whereupon

r ao/ *  «  t ; 1 (1 . 1 1 )
where tu is the vibrational relaxation time.

(E) The width of exact resonance is considerably less 
that the thermal energy «bT, in the temperature range of 
interest

r ai «  kBT (1 . 1 2 )
Thus all the mixed (| au) + ||bic)}) states in a single reso­
nance are equally thermally populated.

The thermally averaged nonadiabatic electron transfer 
probability from the initial manifold |ao) to the final mani­
fold ||bw)} is now

Wa = i £ e x p ( - / 3 E a|0)Wa„ (1.13)

where
Z = Z e x p ( - P E j )  (1.13a)

V

and
0 =  (kB T)A

In the theory of unimolecular nonadiabatic reactions the 
“high-pressure” rate constant is identified with Wa, eq
11.24. In the present case the zero-order states || au)} and 
||but)} which can be obtained from eq A.13 are very compli­
cated. To simplify the problem further we utilize Levich’s 
approach.6

(F) We calculate the electron transfer probability at a
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fixed relative separation of the ions. This implies neglect­
ing the contribution TNa + TNb in eq 1.3 and consequently 
also in eq A. 13. The zero-order energies Eav° and are 
then calculated at a fixed nuclear separation Rab between 
the two solvated ions. The transition probability (1.5) is a 
function of Rab, i.e., Wa =  Wa(Rab). The bimolecular rate 
constant k is expressed in terms of the volume integral of 
the probability f(Rab) for finding the ions at a distance Rab, 
whereupon

k = I  d lR ab/ ( f i ab)ITa(tfab) (1.14)

In the limit of a dilute ionic solution one can approxi­
mate each ion with its coordination sphere by a hard-core 
radius R = Ri + 2rs (see Figure 2) so that for outer-sphere 
reactions

/ W  =  °  T < R  (1.15)
/ ( r )  =  exp[— ¡3u(R)] r > R

with u(r) being the interionic interaction potential
u(r) — nme2/R D ai{ (1.16)

This concludes an outline of the theory of nonadiabatic 
outer-sphere electron transfer reactions. This lengthy ex­
position leads to the original results of Levich. We believe, 
however, that the present treatment is more systematic 
than previously attempted. In particular, our expressions 
are general, being applicable for the interesting case of con­
figurational changes in the first solvation layer.

II. Formal Expressions for the Electron Transfer 
Probability

In order to evaluate the nonradiative electron transfer 
probability (1.5) and its thermal average (1.13) we require 
explicit expressions for the energies Ea{Q) and EQQ) which 
correspond to the adiabatic potential surfaces and the total 
energies of these states Ea„° and £ |m° (at fixed Rab). To re­
duce the formal results into a useful and tractable theoreti­
cal expression we introduce the following approximations.

(G) The harmonic approximation is invoked for the po­
tential energy surfaces Ea(Q) and E\JQ). These are multidi­
mensional potentials which are determined by the nuclear 
coordinates Q = |Q,j of the first coordination layers and of 
all the solvent molecules outside them are expanded 
around the equilibrium configurations Q0(a) =  (Q;0(a)l and 
Q O ( b )  =  jQ.o(bij jn -̂jjg and ¡n the final states.

E M  =

-  Qi0M)(Qj -  QjOW) + E(Q0(a>) (II.l)
 ̂ i j

E b{ Q) =

I'LPiji.Qi -  Qi0m)(Qj -  Q;0<b>) + Eh(Q0(b,)(ll.2)
“ tj
where a,; and are the second derivatives of Ea(Q) and of 
E b(Q) with respect to Q, and Qj, respectively.

(H) We introduce a further simplifying assumption that 
the normal modes and their frequencies (corresponding to 
the two first solvation layers and to the medium) are the 
same in the two states, except for displacements in the ori­
gins of the normal coordinates. This assumption can be re­
laxed as one can account formally for frequency changes 
and for the change in the direction of the principal axis of 
the normal coordinates between the two electronic states. 
The resulting equations are very cumbersome, and in view

Figure 2. Typical energy level diagram for radiationless transitions or 
electron transfer reactions. The coupling matrix elements and the 
width of the accepting states are also indicated.

of our present ignorance of the “molecular” parameters in­
volved we shall use the simple version of the multiphonon 
relaxation theory which rests on the present approxima­
tion.

The normal modes of the system in both states are char­
acterized by the frequencies jo>; j and by the effective mass­
es \Mj j. It will be convenient to define reduced normal 
coordinates qj normalizing the displacements from origin 
IQj — Qy0(a)j for one state in terms of the zero energy mean 
square displacements (Qj2 ) = ( hhrijoj7) /2 so that

q, = (Qj ~ Qj°W)
M l

(II. 3)

Finally the reduced displacements between the origins of 
the two potential surfaces are given by

(II. 4)

The two potential surfaces (see Figure 3) are expressed in 
the final form

e M  = g  E K « / (II. 5)

Eb(Q) = \ 'L*uj{q} -  Ay)2 + AE = E M  ~

T.'KUjq,*, + y I > wA 2 + AE  (II. 6 )
j  " j

The energy gap between the minima of the two potential 
surfaces (see Figure 3) is

AE =  £ a(Q0<a)) -  £ &(Q0<b)) (II. 7)
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Figure 3. A general diagram for the change in a medium coordinate, 
qj, between two states. A quadratic energy dependence is assumed.

The energy term in eq II.6

e u = î j r Z ^ A 2 (ii. 8 )

corresponds to the shift of the vertical energy difference 
between the two potential surfaces at Q0(a) from AE. In mo­
lecular spectroscopy EM corresponds to half the Stokes 
shift.

Finally the quantized energy states Eav° and E\,w° can be 
specified in terms of the two sets of vibrational quantum 
numbers v  =  {oy} and w  =  \wj) , so that

E j  = Z ( VJ + +  £a(Q°<a))
(II. 9)

E j  = z ( ^ -  + I )  H  + Eb(Q0(b))

The evaluation of the electron transfer transition proba­
bility (1.13) is reduced to the calculation of the nonradia- 
tive relaxation rates between two harmonic potential sur­
faces. A further assumption will greatly simplify matters.

(I) The electronic matrix element in (1.6) is weakly de­
pendent on the nuclear coordinates, so that within the 
“Condon approximation” the interstate coupling matrix el­
ement is recast as a product of an electronic matrix element 
and a vibrational overlap term

^a«,bw ~  ^X a^lxiw 0) (II. 10)

where

V  =  < * a  I | F e b | | * b > (II. 11)

calculated at Q0(a). This approximation is not valid for non- 
radiative processes induced by the nuclear momentum op­
erator L, however, for the present case it is perfectly ac­
ceptable.

Our problem thus reduces to the calculation of a multi­
phonon type relaxation rate induced by a coupling b which 
is independent of changes in nuclear coordinates. The non­

radiative decay probability (1.5) of a single level corre­
sponds to a weighted density of states function where each 
delta function is the formal expression for the density of 
states p(Eav°) = 2 w5(EaL° — Ey,w°) of the manifold E\,w(] 
at the energy E av° modified by the vibrational overlap 
term (xai>°/xb«j0)- A closed form for (1.5) with (11.10) can be 
obtained by the Feynman operator techniques and subse­
quently inserted into (I.1S). Alternatively the thermally av­
eraged probability (1.13) can be directly evaluated by the 
generating functions method. As these techniques have 
been widely utilized for nonradiative decay processes in 
solids and molecules we shall just quote the final result.5’17 
The electron transfer probability (1.13) is expressed in 
terms of a Fourier integral

Wi = ^ p -  J ”/ W  exp[-iAEt/ft]  d t (1 1 . 1 2 )

where the Fourier transform of the nonradiative decay 
probability is

f i t )  = exp [-G ] exp[G+(i) +  G_(i)] (II. 13)

where the auxiliary functions in eq 11.13 are

G jt)  =  Tj-X Aj2(”; + ! )  exp(¿uk/)
' (H .14)

G_{t) = expi-uo.t)
L i

hj corresponds to the number of excited vibrations at the 
frequency in thermal equilibrium

rij = [exp (ffiwj) -  1 ]_1 (11.15)

Finally the dimensionless quantity

G =  G+(0) + G_(0) =  ~ X A/ ( 2«i +  1) (H .16)

is referred in solid-state physics as the electron-phonon 
coupling strength. A very rough estimate of G is obtained 
replacing all the frequencies by an average frequency (ic), 
which as shown in section III is unjustified for our system. 
In this case from eq II. 11 and II.8 we have

G ~  (E jt i(w ))  coth {ffi{co>) (11.17)
Two physical situations were distinguished, (a) The weak 
coupling situation G < 1 which is realized at low tempera­
ture (h(oj) »  ksT) and when Em < h(oo). (b) The strong 
coupling limit G »  1 which is realized at high temperatures 
(h{w) «  kBT) and/or when Em »  h{w).

Molecular electronic relaxation processes usually corre­
spond to the weak coupling situation, while the corre­
sponding multiphonon processes in solids at high tempera­
tures correspond to the strong coupling limit, which was 
also applied to Levich6 for electron transfer processes. We 
shall now demonstrate that when configurational changes 
in the first coordination layer are incorporated the electron 
transfer probability has to be handled in a more complicat­
ed manner.

The calculation of the electron transfer probability re­
duces to the evaluation of the integral (II. 12)—(II. 16). Inte­
grals of the form

I  =  J  “ ex p [-A (f)]  d i (11.18)

where the integrand is a highly oscillatory function can be 
approximated by the saddle point method.17 The saddle 
point is taken at to where
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[BA{t)/Bt]t = 0 (11.19)

so that the Taylor series expansion

A(t) = A(t0) + | ( a 2A / 3 i 2) t ( i  -  f„) (II. 19a)

is utilized in (11.19) to yield

[2ir/(B2A / 3 i 2) ] io1/'2 e x p [ - A ( i 0O] ( 0 . 2 0 )

When the integral (11.12)—(11.16) is handled by this method 
the saddle point in the complex t plane is obtained from 
the relation

- A E + + 1 ) explicit)  -
i

e x p ( - f c i ) j ( )  =  0 ( n . 2 1 )

In the high-temperature case when
Hut «  kbT (11 .22)

for all i, G »  1 corresponding to the strong coupling situa­
tion. Under these conditions one can expand the right- 
hand side of the saddle point eq 11 .2 1  in a power series in t

-A E  +  EM +  iHD2t -

3/ls  V *2 +  • • • =  0 (H .23)
i

where we have defined

D2 = \  Z ^ i2A i2(2 M i + 1) (11.24)
Z i

and E m is given by (II.8). Retaining the linear term in t

i t 0 =  -  (AE -  EM)/AD2 (11.25)

whereupon eq 11 .12  takes the familiar form

exp
(AE -  EM)2

2£>%2
(11.26)

Equation 11.26 has been widely utilized in the electron 
transfer theory of Levich,6 It is interesting to note that we 
can easily obtain a formal relation between this quantum 
mechanical result and conventional reaction rate theory. 
The points of intersection of the two harmonic potential 
hypersurfaces are obtained from the relation Ea(Q) = 
/?},(Q). The intersection point of minimum energy, E A, 
measured relative to the origin, E a(Q0(a)), satisfies the rela­
tion

Ea = (AE -  £ m)2/4E m (II. 27)
Thus eq 11.26 can be reduced to the form

"  = { ¥ e ^ p ) U ' « p[ - £ aA .T *1 (11.28)

where the effective temperature is defined by

kBT* = fi2D2/2 E M (11.29)
In the high-temperature limit (11.22) T* -*■ T  and the tran­
sition probability in the strong coupling limit

W =  v2tn/n2EukT)l/2 exp [-(3E A] (II.28a)

assumes the conventional form of an activated rate equa­
tion. This result has been obtained without invoking the 
concept of the activated complex.

It is important at this point to establish the validity con­
dition for eq 11.26, which implies that the term 0(f2) in 
(11.23) is negligible, so that

H f t 0 »  3/ i e Æ w i3A ;2io2 (H .30)
i

which from eq 11.24 and 11.25 implies that 

M E A i2w i2(2wi + l )]2 »  | AE -  e J E a ^ o, ; 3
i *

(11.31)

Obviously the validity condition (11.31) is satisfied (for rea­
sonable values of A;) only at high temperature. To demon­
strate this point consider single frequency whereupon this 
condition is simply

(2n + 1) »  |A E -  Em | / E m (II. 27a)

and for symmetric electron transfer processes when AE = 0 
we require that n »  1. In general, for physically realistic 
model of electron transfer, when the role of the first coordi­
nation layer is incorporated relation 11.31 does not hold 
and consequently eq 11.26 has to be modified.

III. A Semimolecular Model for Electron Transfer
We adopt a simplified model, which has been popular in 

the studies of ionic solvation and in classical formulation of 
electron transfer processes. The first coordination layers of 
the two ions are treated in terms of a molecular model ac­
counting for the totally symmetric vibrations of the nearest 
solvent molecules. The contribution of the first coordina­
tion layer in the initial AN+ + BM+ and in the final A(N+1>+ 
+ state to the potential surface is specified in
terms of the four equilibrium configurations r°(AjV+), 
r°(BM+), r°(A('v+1)+), and r°(R(M_])+). These equilibrium 
configurations are obtained from the ionic radii ru so that 
r° = r, + rs where rs is the radius of the solvent molecule. 
Utilizing the simple model of displaced identical potential 
surfaces we take the vibrational frequencies of the first 
coordination layer of the A or of the B ionic species to be 
equal in both valence states, so that coa = oj(An+) = 
w(A<w+D+) and ton = <o(BM+) = o>(B(M~1)+). The available 
experimental data (Table I) indicate that this approxima­
tion is not too bad.

Finally we can define reduced displacement coordinates 
for the first coordination layer

9a = (MAcoAA ) 1/2(r(A*+) -  r°(A"+))
(HI. 1 )

9b =  (MBcuBA )1/2(r(Bw+) -  r°(BM+))
and the two displacements

a a = (MAo)AA ) 1/2(r°(A(*+1)+) -  r°(AN*))
(HI. 2)

A b * (MBa)BA ) 1 / 2(r°(b (m“1>+) -  r° (B w+))

in terms of the reduced masses MA and A/r of the ions with 
the first coordination layer. The contributions of the first 
coordination layers to the potential energy surfaces (II.5) 
and (II.6) are

9b) 2 ^ aQa "b 2 ^ bQb

fb^-QA) 9 b) Í ^ Q a ) 9 b ) ^wa9aa a

^Wb9bAB “b ®MC

(III. 3)
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TABLE I: Totally Symmetric Vibrations of 
Coordination Layers and Approximate Radii

Ion ñu), c m " 1 C o m m e n t s r ,  A d

C r 3* - H 20 4 9 0 A q u e o u s  s o l u t i o n '2 a n d 0 .6 5
C r ( H 20 ) 6C l 3 in  c r y s t a l 6

C r 2* - H 20 0 .8 3
M n 2+- H 20 395 A q u e o u s  s o l u t i o n “ a n d

M n ( H 20 ) 6S i F 6 i n  c r y s t a l 6
F e 2+- H 20 389 A q u e o u s  s o l u t i o n “ a n d 0 .8 3

F e ( H 20 ) 6S i F e in  c r y s t a l 6
F e 3* - H 20 0 .6 7
N i 2* - H 20 4 0 5 A q u e o u s  s o l u t i o n “ a n d

N i ( H 20 ) 6S i F 6 i n  c r y s t a l 6
C u 2+- H 20 4 4 0 A q u e o u s  s o l u t i o n “
H g 2* ~ H 20 362 A q u e o u s  s o l u t i o n “
Z n 2* - H 20 3 8 5 - 4 0 0 Z n ( H 20 ) 6 i n  c r y s t a l “

o r  3 6 9
N i 2+- D 20 3 8 9 N i ( D 20 ) 6S i F 6 in  c r y s t a l 6
C o2* - H 20 0 .8 3
C o3* - H 20 0 .6 7
v 2* - h 2o 0 .8 2
v 3í - h 2o 0 .6 5
C r 2* - H 20 0 .8 3
C r 3+- H 20 0 .6 5
E u2* - H 20 1 .1 8
E u 3* - H 20 0 .9 9

“ Data compiled by D. E. Irish in “Ionic Interactions,” Vol. II, 
S. Petrucci, Ed., Academic Press, New York, 1971. 61. Nakagawa 
and T. Shimanovichi, Spectrochim. Acta, 20, 429 (1964). c R. E. 
Hester and R. H. Plane, Inorg. Chem., 3, 513 (1964); 768, 769 
(1964). d Taken from E. Sacher and K. S. Laidler in “Modern 
Aspects of Electrochemistry,” Vol. 3, J. O’M Bockris and B. E. 
Conway, Ed., Butterworths, Washington, D.C., 1964.

where we defined

Eu = f ( ^ AAA2 + ftcoBAB2) (III. 4)

The medium outside the first coordination layers will be 
handled as a continuum dielectric as originally proposed by 
Levich6 who was the first to apply polaron theory to this 
problem. The vibrational modes of the outer medium are 
approximated by a single mean vibrational frequency, uj0, 
which was estimated from the dielectric loss measurements 
as coo ~  1 cm“1. This approach has been common in polaron 
theory. The polar modes are specified in terms of the set of 
coordinates |Q„) and reduced masses |M*}, which provide 
the equivalent of lattice optical modes for a polar liquid. 
The equilibrium configurations of the medium modes are 
affected by the charge distribution which is different in the 
initial and in the final state. The equilibrium configura­
tions are |Q*0(a)) and |Q*0<h)l in the initial and final states. 
The reduced coordinates and displacements of the outer 
medium are

qK = (V M kco0)1 / 2(Qk -  Qk0(a>) (III. 5)

A k =  ( fz /M Kco0)1 /2 [Q K0(a) -  ( ? / < ” >] (H I . 6 )

so that the contribution of the polar modes to the potential 
surfaces are

o Z ^ 2 Cm. 7)
K

gjQK) = + Eu (in . 8)
K K

where the solvent induced Stokes shift is

Ak2 (III. 9)
C K

Applying polaron theory (see Appendix) we get Levich’s re­
sult for the contribution of the external medium

s _
CM —

~  /  I  d3% d V { [ p a(x -  x 0) -  pb(x -  x 0)j x

[pa(x' -  x 0) - .  pb(x' -  x 0) ] } / 1 x  -  x 'l =

~  / d 3x(Da -  Db)2 (III. 10)

where pa and ph are the charge densities in the initial and in 
the final state, respectively, while D a and D b represent the 
electric displacement vectors in the initial and in the final 
states, and

C =  D f 1 -  DsA (Ill.lO a)
The total potential surfaces for this simplified model take 
the form

e JQ)  =  A(<7a>«b ) +  gMv)
(III. 11)

E jQ )  =  MQa^ b) + Sb ÌQk) -  A£
The quantum mechanical treatment of the electron 

transfer probability is now more complicated than pre­
viously considered in view of thè appearance of the contri­
butions of the first coordination layers. These local 
frequencies of the solvent molecules are rather high a>A ~  
cub ~  300-400 cm“ 1 for hydrated ion (see Table I). The 
high-temperature approximation (1 1 .22) does not hold for 
the local modes, which under ordinary circumstances at 
room temperature are “frozen.” The frequency of the polar 
modes is expected to be low a>o — 1  cm- 1  so that for these 
modes the high-temperature approximation (1 1 .22) is valid. 
Thus the Levich equation (11.26 or 11.28) is valid only for 
systems where the configurational changes in the first sol­
vation layers are negligible, Le., Aa ^  Ab = 0. On the other 
hand, for many outer-sphere electron transfer reactions the 
theory has to be modified (see also ref 12 ).

From the foregoing discussion we conclude that for many 
processes of interest we have to consider the local modes of 
the first coordination layer o>a — <̂b =  “C in the low-tem­
perature approximation while the medium modes have to 
be handled in the high-temperature limit, i.e., nK = 
(dftco*)“ 1 for all k . To derive a general expression for the 
electron transfer probability we separate the local (c) and 
the medium (s) modes in the vibrational wave function in 
eq 1.4 so that

Xai> Xai? (*?A> ^B̂ Xau (*7k)
(III. 12)

Xbw Xbii)c (OAOB̂ Xbtt'S

which are characterized by the vibrational energies

E j  =  Eac + E ,v = [(vA + V2) +

(v b + V2)]Ka>e + V2Z K  + Vi)tiUo
(III. 13)

E j  = + Ebw = \(wA + V2) +

(m>b + v2)]ftuc + y2z k  + Viiftuo
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The electron transfer probability (1.13) is

W. =  V T i ' Z  Z Z Z e x p [ - ( J f e «  +hzjz.c^s Ok Ok be bs

 ̂as l̂ ̂ Xatic I Xbk’()̂  (Xbus I Xbwg) ^(^ac ^as

e bc “  €bs + A £ ) (HI* 14)
can be recast in terms of a convolution

Wa =  dEFc(e)Fs(AE -  €) (HI. 15)

where we have defined two auxiliary functions

F c(e) = ^ - H  e x p ( - ^ ac) ( x ai)J y bM,c)2 |5 ( e ac -
^  e ac be

e bc + E )

F S(AF -  €) =  Z  E e x p ( - j 3 M) x
^  s as bs

(Xa»sVb«rB)26 (e M -  ebs + AF -  e) (m .1 6 )

We have thus separated the transition probability into 
the contribution of the external medium and the first coor­
dination layer. The functions Fc and Fm represent general­
ized transition probabilities (at the energy) and can be re­
garded as generalized line shape functions. The line shape 
function for the low-frequency medium modes can be han­
dled in terms of the high-temperature approximation 
(11.26) so that

F-(“ -£)= (tókf
Eus -  e)/2Ds2h2} On. 17)

where the equivalent expression to eq 11.24 is

ti2Da2 =  I  Tuuo £  coth = 2Fm3/ ¡3 (III. 18)

The line shape function for the first coordination layer can 
be represented formally as

F 0lE)

exp

=  exp[( -  a c2/2 ) (2 mc + 1 ) ] /  df e x p (fe fA ) x

A 2 A 2 1
~Y (nc + 1) exp (ico0f) +  y H e e x p (  -  w ct)

(III. 19)

where Ac2 = Aa2 + AB2 and nc = [exp(dftajc) -  1] h Ex­
pansion of the exponential in the integral results in

F C(F) =  exp [(—Ac2/2 ) (2 wc + 1)] x
°o «> 1 / a  2  \  fe+1

£ § n * r ( - a - )  + D V M J T -

1%0JC + khwc) (III. 20)

Combining eq III.17 and III.20 we finally obtain 

1  \  12
w- U1'1' ( 41T EM=feBT ) Z  Z  exp [-/3  x

k-0 k =0

(AE -  Eus -  (1 -  k)Ku)cf / 4F ms] j ~  x

This is a tractable quantum mechanical expression where 
Ac and hwc are obtained from experiment while Ems is 
evaluated from strongly coupled polaron theory (Appendix 
B) via eq II.9.

IV. Quantum M echanics of the First Coordination 
Layer

In order to evaluate the transition probability we need to 
express the results in a more compact notation. Introduc­
ing the expression for the occupation number of the coordi­
nation layer photons each of energy and

we have 
W

IT I2 -
e x p

Mc =  g-Sbw

nc + 1 =

A2 coth 
2

c(l -  g"6n“Z)-l (IV. 1)

(1 _  g-B^c)-1 (IV. 2)

(fooc/3/2) ( 77 
U ^ F ^ fe B

\ l /2

t )  x

Z  Z  e x p [- |3 (A E -  Ems(1 -  fc)Fu>c)2/4 E Ms ] x 
¡=o »=0

1 /  A 2p-Bhuc/2 \t+*— ( ____=2_!__________  ) g l (IV 3 )
V.kl \2{e&nuc22 -  e - ^ c  / 2) /

This result can be simplified by using Bessel functions of 
imaginary arguments, I, as has been shown by many au-
thors5’1849

Z  e x p [ -2 p cosh {¡3Uwc/2) + mHonJ3/2] x
m=-°°

exp[—(AF — Ey? -  mtiwc)2/ 4EMsfeBT]lm{zv) (IV .4)

where z p = (Ac2/2) csch (fihwj2) and 7m(zp) = 7|m|(zp) 
with

AnU>)
W / z ) k

k\{m  + k) !
(IV. 5)

Several limiting forms of this result are of interest. At 
very low temperatures or low values of Ac, zp is very small 
and for such arguments20

U U  — — * { z j2 ) m/ m \  (IV. 6)
so that
24 ^ E MsfeRT \ 1/2 IT^4 r E MsfeBT y

V 0
e V 22 x

Z  e x P H A E  -  E u -  w E c c c ) 2/ 4 E Ms feB r ]  X

m="” i i /  A 2 \ lml 1exp[-(w + \m\)U  CO./3/21 ( -A—] — ¡- (IV. 7)
\  2  > U h

an expression obtained by Levich, et al.I8’19 in another con­
text. This is the same type of expression usually found for a 
weak coupling case in radiationless transitions. At these 
low temperatures (but still high for the polaron modes) 
only m = 0 contributes since hwji is large. Thus the right- 
hand side of the equation reduces to

exp [(— Ac2/2 )(2w c +  l) ] (A c2/ 2 r 1(wc + D V  (H I.21) e V / 2 e x p [-  (AF -  EMs)2/4 E MsfeBT] (IV. 8)
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corresponding to an activation energy for this part of the 
expression E \'  of

EA =  kBT2
T -  9

3 In (WT1/2) 
3 T (AE  -  EMS)2/4 E MS

(IV. 9)
For very large zp, i.e., high temperatures, another limit­

ing expression can be derived. The simplest derivation be­
gins with the basic equation (III.19) and making the strong 
coupling approximations as in section II but now for the vi­
brations in the first coordination layer, i.e., we expand the 
exponentials in (III.19) and obtain

F (e) =  jd i  exp[- ^ -[-(e  + Ec) -  |--D02]]
(IV. 10)

where
D 2 = (Ac2/ 2 ) V ( 2  wc + 1) (IV. 11)

and
E c =  Hwc Ac2/2  (IV. 12)

This leads to a total rate proportional to

A T
m  .

(IV. 13)
This can be integrated to yield

Í de exp
(A E e)2 (e +

4 E * k nT 2D.

(constant) e x p [ -  g 1'
4fEckBT

[EmsE c -  (A E -  Ems)Ec2]2!
2EmaEc(Em* + Ec) J

(IV. 14)

which simplifies to

or

(constant) exp (Ae  -  Ems -  Ec)2 ' 
4(E ms + Ec)feBT J

(IV. 15)

(AE -  Em3 -  Ec) 2
4(F ms + £ c)

(IV. 16)

The limiting cases quoted are not useful for most appli­
cations as they represent temperature regions not usually 
studied for typical systems. The low-temperature limit is 
only applicable if there is only a very slight reorganization 
of the coordination layer as in the case of strongly bound 
complexes, e.g., ferro- and ferricyanides, or if extremely low 
temperatures, way below the medium freezing point. The 
high-temperature limit is also unlikely in practice since for 
typical hydration cases it would involve temperatures of 
500-1000°.

We can easily evaluate the entire expression, eq IV.3, by 
a straightforward computer program and extract from it 
the rates or values of Ea' for typical ranges of the parame­
ters. In Tables III and IV we have tabulated the results for 
Ems = 2 eV, and for typical values of hwc, AE, and Ac2/2. 
Typically hwc is about 400 cm- 1  (see Table I) for hydration 
of ions and much higher when stable complexes are in­
volved. Ac2/2 can be around 10 when major reorganization 
of hydration layers occurs but is much smaller for strongly 
bonded complexes.

Before commenting on these results it is useful to pres­
ent a derivation of a reasonable approximate formula

TABLE II: Activation Energies, Ea' (°K)a

Ac2/2  =  5 
Izwc = 400

Temp, T cm "1

50 5808.6
100 5941.1
150 6115.9
200 6240.6
250 6320.3
300 6371.9
350 6405.7
400 6429.7
450 6446.8
500 6459.9
600 6475.2

1000 6497.3
OO 6518.8

a E m s =  2 eV, A £  =  0.

Ac2/2  =  5 
Hu)c = 600 

cm ' 1

Ac2/2  = 15
Ecoc =  400

cm "1

5800.7 5825.7
5852.6 622(1.1
6009.4 6749.6
6190.0 7123.9
6342.2 7363.2
6457.8 7517.1
6543.2 7619.4
6606.8 7691.8
6655.1 7743.3
6692.0 7780.5
6743.1 7831.6
6825.2 7914.5
6878.8 7956.3

which is an accurate representation of the computer re­
sults.

Expanding eq IV.4 we can rewrite the right-hand side as 

e x p [ -z p cosh  (/3/zwc/2 )  exp (AE -  EMsYß 
4 E ..s

X) e x p ( - a w 2) exp(ym)Im(zp) (IV. 17)
m=-°°

where

a  =  (Hucf / 4 E uskBT
and (IV. 18)

y  =  A E fo c/ E MsfcB T

For usual hydration parameters hu>c < kT  and hœc «  E ms 
so that a is small (~3.9/T) and e~am2 ~  1 . Using this and 
the following identity

gz/in* \ / 1 ) = £  tmIm(z) (IV. 19)
m=-°°

we can simplify the results to

w p 2EMs y /2
W \  /3tt /

ex p |^ -zp cosh  ßHw0/2  -  co sh  x

eXp [ “  4 E ^ (AE “  E™)2 ]  (lV - 20) 
or

r a 2
=  e x p l ------|-(cothxr -  csch  x  cosh  O tA E /E j/))

exp[—(/3/4Ems)(AE -  E ms)2] (IV. 21)

where x = hicj2kT. This leads to an effective activation 
energy E Aa' of
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TABLE III: Activation Energies, EA' (°K)a

A c2/ 2  =  5 A c2/ 2  =  5 A c2/ 2  = 1 5  A c2/ 2  =  1 . 0 A c2/ 2  =  1 0

T e m p , T  flo)c — 4 0 0  c m 1 =  6 0 0  c m " 1 K w c =  4 0 0  c m " 1 fzwc =  2 1 0 0  c m ' * ft<x>c — 4 0 0  c m " 1

50 5 8 0 8 . 6 5 8 0 0 . 7 5 8 2 5 . 7 5 8 0 0 . 0 5 8 1 7 . 1

1 0 0 5 9 4 1 . 1 5 8 5 2 . 6 6 2 2 4 . 1 5 8 0 0 . 0 6 0 8 2 . 5

1 5 0 6 1 1 5 . 9 6 0 0 9 . 4 6 7 4 9 . 6 5 8 0 0 . 1 6 4 3 2 . 5

2 0 0 6 2 4 0 . 6 6 1 9 0 . 0 7 1 2 3 . 9 5 8 0 1 . 0 6 6 8 2 . 0

2 5 0 6 3 2 0 . 3 6 3 4 2 . 2 7 3 6 3 . 2 5 8 0 5 . 2 6 8 4 1 . 4

3 0 0 6 3 7 1 . 9 6 4 5 7 . 8 7 5 1 7 . 1 5 8 1 4 . 9 6 9 4 4 . 2

3 5 0 6 4 0 5 . 7 6 5 4 3 . 2 7 6 1 9 . 4 5 8 3 1 . 3 7 0 1 2 . 3

4 0 0 6 4 2 9 . 7 6 6 0 6 . 8 7 6 9 1 . 8 5 8 5 4 . 8 7 0 6 0 . 7

4 5 0 6 4 4 6 . 8 6 6 5 5 . 1 7 7 4 3 . 3 5 8 8 3 . 5 7 0 9 4 . 5

5 0 0 6 4 5 9 . 9 6 6 9 2 . 0 7 7 8 0 . 5 5 9 1 5 . 9 7 1 1 9 . 8

6 0 0 6 4 7 5 . 2 6 7 4 3 . 1 7 8 3 1 . 6 5 9 8 5 . 7 7 1 5 3 . 1

1 0 0 0 6 4 9 7 . 3 6 8 2 5 . 2 7 9 1 4 . 5 6 2 1 8 . 8 7 1 0 9 . 2
CO 6 5 1 8 . 8 6 8 7 8 . 8 7 9 5 6 . 3 6 5 5 4 . 8 7 2 3 7 . 5

a /? s ■
-C'ITI = 2 eV, AE  = 0.

T A B L E  I V :  A c t i v a t i o n  E n e r g i e s ,  EA ( k c a l / m o l ) a

A E =  0 A E  =  1 e V A E =  - 1  e V

T e m p N u m e r i c a l A p p r o x i m a t e  N u m e r i c a l  A p p r o x i m a t e N u m e r i c a l A p p r o x i m a t e

( T ) , °K r e s u l t 6 f o r m u l a 6 r e s u l t 6 f o r m u l a 6 r e s u l t 6 f o r m u l a 6

5 0 1 1 . 5 4 6 1 1 . 5 4 7 2 . 9 5 6 6 2 . 9 6 3 6 2 6 . 0 2

1 0 0 1 1 . 8 1 0 1 1 . 8 1 8 3 . 2 3 0 2 3 . 2 4 8 3 2 6 . 2 8 2 6 . 3 1
1 5 0 1 2 . 1 5 7 1 2 . 1 6 8 3 . 4 7 5 7 3 . 4 8 8 0 2 6 . 5 3 2 6 . 5 5
2 0 0 1 2 . 4 0 5 1 2 . 4 1 6 3 . 6 3 8 9 3 . 6 4 0 2 2 6 . 7 0 2 6 . 7 0
2 5 0 1 2 . 5 6 4 1 2 . 5 7 3 3 . 7 4 1 4 3 . 7 3 3 4 2 6 . 8 0 2 6 . 7 9
3 0 0 1 2 . 6 6 6 1 2 . 6 7 4 3 . 8 0 6 8 3 . 7 9 2 3 2 6 . 8 7 2 6 . 8 5
3 5 0 1 2 . 7 3 3 1 2 . 7 4 2 3 . 8 5 0 8 3 . 8 3 1 1 2 6 . 9 1 2 6 . 8 9
4 0 0 1 2 . 7 8 1 1 2 . 7 8 8 3 . 8 8 1 0 3 . 8 5 7 7 2 6 . 9 4 2 6 . 9 2
4 5 0 1 2 . 9 5 8 1 2 . 8 2 2 3 . 9 0 3 0 3 . 8 7 6 7 2 6 .9 Ò 2 6 . 9 4
5 0 0 1 2 . 8 4 1 1 2 . 8 4 6 3 . 9 1 7 6 3 . 8 9 0 6 2 6 . 9 8 2 6 . 9 5
6 0 0 1 2 . 8 7 1 1 2 . 8 7 9 3 . 9 3 9 8 3 . 9 0 9 3 2 7 . 0 0 2 6 . 9 7

1 0 0 0 1 2 . 9 1 5 1 2 . 9 2 9 3 . 9 7 6 4 3 . 9 3 7 5 2 7 . 0 4 2 7 . 0 0
CO 1 2 .9 5 8 * 12 .958® 3 . 9 9 3 3 * 3 . 9 4 9 6 e 2 7 . 0 5 * 2 7 .0 1 ®

a i?  s C'ITI = 2 eV, A c2/2  = 5, hcoc = 400 cm-1. h From eq IV.3. c From eq IV.20. d Asymptotic limit from eq IV.16. e Asymptotic limit
from eq IV.23.

7 ?  '  • (A E - E ms )2 ( F  ' ( T _ o o )  £ ms +  E c A E , (AE)2
-^AA 4 E ms V 2  A  2  )  C S C h x

'-'A W 4 2 4  ( E m- +  E c )

[ -
csch x  + cosh (  x \  

\ E MS /
coth x  -

A E 
E~s sinh (A£x/ e ms)J  (IV. 22)

This approximate formula goes to the proper low-tempera­
ture limit but has a small error at high temperatures. Its 
high-temperature limit is

Eaa ' ( T - ^ co) _£_c _  AE
2

(AE)2
4E m* ( * - f c )  (IV-23)

us. the exact result of eq IV. 16 which can be written as

(IV. 24)
In both cases E c = (Ac2/2)ha>c represents the shift in the 
zero-point energy of the primary solution layers. The two 
results are correct through the first order of (Ec/E ms) and 
since this is usually small (<0.25) the error involved in 
using is also small, i.e.

~  [(A E )7 4 E ms] (£ c/ E ms)2 (IV. 25)

The results of this approximate formula are also tabulated 
in Table IV for comparison.

In Figure 4 we also plot the activation energies deter­
mined from the exact formula for various values of Ac2/2 
and hcoc for AE = 0 and Ems = 2 eV.

In order to evaluate these expressions for actual ions we 
need to evaluate £ ms (eq III.10). This can be given in terms 
of Di the initial electric displacement and D( the final dis-
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Figure 4. Typical results for the change in the effective activation 
energy with temperature for various values of the parameters. The 
parameters are curve 1, h<xsc 400 cm-1, A c2/2 15; curve 2, hwc 
400 cm-1, A c2/2 10; curve 3, hw c 600 cm-1, A c2/2 5; curve 4, 
ho>c 400 cm-1, Ac2/2 5; curve 5, fto!c 2100 cm-1, A c2/2 1. The 
horizontal lines to the right represent the asymptotic limits of these 
curves.

placement. If we initially have an ion with charge +m on 
center A and an ion with charge +n on center B with sizes 
am and b„ leading to ions of charges m + 1  with size am+i, 
and charges n — 1 with size b„_i, on centers A and B, re­
spectively, and if we further adopt Marcus’ method of eval­
uating the terms using the concepts of metallized ions we 
have

Di =  Dmz + Dmb (jv . 26)

where, for example
0 r < clm

D,m =
m e r / r 3 r >

0 r < a m+1

^(m+ l)a —
(m + 1  ) e r /r3 R > am+l

and

0 1r - ?abl < b

Dmb -  m e (~y -  r ab) e / | r  -  r ab|3 1 r -  ̂ab ! '''* b

m

m

(IV. 27)

It is important to note that because we consider separately 
the first coordination layer all ionic radii refer to those of 
hydrated ions.

Since am > am+i and bn < bn- i  we have

Eu* = C e A —  - 4 1  (IV. 30) Lra R J
Our approximate formula (eq IV.21) is predicated on the 

magnitude of a being small. To justify this we must consid­
er the available experimental parameters which determine 
the important quantities. In this work we will consider only 
the totally symmetric vibration of the hydration layer, al­
though in principle all modes could be considered. The dif­
ficulties in using the other modes is that there is no simple 
way to estimate the shift in these coordinates between vari­
ous oxidation states of an ion. These shifts are probably 
smaller than the radial mode whose change we can relate to 
the size of the ion. In Table I we list the experimental re­
sults for the totally symmetric mode for the hydration layer 
as determined by the Raman spectrum of aqueous solu­
tions or crystals containing hydrated ions. The other quan­
tity needed is the radius of the ions in the various oxidation 
states. In our discussion we will use those values quoted in 
Table I.

Since many redox couples have similar vibrational ener­
gies we shall concentrate on but one typical reaction, name­
ly, the Fe2+-F e3+ system assuming that it proceeds via a 
direct outer-sphere mechanism. We will assume that huc = 
389 cm- 1  in both oxidation states. From the definition

Ac =  { - j — )  AR = 2 .2  (IV. 31)

since Mc is the appropriate reduced mass yi = (18)  (1 .66  X 
1 ( T 24) = 2 .9 8  X 1 0 - 23 g  and A r  = 0 .1 6  A. Thus E MC = 
(hcocA c2/ 2 ) 2  = 0 .1 1 7  eV X 2 = 0 .2 3 3  eV

zp = 2 . 4 2  csch  x (IV .32)

and x  =  (1.4388) (389)/2T =  280IT. The factor of 2 is re­
quired since two ions are involved. The other quantity 
needed in our calculation is EMS, the medium reorganiza­
tion energy. Since we consider the first coordination layer 
separately, this quantity can only include effects of the me­
dium beyond the primary solvation layer. The size of our 
ions are therefore the ionic radius plus the thickness of the 
solvation layer which we take to be 2 .7 6  A. Thus the ferrous 
ion has an effective size for the continuum medium contri­
butions of ao = 3.59 A and the ferric ion a% = 3.43 A. Using 
the formula derived for Ems

e «‘ = ce2 a  -  i  -  i t )  ( i v - 3 3 >

and substituting the values appropriate to the Fe3+-F e2+ 
couple we get

E S
M

~ (m + 1  )2 
2 a m

yT n2 — 1
2b ; -  ~ 2v 7

m{m + 1 ) 1  1

2 ^  «J
(IV. 28)

For an isotopic exchange reaction m = n — 1, thus b„ = 
am+i and b„-i = am so that the results reduce to

E 3
M

n 2 - 1
*n-l

1
R -

(IV. 29)

Ems = ( 3 .1 3  -  — i ' )  eV  (IV .34)

where Rab is in A. For a transition region of R ~  7 A we get 
Em = 2.0 eV or less.

We now have all of the factors to investigate the approxi­
mate formula derived earlier. For the Fe2+-F e3+ couple we 
obtain

/„  sW . /2 8 0  \  /0 .0 4 8 2  \  3.87
a  =  x(Ewc/ E us) / 4 =   ̂—  J ^ | --- J =  ~y ~

(IV. 35)

When a„ = ari_i = ra we obtain the simplified formula often Thus at ordinary temperatures, a  is quite small. If it is
quoted small enough our approximate formulas will be reasonable.
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We have already seen that there is a good agreement be­
tween the approximate and the exact formulation for such 
a range of a.

We can give further evidence by comparing the formula 
for AE = 0, i.e.

Y  <ra 7n2/ m(zp) =  G(a, z„) exp(£p) (IV. 36)
m=-°°

where for small a we expect G(a) ~  1. In Table V we list 
the function calculated or typical values of the parameters. 
From these results we can see that the error involved is 
only a few per cent, certainly an acceptable approximation 
in a rate calculation. For a specific estimate of the error we 
can consider the Fe2+-F e3+ couple at room temperature 
(300°K) where we find x = 0.93, zp = 2.02, and « = 0.0113 
corresponding to G(a, z p) of about 0.98. At lower tempera­
tures or larger hcoc, it is even closer to one.

V. Evaluation of the Rate Constant
The rate constant can be written (1.14)

k =  j P  d3f?ab e x p [ - f 3 U ( R j lK ( R J

where U (ff ab) is defined in eq 1.15 and R is the distance of 
closet approach of the ions.

We can either substitute the numerical values for 
W a(Rab) or use the approximate formula from (IV.2 1 ). 
Using the latter course of action we have

k — 4tt
n \ 4

1/2

J r
exp -  — (coth x -

csch x cosh (xAE/EMs) J exp[-(/3/4£Ms)(A£; -  

Em3)2] I v ' R j  I2 e x p [ - P U ( R j \ R j  dñab (V .l)

where specifically

Uab = mne2/ R íi¿)efí (V. 2)

for the ions involved using an effective dielectric constant
De ff.

If we restrict our attention to the Fe2+-F e3+ couple 
where AE = 0 and

V  =  (9/Q 3 — 8/ Q2 -  l / R j ( c p e 2/4)  (V .3) 

the formulas simplify greatly to yield

k =

csch x

*Eu»kBT
1/2

exp -(coth x

j f V 0a<*a'’,-*MS/4p ll(R a b ) |2Eab2 dl?ab (V, 4)

In any case, to proceed further we need to evaluate the 
matrix element v. As has been pointed out in section II, 
this matrix is simply

y(ñat>) (V.5)

For the moment we shall consider u as a parameter al­
though the value will be related to the orbital exponent of 
the d orbitals as

v ( R j  =  2e2y e x p (-y R ab)/D ef( (V .6 )

TABLE V: Value of G(a,zp) (Eq IV.36) for Typical 
Values of the Parameters

a 2 p G(a,zv)

0.000 All values 1.0000
0 .0 10 1.0 0.9902

2.0 0.9807
3.0 0.9714
4.0 0.9624
5.0 0.9537

0.020 1.0 0.9808
2.0 0.9626
3.0 0.9454
4.0 0.9290
5.0 0.9135

0.030 1.0 0.9717
2.0 0.9456
3.0 0.9215
4.0 0.8991
5.0 0.8782

0.040 1.0 0.9629
2.0 0.9296
3.0 0.8994
4.0 0.8720
5.0 0.8469

0.050 1.0 0.9544
2.0 0.9144
3.0 0.8790
4.0 0.8473
5.0 0.8188

We now consider only the Rab dependent factors in the
integral in eq V.4, i.e., for Fe2+|Fe3+

J*  e x p fà d e V -R a ts E e f t)  exp[C/3e2/'I'Rab] x
e x p [-2 y f íab]fíab2 dRab (V. 7)

and assuming that Deff is only weakly dependent on Rab. 
Following Levich we shall approximate this integral by its 
value at the distance where the expontial is a minimum,
i.e., at the value of Rah called Rm, such that

/3c 2 r 6
E ab -Deft

C '  
4 . -  2yR ab (V. 8 )

is a minimum. If this number is less than R, Rm is taken to 
be R. The value of Rm is found by setting the derivative of 
(V.8) equal to zero

Rm L 2 y * BT \D, (V .9)

for reasonable values of y (i.e., 1-5 A-1) and 20 < De{{ < 
40, R m is real but small, less than 5 A. As a reasonable esti­
mate regardless of Deffi we shall use R = Rm. The meaning 
of this is important. The rate constant increases with de­
creasing R and thus it is dominated by the interaction at 
the distance of closest approach. This is in contrast to the 
work of Levich6 who used an extremely unphysical value 
for y, namely, about (6/De{[) A-1 , taking De({ about 45. Al­
though we expect y to be modified from its value in a free 
atom, there is no theoretical justification for dividing it by
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Deff. Using R = R m we now obtain

4 t /  7T \1/2
-  T  \  4EMskT ) exp ---- -A (coth x

csch x ) X V 2 {Rab'
if /  9 8 IN

exi - u  -  *  -  * )

or

where

eM . - Z e lß/RDiU\x{Ri/2l) (V.10) 

k = A  exp(—U/feT) (V. 11)

\  1 I'Ll p 3 \
) ( y J ^ E j  (V. 12)

. 4t 
A =  —E \4 E MsfeBT

and

y  _ (coth t -  csch x) + (  —  + — Ì
V «3 02/

( Ce2 \  { e2 (  6 C \  kBTAc2 ,
I t  )  +  «  ( 5 ^ 7 - 4 ) =  - T ^ (“ l h *

csch x) + 6e 2
EE,

(V. 13)
eff

As a check this expression goes to the proper high-tempera­
ture limit of

+ i f + w Ù  (v-14)
For the general case of AE ^  Owe can derive an equiva­

lent expression if Rm = R. It is the same as (V .ll) except 
that V becomes more complicated than in eq V.13, namely

h rr \  2
V =  - c-[coth x -  csch x cosh {xAE/E ms)] + 

(AE -  Ems)2/4E ms + U(R) (V. 15)

However at the temperatures involved in most experi­
ments there will be a temperature-dependent contribution 
from the first coordination layer. For moderate tempera­
tures we can expand the results about x  = 0. It is more im­
portant to concentrate our attention on the activation ener­
gy E \  and not on V itself since

E A — 2 8 In k
~ a r = E /  + knT

2 9 In A
~8 T

k BT2 —  {ßV) (V. 16)

where Ea' is the numerical results derived in the last sec­
tion or the approximate form Eaa (eq IV.24). We shall use 
the approximate form here in which case

E ,T) -  E ~  -  kT2^ -  A a W 1 -  ■e'A A 2 R  9

= Eaa' + U(R) -

?Ud(v-17)
kT Tmne

(V. 18)
An approximate result can be obtained for moderate tem­
peratures by expanding E aa '  about x  =  0

e a a (e ) =

Ecx‘
2

where y = AE/Ems. Thus 

£ a(T) = Ea (T

Î -  EMS)2 
4Em3 !(
7  1 , /

\  8 4
yi|co + (V. 19)

) -  § ¿ ( 1  -  2y 2 + y 4) +16
Tmne2 /  9Eeff \

huQ «  kT  (V. 20)

At low temperatures the activation energy is known exactly 
from IV.9 so we can find

EA(T) = e a(t
(AE -  Es)2 

4 Ems

(AE -  Ems -  Ec)2 Tmne2 /  dDeif\
4(Ems + Ec) KEeff2 V 9T /

Ecac »  &T (V. 21)
if AE = 0 the results simplify to

£ a(T) =  £ a (T +

Ewc «  kT

mne2 / 3 E>eff\
E E eff2 V 9T J

' 1
_ 4 {2kT/hu )

/iwc »  kT  (V. 22)

As an example of the magnitudes of these quantities we 
will consider the Fe2+|Fe3+ couple. In this case E c = 0.23 
eV = 5.30 keal/mol and thus at room temperature the acti­
vation energy differs from its asymptotic limit by about 
0.30 keal/mol, at low temperatures (~100°K) it differs by 
E c/4 or about 1.3 keal/mol. For typical examples see Figure 
4.

It is important to realize that these high- and low-tem­
perature limits are accessible to experimental verification. 
There is another low-temperature limit discussed by Lev- 
ich6 corresponding to the low temperature relative to the 
polaron modes but such effects can only be observed at ex­
tremely low temperatures, probably below 10° K. In both 
cases the activation energy decreases due to the increased 
importance of tunneling at the lower temperatures.

For the Fe2+|Fe3+ couple the preexponential factor is (in 
cgs units)

3.16 X 1018 u2 (V.23)
If we use the best single Slater orbital exponent to repre­
sent the 3d wave function we should use 4.7 A- 1  as calcu­
lated by Watson and quoted by Slater21 we obtain

v = 0 .6 1  x  10-24/E>eff (V. 24)
which leads to an extremely low value of A. The value of v 
is extremely sensitive to the orbital exponent. Unfortunate­
ly, we do not know the exact value to use in this system 
since the integral depends on the tails of the wave func­
tions and these are greatly affected by all sorts of medium 
effects: orthogonality, screening, etc. As a reference, in the 
accurate evaluation of exciton states, Katz, et al.,22 found 
that these integrals in the range of 7-8 A were about 1 cm- 1  
for organic crystals. If we adopt such a value we find
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v =  2 x 10"16 ergs (V. 25)
or A = 1.25 X 10-14  em3/sec molecule or 0.75 X 10+7 sec- 1  
mol-1 .

Working backward that value of v corresponds to about 
7  = 0 .9  A-1 if Def[ ~  10. This value is not unreasonable as 
in a very accurate nonrelativistic SCF calculation on iron, 
Clementi has one small 3d exponent of 1 .4 5  A-1, however, 
its coefficient is only 0 .1 5  in the 3d orbital wave function. 
Until better ways are found to estimate this matrix ele­
ment, our value of 1 cm- 1  is a reasonable estimate. The ac­
tual activation energy for this couple at room temperature 
is £ a = E a(T -*■ oo) — 0.30 kcal/mol where E \(T  —*■ ®) = 
( 1 2 .8 7  + 2 8 5 /D e f f )  kcal/mol, neglecting (aDeff/aT).23 These 
values are slightly larger than those of Levich due to our 
improved treatment of Ems and the contribution of the 
first coordination layer.

The effects calculated for the Fe2+|Fe3+ couple are small. 
However, in many systems these effects could be much 
larger. Stynes and Ibers24 from X-ray studies of cobalt- 
amine complexes obtain a charge in radius of 0.178 A based 
on the Co(II)-N and Co(IV)-N distances. This leads to 
Ac2/2 = 7.9 which along with an Aig vibration of 495 cm- 1  25 
leads to a somewhat larger effect. The activation would be 
expected to change by about 6.3% in going from 200 to 
350° K. Much larger temperature dependences should be 
observed in more complicated cobalt ligands [Co([14]di- 
eneN4)(CH2)2].26 In that case the Co-O distance can 
change by 0.54 A along one axis. This can lead to huge 
Ac2/2 values of about 58. Using a reasonable guess for the 
vibrational frequency of 300 cm-1 'one expects the activa­
tion energy to vary by 17.3% from 200 to 350°K and even 
3.1% from 300 to 350°K (using the approximate algebraic 
expression).

VI. Discussion
We were able to derive quantum mechanical expressions 

for nonadiabatic electron transfer reactions where the role 
of configurational changes in the first coordination layer 
was incorporated in the theory. The probability for the 
electron transfer process was recast in terms of a general­
ized line shape function including the contribution of both 
the high-frequency modes of the first coordination layers 
and the low frequencies of the external medium resulting in 
manageable expressions. The present formulation provides 
an extension of the classical approach of Marcus and Hush 
to include the role of the first coordination layer, and of the 
early quantum mechanical theory of Levich and Dogo- 
nadze611 who disregarded these effects. Recent efforts by 
Dogonadze9’10’12 and others11 ’13,14 have also begun to in­
clude these contributions but in a less formal way. It is 
gratifying that the conventional simple-minded concepts of 
the ionic solvation and of the structure of the solvated elec­
tron, separating the role of the first solvation layer and the 
polarizable medium outside it, can be incorporated into a 
quantum mechanical rate theory for outer-sphere electron 
transfer. The present treatment is analogous to electron re­
laxation in a large supermolecule. The pertinent informa­
tion for the relevant displacements and frequencies in the 
first coordination layer is obtained from structural and 
spectroscopic data, while the other medium is represented 
as a continuum dielectric. Thus this approximation in Lev- 
ich’s approach which was recently criticized by Bockris27 
can be relaxed. It is important to note (see Appendix B) 
that the treatment of the outer medium in terms of polaron

theory does not imply treating its interaction with a loosely 
bound electron (i.e., the transferred electron) as suggested 
by Bockris.27 Rather, polaron theory is applied to account 
for the response of the polar medium to the influence of the 
charge distribution of the ionic species in the initial and 
the final states, thus accounting properly for the configura­
tional charges in the external medium. The present treat­
ment rests on the relation between the bimolecular rate 
constant and the nonradiative electron transfer probability 
which are related in terms of an integral of an approximate 
distribution fraction. Thus relative ionic motion is disre­
garded. Schmidt28 in his early work had attempted to ac­
count for the role of relative ionic motion on electron trans­
fer processes. Unfortunately, Schmidt’s early formulation 
of the electron transfer problem is open to some serious 
criticism.29 The Hamiltonian employed by him (eq 7 ref 
28a) is unappropriate as it omits some crucial terms which 
involve the ion-solvent interaction. It is desirable to write 
the Hamiltonian in the Schrodinger representation as was 
done by us before proceeding to second quantization for­
mation. In his formal treatment Schmidt disregards the re­
verse reactions in the derivation of eq 12  of ref 28a which is 
inconsistent with the general formalism. Finally, in the 
Fourier transform of the autocorrelation function28® 
Schmidt assumes that the coefficients are time indepen­
dent, which is not valid in general. In addition, there are 
some other technical details in Schmidt’s work28 regarding 
commutation relations which were not properly handled. 
Thus we believe that Schmidt’s results28 cannot be consid­
ered as a valid extension of the Levich's theory. We assert 
that the role of ionic diffusion is still open. It should be 
noted, however, that the approximation of electron transfer 
between stationary ions is consistent with the adiabatic ap­
proximation and as thus it is not expected that ionic diffu­
sion will result in appreciable corrections for the rate con­
stant for these activated processes.

The final form of our rate expressions are summarized by 
eq V.l, V.4, and V.10. It is important to note that the quan­
tum mechanical expression utilizing a continum model out­
side the first coordination layer yields free energy contribu­
tions for the external solvent bulk. We did not attempt to 
follow conventional chemical treatments separating the 
free energy and the enthalpy of activation but rather de­
fined the activation energy via eq IV.9 and V.16. The acti­
vation energy at room temperature includes a 10 - 20% tem­
perature-dependent corrections due to quantum effects of 
the first coordination layer in systems where hoc ~  400 
cm-1. The outer medium can always be handled classic­
ally, as in view of its low characteristic frequency, extreme­
ly low and physically inaccessible temperatures will be re­
quired to study quantum effects originating from the effect 
of these modes.

The preexponential factor for the nonadiabatic rate con­
stant exhibits a strong dependence on -.he scaling parame­
ter of the electronic wave function. Its value depends on 
the behavior of the electronic wave functions at large dis­
tances, which is very poorly given even by the best avail­
able Hartree-Fock approximations. Similar problems were 
encountered in theoretical studies on electron mobility and 
triplet exciton band structure in molecular crystals in 
which the excess electron and the triplet exciton band 
structures are determined by intramolecular electron ex­
change or electron transfer matrix elements. The choice of 
c ~  1  cm- 1  is reasonable as much lower values suggested by 
the Hartree-Fock calculations for Fe2+ will result in an un-
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physically low value for the electron transfer probability. 
Under these circumstances condition III.22 will be satisfied 
and outer-sphere electron transfer reactions will be always 
nonadiabatic and exceedingly slow. Adiabatic electron 
transfer processes as advocated by Marcus require that 
Vav.bw > &bT  so that interference effects are crucial.

Nonadiabatic processes will occur when interference ef­
fects are negligible. The usual semiclassical description of a 
nonadiabatic transition is provided by implying that the 
splitting of the zero-order potential surfaces at the inter­
section point is “small.” Levich and Dogonadze6’19 have 
provided a complete semiclassical criterion for the applica­
bility of the nonadiabatic limit. To the best of our knowl­
edge a complete quantum mechanical formulation of the 
adiabatic case has not yet been provided. In this context, 
Mies and Krauss30 have provided a simplified model (equal 
resonance spacings and widths) which exhibits the transi­
tion from the adiabatic to the nonadiabatic case. This for­
malism is not applicable for the present problem as the res­
onance widths cannot be taken as constant, but rapidly in­
creasing toward the intersection of the potential surfaces. 
Our nonadiabatic theory incorporating quantum effects of 
the first coordination layer results in a transmission coeffi­
cient of k  ~  10 ~4, when the temperature coefficient of the 
dielectric constant is neglected.13 Similarly by the same 
calculations many other outer-sphere electron transfer 
reactions would exhibit transmission coefficients of 10 " 3 to 
10~4 and we would have to concur with Levich6 that these 
processes correspond to nonadiabatic reactions. This nona­
diabatic pattern in ionic solution is similar to many non- 
radiative processes in solids such as thermal ionizations 
and thermal electron capture which are adequately de­
scribed in terms of second-order perturbation theory and 
where comparison with experiment provides a legitimate 
basis for the validity of the nonadiabatic limit. The relèv­
ent parameters for thermal electron transfer in solution 
and for thermal electron capture or ionization in solids are 
quite similar, so we believe that nonadiabatic outer-sphere 
electron transfer processes in polar solvents are encoun­
tered in real life.
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Appendix, A. Quantum M echanical Manipulation
In this appendix we provide the details of the quantum 

mechanical treatment of the wave function of the Hamilto­
nian (II.l) Let us first rewrite the Hamiltonian (1.2) in two 
alternative forms

=  H e  a + 1*0 b + T

=  Web + ^eb + T ,

where

(A. 1)

Wea = Te + ^ea + Wa + Hb + V ab
Hs + Hc + Uints +

He b = Te + Veb + U a + Hh + Uab
Hs + Hc +  F ints +

Following the conventional treatment 
separation of electronic and nuclear motion one can define 
two sets of electronic wave functions at fixed nuclear con­
figurations.

t f e A i( r ,Q )  =  €at-(Q)^af(r, Q)
(A. 2)

He,b*b/(r, Q) = e bi(Q)Tbi(r ,Q )

where r and Q refer to all the electronic coordinates and to 
all the nuclear coordinates of the system, respectively. The 
complete orthonormal set represent all the electronic 
states of the total system with the excess electron localized 
on center A [i.e., the ground and excited states of the pair 
(AN+ + BjVf+)]. Each of these electronic states is character­
ized by the nuclear potential energy surface cai(Q). Similar­
ly the set I'Fb/i characterized by the nuclear potential sur­
faces <b;(Q) describes the ground and the excited electronic 
states of the pair (A(iV+ J+ + B(Ai~ l|+). From the mathe­
matical point of view either of these two basis sets is ade­
quate for the expansion of the total time-dependent wave 
function 4'(r}Qvt) of the system

V- ,c
1 (A. la)

+
V• , cy int
applied for the

*(r,Q,i) = 2 £ Xu(Q,f)*a{ = 2XXb.(Q,i)*b.
* j

(A. 3)
where 2xal and 2xb; are expansion coefficients. However, 
such an expansion is inadequate from the practical point of 
view as a large number of basis functions of type ai (includ­
ing continuum states) will be required to describe the sys­
tem with the extra electron on center b. One should follow 
chemical intuition by setting

* (r ,Q , t) = £ x a(Q, f)*„ (A. 4)
0£

where the index a spans both ai and by. The time-depen­
dent Schrodinger equation for the total system yields a 
coupled set of equations for the expansion coefficients xa

L S^a Tn + eJQ )  -  in 9 1 M  t)

-  I U j  *a>Xa(Q, f)L<*e I L 1 *a>X„(Q, t) (A. 5)

where (> refers to integration over electronic coordinates. L 
is the Born-Oppenheimer breakdown operator

nd^a  d dz$ a  
L * a =  9Q + "DO3"

The electrostatic interaction is defined by
Uea = t/eb for a e ai; Ue3 for a  e bj

5 is the electronic overlap matrix

6am =  <*al*B> =

(A. 6) 

(A. 7)

( 6ag; a , (3 e az or a,  0 e bj 
* Sag; a e az, £ e bj  or a e bj ,  fi e az 

Defining the inverse S~l of the overlap matrix

ĉxß Jaß

(A. 8) 

(A. 9)
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eq A.7 can be recast in the form

[ r „ +  A ]  Xr =

- Z Z V ^ b + <*8|i |* « > ]x 0 (A.10)
a  B

Regrouping the diagonal matrix elements from the right- 
hand side of eq A. 10 we get

\ t n + +  <*r |£/er|*r> + Z S * - 1 <*b |CT.b +L 8

ottr

Z  Z v ‘<*s k . «  + £ | * « > L  (A - n )a+v Sir J
This coupled set of equations for the nuclear motion is gen­
eral. For the sake of simplicity and relevance let us assume 
that 'Vy corresponds to one of the two ground state elec­
tronic wave functions Ta0 =  'ka or 'I' h0 =  ’kb- The first sum 
of the right-hand-side of eq 13 then involves direct cou­
pling between the ground state 7  with the ground electron­
ic state on the other site and with excited electronic states 
on both sites. The second sum involves an overlap correc­
tion to the coupling between the lowest zero-order elec­
tronic states on the two sites and overlap exchange contri­
butions of excited states. Restricting the treatment to a two 
electronic level system 'kg and 'kb, and neglecting the con­
tribution of the nonadiabatic operator L eq A. 11 now re­
duces to the following pair of equations

Tn + e M  + (TaK b |T a>  + Sab'1 <'k„|yeb|'ka> -

[<*a|tf.bl’*,®> + Sab-1<*b|tfib|* b]Xb

(A .12a)

[sam e a s (A. 12a) with b in  p lace of a and v ice  
v e r sa ]x b =  [sam e a s (A.12a) w ith b in p lace  of a 

and v ic e  v e r sa ]y a (A. 12b) 
Following conventional procedures and neglecting the 
terms on the right-hand side eq A.12 one obtains the eigen­
value equations for the (zero order) vibrational wave func­
tions Xau0^  and Xbu,0*^ of the two electronic states

[Tn + e a(Q) + ( 'k j [ /eb|'ka) +

S a b Z 'f 'b K b K ) -  O X a » “ =  0

[sam e a s above with b in p lace  of a and a in p lace
° f b ] Xbw° = 0  (A. 13)

The energies ERV° and Ey,w° represent the zero-order vi- 
bronic states 'kaxauc and 'kbXb»0 corresponding to the 
ground electronic states of the systems (A/v+ + BM+) and 
(A«v+i)+ + B(Ai-1)+), respectively. Again, each of the sets 
ixau°l and lxbu,°l completely spans the nuclear space.

The general nuclear functions Xa(Q) and XbuXQ) can be 
expanded in the complete zero-order basis sets

X a ( Q . * )  =  Z C a ^ ) X a , ° ( Q )  e x p [ - ^ a l)° f ]

r ■ i  (A-14)
*b(Q ,f) =  Z CbK'(-)Xb«,°(Q) ex p |^ -^ E btt;0(J

w

Utilizing eq A. 14 we are immediately led to the equations 
of motion for the expansion coefficients

iHT T  = ~ Z Ch J t ) V ^ bw expZ  U e J  -  € „ ° )il
a  t  i v '  L. J

(A. 15)

= - | Z c a^b»,a.exp[- -  E j ) t ]

resulting in the conventional expressions for the transition 
probability in second order.

Appendix B. Origin Displacements for the Polar 
Medium by Model Polaron Theory

The nuclear Hamiltonians for the initial and final states 

3<* = TNC + Tns + / a(QA, Qb) + ga(Q*)
(B .l)

3(* = TNC + Tns + f b{QA,Q B) + gb(QK)
which will be separated into the contributions of the first 
coordination lever and the medium outside it

3Ca,b =  Rca,b + f isa’b (B .2 )

where the continuum Hamiltonian is

Hsl =  Tns + ^(Q*) i = a ,b  (B.3)
The Hamiltonian (B.3) can be handled by using the formal 
results of polaron theory as suggested by Levich. V/e shall 
apply the formalism of Frohlich and Allcock for the strong 
coupled polaron to drive the reduced displacements AK and 
show how our result reduces to that of Levich. The physical 
situation is essentially as follows: in the initial state of the 
continuum at x is polarized by a charge distribution (x — 
xo), where xo is an arbitrary origin, while in the final state b 
the change distribution is pb(x — xo). The polar modes can 
be represented in terms of the Fourier components of the 
polarization field, the coordinate and conjugate momentum 
of the V component being qv and Pea, respectively. The 
formulation of the Hamiltonian is equivalent to the Har- 
tree approach for the strongly coupled polaron except that 
the change distributions p‘(x — xo) (i = a,b) are static. The 
strongly coupled polaron Hamiltonian is

H j  = X > » 2 + (¡v) + Z U K * '*  -  a v)Pv -
V  V

(a,** -r a j ) q v\ (B.4)
where the linear coupling coefficients are

(l/v)Jd3x exp(fv- x)p(x -  X0)

here the polaron coupling constant is
(B. 5)

e2 /  m \
” ~ cn \2 Hoj0 )

while S  is the reduced volume, il

(B .6 )

5 = (2n?o>0//zj3 

and the polaron coupling term is
(B .7 )

C =  (Do’ 1 -  V )

A s a *  =  a_v and a_v* =  atv one can

(B. 8 ) 

define new
fie ld  coord inates for v >  0
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qu  = (1 / -J2){qv + q_v)

q2v =  ( l / r f ) ( p v -  p .v) (B .9)

Piv = (1/X2)(pv + p.v)

p2v = (l/J2)(qv -  q_v)
The Hamiltonian (A.4) takes the form

Hs* = ^ M \ v  + Vlv + P\v ~ Piv)  -
V

Z i / 2 ( ( V  + otJ)qu  + m a j  -  OiJ)q2v] (B .10)
V>0

Comparing (A.8) with a general harmonic Hamiltonian we 
notice that the displacements of the origins of the normal 
polar modes induced by the static charge distribution pl 
(relative to the unperturbed medium) are

Ai„' =  (1 / n ) { a j  + O
( B . l l )

V  =  (1 /V 2 ) ( <  -  O
which from eq A.5 are

^ / d 3x  c o s  ( v - x)pi(x -  x n)
( B .12)

A s ,'' =  ( — g r )  ^ > J d 3x  s i n  (v - x)pi(x -  x 0)
both of these displacements are real.

The relative displacements between the two states a and 
b = Aa — Ab are from (B .ll)

Ajc =  Ajw A2,j

Alv = A,„a -  Atvb

A2v = AU* -  A2 b 
The relevant energy parameter E ms (eq II.8) is now

EuS = -  Au b)2 + (A2„a -  A2vbf ]
Z  V

(B. 15)

Utilizing eq A.10 we get

E u  =  ^ ( — | - )  { ^ ^ d 3 x  C° S (V ‘ X ) [ p a ^  "

*0) -  Pib̂  -  *o)f + sin (V ‘ x)[pa(x -
%0)pb(x -  x 0)]2

Performing the relevant integrations in (A. 14) and using

i s  =  7 --V  fd3XS (27t)3J
we get

Ems =  ^ - J J d 3x d 3x ({[pa(x -  t :)) +

Pb(x -  x 0) ] [ / f ( x '  -  x 0) +  p V '  -  x a) ] } / \ x  -  x'\)

=  ^ J / d 3x d V { [ p a(x )p a(x ')  +  pX x)p \ x ') + 

2 p a(x )p b( x ' ) ] / |  x  -  x ' | }  (B .16)

(B.13) 

(B. 14)

This is our final result. Equation B.15 can be recast in 
terms of the displacement vectors Da and Db in the initial 
and final states. It is easy to show that

j  =  j j d 3x d y  pi(x ~ =
\ x  -  x '  I

- i -  iD 'D J d3x (B. 17)
47T;

so that we get Levich’s result

Ey? = ^ J ( D a -  Db)2 d3X

We have exposed the derivation of the EMS term in consid­
erable detail to demonstrate that the application of polaron 
theory to the present problem does not involve the conven­
tional picture of one loosely bound electron (i . e the trans­
ferred electron) with the polar liquid, but rather the energy, 
changes accompanying the response of the medium to the 
different static charge distributions in the initial and in the 
final states. Our final expression is, of course, equivalent to 
the results of many other researchers.
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Unimolecular Reactions and Energy Partitioning. Three- and Four-Centered Elimination 
Reactions of Chemically Activated 1,1,2-Trichloroethane-d0; -cf1; and -d 2

K. C. Kim and D. W. Setser

Department o f Chemistry, Kansas State University, Manhattan, Kansas 66506 (Received March 11, 1974)

The unimolecular three- and four-centered hydrogen chloride elimination reactions of chemically activated
1 ,1 ,2 -trichloroethane-f-d, formed by the combination of CH2CI and CDCh radicals, have been studied. 
Two other isomers, l,l,2-trichloroethane-d0 and -2,2-d2, also were studied to confirm reaction mechanisms 
and to establish intermolecular isotope effects. Partitioning of vibrational energy to the dichlorolefin was 
characterized by observing the cis trans unimolecular isomerization rate of 1,2-dichloroethene. Approxi­
mately 81% of the total available energy was retained as internal energy of the olefin from the aa process; 
both the average energy and the energy distribution are consistent with statistical partitioning of the ex­
cess energy. The results are less definitive for the fta elimination reaction, but substantially less of the 
available energy was released to the olefin. The energy release data are consistent with the different poten­
tial energy changes for the two channels. Fitting the magnitude of the various experimental rate constants 
to RRKM calculations using optimized four- and three-centered transition-state models gave Eq values of 
59, 57, and 60 kcal mol- 1  for the fia, afi, and aa processes, respectively, of the do isomer. In addition to tri- 
chloroethane, chemically activated 1 ,2-dichloroethane and 1 ,1 ,2 ,2-tetrachlorethane also were generated 
and the half-quenching pressures were as follows: 1,1,2-trichloroethane-do, -d 1, and -d2, 17, 11, and 8.0 
Torr, respectively; 1,2-dichloroethane, 18 Torr; 1,1,2,2-tetrachloroethane, 10 Torr.

Introduction

The four-centered HX elimination reactions of halogen- 
ated alkanes are well characterized with respect to thermal­
ly and chemically activated unimolecular rate constants.1 
Generalized models2̂ 1 of the transition state match the ex­
perimental rate data including inter- and intramolecular 
isotope effects. Three-centered (aa) elimination (followed 
by rapid rearrangement of the carbene to an olefin) com­
petes with four-centered (pa) elimination if two halogens 
are located on the same carbon.5-7 We previously used the 
intramolecular competition between HF and DF elimina­
tion from CD3 CHF2 to characterize the transition state 
model for aa elimination.6 In the current work the elimina­
tion reactions of chemically activated 1 ,1 ,2 -trichlo­
roethane-do, -1-d, and -2,2-d2 are reported. An advantage 
of the 1 ,1 ,2-trichloroethane system is that the energy re­
leased to the dichlorc olefins can be deduced from the cis­
trans isomerization rates, if the elimination reactions give 
nonequilibrium cis:trans ratios of 1 ,2-dichloroethene.

The energy release pattern for a unimolecular reaction 
depends upon the excess energy, (E) — E q, and the char­
acteristics of the potential energy surface on the product 
side of the barrier. Since RRKM theory appears to be ade­

quate for describing the rate constants for HX elimina­
tion, 1~4’6-8 we will assume, subject to testing, that the ener­
gy distribution of the microcanonical ensemble of systems 
attaining the transition-state configuration is statistical. In 
contrast to this statistical distribution of the excess energy, 
the potential energy (i.e., the threshold energy for the re­
verse reaction) will be released according to the character­
istics of the potential surface and associated dynamics of 
motion in a manner analogous to direct bimolecular ex­
change reactions.9 Thus energy partitioning data supple­
ment conventional rate data for unimolecular reactions and 
give some information about the potential surface on the 
product side of the barrier. The potential energy changes 
associated with the aa and da elimination reactions differ. 
The four-centered process releases ~30 kcal mol- 1  of ex­
cess energy plus ~50 kcal mol- 1  of potential energy after 
crossing the barrier configuration. The three-centered pro­
cess releases about the same excess energy since the thresh­
old energies, E 0, are similar, but virtually no potential en­
ergy is released in passing from the HC1 elimination barrier 
to the carbene (i.e. the activation energy for addition of 
:CC1CH2C1 to HC1 is not known, but must be small). How­
ever, a large intramolecular energy release accompanies the 
rearrangement of the carbene to the dichloroethene. Since
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the excess energy is expected to be statistically (or nearly 
statistically) distributed to products for both channels and 
since all of the rearrangement energy is released to the ole­
fin by the aa channel, the internal energy of dichlo- 
roethene should be higher for the aa channel than for the 
fia channel. Our conclusions, combined with HX infrared 
chemiluminescence10 data, and kinetic energy measure­
ments of HX elimination from halogenated alkane ions11 
provide a fairly complete picture of energy disposal in HX 
elimination reactions.

The present investigation utilized Cl and H abstraction 
reactions by methylene from chloroform to generate meth­
yl, monochloromethyl, dichloromethyl, and trichlorometh- 
yl radicals, which form a chemical activation system for
1 ,2-dichloroethane, 1 ,1 ,2 -trichloroethane, 1 ,1 ,2,2-tetrachlo- 
roethane, 1 ,1 ,1 -trichloroethane, and 1 ,1 -dichloroethane 
with ~90 kcal mol- 1  of energy. Only the first three mole­
cules were investigated thoroughly, although some qualita­
tive information was obtained for the last two molecules. 
The rate constant data for 1,2-dichloroethane are in agree­
ment with previously determined results2'12 and will not be 
emphasized. The present data for 1,1,2-trichloroethane and
1 ,1 -dichloroethane are in general agreement with an earlier 
report13 from this laboratory; however, some of the detailed 
interpretations differ since the importance of the three- 
centered channel was not then recognized.

The overall scope of the present work thus includes (1) 
investigation of methylene reactions with chloroform, (2) 
determination of the rate constants for the unimolecular 
decomposition of the chemically activated 1 ,1 ,2 -trichlo­
roethane and 1 ,1 ,2 ,2-tetrachloroethane, (3) characteriza­
tion of the competing aa, /3a, and a/3 elimination reactions 
of 1,1,2-trichloroethane, (4) measurement of the product 
energy partitioning through study of the cis-trans isomer­
ization of 1,2-dichloroethylene, and (5) explanation of 
inter- and intramolecular isotope effects.

Experimental Section
The experiments consist of photolyzing mixtures of ke- 

tene and chloroform at room temperature followed by gas 
chromatographic product analysis. In many instances the 
components separated by gas chromatography were 
trapped from the He effluent and further analyzed by mass 
spectrometry. The reactants were kept in nearly constant 
proportions (CH2C0:CHC13 = 2:3, CH2C0:CDC13 = 2:3, 
and CD2CO:CHCl3 = 1:3). The large fraction of ketene was 
needed to obtain sufficient yields for mass spectral analysis 
of individual product components. The products from reac­
tion of methylene with ketene did not interfere with study 
of the chemically activated molecules. In all cases about 2 
cm3 of the gas mixture was measured and placed in Pyrex 
vessels ranging from 15 to 10,000 cm3 in size. Photolysis 
was done at room temperature with the unfiltered light of a 
GE AH-6 high-pressure mercury lamp which provides an 
effective wavelength in Pyrex vessels of 3200 ± 200 A for 
dissociating ketene. Samples were photolyzed for 1-3 hr 
depending on the size of the vessel. Photolysis of chloro­
form in the absence of ketene yielded no products. The 
vapor pressure of chloroform provided an upper limit, <200 
Torr, to the pressure.

Reagent grade chloroform, Mallinckrodt Chemical Co., 
was purified by gas chromatography on the same column 
that was used for product analyses. Chloroform-dj was 
purchased from Stohler Isotope Chemicals Inc. Following 
gas chromatographic purification, the mass spectrum indi­

cated an isotopic purity of better than 99.5%. Ketene-d2 
was prepared by hot-wire pyrolysis of acetone-dB. Ethyl­
ene, one of the major impurities, was partially removed by 
trap-to-trap distillation and finally eliminated by gas chro­
matography at 77°K on a 30-ft Fluoropak column. Ketene- 
do was prepared by pyrolysis of acetic anhydride purified 
by trap to trap distillation. Analysis of the ketene-d0 indi­
cated that it was sufficiently pure so that further treatment 
was not necessary. Other reagent grade compounds, pur­
chased from various sources, were used without purifica­
tion for calibration of gas chromatographic retention times 
and mass spectral references.

The general method of analyzing the photolyzed sample 
was as follows. The condensable components of the photo­
lyzed sample were recovered by pumping the products 
through a glass wool packed trap cooled to 77° K; these 
products were transferred into the inlet system and inject­
ed onto the gas chromatographic column. Some 1 1  compo­
nents of interest were separated on a 7-ft Porapak T col­
umn (80-100 mesh). The gas chromatographic unit was a 
Perkin-Elmer Model 820 with a thermal conductivity de­
tector. During the first 5 min, the column was operated iso- 
thermally at 60°, which was sufficient to elute the extreme 
light end of the photolyzed products. This was followed by 
programming for 10 min at 0.5° min- 1  and then 30 min at
1.0° min _L After cis-l,2-dichloroethylene was eluted, the 
programming rate was advanced to 2° min- 1  until the max­
imum preset temperature (175°) was reached. Most of the 
components were eluted within 2 hr, although 2.5 hr was 
required for elution of the last component, 1 ,1 ,2 ,2 -tetrach­
loroethane. The order for elution was vinyl chloride, 1,1- 
dichloroethylene, irons-1 ,2-dichloroethylene, cis- 1 ,2-di­
chloroethylene, chloroform, 1 ,2-dichloroethane, trichloro­
ethylene, 1 ,1 ,2-trichloroethane, and 1 ,1 ,2 ,2-tetrachloroe­
thane. Hydrocarbon products arising from the interaction 
of CH2 with ketene were not studied. Quantitative calibra­
tions (peak areas) were made from prepared mixtures con­
taining the components of interest. The ratio of the ther­
mal responses of other compounds to that of trans- 1 ,2-di­
chloroethylene (chosen as the reference) was nearly unity if 
areas of the gc peaks were used.

For many of the experiments 1,1-, trans-1 ,2 -, and cis-
1 ,2-dichloroethylene were trapped from the effluent and 
analyzed for isotopic compositions by mass spectrometry. 
The cracking pattern of 1,1-, £rans-l,2-, and cts-l,2-dichIo- 
roethylene-do are almost identical; the only difference is 
the relative abundance of the ions, particularly the parent 
molecular ion, with respect to the most abundant (m/e 61) 
ion, CHC1-CH+. The molecular ion consists of three mass 
peaks, 96, 98, and 100, which are characteristic of two chlo­
rine atoms with 32.7% naturally abundant 37C1. Monodeut- 
erated analogs of the above compounds gave their molecu­
lar ion peaks at 97, 99, and 101; the dideuterated species 
gave m/e 98, 100, and 102 . Thus for mixtures of d{)- and dr  
or dx- and d2-labeled compounds, the spectra do not over­
lap and relative peak heights can be directly correlated to 
the isotopic composition. The spectra were recorded on an 
EAI “Quad 250” mass spectrometer at 70-eV electron ener­
gy-

R esu lts

Reaction Mechanisms for Formation of Activated Mole­
cules. Singlet methylene abstracts Cl atoms and triplet 
methylene abstracts H atoms in reactions with chloro- 
methanes. 14 The radicals generated by H or Cl abstraction

The Journa' of Physical Chemistry, Vol. 78, No. 21, 1974



2 1 6 8 K. C. Kim and D. W. Setser

TABLE I: R e a c tio n  P r o d u c ts  fro m  M ethylene-tfo  w ith  C h lo ro fo rm - d o  a n d  - d \  a n d  M ethylene-rf® w ith  C h lo ro fo rm  - d o

Reaction systems Radical com bination products

I I I I I Reaction
CH;CO +  CDC13 CHjCO +  CHCb CDoCO +  ClICli no. I I I I I I

CH.C1 and CDC1,“ CILC1 and CHC12“ CD,C1 and CHCb" i ' CHoCl-CDCl, CHCI2-C H 2CI CHC12-C D 2C1
2« CH2CI-CH2C1 CH,C1-CH2C1 c d ,c i- c d 2c i
3C CDCL-CDCI, CHC1o-CHC12 CHCl'-CHCb
4 d CHoCl-CCh CH,C1- CC13 CD.Cl-CCls

CH.D and CC1/ CH, and CCV CD,H and CCl,1' 5d C H oC1-CH2D CH,C1-CH3 c d 2c i- c d 2h
6rf CDCI,-CC13 CHC12-CC13 CHC12-CC13
l d CDCb-CH-D CHC12-CH 3 CHC12-CD,H
8 C CH2D-CH2D C H j-C H , c d , h - c d 2h
9" CCh-CCh CC13-CC13 CC13-CC13

10" CH.D-CCl, CH3-CC13 CD2H-CC13

" A bstraction products from reaction by singlet m ethylene. b A bstraction products from reaction by trip le t methylene. 
r Radical com bination products arising as a consequence of only singlet m ethylene reactions. d Radical com bination products 
arising as a consequence of both  singlet and trip let m ethylene reactions. " Since the concentration of singlet m ethylene ex­
ceeds th a t of trip le t methylene, the yields of products which arise from com bination of radicals derived only from trip le t 
m ethylene are very low.

reactions of methylene-do with chloroform-do and -d\ and 
methylene-d2 with chloroform-d0 and the resulting combi­
nation products are summarized in Table I. At high pres­
sure, most of the compounds in Table I were found. How­
ever, products from reactions 1-3 were present in far great­
er quantity indicating that reaction of triplet CH2 with 
chloroform is relatively unimportant, which is consistent 
with an estimate of ~70% singlet methylene under our con­
ditions.148 One complication is that some of the chemically 
activated molecules formed from reactions 4, 7, and 10 give 
the same decomposition products as those from steps 1-3. 
Although hydrogen abstraction reactions by CH3, CH2C1, 
CHCI2, etc. should be included to obtain total mass bal­
ance, products from these abstraction reactions were pres­
ent in minor quantities relative to radical combination 
products. Although not explicitly studied, no evidence was 
found to support the previously suggested13 “dispropor­
tionation reactions” involving CHC12. The previous gas 
chromatographic analysis scheme apparently was unsatis­
factory and we retract the earlier suggestion.13

At pressures sufficiently high to quench the unimolecu- 
lar elimination reactions, the product ratios in Table I 
should be constant and equal to the ratio of recombination 
rate constants. For the first three reactions the relationship 
k\ = %fe2 = y2k3 would be expected. For the CH2CO + 
CHCI3 system, the ratio of 1,1,2-trichloroethane to 1,1,2,2- 
tetrachloroethane varied from 1.4 to 1.7. Accounting for the 
yield of 1 ,2-dichloroethane and its elimination product is 
complicated by the presence of 1 ,1 -dichloroethane, which 
has a half-quenching pressure of ~103 Torr for formation 
of CH2CHCI.13 If the vinyl chloride yield is ignored at the 
highest pressures (the half-quenching pressures of 1 ,2- 
C2H4C12 is 18 Torr), the average ratios 1,2-dichloroethane:
l , l ,2-trichloroethane:l,l,2 ,2-tetrachloroethane are 1 .0:1 .5:
1.1. These ratios thus support the general assignment of 
mechanism for formation of the activated molecules.

Unimolecular Rate Constants for CH2 CICHCI2 , 
CH2CICDC12, and CD2CICHC12. The activated molecules 
have ~90 kcal mol- 1  of energy and at reduced pressures 
unimolecular HC1 elimination competes with collisional 
stabilization. The reactions will be defined for 
CHoClCDClo, which permits identification of all channels 
(see eq 11 and 12). The various channels will be labeled by 
specifying the site of the hydrogen atom by the first sub­
script of the rate constant. The carbon with two chlorines is

denoted by a. The three-centered elimination is followed

** *.*<>
CH2C1-CDC1, — ► CHC1=CDC1 (cis) +  HC1 (11a)

Hi, (,.) k,
— ► CHC1=CDCI* (trans) +  HC1 (lib)
k ,
— ► CH,=CC1,* +  DC1 (11c)

DO +
CH.cicCl* — *■ CHC1=CHC1* (cis) (12a)

— »- CHC1=CHC1* (trans) (12b) 
by rapid rearrangement of the carbene. The single asterisk 
is used to denote the possibility of retention of enough en­
ergy by the olefin for subsequent isomerization, hence, the 
use of the double asterisk on the trichloroethane. Ccllision- 
al stabilization will be represented by the unit deactivation 
approximation

am[M ]
OLCICDCL** ------- » CH.Tl-CDCL (13)

Although cascade deactivation with (AE) = ~ 6  ± 2 kcal 
mol- 1  probably is the better relaxation model,12 minor cor­
rections to the high-pressure rate constants for cascade ef­
fects can be made later. The product yield data are summa­
rized in Figures 1 and 2 and Table II. Since gas chromato­
graphic analysis separated cis- and trans- 1 ,2-dichlo- 
roethene as well as 1 ,1 -dichloroethene, mass spectrometric 
analysis of the dichloroethenes can give all channels of (1 1 ) 
and (12 ) for trichloroethane-l-d and trichloroethane-2 ,2- 
d 2. Although both cases could have been examined in de­
tail, efforts were focused on CH2C1-CDC12 and the results 
are presented in Table III.

Individual unimolecular rate constants are defined as fcai 
= &M[M]i)j/S where i denotes the appropriate decomposi­
tion channel and S and D represent the concentrations of 
stabilized and decomposed products, respectively, 
the collision frequency, is proportional to the pressure of 
the experiment and the rate constants are conveniently 
tabulated in pressure units and later converted to sec-1. 
Decomposition plots giving 1,2-dichloroethylene are shown 
in Figure 1 . Since there is no contribution to the decompo­
sition product from any side reaction, the slopes in the 
high-pressure region (D/S < 1.5) give a reliable average 
high-pressure rate constant. Unfortunately the decomposi­
tion of 1 ,1 ,1 -trichloroethane does contribute to the 1 ,1 -di-
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TABLE II: 1 ,1 ,2 -T r ic h lo r o e th a n e - l-rl, a n d  D ic h lo r o e th e n e  P ro d u c t Y ields"

Presseure,
Torr

1,1-Dichloro-
ethylene

trans- 1,2-Di- cis- 
chloroethene

1,2-Dichloro-
ethene CH,C1CDC12

D /S

Total CHC1CHC1

0 .2 5 .4 12.5 15.4
0 .3 2 .2 4.1 4 .8
0 .7 6 .1 7 .0 8 .4
1 .4 0 .6 0 .9 1.2
1.8 0 .9 2 .3 3.1
3.5 3 .4 9 .6 13.4 8 .2 3 .2 2 .8
5 .2 3 .5 12.1 17.1 13.2 2 .5 2 .2
7 .0 2 .9 13.0 17.5 20.3 1.6 1.5

10.0 3 .4 11.9 17.4 31.3 1 . 0 0.94
13.6 3.1 7 .0 10.4 25.6 0.80 0.68
16.5 4 .2 10.3 15.2 40.2 0.74 0.63
23.4 2 .3 6.1 8 .6 35.0 0.48 0.42
36.3 2 .9 3 .5 5 .3 39.2 0.29 0.22
72.6 3 .3 2 .8 4 .2 45.4 0.23 0.15
93.5 5 .0 5 .6 8 .9 136.3 0.14 0.11

187.0 6 .3 5 .0 8 .4 153.0 0.13 0.09

" In units of 10 3 cm 3 of gas a t  25° and 1 atm  pressure.

TABLE III: A n a ly s is  o f  1,2-•D ich lo ro e th en e  fr o m  th e  C H 2C I-C DC I2 S y stem

M ass ratios" [Cis ]/trans ]
Pressure, Trans Cis irans-D ichloroethene6 cis-Dichloroethene6

Torr (97/96) (97/96) C2HDC12 C2H 2C1, C2HDC12 C2H 2C12 ß a a a

0 .2 3 .6 4 .6  32.6 9 .0 42.0 9 .2 1.29 1.02
0 .3 3 .6 4 .5  10.7 3 .0 13.0 2.9 1.21 0.97
0 .7 4 .0 4 .8  18.7 4 .7 23.2 4 .9 1.24 1.04
1 .4 3.9 4 .6  2 .5 0 .6 3 .3 0 .7 1.32 1.17
1 .8 4.1 4 .5  6 .3 1.5 8 .4 1 .8 1.32 1.20
3 .5 4 .3 4 .4  26.0 6.1 36.6 8 .2 1.40 1.35
5 .2 4 .6 4 .5  33.1 7 .3 46.5 10.5 1.41 1.44
7 .0 4 .5 4 .6  35.4 7 .8 48.0 10.4 1.36 1.33

10.0 4 .9 4 .3  32.8 6 .8 47.1 10.9 1.44 1.60
13.6 5 .2 4 .4  19.6 3 .8 28.2 6 .4 1.43 1.68
16.5 5 .2 4 .2  28.6 5 .6 41.1 9 .7 1.43 1.73
23.4 5 .5 3 .9  17.0 3 .2 23.0 5 .8 1.35 1.81
36.3 5 .4 3 .8  9 .8 1.9 13.7 3 .7 1.40 1.94
72.6 5 .5 3 .6  15.7 2 .9 23.2 6 .6 1.48 2.28
93.5 5 .7 3 .5  7 .8 1.4 10.9 3.1 1.40 2.21

187.0 5 .9 3 .6  14.3 2 .5 21.8 6 .2 1.52 2.48

"T h e  mass spectral analyses give 97/96 = [crs-C H C l=C D C l] / [crs-CH Cl=CH Cl , 97/96 = [ira/zs-C H C l=C D C l]/ 
[irans-CHCl— CHC1 ]. b Yields in 10 ~3 cm 3 of gas, obtained by combining the results of columns 2 and 3 w ith Table II.

1 /PRESSURE! TORR)

Figure 1. [c/s- and frans-1,2-dichloroethene]/[l,1,2-trichlo-
roethane] vs. reciprocal pressure for the do (□), d-i (•) and d2 (O) 
systems. This plot includes only the act and fia elimination channels. 
The slopes of the lines are the high pressure rate constants.

chloroethene product yield and a nonzero intercept was 
found for plots of l,l-d:chloroethene:l,l,2-trichloroethane 
vs. reciprocal pressure. The total decomposition product 
plots shown in Figure 2 have an insignificant (except for 
the CD2CI-CHCI2 data) intercept and the total unimolecu­
lar rate constants were obtained from the slopes of this 
graph. Subtraction of the contribution from the 1,2-dichlo- 
roethene channels then gives ka(ap). These ratios of ka(al3)/ 
[ka(aa) + ka(Pa)] were confirmed by point by point exami­
nation of the ratios of 1 ,1 - and 1 ,2-dichloroethene product 
yields at low pressure. From the isotopic composition data 
of Table III, the ratio of the /J«(C2HDC12) to 
channels was obtained and within experimental error the 
ratio was independent of pressure, as expected.6 Complete 
analysis for CD2CICHCI2 was done for two experiments 
(3.3 and 9.6 Torr) and = 2.0.
The reduced ratio is a consequence of the switch in the pri­
mary intramolecular isctope effect from the aa channel to 
the fia channel. The rate constants for the three isomers 
are summarized in Table IV. The ka(aft) value for 
CD2CICHCI2 is somewhat uncertain because of the exces-
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TABLE IV: E x p e r im e n ta l R a te  C o n s ta n ts 0 fo r  1 ,1 ,2 -T rich Ioroeth an e-d » , ~di, an d  -rlf

Reaction channel

C H 2C1--CHCL C H 2C1--CDC1, C D 2C1--CHC12

Torr 10s se c"1 Torr 108 sec"1 Torr 10s se c"1

k a (total) 17 2.1 11.4 1.39 8 .0 0.95
A„(a/3) (1,1-dichloroethene) 4 .0 0.49 1.5 0.18 2.0° 0.24
k a( a c t  +  /3a) (1,2-cLchloroethene) 13 1 .6 9 .9 1.2 6 .0 0.71
k a(c ta ) (3 .2 )6 0.39 1 .8 0.22 2 , 0 d 0.24
k aQ3 a ) (9.8)'- 1 .2 8.1 0.99 4. O'1 0.48

° The experimental rate  constants in Torr units were converted to  sec“ 1 units using the collision diameters of 6.5 A for 
trichloroethane, 4.5 A for ketene, and 5.3 A for CHC13. b Values in parentheses were estim ated after allowing for isotope 
effects; see text. c Obtained from a weighted average of data  in Figure 2 and the 1,1-dichloroethene to  1,2-dichloroethene 
yield ratio  a t  low pressure. d O btained from isotopic analysis of the 1,2-dichloroethylene products from two experiments. 
c T he experimental rate  constant for 1,1,2,2-tetrachloroethane was 10.5 Torr.

* . . ( 1 5 )

CH2C1— CC13* —-— *■ CHC1=CCL, +  HC1 (15)

If the CH2CICCI3 is formed in constant proportion, R, to 
CHCI2—CHCI2, the following expression describes the tri- 
chloroethene:l,l,2 ,2-tetrachloroethane ratio.

[CHC1=CC12]
[c h c Iv— c h c i2]

^  + R p k+ f } 1 5 ) a  + *a(14)/P)  (I)

R is expected to be small because there is less H abstrac­
tion than Cl abstraction by methylene; therefore, the sec­
ond term will be small. Since &a(15) may be ~fca(14), the in­
tercept is not necessarily a measure of R. However, the data 
of Figure 3 show very little curvature which is evidence 
that R is small. If the second term in the above equation is 
neglected, a value of 10.5 Torr is obtained for ka{14). This 
is about a factor of 2 lower than for 1 ,1 ,2-trichloroethane.

The decomposition of CH2C1-CH2C1 can be studied in 
the CH2CO + CDCI3 and CH2CO + CHCI3 systems; how­
ever, CD2C1-CD2C1 is obtained from CD2CO + CHCI3. 
Vinyl chloride and HC1 (DC1) are the decomposition prod­
ucts. Although not a major product, 1,1-dichloroethane is 
formed and also decomposes to vinyl chloride. In the 
CH2CO + CDCI3 system, this contribution can be moni­
tored because the CH2D-CDC12 gives chloroethane-di and 
-d<i products, whereas, l ,2-C2H4Cl2 gives only d0 product. 
The rate constant for 1,1-dichloroethane previously13 was 
estimated as 1100 Torr. Thus, for the entire pressure region 
covered in this work, virtually complete decomposition 
would be expected. A single experiment at 23 Torr showed 
~40% chloroethene-di and -d2, which supports both a lower 
yield and a larger rate constant for l,l-dichloroethane-d2 
than for 1 ,2-dichloroethane-do, which is known to be 18 
Torr.2-12 The ratios of [C2H3Cl]/[l,2-C2H4Cl2] and 
[C2D3Cl]/[l,2-C2D4Cl2] were measured and plotted us. re­
ciprocal pressure. Analysis of the data for the d0 species, 
according to an equation similar to (16), gave fea(l,2- 
C2H4C12) = 18 Torr and fea(l,l-C 2H4Cl2) > 350 Torr. The 
more limited data for 1,2-C2D4C12 gave a kinetic isotope ef­
fect of ~3; these results for l,2-dichloroethane-d0 and -d4 
agree with more detailed studies.2

Isomerization of 1,2-Dichloroethene. In order to obtain 
cis-trans isomerization15 rate constants for the aa channel, 
Scheme I was employed for the data of Table III, which are 
displayed in Figure 4. Steady-state treatment for trans- 
CHC1=CHC1* (t*) and as-CHCl=CHCl* (c*) gives

Figure 2. [1,1- and 1,2-dichloroethene]/[1,1,2-trichloroethane] vs. 
reciprocal pressure for the do (□), di (•), and cfe (3) systems. This 
plot includes all elimination channels. The slopes of the lines give the 
high-pressure rate constants. The dotted line was used for trichlo- 
roethane-cf2 in order to call attention to the slightly higher intercept 
for this case. The data of this plot could be analyzed according to an 
equation similar to (I); however, within the experimental error of the 
data the resulting rate constants would be equal to just the slopes of 
the lines shown in this figure.

sive contribution to the 1 ,1 -dichloroethene yield which 
seemed greater for this system than for the other two. The 
separation of the aa and fia channels for CH2CICHCI2 was 
done by estimation of expected isotope effect; vide infra. 
As far as is known, the data for the CH2C1-CDC12 system 
are of high quality.

The variation with pressure of the overall cis:trans di- 
chloroethane ratio, as well as that for the fia and aa chan­
nels, is a consequence of subsequent unimolecular reactions 
of the dichloroethene. The analysis of this isomerization is 
done in a later section.

Unimolecular Rate Constants for 1,1,2,2-Tetrachloroe- 
thane, 1,2-Dichloroethane, and 1,1-Dichloroethane.' 
Tetrachloroethane was studied in the CH2CO + CHC13 sys­
tem; hence, the contributions from the aa and afi channels 
to the total rate constant cannot be measured. The 1 ,1 ,1 ,2- 
tetrachloroethane molecule also is a product (see Table I) 
and, furthermore, its decomposition product is the same as 
from the symmetrical tetrachloroethane.

A. (14)
CHC1,— CHC1* ------- ► CHC1=CC12 +  HC1 (14)

The Journal of Physical Chemistry. Vol. 78. No. 21. 1974



Unimolecular Reactions and Energy Partitioning 2171

Figure 3. Decomposition-stabilization plot for 1,1,2,2-tetrachloroe- 
thane.

Figure 4. Plot of [ c/s-dichloroethene]/[ frans-dichloroethene] vs. re­
ciprocal pressure for CH2CI-CDCI2: • , a a elimination (C2H2CI2); ■ , 
0a  elimination (C2HDCI2). An additional low-pressure point at MP =  
5 Torr-1 can be obtained from Table III.

[t*] =
[CH2ClCDCI2**ll(^a(t))feM[M] +  (K(t))K  +  (K{c))kc\

(¿fe„[M] + K) ®M ] + K) ~ KK
(H)

and

[c*] =
[CH2 aCDCI2 **1{(fe,(c))AMrM3 + 'Mc))kr +  (K(t))kt} 

(¿mM  +  kt)(ku[M] + kc) -  kckt
( H I )

The [cis]/[trans] ratio is related to the rate constants by 

[cis] /  [trans] =
(fea(c))£M[M] +  (k3(c))k( +  (K(t))K  /yy, 
( W l J M ]  +  (kJX))K + (A.(c))Ac-

Since the A //f° 0 values of cis- and trans- dichloroethane16 
favor cis by only 0.4 kcal mol-1, the threshold15 energies 
(56 kcal mol-1) for cis s=r trans are nearly equal. The densi­
ties of states calculated from harmonic oscillator frequen­
cies favor the trans isomer (a factor of ~1.5). The energy 
differences and the density ratio have opposite effects and 
for simplicity we set kc = kt. If the harmonic oscillator den­
sities are reliable, the equilibrium ratio of [c*]/[t*] may be 
less than unity. If so, this would indicate that a small frac­
tion of the 1,2-dichloroethene molecules have less than 56

Figure 5. The experimental (•) and calculated cis —>- trans isomer­
ization rate constants for C2H2Cl2 formed by a a elimination from
CH2CI-CDCI2. The calculated results shown b y ----- are based on
the rate constants and the statistical distribution ((£} = 66.7 kcal)
shown in Figure 8. The calcu ated results shown by----- are for the
statistical distribution but with the whole distribution shifted to lower 
energy by 2 kcal mol-1 ((E) = 64.7 kcal).

Scheme I

C H ,C l—C D C 1,
*.,(t) * £m[M]

— f r ans —C H C 1= C H C 1*  — — .

o

M M ]

cis—C H C l= C H C l

C H , C l - C D  C l,

i r o n s —C H C l= C H C l

MM]*  a’m

c i s — C H C l= C H C l

kcal, because our experimental ratio was unity. At the 
high-pressure limit, [cis]/[trans] = ka(c)/k3(t) and at the 
low pressure limit, the [cis]/[trans] ratio reduces to k j k t = 
1. Substitution of ka(c)/ka{t) = 2.8 and of kc for kt in the 
above equation yields

¿m[M] ([cis] /[trans] -  2,8) =  .
3.8(1.0 — [cis] /  [trans])

Collision diameters of 5.0 and 5.5 A for the bath gas and 
olefin and the experimental [cis]/[trans] ratios give the rate 
constants (kc) shown in Figure 5. There is fairly strong 
pressure dependence and the rate constants increase by 
about a factor of 3 over the pressure range examined. The 
experimental values at the high- and low-pressure limits 
are sensitive to the choices for ka(c)/ka(t) and k j k t; how­
ever, the rate constants for the intermediate pressures are 
not subject to this restriction. The experimental rate con­
stants of Figure 5 are used in a following section to deduce 
the energy distribution function of dichloroethene mole­
cules.

Application of the same formulation to the cis- and 
frons-dichloroethene data from the 0a elimination channel 
gives

¿m[M] ([cis] /  [trans] -  L5) = ,
2.5(1.0 — [cis] /  [trans])

for a high-pressure limiting [cis]/[trans] ratio of 1.5. The 
[cis]/[trans] ratio neither attains unity at low pressure nor 
strongly favors «s-dichloroethene at high pressure. Appar-

The Journal of Physical Chemistry, Voi. 78. No. 21, 1974



21 7 2 K. C. Kim and D. W Setser

ently only a fraction of the molecules are formed with ener­
gy greater than Eq for isomerization. The result of this 
combination of factors is that the isomerization rate con­
stants are not highly reliable. However the values of the 
rate constants kc were ~(2-5) X 106 sec- 1  for the pressure 
range of 1-10 Torr. The reduction of a factor of 10 in the 
magnitude of the rate constants, relative to the molecules 
formed by the aa channel, indicates that significantly less 
energy is released to the olefin in the 0a channel. However, 
the rate constants are not considered to be sufficiently reli­
able that their pressure dependence could be used to de­
duce an energy distribution function. For this reason the 
rate constants are not shown on a plot.

Discussion
The Three- and Four-Centered Elimination Channels 

for CH2CICDCI2. The results establish that aa and 0a 
eliminations are competitive channels. Apparently such a 
competition can be expected whenever two Cl or two F (or 
probably two Br) atoms are attached to a primary carbon 
atom. The factor responsible for making the aa channel 
competitive with 0a channel is the lowering of the thresh­
old energy for three-centered elimination which results 
from the enhanced thermodynamic stability of the halo­
gen-substituted carbene relative to the hydrogenated car- 
bene.6 Since subsequent hydrogen rearrangement is still 
exoergic for the halocarbene, the final product is the olefin. 
Recently a concerted elimination-rearrangement has been 
postulated to explain HC1 elimination from CF3CH2Cl.17a 
The total rate constant previously reported13 for 
CH2CICHCI2 agrees well with the current measurements; 
however, the present data allow a much better assignment 
of the relative reaction channels. For CH2CICDCI2 the ratio 
of aa to 0a elimination was 0.22; if the a0 channel is in­
cluded, the total ratio of three- to four-centered rates is 
0.19. For CD2CICHCI2 the ratio of a a to 0a products was 
0.5; such an increase, relative to CHCI2CDCI2, is expected 
from the isotope effects. Based upon this isotope effect and 
upon calculations to be presented in the next section, the 
measured sum of aa plus 0a rate constants was partitioned 
(1:3) to the aa and 0a channels of CH2CICHCI2 as shown in 
Table IV. Products from the a0 and 0a + aa channels were 
observed in a pyrolysis experiment1713 with CH2CICHCI2; 
however, the aa channel has not been identified by thermal 
activation. For this reason the critical energies were as­
signed from our chemical activation data.

The threshold energies were obtained by matching 
RRKM-calculated rate constants to the experimental 
values for all three molecules. The details of the calcula­
tions are summarized in the next section. Threshold ener­
gies of 60, 59, and 57 kcal mol- 1  for the aa, 0a, and a0 
channels of CH2CICHCI2 are consistent with the data. As 
noted in footnote e of Table V, the E0(aa) could be raised 1 
kcal mol- 1  to obtain even better agreement; however, the 
reliability of the E0 values are only ±2 kcal mol-1  and this 
change is not particularly worthwhile. Thus the threshold 
energy for the aa is 1-2  kcal mol" 1 higher than the directly 
competing (0a) four-centered process. The threshold ener­
gy for the aa process of CH3CHF2 was estimated to be 3 
kcal mol" 1 higher than that for the 0a elimination; the dif­
ference in the chloro and fluoro molecules is consistent 
with the enhanced ratio of aa:0a for CD2C1CHC12 (0.76) 
relative to that for CD3CHF2 (0.22). Although calculations 
were not done for CHC12CHC12, the small reduction (factor 
of 2) in overall rate constant for tetrachloroethane relative

to 1 ,1 ,2-trichloroethane is consistent with threshold ener­
gies that are similar to trichloroethane.

The comparison of the calculated and experimental re­
sults imply that the threshold energy for a0 elimination is 
~ 2  kcal mol" 1 lower than for 0a elimination. It should be 
noted that the calculated values for kap are lower (0.56) 
than for kpa, even for identical threshold energies (Figure 
6). This characteristic of the model also is implied by the 
smaller calculated preexponential factor for the a0 chan­
nel. Although the difference in the models did arise natu­
rally, this effect, which contributes to the lower assignment 
of Eo(a0) relative to Eo(0a), may be overemphasized.1 We 
would conclude, however, that Eo(a0) ;S Eo(0a). The larg­
er reaction path degeneracy for the 0a channel relative to 
the a0 channel should be noted (see Appendix) when com­
paring total rate constants.

Calculated Unimolecular Rate Constants and Isotope 
Effects. The rate constants in pressure units were convert­
ed to reciprocal seconds using Lennard-Jones collision di­
ameters. It would be more realistic to include the Q2>2 inte­
gral, which is a sizable factor for polar gases, in the collision 
diameter. This factor, however, would be offset by reducing 
the observed high-pressure cascade deactivation rate con­
stants (( AE) ~ 6 kcal mol“ 1 is expected12 for CHCI3 and 
CH2CO bath gases) to unit deactivation values. The esti­
mated uncertainty in the values of Table IV as unit deacti­
vation rate constants could be ±50% (in addition to experi­
mental error associated with individual measurements). 
For comparison with calculated results, Table V, the exper­
imental rate constants were converted to unit reaction path 
degeneracy (see Appendix).

In order to calculate the RRKM unit deactivation rate 
constants, the specific rate constants, k p„ are averaged over 
the energy distribution function of formed molecules. An 
equation similar to that shown for k a(a0) applies to each 
channel.

k„(a(3) = Am[M] X

_______________kE(a/3)_______________
kF/(a/3) +  k v(/3a) +  k^aa )  +  feM[M] 

_____________ ¿m[M]

kE(a/3) +  k E(/3a) + kE(aa)  +  &m[M]

f(E) d E

i(E) d E

(VII)
Since the ratio of the specific rate constants is virtually 
constant over the relatively narrow distribution function 
for molecules formed by radical combination, any variation 
of the experimental rate constant with pressure will be less 
than the experimental error; therefore, only the limiting 
high-pressure form

K(<xP) kE(al3)(f(E) dE f (E) d£(V III)

will be used for the comparison with the experimental rate 
constants. This is not true for cis-trans isomerization re­
sults and in that case the pressure dependence of ka is used 
to estimate f(E). The introduction of cascade deactivation 
alters the formulation and can be especially important18 in 
the low-pressure region for multiple-channel systems; how­
ever, for relatively efficient bath gases this is not an impor­
tant consideration.

The method for obtaining distribution functions of 
chemically activated molecules formed by radical combina­
tion is well known1 and will not be discussed except to
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TABLE V: Comparison o f Calculated and Experimental Rate Constants"

Molecule Channel

R a te  constants, 

E xp tl“

107 sec 1 

Calcd"
E0,b'c kcal 

m ol“ 1
Preexponential 

factor, d 10u sec“ 1
C H 2C1CHC12 /3(H) «(Cl) 4 .5 4 .3 58.8 0.63

a(H ) a (C l)e 1.9 2 .6 60.0 0.65
a(H ) /3(C1) 7 .3 4 .5 57.1 0.44

c h 2c i c d c i2 /3(H) «(Cl) 3 .7 3 .4 59.0 0.69
o;(D) a (C l)e 1.1 1.5 61.0 0.72
«ID) ß(Cl) 2 .7 2 .7 58.0 0.45

c d 2c i c h c i2 /3(D) «(Cl) 1 .8 1.7 59.9 0.65
«(H) «(Cl)» 1 .2 1.7 59.8 0.67
«(H) 0(C1) 3 .6 2 .8 56.9 0.41

“ All rate  constants are for un it reaction p a th  degeneracy. The experimental ra te  constants were converted to  un it reaction 
p a th  degeneracy basis using f i a  (V s ) ,  « a  (2), and a/3 (2/ 3), as the degeneracy factors; see Appendix. ''A ll calculated rate  
constants are the ka" values obtained from (VIII) w ith the C H 2C1-CDC12 distribution function. Although f(E) does change 
w ith deuterium  substitution, ~ 0 .5  kcal m o l-1 per deuterium , th is effect is small relative to  our experimental error. » Lowering 
the threshold energy by 1 kcal m o l“ 1 increases the calculated ra te  constant by a factor of 1.4. J The partition  function form is 
kT/h(I'f/I*) 1/2(Qvt/Qv*) a t  800°K for un it reaction path  degeneracy. The calculated inertial ratios were between 1.1 and 
0.95, and for simplicity, I \/I*  was taken as 1.0 for all calculations. » The threshold energy for «« elimination could be raised 
by ~ 1  kcal m o l“ 1 for better fit to  the data. Since the experimental rate  constant for the 1,2-dichloroethene channel for 
C H 2C1CHC12 was divided into the a a  and a/3 com ponents by estim ation of the isotope effects, the comparison of the ex­
perim ental and calculated results should not be weighted heavily in this case.

Figure 6. Specific rate constants for unit reaction path degeneracies 
and distribution function for 1,1,2-trichloroethane-d formed by radi­
cal combination at 300°K. The identification of the rate constants 
and channels is made in the figure; the Eq = 58 kcal curve for fia 
elimination is shown to illustrate the effect of changing the critical 
energy by 1 kcal mol-1.

identify the starting energy, F mll, which is the C -G bond 
energy at 0°K plus any activation energy for radical combi­
nation. To be consistent with previous work, the energy 
barrier for the radical combination was set at 1 kcal mol-1. 
The Af/f0298(CH2Cl-CHCl2) value16 of -34.0 kcal mol-1 
was used; this becomes —31.4 kcal mol-1 at 0°K. The AiZf°o 
values for CHC12 and CH2C1 were taken as 24.0 and 28.8 
kcal mol-1, respectively.19 These were based upon 
D °298(CHCl2-H ) = 99 and £>°29s(CH2Cl-H) = 100.9 kcal 
mol-1. These values give Emin = 85.8 kcal mol-1, which 
should be reliable to ±2 kcal mol-1. The distribution func­
tion was computed for combination of CH2C1 and CDC12.

In order to compute values for ¿e, threshold energies and 
the vibrational frequencies and moments of inertia of the 
molecules and transition states are needed. Threshold 
energies were assigned to match calculated and experimen­
tal k.d" values for CH2C1CDC12, the other threshold ener­

gies follow from zero-point energy differences. Vibrational 
frequencies were obtained from the models described 
below.

The vibrational frequencies were assigned by selecting 
force constant fields for the molecules and the transition 
states. A similar treatment has been successfully used6 for 
CHaCHF2 and CD3CHF2. The first step was to estimate 
the approximate valence force constants by analogy with 
similar chloroalkanes; an iterative procedure then was used 
to refine the initial set of force constants to give the best fit 
to the observed 1,1,2-trichloroethane frequencies.20 The 
method was based on King’s iterative procedure and the 
actual computation was performed by Schactschneider’s 
“ FP E R T ” computer program.21 It is not practical to include 
all interaction force constants for the entire molecule nor is 
it possible to assign them. However, off-diagonal elements 
that were available from analyses of other chloroalkanes 
were included. The force constants thus refined are given 
in Table VI. Consideration was given to only the asymmet­
ric conformer. The two sets of observed frequencies20 do 
not agree on the assignment in the C-H stretching and 
CC12 bending and rocking frequency regions. The calculat­
ed frequencies of the asymmetric conformer of CH2C1- 
CHC12 favored the lower values for the CC12 frequencies. 
Fundamental frequencies of CD2C1CHC12 and 
CH2C1CDC12 were calculated from the assigned force con­
stants; the frequencies are summarized in Table VII. Cal­
culations for the fia transition state were based on trans ge­
ometry; a separate model was used for afi elimination. For 
each bond orders of 1.5, 0.9, 0.1, and 0.1 for the C-C, C-Cl, 
H Cl, and H-C bonds, respectively, were used. Stretching 
force constants between these atoms were obtained from 
Johnston’s relationship as previously described.2 The C-C 
torsion force constant from the molecule was increased by a 
factor of 1.5 in accordance with a more rigid structure ex­
pected in the transition state. The reaction coordinate fre­
quency was forced to be imaginary by setting/ab = (f M u2 
for any two of the interaction force constants in the four- 
centered ring. We used the two breaking bonds C-H and 
C-Cl interacting with the C-C force constant, i.e., f(inter­
action) = ( / c - h / c - c ) 1 /2  and /(interaction) = ( / c - c i / c - c ) 1/2- 
The remaining force constants (stretching, bending, and in-
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TABLE VI: F orce  C o n s ta n ts  fo r  T r ic h lo r o e th a n e “ TABLE V III: T r a n s it io n -S ta te  M o d e ls“ 1’

:C1 h 8
\ /

sH— C i -

31o

/ \
4h Cl«

K  c - c u i - 3 ) i 2.90 F’cch“ 0.68
K 3.05 F  ceci“ 0.40
A’c-H(l-4.1-5)6 4.71 F’cicci“ 0.25
K  C-H(2-8)6 4.64 F’hcc- hcc“ - 0 .0 1 5
K c- c b 4.52 F  HCC— C— 0.11
Fìl C C  K3-1-5.3—1—4)c 0.52 Fcicci—c-cirf - 0 .0 5 7
■Faccio—2—8,6-2—8)' 0.50 Facci—iich“4 0.051
F’hch“ 0.55 F hco—C-Cd 0.10
F  torsion“ 0.024 F  cicc—c-cd - 0 .0 0 5

" Refined by least-squares adjustm ents to  reproduce the 
experim ental frequencies for C H 2C1-CHCI2 to  w ithin 2%. 
The com puter program  was Schachtschneider’s “ f p e k t . ”  

6 Stretching force constants in’units of m dyn/A . e Bending 
force constants in unit of m dyn A /(rad ian )2. d S tretch-bend 
in teraction force constants in units of m dyn/rad ian .

TA B L E  V II: C a lc u la te d “ F requencies'' o f
T r ic h lo r o e th a n e -do, -d,, a n d  -di

C H 2C1- CHoCl- CD 2C1-
c h c i 2 c d c :2 c h c i 2 M ode

3013 3013 2957 C -H  or C -D  s tr
2995 2995 2259 C -H  or C -D  str
2956 2198 2222 C -H  or C -D  str
1477 1472 1383 C H 2 or C D 2 def
1322 1324 1185 C H , or C D 2 def
1256 1238 1138 C -H  or C -D  bend
1215 1168 1019 C -H  or C -D  bend
1160 1048 888 CHj or C D 2 wag
1015 930 873 C -C  s tr
910 788 845 CHC1 or CDC1 wag
822 697 752 C -C l s tr
711 666 641 C -C l str
666 638 610 C -C l str
393 387 361 CC12 def
326 325 324 C -C lb en d
256 256 254 CC12 rock
191 189 181 CC12 rock
101 100 97 Torsional

10,392 9716 8995 Zero-point energy

“ Calculated for the asymmetric conformation, C, sym ­
m etry. b These frequencies were grouped into sets of similar 
m agnitude and represented by the geometric mean of the 
set w ith  corresponding degeneracy for com putation of den­
sities of states.

teraction) were the same as for the 1 ,1 ,2-trichloroethane 
molecule. Normal-mode frequencies of the entire transition 
state were calculated by the Wilson’s F -G  matrix method. 
Normal modes in the low-frequency region are heavily 
mixed so that several force constants contribute to a partic­
ular normal mode. However, the torsional force constant 
mainly affects the ring puckering frequency. A summary of 
the grouped fundamental frequencies are given in Table 
VIII. A total of six frequencies arise from motions of the 
ring atoms: two symmetric ring deformations, two antisym­
metric ring deformations, one ring puckering (out-of-plane 
bending), and the in-phase ring contraction and expansion 
mode (“ring breathing”) which becomes the reaction coor­
dinate. In our earlier treatments only the frequencies asso­
ciated with the four bonds undergoing rearrangement were

Freq, cm~*

System f i a  a  a a f }

C H 2C1-CHC12 2970 (2) 2988 (2) 2994 (2)
1500 (3) 1500 (3) 1470 (3)
1100 (3) 1210 (3) 1240 (3)
711 (3) 973 (2) 822 (2)
594 (2) 665 (2) 617 (3)
344 (2) 374 (2) 340 (2)
200 (2) 280 (2) 

140 (1)
224 (2)

CHoCl-CDCb 2973 (1) 2988 (2) 2994 (2)
2271 (1) 1418 (3) 1426 (3)
1500 (3) 1209 (2) 1146 (3)
993 (3) 960 (3) 800 (2)
640 (5) 654 (2) 545 (3)
302 (2) 365 (2) 339 (2)
200 (2) 245 (2) 

140 (1)
224 (2)

C D 2C1-CHC12 2966 (1) 2220 (2) 2237 (2)
2212 (1) 1370 (3) 1469 (2)
1400 (2) 1075 (2) 1108 (2)
1030 (4) 860 (2) 844 (4)
631 (4) 613 (2) 589 (3)
370 (3) 385 (2) 322 (2)
190 (2) 250 (2) 

135 (1)
223 (2)

Geometric mean of frequencies of similar m agnitude.
b .The ratios of m om ents of inertia for the molecule and 
transition  sta tes were taken as unity  for calculation of ra te  
constants.

assigned by a force field, and the out-of-ring frequencies 
were obtained by analogy with other molecules. The ring 
puckering ferequency was used as a semiadjustable param­
eter to obtain simultaneous fit to the thermal and chemical 
activation data. The major differences between the earlier 
treatment and the current method6 are (i) two interaction 
force constants were assigned to force an imaginary reac­
tion coordinate frequency and this concept was incorporat­
ed in the general normal mode analyses of the transition 
state, (ii) the ring puckering frequency was calculated by 
assignment of a torsional force constant, and (iii) the out- 
of-ring frequencies were assigned from force constants 
rather than by analogy with other molecules. The range for 
the ring puckering frequencies for all four-centered models 
investigated was 180-200 cm-1, which is considerably lower 
than the earlier results. The difference comes partly from 
the fact that 1 ,1 ,2-trichloroethane has low force constants 
for bending and torsional vibrations. However, the ring 
puckering frequency tends to be lower for the present 
method of assignment than for the earlier one, unless artifi­
cially high torsion force constants are used.

The approach just described also was used for the three- 
centered transition states. The bond length-bond order 
relations were used to define the geometry and force con­
stants among C-Cl, C-H, and H-Cl; the bond orders were 
0.8, 0.2, and 0.2, respectively. All other force constants for 
trichloroethane were retained. The reaction coordinate fre­
quency was forced to be imaginary by setting /(interaction) 
=  ( / c h / c c i) 1/2- The frequencies are summarized in Table 
VIII.

The transition state models were used to calculate 
RRKM rate constants for the three reaction channels using 
harmonic oscillator sums and densities. After threshold 
energies for CH2CICDCI2 are chosen, threshold energies for 
the other isotopically substituted reactions follow from
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zero-point energy differences. The kK values, with unit 
reaction path degeneracy, and f(E) are shown in Figure 6 
for CH2CICDCI2. Although the average energy does change 
slightly with isotopic substitution, the effect2 is small rela­
tive to our experimental error and f(E) for CH2CI-CDCI2 
was used for all fea" calculations. The preexponential fac­
tors, ha“ values, and threshold energies are summarized in 
Table V.

The main objective was to assign threshold energies for 
the aa, Pa, and ap channels and the general pattern of 
agreement between calculated and experimental ky° values 
for all three molecules is pleasing. The difference in thresh­
old energies for the channels should be reliable, although 
the absolute values are less certain because of possible ex­
perimental error, uncertain collision cross sections, unreli­
able models of the transition states, and the use of harmon­
ic oscillator sums and densities for k&. Nevertheless, 
RRKM calculations from models based on the experimen­
tal preexponential factors consistently reproduce the ex­
perimental threshold energy.1 The present method of se­
lecting transition-state models is quite systematic; how­
ever, the force fields of the transition states are still arbi­
trary (the criteria were reasonableness of the force con­
stants relative to the molecule and the magnitude of the re­
sulting preexponential factors). An interesting aspect of the 
four-centered models is the looser transition state (larger 
preexponential factor) for the pa channel relative to the ap 
channel. Inspection of the frequencies shows that the two 
lowest frequencies for the fia channel are smaller than for 
the afi channel and, in addition, several other intermediate 
range frequencies are substantially lower. The lower tor­
sional frequency of the 1 ,2 -dichloroethene22 channel (Pa) 
relative to the 1 ,1 -dichloroethene22 channel (aP) is expect­
ed; however, the overall explanation involves complicated 
interactions of masses and force constants. We suspect that 
the difference has been exaggerated, but this would be an 
interesting point to test further.

Several intriguing isotope effects are portrayed in Table
V. The intermolecular effects can be classified as secon­
dary statistical effects, primary effects (the D atom is in­
volved in the elimination), and combinations of both. One 
simplifying aspect of Table V is that all molecules were 
considered to have the same average energy. The calculated 
secondary statistical effect (E0 unchanged) varies slightly 
from one case to another but in general h;lH/haD = 1 .3 . For 
both the three- and four-centered elimination E0D — E0H 
~  1 .0  kcal mol-1, which introduces a factor of ~ 1 . 4  in favor 
of feaH; this is augmented by a statistical effect arising from 
the lowered frequencies of the deuterium-substituted case 
which amounts to another factor of ~ 1 . 3  giving a total ef­
fect of ~ 1 . 7  for the primary effect. Several examples from 
Table V provide agreement with this general analysis: (i) 
the Pa channels for trichloroethane-d0 and -d\ and the aa 
and aP channels of the do and d2 compounds illustrate the 
secondary statistical effect; (ii) the aa and ap channels of 
the do and di isomers illustrate the primary effect as does 
the pa channels of the dj and <¿2 isomers. The Pa channels 
of the do and d2 isomers illustrate "Tie maximum expected 
isotope effect (1 .7  X  1 .3 )  which results from the combined 
Eq difference and statistical effect for one D plus the sta­
tistical effect of the second D. The Pa and aa channels of 
di vs. d2 illustrate a cancelation of effects; i.e., the deuteri­
um would be expected to lower the rate constant of the d 2 
isomer by a factor of 1 .3 ; however, the atom being eliminat­
ed changes from D to H and the increase in E 0 cancels the

statistical effect and the rate constants for the d 2 isomer 
are hardly changed relative to the d l isomer. In fact, those 
for d 2 are slightly larger. Another way of explaining these 
two examples is that the isotope effect for d 1 is a primary 
effect and for d 2 it is a secondary effect, but with two deu­
teriums, and both effects give ~1.7 relative to the d0 iso­
mer. When extrapolating the intermolecular isotope effects 
summarized here to cases with several deuterium atoms, 
the change in the average energies of the formed molecule 
should be remembered.2 This will tend to reduce the k aH/  
k aD ratio.

Since the statistical contribution, i.e., the effect on the 
sums of states, is very similar for the deuterium either in 
ring or out of ring, the intramolecular primary isotope ef­
fect arises from the difference E0H — E0D. This is a factor 
of 1.4, and when this primary effect is switched from one 
channel to another, as for the pa and aa comparisons of d, 
and d‘2, the effect is sizable. Both data and computations 
support this analysis.

The primary isotope effects provide further support for 
the necessity of a large £'oD — £ 0H difference. In the pres­
ent procedure for developing models we reinvestigated the 
best bond order specifications of the C -H and H Cl bonds 
of the transition state. Our former conclusion2 regarding 
low bond orders for both bonds was reaffirmed. Our experi­
ence and derived views differ somewhat from those devel­
oped from a recent analysis23 of isotopic effects for CH3CF3 
and CD3CF3.

Energy Partitioning by aa and Pa Elimination. The av­
erage energy of the trichloroethane molecules is 89.5 kcal 
mol- 1  and the elimination of HC1 from 1,1,2-trichlo- 
roethane is 9.5 kcal endothermic; thus ~30 kcal mol- 1  of 
excess energy and ~50 kcal mol- 1  of potential energy are 
available for partitioning between HC1 and the olefin. The 
experimental results showed that aa elimination followed 
by H migration strongly favored the formation of ci.s-di- 
chloroethene and that the olefin retained sufficient energy 
for isomerization. For t ie  Pa process, cis- dichloroethene 
was only slightly favored and, furthermore, only a fraction 
of the molecules were formed with energies greater than 56 
kcal mol-1, the threshold energy for cis-trans isomeriza­
tion. The magnitude and pressure dependence of the ex­
perimental rate constants is used in the following section to 
assign average energies and energy distributions for the 
elimination reactions.

The analysis employs eq VII. The specific rate constants 
kc(E) were computed and the calculated rate constants 
were fitted to the experimental values by assigning f(£j. 
Calculation of kc(E) is straightforward since E0 is known15 
and the frequencies of cis-dichloroethene are well estab­
lished.22 The transition-state model was the same as the 
molecule except that the torsional mode was taken as the 
reaction coordinate and the C-C stretch was lowered from 
1587 to 990 cm-1. The ratio of moments of inertia was 1.1 
and the reaction path degeneracy was 2. The calculated 
thermal (800° K) preexponential factor (partition function 
form) was 1.97 X 1013 sec-1, which is in agreement with the 
experimental value.15

The ethylidine radical formed by photolytic processes 
has never been trapped. Thus H migration is fast, perhaps 
10n -10 12 sec-1. Three general cases describing the thermo­
chemistry associated with aa elimination are shown in Fig­
ure 7. Case A corresponds to an appreciable energy mini­
mum for CH2C1CC1 + DC1 with a threshold energy for rear­
rangement which is less than the threshold energy for addi-
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Ex = 28.5  kcal

-  CASE A 
-CASE B 
• CASE C

CHpCI-Ĉ'
ci H. CHCI-CCI

nH '

(£>=89.5 £ 0=6'.0  
kcal kcal

CHgCICDCfe

c^a-c-a D*C| 
DCI

Ep(B)=51.5 
kcal

A H ° „ = 9 . 5  D C I * C ^ C ! ?  
1 kcal

Figure 7. Energy diagram for act elimination from CH2CICDCI2 fol­
lowed by hydrogen migration to give dichloroethene. Cases A-C rep­
resent various assumptions about A/-it0(CH?CI--CCI) and the thresh­
old energy for hydrogen migration. Note that the total potential ener­
gy change associated with H migration, Ej, (shown for case B), is re­
leased to dichloroethene. The threshold energy for cis —► trans 
isomerization is 56 kcal mol-1.

tion of carbene to DCI. Case B corresponds to zero thresh­
old energy for both addition and rearrangement, hence, no 
energy minimum. Case C has a small energy minimum but 
the threshold energy for rearrangement exceeds that for 
addition. The partitioning of the excess energy, E x, can be 
estimated from the equation24

Ex-Kol

D \E 01) E
W  =  ------- ---------------------

Z p Ke )
E = 0

if the statistical theory is adopted. The subscript ol denotes 
the 12  frequencies of the aa elimination transition state 
which correlate with the internal modes of the carbene; R 
denotes the remaining frequencies. The D^{E0\) term is the 
density of states for the “carbene” frequencies; the sum of 
the eigenstates in the numerator, Pr^(E), is calculated from 
the five frequencies which do not correlate to internal 
modes of the carbene. The denominator is a normalization 
factor, the sum of eigenstates for the entire transition state. 
The form of the statistical energy distribution for the car­
bene fragment from CH2CI-CDCI2 is shown in Figure 8. 
The distribution must be combined with the energy distri­
bution arising from release of the potential energy associ­
ated with the thermochemistry of case A, B, or C.

Case B is the simplest and the full potential energy, Up, 
is just added to the statistical distribution. Using 
AWf°(C2H2Cl9) + A//f°(DF) as the energy reference, the 
distribution for case B begins at 51.5 kcal mol- 1  shown in 
Figure 8. Since the threshold energy for cis —► trans isomer­
ization is 56 kcal mol-1, a small fraction, ~3%, of the mole­
cules lack suffcient energy for isomerization. The situation 
shown in Figure 8 is unusually favorable for deducing f(E) 
because the position of the energy distribution falls in the 
region where the energy dependence of ke is greatest, i.e., 
near the threshold energy. Three types of experimental in­
formation can be obtained: (i) the high-pressure values of 
the rate constants which give a measure of the average en­
ergy, (ii) the pressure dependence of the rate constants 
which give a measure of the width of the energy distribu­
tion, and (iii) failure of molecules with energy less than 56 
kcal mol- 1  to undergo the monitoring reaction. The calcu­
lated rate constants are sensitive to the average energy as

ENERGY, K C A L /M O L E

Figure 8. Specific rate constants for isomerization of c/s-dichlo- 
roethene and the statistical energy distribution function for aa elimi­
nation from CH2CICDCI2 with case B thermochemistry. The energy 
scale is relative to AR°(DCI) + AR(C2H2Cl2) as zero. The shaded 
part of the distribution lies below the threshold energy for isomeriza­
tion; moving the distribution function to lower energy by 2 kcal 
moves 8% of the distribution below 56 kcal mol-1.

demonstrated by the curves of Figure 5; the 2 kcal mol- 1  
difference gives rate constants which differ by ~1.7 over 
the whole pressure range. As demonstrated in Figure 5, 
very good agreement between the calculated and experi­
mental results was achieved for basically case B thermo­
chemistry, but with Ep lowered by 2 kcal mol-1. Moving 
the distribution downward by 2 kcal gives 8% of the distri­
bution below 56 kcal mol-1. This is consistent with the ex­
perimental low-pressure [cis]/[trans] limit, especially if the 
equilibrium ratio is, in fact, slightly less than unity. Al­
though experimental limitations prevented accurate mea­
surement of the high- and low-pressure rate constants, the 
variation of the rate constants with pressure certainly is 
consistent with the statistical distribution. Undue empha­
sis cannot be placed on the exact location of f(E) because of 
the uncertainty in setting collision diameters for the exper­
imental rates and because of uncertainty of the values of 
RC(E), especially near the threshold. We estimate an overall 
uncertainty of ±3 kcal mol- 1  to (E).

For either case A or C, the average fraction of the poten­
tial energy partitioned to the carbene from the step

cr/I
C K  /

CH,C1
CHoCl— CCI + DCI -A  H° = E„'

must be added to the statistical distribution. However, the 
energy released in the subsequent hydrogen migration step 
will be reduced from Ep (case B) by the full potential ener­
gy change (Eor) so the net effect is to reduce the average 
energy of the dichloroethene by that fraction of E0r which 
was not released to the carbene in the DCI separation step. 
The favored energy distribution discussed above corre­
sponds to case A with 2 kcal mol- 1  released to relative 
translational and rotational energy of the carbene and DCI.
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This would be consistent with a small, <10 kcal mol"1, ac­
tivation energy for addition of carbenes to hydrogen ha­
lides.25 In a more rigorous derivation the energy distribu­
tion associated with the release of the potential energy 
should be folded with the statistical distribution; however, 
this would have a minor effect on the final distribution 
since the statistical distribution is already quite broad.

The partitioning of energy for case C is complicated by 
the fact that not all of the carbene molecules will have suf­
ficient energy for the hydrogen migration step. This ap­
pears to be inconsistent with the experimental observations 
and case C will not be considered further.

In addition to characterizing the energy partitioning pat­
tern for aa elimination, the average energy and the breadth 
of the distribution support a statistical distribution of in­
ternal energies in the microcanonical ensemble of systems 
crossing the transition-state configuration. Since E0T is 
quite small, the release mechanism of the potential energy 
plays a minor role and we conclude that these results pro­
vide additional7 support for energy randomization on the 
10~8- 10-9 sec time scale for the chemically activated halo- 
genated alkanes. These internal energy partitioning data 
thus complement molecular beam measurements26 of the 
translational product energies for cases which have small 
potential energy release after passing through the transi­
tion state. Although the statistical fraction of energy was 
retained as internal energy of the carbene, the data do not, 
of course, define the distribution within the modes of the 
polyatomic fragment.26d

The foregoing treatment was repeated for the (3a process. 
The energy distribution associated with the potential ener­
gy change (~49 kcal of potential energy now is divided be­
tween HC1 and CHC1CDC1) was represented by a gaussian 
function plus the statistical energy distribution for Ex. 
Since Eo(aa) and Eo((3a) are nearly equal, the statistical 
parts of the two distributions are virtually identical. The 
most probable energy, Emp, and the a of the gaussian distri­
bution were varied in order to fit best the experimental 
rate constants in the way previously described.25 The data 
are of poor quality and do not permit a reliable estimate of 
the shape of the energy distribution. Apparently somewhat 
less than half of the molecules are formed with energy 
greater than 56 kcal mol-1 which provides support for the 
previous estimate (which was based upon negative rather 
than positive evidence) that <% of the potential energy 
plus the statistical component of E~ is released to the ole­
fin.

Stereochemistry of HX Eliminations. The explanation 
of the enhanced yield of cis-dichloroethene from aa elimi­
nation must be sought from either the conformation of 
ethylidene or its rearrangement transition state. Conforma­
tions A (migration of Hj) and B (migration of H2 or H3)

have been studied27 for the rearrangement of CH3CH. Ac­
cording to the MINDO/2 method273 rearrangement via B is 
highly favored and, in fact, no activation energy was found 
for migration via B, whereas, for A the energy raised stead­

ily as the H was transferred. Hoffman, et al.,21b also have 
argued that the B-type transition state (but with H2 being 
eclipsed by the p orbital) was favored over the A type. Ex­
tending those arguments to the dichloroethylidine suggests 
that conformation B with substitution of Cl at the 3 and 4 
positions is greatly favored, relative to substitution at the 1 
and 4 positions, in the transition-state geometry. An expla­
nation for this preference may be the minimization of the 
dipole repulsion between the (3 chlorine and the electron 
pair on the carbene. On the other hand the more complex 
considerations outlined below may be important.

An alternative explanation is that conformation C of the

C
dichloroethylidine is significantly lower in energy than 
other possible conformations. Ethyl cations with electro­
negative groups are known27c to favor C, rather than a con­
formation with the vacant p orbital and the group in an ec­
lipsed geometry, and the situation may be similar for sub­
stituted ethylidines, which also has the vacant orbital. If C 
is the highly favored conformation, a natural favoring of 
the cis product will result via migration of either Hj or H2 
toward the vacant p orbital, as in B, with subsequent twist­
ing of the nonmigrating H atom. The difference between 
the explanations in these two paragraphs is the degree of 
stabilization for the cis conformation of the halogen atoms 
as the system changes from the carbene to the transition- 
state geometry. Since the difference in AH °  of cis- and 
£rans-C2H2Cl2 is so small, the stabilization of the cis geom­
etry may well arise in the carbene.

Both thermal28 and chemical3 activation studies show 
that the four-centered HX elimination reactions yield cis 
and trans geometric isomers in general accord with thermo­
dynamic predictions. The effect seems to be well estab­
lished since elimination from 2-fluoro-3 and 2-chlorobu- 
tane28 favors £rans-butene-2, whereas, elimination from
1,1,2-trichloroethane favors cis-dichloroethene. If the same 
transition-state model is used for cis and trans (3a elimina­
tion from CH2C1-CDC12, the observed [cis]/[trans] ratio of
1.4-1.5 requires Eo(trans) — Eo(cis) « 1 kcal mol"1, which 
is slightly in excess of the difference (0.4 kcal mol"1) in the 
heats of formation of the olefins.

Additional Considerations about Four-Centered HX  
Elimination Reactions. The utility, as well as additional 
refinement of our transbion-state model for HX elimina­
tion reactions, has been illustrated by the present applica 
tion to the 1,1,2-trichloroethane. However, several ques­
tions about the four-centered elimination reactions are not 
answered by the model which provides a method for evalu­
ating vibrational frequencies of the transition states. Three 
relevant questions are as follows, (a) What is the explana­
tion for the small variation in the threshold energy upon 
multiple halogen substitution? (b) What is the role of or­
bital symmetry for the elimination reactions? (c) Where is 
the location of the potential barrier with respect to poten­
tial energy changes arising from the forming and breaking 
of bonds?

The first subject to be considered is the variation of the
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threshold energy with halogen substitution. (We will use 1 
and 2 to identify the carbon atoms to avoid confusion with 
our earlier a, ft notation.)

i_c---------- r*

The lowering of E0 upon 1-methyl substitution indicates29® 
a significant degree of charge separation in the transition 
state. Models incorporating varying degrees of charge sepa­
ration have been used to calculate threshold energies29 with 
mixed success. In general fluorine substitution raises Eq, 
and the effect may be slightly greater for 1 substitution, 
than for 2 substitution (C2H5F, 58; 1,2-C2H4F2, 62; 1,1- 
C2H4F,, 61; 1,1,1-C2H3F3, 68; 1,1,1,2-C2H3F4, 69; 1,1,2,2- 
C2H2F2, 68; C2HF5, 70; all in kcal mol-1).30 In contrast the 
comparison between C2H5CI and 1,1- and 1,2-dichlo- 
roethane indicates that substitutions of Cl at the 1 and 2 
positions lower and raise the threshold energy, respectively 
(C2H5CI, 55; 1,2-C2H4C12, 60; 1,1-C2H4C12, 52; 1,1,2- 
C3H3CI, 59 ± 2; all in kcal mol-1).1'12'29 Extending this 
argument to the various channels of 1,1,2-trichloroethane 
would suggest that the threshold energy for the 1,1-dichlo- 
roethene channel (with two chlorine atoms at the 2 posi­
tion) might be higher than the threshold energy for the
1,2-dichloroethene channel (with a chlorine at both the 1 
and 2 positions). According to the present work little dif­
ference exists between them (if there is a difference 
Eo(l ,1-dichloroethene) < ZJo(l,2-dichloroethene)) and the 
role of the 2 substituent in raising the threshold energy 
must be dominant, but not additive with additional substi­
tution. Judging from the magnitude of the chemical activa­
tion rate constants, £ 0(l,l,2,2-tetrachloroethane) is similar 
to f?o(l>l,2-trichloroethane) which further supports this 
conclusion. Maccoll29 and others31 also have concluded that 
substitution of Cl or Br at the 1 and 2 positions lowered 
and raised E0, respectively. Chlorine is a strongly electron- 
accepting substituent and its expected effect might have 
been to destabilize the <5+.for substitution at the 1 position 
and to stabilize the <5— for substitution at the 2 position. 
The reverse is the case, which is an effect that has been ob­
served for conjugated systems in which partial delocaliza­
tion occurs between the chlorine nonbonded electrode and 
the conjugated system.32 Since the four-centered elimina­
tion transition states have partial double-bond character, 
the delocalization effect causes chlorine substitution at the 
1 position to stabilize the 5+ but the substitution at the 2 
position destabilizes the 5—, The delocalization argument 
also is consistent with the lowering of the threshold energy 
for the a« elimination channel and explains the need for 
two halogen atoms on the same carbon.6 This reasoning 
suggests that for fluorine the inductive effect dominates at 
the 1 position but delocalization must have some impor­
tance at the 2 position if the E0 is increased at both posi­
tions. Perhaps the most important deduction from the 
halogen substituent effect is that considerable charge dif­
ference as well as excess electron density (relative to a sin­
gle bond) may exist between the carbon atoms at the po­
tential barrier.

Whether or not the four-centered HX elimination pro­
ceeds by the orbital symmetry allowed process is an unre­
solved question. If the orbital symmetry pathway is fol­
lowed, the hydrogen that is eliminated does not originate 
from the position adjacent to the halogen but rather from

the side opposite to the halogen. If the reaction pathway is 
symmetry allowed with the barrier being associated with 
the breaking of the C-H bond as the H moves to X, the 
force field at the transition state would differ little from 
that which we have termed the four-centered model. As has 
been previously discussed, the isotope effects for several 
examples, as well as for l ,l,2-trichloroethane-d0, -d 1, and 
-d2 cases are only consistent with transition-state models 
which have a large component of H (D) motion in the reac­
tion coordinate. Thus the frequencies we have assigned to 
the transition state should apply for either adjacent or 
nonadjacent elimination.

On the basis of our data and the infrared chemilumines­
cence results,10 a considerable fraction ( .̂25%) of the po­
tential energy must be released as relative translational or 
rotational energy of the olefin and HX. This approximate 
estimate is supported by kinetic energy measurements of 
HX eliminated from alkyl halide positive ions.11 This pat­
tern is not surprising when the detailed dynamics are ex­
amined. The motion of the H atom is necessarily rapid rel­
ative to the motion of the X atom. Hence the H will trans­
fer to the X and the X subsequently recoils from the olefin 
taking H along with it. The dynamics of the first step may 
be somewhat analogous to H atom transfer in bimolecular 
F + H — R reactions.33 This particular mass combination 
leads to intermediate values of energy release to HF; com­
plex and secondary encounters are also common because of 
the trapping of the light mass between two heavy' mass­
es.33,34 For HX elimination this effect plus the assumption 
that most of the potential energy release occurs during the 
departure of the X from the carbon and not as H moves to 
the X explains the small fraction (~0.13) of energy released 
to the internal energy of HX.10 If the potential energy is 
largely released as the X is ejected, the local potential sur­
face will be repulsive and the final part of the reaction 
pathway may resemble that for H + X2, which gives a high 
conversion to relative translational energy.35,36 Structural 
changes in the olefin fragment will occur as the bond be­
tween the HC1 and olefin fragment breaks and some inter­
nal energy will be released to the olefin.

Sum m ary

The unimolecular reaction kinetics associated with 
chemically activated 1,1,2-trichloroethane have been used 
to obtain the following results. (1) A characterization of the 
three-centered elimination process is accomplished by 
comparison with the four-centered reaction; detailed re­
sults including isotope effects are consistent with model 
calculations. (2) Since the three-centered elimination has 
zero or nearly zero activation energy for the reverse pro­
cess, the energy partitioned to the product serves to char­
acterize the distribution of excess energy at the barrier— 
and consistency with the predictions of statistical theory 
was found. (3) The energy partitioning of the potential en­
ergy (threshold energy for addition of HX to the olefin) by 
the four-centered reaction is explained by separating the 
dynamics into two parts. The first part consists of the rapid 
transfer of the light H fragment to the halogen. The second 
step is the separation of the two heavy fragments on the re­
pulsive surface and appears to release a relatively large 
fraction of the energy to relative translation.
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Appendix

The RRKM rate constants were calculated using the 
threshold energies of Table V and the models described in 
Tables VII and VIII. The basis for selection of these mod­
els already has been described. Computations were done 
using harmonic oscillator sums and densities of states in 
the usual way. The moments of inertia for the molecule or 
transition state depend strongly on conformation; there­
fore, for simplicity the ratios of moments of inertia were 
taken as unity in the calculation of rate constants for all 
channels. The only aspect of this application of the RRKM 
formulation that requires additional explanation is the 
choice for reaction path degeneracies. Since the experimen­
tal and calculated results were compared on the basis of 
unit reaction path degeneracy, the experimental rate con­
stants of Table V must be scaled to a unit reaction path de­
generacy basis. The densities of states were calculated for 
the asymmetric conformer of trichloroethane with the tor­
sional mode treated as a vibration; however, the reaction 
path degeneracies were selected from the overall average of 
the three possible conformations, which gave % for the fja 
process, % for the a/f process, and % for the ota process. 
Therefore, the average total path degeneracy is l%. Our 
method, which weights the cis and trans isomers equally for 
the /3a elimination, differs from the assignment of reaction 
degeneracies recently used for CH2FCHF2.37 Phillips and 
Trotman-Dickenson38 used a reaction path degeneracy of 5 
for the four-centered elimination pathways of CH2F-CHF2. 
The reaction path degeneracy of 5 arises by representing 
the torsion as a free rotor, the two fluorine atoms can elimi­
nate with either of two H atoms for the afi channel but the 
fluorine atom can go with only one H atom for the (3a chan­
nel. This method of counting does not include the possibili­
ty of optically active transition states, which increases the 
reaction path degeneracies to 8, 2, and 2 for the (3a, a(3, and 
aa channels, respectively, for a free internal rotational 
model of 1,1,2-trichloroethane. The ratios of degeneracies 
for the (3a and a(3 processes are 4:1 for either model. On the 
basis of relative reaction path degeneracies the four-cen­
tered pathways are weighted more heavily by the free-rotor 
model that includes the optically active channels; however, 
this weighting will be counterbalanced by the increase in 
TVe* for treatment of the torsional mode of the molecule as 
a free rotor. Since the description of the torsional mode will 
be the same for the models of both the molecule and the 
three-centered transition state, the ratio of sums and den­
sities for the «« channel would he invariant to whether the 
torsional mode was described as a rotation or as a vibra­
tion.
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Infrared Spectra of Methane Adsorbed on NaA, CaA, 
and NaX Zeolites

Publication costs assisted by Université Paris VI

Sir: In the range of infrared spectra investigations of mole­
cules physically adsorbed on zeolites,1 we have studied the 
spectra of methane adsorbed on NaA, CaA, and NaX. After 
Hirschfelder, the collision diameter is 3.8 Â, but calcula­
tions from C-H bond lengths and van der Waals radii for C 
and H atoms actually yield approximately 4.6 Â. We know 
the effective diameter of the apertures of NaA (4.2 Â), CaA 
(5 Â), and NaX (8 Â) zeolite cavities;2 therefore, it seems 
likely that adsorption of methane by the two latter molecu­
lar sieves occurs, but in the case of the NaA zeolite, this ad­
sorption is expected to be restricted, due to the small pore 
size impeding diffusion.

The spectra of the three molecular sieves previously de­
sorbed at 400° below 5 X 10~5 Torr1 and then exposed to 
CH4 at pressures greater than 500 Torr show no absorption 
bands when the zeolite pellet is at the same temperature as 
the beam of the spectrophotometer, i.e., 313°K. At 173°K, 
however, under gas pressures of approximately 20 Torr, we 
have observed important intensities of CH4 absorption 
bands in the case of NaX (Figure 1), slightly weaker inten­
sities in the case of CaA, and very weak intensities in the 
case of NaA. CH4 therefore penetrates the NaA cavities, 
but the adsorbed amount is very small.

There are four fundamental vibration frequencies for 
CH4: in the gaseous phase, v3 and p4 are ir active, while v\ 
and v2 are only Raman active, although v% has never been 
observed (likely its intensity is too weak). In the adsorbed 
state, besides the two allowed bands, the forbidden band <q 
appears with approximately the same intensity as v3 and 1/4, 
due to the dipole moment induced by the field existing in-

T.» v„

side the cavity. The intensity of tq is proportional to (dmJ 
dq)2, i.e., E 2(da/dq)2, so it is proportional to the square of 
the field, and to the intensity of the Raman band (which 
accounts for the fact that the band is not apparent in the 
adsorbed phase). The frequencies of CH4 in the adsorbed 
and gas phases are given in Table I.

TABLE I: M ethane Frequency (cm -1)

Adsorbed on 
G a s e o u s -------------------------

Band sta te NaA CaA N aX

”4 (F) 1306 (ir) 1312 1303 1306
n  (A,) 2914 (R) 2890 2893 2888
n  (F) 3020 (ir) 3000 3006 3000

The stretching bands tq and iq> are shifted toward lower 
frequencies, as in the liquid and solid states,2 while for the 
bending band i/4 the shift toward high frequencies is less 
apparent (in the gaseous state, the central frequency is dif­
ficult to locate because of a strong Coriolis interaction).

Comparison of the profiles of the three bands shows that 
i>\ is obviously narrower than i>3 and v4. Since the totally 
symmetrical Raman bands of a spherical rotator are not ac­
companied by rotational wings, we are able to infer that the 
v\ profile is strictly due to perturbations of the vibrational 
frequency; in this case, the motion of the molecule in a cav­
ity where the field varies with the distance to the surface is 
responsible for the frequency distribution. In addition, the 
observed j q  band is entirely located below the gas-phase 
frequency; because its intensity is proportional to the 
square of the field, this band does not appear when the 
molecule is at the center of the cavity (E = 0) where its fre­
quency would be the same as that observed for the gas.

On the contrary, vs and 1/4 have broad profiles and over-
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lap the spectral range of the bands observed for the gaseous 
state. This observation, and the presence of a pronounced 
shoulder on the high-frequency side for v3 lead one to infer 
that CH4 retains some rotational freedom inside the cavity, 
as has been observed for the molecule in the liquid state2 
and adsorbed on porous glass.3
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Solvated Electrons from Excited (A 185 nm) p-D ioxane1

Publication costs assisted by the Institut fur Strahlenchemie im 
Max-Planck-lnstitut fur Kohienforschung

Sir: The photochemistry of p-dioxane has been studied in 
the gas and liquid phases. In the gas phase it decomposes 
(X 147 nm) to give ethylene, hydrogen, carbon monoxide, 
and formaldehyde.2 For the liquid phase (X 185 nm) pre­
liminary results indicate the formation of formaldehyde, 
ethylene, oxetane, acetaldehyde, 2-methyl-l,3-dioxolane, 
hydrogen, bis(dioxanyl), and some as yet unidentified 
products. CO, which is a major gas-phase photolysis prod­
uct, is absent here.3 Although light is absorbed within a 
small layer next to the cell window photolysis of the prod­
ucts is negligible at the dose rate employed in these experi­
ments (8 X 1015 quanta sec-1 cm“2). Here, we wish to re­
port evidence to the effect that the formation of solvated 
electrons is the major process in the 185-nm photolysis of 
liquid p-dioxane and, even more pronounced, in its aque­
ous solution

N20-saturated p-dioxane yields N2 with a quantum 
yield of 4>(N2) = 0.58. This value increases with increasing 
water content, and in an aqueous solution containing 20 vol 
% (= 2.35 M) p-dioxane <f>(N2) approaches unity. Under 
these conditions neither water nor N20  absorb to an appre­
ciable extent since the molar extinction coefficients of 
water, N20, and p-dioxane at X 185 nm are 0.026,4 80,5 and 
ca. 30006 M~ 1 cm-1, respectively. Quantum yields have 
been determined using 4>(H2) = 0.47 for the Farkas acti- 
nometer (5 M ethanol in water). The high yield of N2 from 
N20-saturated solutions indicates that the photoexcited 
p-dioxane ejects an electron which reacts with N20 accord­
ing to eq 2.

r ° y  + esolv~ a)
esolv" +  N20  — -  N2 +  CT (2)

Further to test this is a competition study was made with 
protons as scavengers. H2S04 was chosen because of the

Figure 1. pH dependence of the quantum yields for H2 (O) and N2 
(A) formation in N20-saturated solutions of p-dioxane in water (20 
vol %).

low molar extinction coefficient (24.3 M" 1 cm"1) of the 
HSO4" ion.8 The presence of acid leads to processes 3 and
4.

esoiv ~ + H+ —► H- (3)

H- + f J —*■ H2 + products (4)
N r

Figure 1 shows the competition of <f>(N2) vs. <h(H2) at a 
constant N20  concentration (saturated «2.5 X 10"2 M "1) 
as a function of pH. The half-values of the two curves coin­
cide within experimental error at pH 2 ± 0.15. Using pub­
lished values9 for the rate constants of reactions 2 and 3 (k 2 
(in water) = 5.6 X 109 M" 1 sec"1, k 3 (in water) = 2.25 X 
1010 M -1 sec"1) the half-value is calculated at pH 1.85. It 
is noted that even though 4>(N2) reaches unity in this com­
petition study, 4>(H2) does not. The reason for this may be 
the reaction of the H atom with the p-dioxanyl radical 
which would not lead to hydrogen formation. Reaction 4 is 
expected to increase with increasing temperature. Indeed 
in accordance with this expectation $(H2) rises with in­
creasing temperature and at 80° a value of 0.85 has been 
found. There is no similar effect that could decrease the N2 
yield. We therefore conclude that in aqueous solution an 
electron is ejected on 185-nm irradiation with a quantum 
yield of unity. The gas-phase ionization potential of p-di­
oxane is 9.5 eV.10 The 185-nm quanta are equivalent to 6.7 
eV. The energy gap of 2.8 eV will have to be filled by the 
solvation energy of the radical ions. The solvation free en­
thalpy of the electron in water is 1.8 eV.11 In neat dioxane 
it is appreciably smaller.12 The solvation free enthalpy of 
the radical cation is not known but larger positive ions such 
as Na+ or Cs+ ions have been reported to have solution free 
enthalpies of 4.25 and 2.95 eV, respectively,13 in water.14

Whereas no emission from 185-nm excited dioxane is ob­
served in the gas phase,15 emission with Xmax 247 nm is ob­
served in the liquid phase.15,16 The quantum yield for this 
emission has been reported to be 0.029. On dilution with 
isooctane this emission is blue-shifted and strongly re­
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duced. On dilution with water or methanol the emission is 
red-shifted and also strongly reduced. In a 1:1 (vol/vol) 
mixture of dioxane-water the emission has nearly van­
ished. Similar results have been observed by pulse radioly­
sis.17 The emission found in the 185-nm photolysis of p- 
dioxane has been attributed to a fluorescence of an excimer 
species.15 Baxendale, et al.,1 1 have noted that N2O sup­
presses strongly the fluorescence of anthracene in -y-irra- 
diated p-dioxane. Since delayed charge neutralization had 
been excluded as the origin of the emission of neat p-diox- 
ane under pulse radiolysis conditions the observed lifetime 
of about 2-3 nsec is believed to be due to fluorescent state 
formed by electron-radical cation recombination.17 It has 
been observed3 that the emission from the photoexcited p- 
dioxane can be suppressed by N20. Possibly the fluo­
rescent state in the 185-nm photolysis also has a solvated 
electron-radical cation pair as its precursor.
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