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1,1-Difluoroethane has been irradiated in the gas phase both in the presence and absence of NO, and those 
products eluting from a Porapak Q column before 1,1-difluoroethane were identified and measured. Hy­
drogen is formed by at least two processes. Trifluoromethane and 1,1,1-trifluoroethane are formed by fluo­
ride ion transfer reactions of fragment ions. Methane and ethane are formed from methyl radicals resulting 
from fragmentation of the parent ion. Ethene, fluoroethene, and 1,1-difluoroethene are all formed in signif­
icant amounts. In the absence of radical scavengers all unsaturated products reach limiting concentrations 
of less than 100 ppm.

Introduction

Extensive studies of the radiolysis of simple hydrocar­
bons have shown that radical, ionic, and molecular elimina­
tion reactions all occur leading to a variety of products.1 
For some compounds the relative i mportance of the various 
reaction pathways has been established.2 Both photolysis3 
and radiolysis4 of partially halogenated alkanes cause the 
breaking of the carbon-halogen bonds for chloro-, bromo-, 
and iodoalkanes. This study was undertaken to see if the 
radiolysis of partially fluorinated alkanes would more 
closely-parallel that of the other haloalkanes which are sim­
ilar in their polarity or that of the alkanes which are similar 
in their relative bond strengths.

The many studies of the decomposition of vibrationally 
excited haloalkanes have been reviewed by Maccoll.5 In 
general the fluoroalkanes react like many of the chloroal- 
kanes in showing unimolecular elimination of hydrogen ha­
lide. On the other hand, vacuum ultraviolet photolysis of 
ethyl fluoride results in the elim nation of both hydrogen 
and hydrogen fluoride.6 The vacuum ultraviolet photolysis 
of vinyl fluoride shows elimination of molecular hydrogen 
and hydrogen fluoride as well as fluorine atoms.7 The ra­
diation chemistry of perfluoroalkanes is dominated by the 
breaking of carbon-fluorine bonds by mechanisms that are 
not yet completely elucidated.8 The mercury photosensit­
ized decomposition of 1,1-difluoroethane occurs mostly 
through reactions of the 1,1-difluoroethyl radical.9

1,1-Difluoroethane was chosen for this work because its 
lack of symmetry will lead to readily distinguishable prod­
ucts for many of the possible decomposition modes. Studies

of the pyrolysis of this compound have shown that it is sta­
ble at room temperature and that the decomposition of the 
electronic ground state of the molecule is simple.10

E xperim ental S ection
All reactant gases were obtained from the Matheson Co. 

The 1,1-difluoroethane was bulb-to-bulb distilled at 
—196°. Analysis showed that the resulting material con­
tained less than 1 ppm each of methane, acetylene, and 
trans-CHFCHF, no propane, and about 0.1% carbon diox­
ide. The nitric oxide and nitrous oxide were both degassed 
at —196° then distilled off at —80°.

The irradiation vessels were spherical 500-ml Pyrex 
flasks with cold fingers and breakseals. Vessels were flamed 
out under vacuum prior to reuse. Irradiations were carried 
out at a total pressures of 86 or 94 Torr. Gases or gas 
mixtures were introduced into the bulbs, frozen down in 
liquid nitrogen, and pumped on prior to sealing the inlet 
tube. Samples were irradiated in the North Carolina State 
University cobalt-60 irradiation facility. Nitrous oxide 
dosimetry (using G(N2) = 10.0)Ua showed that the ab­
sorbed dose rate was 1.09 X 1017 eV/sec per mole of difluo- 
roethane, assuming that difluoroethane and nitrous oxide 
absorb radiation in proportion to their electron content.

Hydrogen was identified from mass spectra of the frac­
tion of the reaction products volatile at —196°. It was mea­
sured quantitatively by adding small measured quantities 
of helium to the gas or gas mixture to be irradiated. After 
irradiation the gases volatile at —196° were separated and 
their mass spectrum run. The relative amounts of hydrogen
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and helium in the separated fractions were determined by 
comparison of the mass 2 and mass 4 peaks with those for 
mixtures of known composition run under identical condi­
tions.

Other products were identified both by matching gas 
chromatographic retention times with authentic samples 
and by running mass spectra on the separated peaks from 
the gas chromatograph. Table Illb lists the retention times 
for a number of products. All quantitative results reported 
here were obtained using a 6-m Porapak Q column at 65° 
and a flame ionization detector. The product yields were 
determined using the areas of product peaks relative to the 
area of the difluoroethane peak. With the exception of 
CHF.) the sensitivities of all compounds were proportional 
to the number of carbons in the compound to within 5%. A 
special calibration for CHF3 showed that mole for mole its 
peak area is 0.055 that of CH2CF2. Qualitative observations 
regarding N2, SiF4, N20,.and C02 were all made on special 
runs using a thermal conductivity detector and Porapak Q 
columns.

R esu lts
Radiolysis of pure 1,1-difluoroethane resulted in the pro­

duction of hydrogen, methane, ethane, ethene, trifluoro- 
methane, 1,1,1-trifluoroethane, 1,1-difluoroethene, and flu- 
oroethene in significant quantities. Fluoromethane, difluo- 
romethane, fluoroethane, trifluoroethene, cis- and trans-
1,2-difluoroethene, and ethyne were all formed in small 
quantities. Another product which came off the chromato­
graph between trifluoromethane and fluoromethane and 
had a mass spectrum consistent with CHCF was formed in 
small quantities. 1,2-Difluoroethane and 1,1,2-trifluo- 
roethane were not major products. HF was not observed di­
rectly, but the fact that SiF4 was not observed in samples 
irradiated in a Monel vessel until the sample had been in 
contact with glass indicates that HF is a significant prod­
uct. In the absence of radical scavengers a significant mass 
of material was contained in products which came off the 
chromatograph column after the 1,1-difluoroethane. Of 
these only cis-CHFCHF and propane were positively iden­
tified.

Figure 1 shows the amounts of methane and ethane ob­
served for various lengths of radiolysis. The amount of 
methane was greatly diminished in the presence of 1% NO 
and ethane was completely absent. Only one of the prod­
ucts of long retention time was seen in presence of NO. In
1,1-difluoroethane-NO mixtures irradiated for 15 days 
both N2 and N20  were produced in significant amounts, 
but no SiF4 was observed.

Figure 2 shows the amount of CH2CF2 produced for vari­
ous irradiation times in the presence and absence of NO. 
The curved line fitted to the data in the absence of NO is 
that corresponding to a product produced with an initial G 
value of 0.59 and a maximum concentration of 66 ppm. 
Figures 3 and 41Ib show similar behavior for C2H4 and 
C2H;;F. Results for these products are subject to a larger 
uncertainty than are those for CH2CF2. C2H4 was not com­
pletely resolved from C2H2. C2H3F is the product of pyroly­
sis of CH3CHF2, and small quantities might be formed on 
sealing the vessel prior to irradiation. Figure 5 shows that 
the production of both CHF3 and CH3CF3 was linear with 
time and was unaffected by the presence of NO. Figures 6 
and 7nb depict the much smaller yields of CH3F, CH2F2, 
and t-CHFCHF which were also unaffected by the addi­
tion of NO.

Figure 1. Methane and ethane produced in the radiolysis of 1,1-diflu­
oroethane: (O) methane without NO added, (*) methane with NO 
added, (□) ethane without NO added.

Figure 2. 1,2-Difluoroethene produced in the radiolysis of 1,1-difluo­
roethane: (O) without NO, (•) with NO.

Table II summarizes the products observed in the radiol­
ysis of CH3CHF2 and gives the G values for all the prod­
ucts measured quantitatively. The G values for CH3CHF9 
are initial values and do not account for secondary reac­
tions which would consume these products. Most of the 
products with approximate values given were not com­
pletely resolved from more important products in most 
chromatograph runs. Several experiments using 3.5% SF6 
added to the CH3CHF2 gave results that were experimen­
tally indistinguishable from those with neat CH3CHF2.

D iscussion

1,1-Difluoroethane was chosen partly' because of the 
large number of reaction pathways available, and the large 
number of different products indicates that many decom­
position pathways are followed. Methane and ethane are

The Journal of Physical Chemistry. Voi 78. No. 22. 1974
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Figure 5. Trifluoromethane and 1,1,1-trifluoroethane produced in the 
radiolysis of 1,1-difluoroethane: (O) trifljoromethane, (□) 1,1,1-triflu­
oroethane. Filled figures indicate experiments with NO added.

TABLE II: G V alues for P rod u cts from  th e  R adio lysis
o f  c h 3c h f 2

N eat W ith NO

h 2 2.5 1.1
c h 4 1 .4 0.043
c h 3f 0.06 0.064
c h 2f 2 0.018 0.012
c h f 3 2.3 2 .3
c 2h 2 < 0 .1 < 0 .1
c 2h 4 0.43 0.34
c 2h 3f 0.72 0.58
CH.CFo 0.59 0.47
f-CHFCH F 0.012 0.015
c 2h f 3 0.004 0.004
c 2h 6 0.15 <0.003
c h 3c f 3 0.66 0.68
c 2h 5f 0.06 0.06

formed via a scavengeable precurser, the methyl radical. 
The relative amounts are consistent with ethane being 
formed by methyl radical combination and methane being 
formed via hydrogen abstraction from 1,1-difluoroethane 
by methyl radicals with a rate constant 0.19 times that for 
abstraction from ethane. It is clear that the methyl radicals 
do not come from a simple carbon-carbon bond breaking in 
the parent compound. Such a break would produce equal 
numbers of methyl and difluoromethyl radicals. The latter 
would be as reactive toward hydrogen abstraction as meth­
yl radicals12 yet very little difluoromethane is observed. 
Even the difluoromethane that is seen does not come from 
radicals since it also forms in the presence of NO.

Two of the major products ccme from a similar set of 
reactions. Trifluoromethane can be formed by a fluoride 
ion transfer reaction involving the difluoromethyl ion.

c h f 2+ + c h 3c h f 2 — -  c h f 3 + c 2h 4 f +

This reaction has been seen in ion cyclotron resonance ex­
periments,13 and the difluoromethyl ion is the major ion in 
the mass spectrum of 1,1-difluoroethane. The presence of 
methyl radicals without difluoromethyl radicals could be 
explained by fragmentation of the parent ion.

CH 3CHF 2 CH3 + CHF2* + e '
The sum of the methane yield and twice the ethane yield is 
equal to about two-thirds the trifluoromethane yield giving 
a rough material balance for these processes. Trifluo- 
roethane can be formed by an analogous ion-molecule reac­
tion, also seen by Dawson, et al. 13

C2H3F2* + CH3CEF2 —  CH3CF3 + c 2h 4 f *

The difluoroethyl ion is the second most important ion in 
the mass spectrum of 1,1-difluoroethane. The third most 
important ion in the cracking pattern, C2H4F+, would not 
lead to any new products by undergoing a fluoride ion 
transfer reaction with the parent molecule.

All three major olefinic products formed in radiolysis are 
subject to attack by species generated during subsequent 
radiolysis so G values for formation must be found from 
very short runs or by extrapolation. In the absence of scav­
engers all reach steady-state concentrations of less than 
100 ppm. 1,1-Difluoroethene could be formed by molecular 
hydrogen elimination, a major reaction in hydrocarbon ra­
diolysis.

c h 3c h f 2 c h 2c f 2 + h 2

More than enough unscavenged hydrogen is found to ac­
count for all the difluoroethene by this reaction. Radiolysis 
of difluoroethane in the presence of SFg yielded as much 
CH2CF2 as in neat difluoroethane. This implies that those 
excited molecules which eliminate hydrogen are not the re­
sult of neutralization of the parent ion by electrons. The 
possibility that the electrons were being attached by the 
parent compound in the radiolysis of neat 1,1-difluo­
roethane is unlikely in light of Fessenden’s results on elec­
tron attachment to partially fluorinated alkanes.14 Another 
interesting pathway for 'he formation of olefins is through 
an acid-base reaction involving ethyl ions.

C 2 H3F 21' + base — * CH2C F 2 + conjugate acid

If the base is the parent molecule, this reaction is probably 
endothermic, but other bases such as water and HF are also 
present and might well take part in such reactions as has 
been shown by Munson and Field.15 The fact that all three 
olefins showed lower yields in the presence of NO hints at 
the possibility of radical-radical disproportion reactions 
making some contribution to the olefin products. Such a 
disproportionation reaction has been seen in mercury pho­
tosensitization of 1,1-difluoroethane.9 If NO were affecting 
the system by scavenging positive charges it would affect 
the yields of CHF3 and CH3CF3 which are unchanged by 
the addition of NO.

The small but easily measured amounts of trans- 
CHFCHF are interesting. This compound is an impurity in 
the starting material but in quantities smaller than those 
measured after radiolysis, cis-CHFCHF was identified 
among the products of lcng retention time, but no attempts 
to measure it quantitatively were made. Since neither 1,2- 
difluoroethane nor 1,1,2-trifluoroethane are important 
products, and Figure 7115 shows that the yield of 1,2-difluo- 
roethene is linear with time, it is reasonable to argue that it 
is not a secondary product. Therefore it is necessary to pro­
pose a path for its formation directly from the parent com­
pound. If the fluorines cf the difluoroethyl ion scramble as 
the hydrogens in the ethyl ion are known to do,16 two in­
terconverting ions could be formed, CH3CF2+ and 
CH2FCHF+. The tendency for fluorine atoms to congregate 
on the same carbon atom would make the former more im-
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portant and would mean that the amount of CH2CF2 
formed by ionic pathways would be much larger than the 
amount of CHFCHF actually seen.

The small yields of CH2F2 and CH3F as well as the small 
yield of methane in the presence of NO seem to be the only 
indications of any molecular elimination of carbenes during 
the radiolysis of 1,1-difluoroethane. No products resulting 
from the reaction of these carbenes were identified. What is 
clear is that this is a much less important path in the radi­
olysis of 1,1-difluoroethane than it is in the radiolysis of 
ethane itself.2®

Summary
The radiolysis of 1,1-difluoroethane produces CHF3 and 

CH3CF3 by fluoride ion transfer reactions involving frag­
ment ions. Methyl radicals formed in the fragmentation of 
the parent ion eventually form methane and ethane. Of 
lesser importance are the formation of C2H4, C2H3F, and 
CH2CF2 via processes that are not completely identified, 
but lead to large yields of both hydrogen atoms and molec­
ular hydrogen. Of minor importance are processes which 
produce CH4, CH3F, and CH2F2 by direct elimination. The 
production of CHFCHF hints at the possibility of scram­
bling among the fluorines and hydrogens of ethyl ions.
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Consecutive Unimolecular Decomposition Following Recoil Tritium Activation 
o f 1,1-Difluoroethane1

W. S. Smith and Y. -N. Tang*

Department o f Chemistry, Texas A & M University, College Station, Texas 77843 

(Received February 14, 1974; Revised Manuscript Received June 21, 1974)

Excited C2H3TF2 formed by T*-for-H substitution in CH3CHF2 gives C2H2TF and C2HT as the secondary 
and tertiary decomposition products, respectively. The observed trends demonstrate that the C2H3 TF2 

yield increases, the C2HT yield decreases, while the C2H2TF yield exhibits a maximum with increasing 
pressure. These trends are consistent with a mechanism of consecutive unimolecular decomposition in 
which all the excitation energy is introduced during the initial substitution.

Introduction

Although consecutive reactions in thermal systems are 
discussed in every kinetics textbook,2 the consecutive de­
composition initiated by hot atom activation has scarcely

been investigated.3 5 Previously, Krohn and coworkers 
have presented some good evidence in a series of recoil 18F 
studies for the consecutive decomposition of CF318F to give 
CF18F and CH218FCF3 to give CH18F.3 However, in order
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to provide a better quantitative basis for future theoretical 
treatment, a system which yields nonradical species as de­
composition products should be more appropriate.

From the pressure studies of recoil tritium reactions with 
cyclobutane, Lee and Rowland have obtained a broad ener­
gy distribution with a “median” energy of 5 eV following 
the T*-for-H substitution.6 Subsequent studies with 
CH3NC demonstrated that the substitution products are 
always left in a high state of internal excitation.7 This 
quantity of excitation energy should be enough to initiate 
consecutive unimolecular processes in some suitable sys­
tem.

In the present work, we wish to report an experimental 
study of a consecutive decomposition following the T*-for- 
H substitution in CH3CHF2. In hot atom systems, if the ex­
citation energy arising from the primary substitution is 
high enough, it is possible that the secondary decomposi­
tion product may undergo a tertiary reaction. In the 
CH3CHF2 case, the secondary product, vinyl fluoride, may 
further decompose by HF elimination to give acetylene.8-9

T* + C2H4F 2 —  (C2H3T F 2)* + H (1)

(C2H3T F 2)* — * (C2H2TF)* + HF (2)

(C2H2TF)* — ► C,HT + HF (3)

E xperim ental Section
The standard techniques for recoil tritium studies were 

adopted. Samples containing CH3CHF2 with a small 
amount of 3He and 0 2 were sealed by high vacuum tech­
niques in Pyrex 1720 bulbs at pressures ranging from 100 
to 900 Torr. Energetic tritium atoms were produced by the 
nuclear reaction 3He(n,p)3H. All irradiations were carried 
out at the Texas A & M University Nuclear Science Center 
Reactor, where samples were subjected to a thermal neu­
tron flux of 1 X 1013 neutrons/cm2 sec for 5 min.

The usual procedure for radio-gas chromatography was 
followed.10 A 50-ft dimethylsulfclane column (35%) at 25° 
was used for the separation of the major products, 
C2H3TF2, C2H2TF, and C2HT. HT and CH3T were re­
solved with a 50-ft column of 10% propylene carbonate 
coated on alumina which was operated at 0°. Quantitative 
yields of each tritium labeled product were obtained by 
means of a gas proportional counter.

Helium-3 with a tritium content of less than 2 X 10_u % 
was obtained from the Monsanto Research Corp. 1,1-Diflu- 
oroethane was obtained from Matheson Co. in >98% pu­
rity. Oxygen with a minimum purity of 99% was obtained 
from Airco.

R esults and D iscussion
Pressure Dependence of Reaction Products. Besides the 

T*-for-H substitution as shown in (1), other primary pro­
cesses from recoil tritium reactions with CH3CHF2 include 
H abstraction, F abstraction, T*-for-F substitution, and 
T*-for-R displacements

Consecutive Unimolecular Decomposition of 1,1-Difluoroethane

T* + C2H4F 2 — *• h t  + C2H3F2 (4)

T* + CH3CHF, — *■ TF  + CH3CHF (5)

T* + CH3CHF2 —+  CH3CHTF + F (6)

T* + CH3CHF, -J* c h 3t  + c h f 2 (7)

c h t f 2 4- c h 3 (8)

2187

Figure 1. Percentage yields of stabilization and decomposition prod­
ucts from recoil tritium reactions with CH3CHF2 as a function of 
pressure.

All of the expected primary products with the exception of 
TF have been experimentally observed. At a pressure of 1 
atm, the yields of these products (with reference to the 
yield of HT as 1000) are CHgCHTF (3), CH3T (57), CHTF,
(12), and C2H3TF2 (520)

Products expected from the consecutive HF-elimination 
processes, (2) and (3), are also observed. At 1 atm, their 
yields relative to that of HT as 1000 are C2H2TF (72) and 
C2HT (30). The pressure dependence of the yields for these 
two products and that for the stabilization product, 
C2H3TF2, is shown in Figure 1. They are expressed as per­
centages of the initial amount of excited C2H3TF2. It is ob­
vious from the figure that when the pressure increases from 
100 to 900 Torr, the yield of C2H3TF2 increases, the yield 
of C2HT decreases, and the yield of C2H2TF goes through a 
maximum.

In reactions 2 and 3, TF may be eliminated instead of 
HF to give nonlabeled products. In order to account for the 
undetected TF, the observed yield of vinyl fluoride must be 
multiplied by 4/3 and the observed yield of acetylene must 
be multiplied by 2. A tritium isotope effect of unity is as­
sumed here. All of the data shown in Figure 1 have already 
been corrected for these factors.

Other decomposition paths for excited C9H3TF2 such as 
H2 and F2 elimination are also possible.

(C2H3T F 2)* — * C2H3T + F 2 (9)

(C2H3T F 2)* — ■ C H T —  C F 2 + H, (10)
However, at 1 atm, the observed yields of C2H3T and 
CH T-CF2 are only 4 and 6, respectively, relative to HT as 
1000. These small yields indicate that both (9) and (10) are 
relatively unimportant decomposition routes when in com­
petition with (2).

In order to show the complementary nature of the stabi­
lization and decomposition products for the T*-for-H sub­
stitution route, the corrected yields of C2H3TF2, C2H2TF, 
and C2HT (expressed relative to HT as 1000) are summed 
up. An assumption that the HT yield is pressure indepen­
dent has been made here. The sum of the three yields at 
various pressures is roughly a constant with a value of 670 
± 10. This also confirms that the product contributions 
from other decomposition routes such as (9) and (10) are 
very minor.
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Consecutive Decomposition Following Hot Atom Acti­
vation. There are some significant differences between the 
consecutive decomposition initiated by hot atom activation 
and that by conventional thermal activation. In the ther­
mal activation case, the excitation energy is introduced into 
the activated molecule in two separate steps since the mol­
ecules receive the internal energy as a result of bimolecular 
collisions. Whenever the parent molecule has accumulated 
enough energy, it will undergo the first decomposition pro­
cess. The resulting product will only undergo further de­
composition when enough excitation energy is again accu­
mulated. This means that another collisional excitation is 
in general a requirement between the two decomposition 
steps.

On the other hand, in the case of hot atom activation, all 
the required excitation energy is introduced into the parent 
molecule during the primary substitution process. Bimolec­
ular collisions with other species will have a negative effect. 
Instead of supplying energy and causing the second decom­
position, a collision will normally deactivate the excited 
species. As a result, an increased collisional frequency will 
enhance the stabilization and not the consecutive decom­
position.

Theoretically, consecutive decomposition similar to that 
of the hot atom activation system can also be initiated by 
other nonthermal processes such as photolysis and chemi­
cal activation. However, there is essentially no report in the 
literature which is solely devoted to the study of consecu­
tive reactions initiated by these methods.3

Scheme of Stabilization and Consecutive Decomposi­
tion in Recoil Tritium Activation of CH%CHF2. The ther­
mal decomposition of CH3CHF2 has been studied by 
Tschuikow-Roux, Quiring, and Simmie with shock tube 
techniques.8 The HF elimination from CH3CHF2 has an 
activation energy of 61.9 ± 1.8 kcal/mol while the decom­
position of vinyl fluoride has an activation energy of 70.8 ±
3.6 kcal/mol.9 The heat of reaction for the former process is 
20 kcal/mol while that of the latter is 17 kcal/mol.8>9 This 
means that during the first consecutive decomposition step 
the total excitation energy of the two products, vinyl fluo­
ride and HF, will be decreased by an additional 24 kcal/mol 
due to the thermodynamic requirement.

The full scheme of stabilization and consecutive decom­
position of recoil tritium activation of CH3CHF2 is shown 
in Figure 2. According to the amount of excitation energy, 
we have divided the primary substitution product, 
C2H3TF2, into three categories. The first type includes 
those with energy below 62 kcal/mol, the activation energy 
for reaction 2. These molecules, which are represented by 
one asterisk, have only one reaction path available to them,
i.e., collisional stabilization to yield the labeled parent.

The second group of excited molecules, which are 
marked with two asterisks, possess energy between 62 and 
91 kcal/mol. The latter quantity, which represents the min­
imum energy requirement to initiate the consecutive de­
composition, is evaluated by adding the heat of reaction of
(2) to the activation energy for HF elimination from vinyl 
fluoride neglecting the amount of energy carried away by 
the HF in reaction 2. Excited molecules in this category 
may either decompose to vinyl fluoride or be stabilized to 
give the tritiated parent. The stabilization process may be 
carried out by either strong or weak collisions. In other 
words, the excited molecule may either lose all its excita­
tion in a single encounter, or it may cascade down in energy 
by multiple collisions.

Figure 2. Possible stabilization and decomposition modes of excited 
C2H3TF2 subsequent to hot atom excitation.

E< E, E,<E<AH, + E2

(B = 0,C=0) (C=0)

Figure 3. Three fundamental types of pressure dependence curves 
for the hypothetical system A (E,, AH,) —►  B (E2, A H2) —► C.

The third type of excited molecules, which are represent­
ed by three asterisks, possess energies greater than 91 kcal/ 
mol. These molecules are capable of giving C2HT as their 
consecutive decomposition product. However, they also 
may be stabilized or partially stabilized by strong or weak 
collisions to give C2H3TF2 and C2H2TF as final products.

Qualitative Confirmation of the Pressure Dependence 
of the Products. The unimolecular nature of the consecu­
tive decomposition can be confirmed by analyzing the pres­
sure effect on the stabilization and the decomposition 
products. In particular, it is constructive to demonstrate 
that a maximum is actually expected for the intermediate 
compound (C2H2TF, in this case) for its pressure depen­
dence. Since the excitation distribution is expected to be 
broad, the pressure dependence of products excited accord­
ing to the three categories described in the previous section 
has been employed for this illustration.

Figure 3 shows the pressure dependence of products for 
the three categories of excitation. A hypothetical consecu­
tive decomposition is used here for illustration

AH, AH 2

where E 1, E 2 and A Hi, AH 2 are activation energies and 
heats of reaction for the two respective decomposition 
steps. For the group with excitation energy less than E\, 
the stabilized parent compound, which is the only possible 
final product, should be invariant with pressure. For the 
second type of excited molecules, which are capable of 
undergoing the first decomposition but net the consecutive 
one, A and B are the only expected products. The former 
should increase while the latter should decrease with in­
creasing pressure although the variations are not necessari­
ly linear. For the third type of molecules with excitation 
energy in excess of that needed to undergo both the first 
and second decomposition, all three products are possible.
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Figure 4. Pressure dependent product curves for a hypothetical en­
ergy distribution assuming the following: 60%, E < E, ; 30%, Ei <  
E <  AH-, +  E2; 10%, E >  AHn + E2.

The pressure dependence is such that A increases with 
pressure, C decreases with pressure, while B exhibits a 
maximum (B has a zero yield at both zero and infinite pres­
sure, and a finite yield at intermediate pressures).

In the actual recoil tritium activated systems, a broad 
spectrum involving contributions from all three of these 
categories should exist. For qualitative comparison with 
the experimental results, a hypothetical distribution of 
these three groups is assumed: 60% group 1, 30% group 2, 
and 10% group 3. The combined result is shown in Figure 4. 
It is seen that this distribution reproduces the trends ex­
pressed by the experimental results.

In this work a simple qualitative picture has been ob­
tained which confirms that T*-:or-H substitution gives a 
broad excitation distribution with a median energy of sev­
eral electron volts of energy. The limiting values for the 
three energy ranges mentioned in the previous section (62

2 1 8 9

and 91 kcal/mol) can only be treated as extreme lower lim­
its. These theoretical parameters could easily be 20 or 30 
kcal/mol lower in energy than the more realistic energies 
where decomposition and consecutive decomposition be­
come significant. Moreover, the necessary inclusion of the 
amount of energy partitioned to HF during the first de­
composition step tends to push the energy limit for mole­
cules which are capable of undergoing consecutive decom­
position to a value somewhat beyond the 110- or 120-kcal/ 
mol range.
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Gas-phase thermal decomposition kinetics are reported for tris(difluoroamino)methyl chloride, (NFjhiC- 
C l, tris(difluoroaminomethylamine, ( N F 2)3C - N H 2, and tris(difluoroamino)methyl methyl ether, 
( N F 2) : :C - 0 - C H :!, over the temperature range 1 8 4 .5 -2 3 0 °  in static reactors. The reactions in each case are 
first order with activation energies of 3 6 .1 , 2 9 .6 , and 3 6 .2  kcal/mol, respectively. A  correlation was found 
between the order of stability and electronegativity of the group attached to the tris(difluoroamino) func­
tionality.

Introduction

Recently several reports2-5 have appeared concerning the 
synthesis and chemistry of difloroamino (NF2) compounds. 
In a study of the decomposition behavior of a series of poly- 
(difluoroamino)fluoromethanes4 attention was drawn to 
the similarity in rate parameters to those of polynitro com­

pounds. As a result the rate-determining step was postula­
ted as homolytic cleavage of the C-N bond as had been 
previously proposed for the polynitro compounds.6

Herein thermal decomposition results are reported for 
three compounds having the general structure (NF2)3C-Z 
with Z = Cl, NH2, OCH3, not previously reported. A similar 
study of related compounds with Z = NF2 or F has already
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appeared.4 In contrast to the mechanism proposed for the 
latter two compounds only one of the compounds, 
(NF2)3C-Cl, is proposed to decompose by simple C-N bond 
rupture, the remaining two having more complex mecha­
nisms.

E xp erim en tal Section
Caution. The NF compounds discussed in this paper are 

extremely dangerous and frequently explode without warn­
ing. They are especially sensitive to impact, friction, and 
changes of state. They are also strong oxidizing agents. 
Even 1 mmol quantities are dangerous and should be han­
dled with adequate shielding, remote handling equipment, 
and protective clothing.

Gas-phase decomposition studies were carried out using 
a 22-ml spherical reactor (s/v = 0.85 cm-1) constructed 
from Monel metal and capped with a Hoke M440 bellows 
seal valve. All connections were made with Swagelok fit­
tings. The bulb was prepassivated with surplus NF com­
pounds or sacrifice runs of starting material. At most eight 
to ten runs were found necessary to achieve reproducible 
data. To ensure that homogeneous rather than heterogene­
ous catalyzed decomposition was being observed, it was 
found convenient to make runs employing packed and un­
packed vessels simultaneously. Both vessels were identical 
except that one was packed with nickel wire, increasing the 
surface-to-volume ratio by a factor of about 3.

A sampling procedure was used in the kinetics runs. The 
bulb was charged to the appropriate pressure on a vacuum 
line and an initial sample removed for analysis. The bulb 
was then immersed in the hot bath, either fluidized sand or 
silicone oil, for the selected time interval, quickly removed, 
and the reaction quenched by immersion in an ice bath. 
Calibration with a bulb specially equipped with a thermo­
couple at its center showed that the temperature rise and 
fall times on entering and leaving the bath were negligible 
provided reasonably long time intervals were used between 
samples. This was also demonstrated by the reproducibility 
of the results for successive runs using different time inter­
vals.

The concentrations of starting material and products 
were followed by vpc using an Aerograph Model 202 chro­
matograph equipped with a 7-ft column of FX-45 on GC/ 
CLA. Isolation of products was accomplished using a Ham­
ilton Co. fraction collector cooled to —196°. Starting mate­
rials were supplied by a separate synthesis group at the 
American Cyanamid research laboratories under govern­
ment contract.

Methods for synthesizing the tris(difluoroamino)methyl 
compounds described in this paper as well as others have 
appeared elsewhere.2'3 The compounds herein were pre­
pared by reaction of the appropriate compound (HC1, NH3, 
CH3OH) with perfluoroguanidine followed by fluorination 
to convert the bis(difluoroamino)fluoramino adducts to the 
corresponding tris(difluoroamino) compound.

Purity was generally 99% as judged by vpc and appropri­
ate spectroscopic methods. These same methods were used 
for isolation and identification of intermediates, principally 
ir, uv, nmr, and mass spectroscopy. Comparisons with 
known compounds appearing in the open or classified liter­
ature were made where possible.

K inetic R esu lts

Decomposition studies for (NF2)3C-C1, (NF2)3C-NH2, 
and (NF2)3C-OCH3 were carried out over the temperature

TIME x 1CT2. sec.’

0  4  8 12 16 20 24 28 32

TIME x 10'2, sec.

Figure 1. Rate plots fo r decom position o f tris(difluoroam ino)m ethyl 
com pounds: (a) (NF2 )3 C-CI, (b) (NF2 )3 C-NH2, (c and (d) (NF2 )3 C- 
O-CH3 .

range 184.5-230°. In all cases first-order kinetics were fol­
lowed quite well to conversion ratios in excess of 90%. The 
first-order rate law was established from measurements of 
the partial pressure of starting compound as a function of
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TABLE I: Thermal Decomposition First-Order Bate Constants for Tris(difluoroamino) methyl Compounds

Compound
(NHjjoC -O-CH,

(NF2)3C-C1

k X 103,
sec-1 t,° C

(NH2)3C -N H 2

k X 103,
sec-1 t, °C

Unpacked 
k X 10\

sec-1 t, °C

Packed
k X 104, A(unpacked)/ 

sec-1 A(packed)
0 .86 209 .0
1 .05 214 .0
1 .73 219 .0
2 .48 222 .5
2 .60 226 .0
4 .04 230 .0

3 .54 184 .5
5 .23 189 .5
6 .81 194 .3

10 .34 200 .0
14 .04 204 .5

2 .68 195 .0
9 .48 211 .0

12 .40 216 .0
18 .28 220 .0
31 .30 226 .0

5.76 1.6
7.15 1.7

10.37 1.8
17.45 1.8

TABLE II: A ctiva tion  P aram eters For 
Tris (difluoroam ino) m eth y l C om pounds

Compound A, sec-1 kcal/mol
(NF2)3C-C1 13.24 ±  3.54 36.05 ± 3 .16
(NH2)3C-NH2 11.68 ±  0.41 29.58 ±0 .88
(NH2)3C-0-CH3 (unpacked) 13.25 ±  0.80 36.07 ±  1.77

(packed) 13.10 ±  2.30 36.28 ±5 .23

1000/T°K

Figure 2. Arrhenius p lo ts fo r tris(diflucroam ino)m ethyl com pounds: 
(a) (NF2)3C-C I, (b) (NF2)3C -N H 2, (c) <NF2)3C -0 -C H 3.

time by gas chromatography. Fitting of the data to rate 
laws having n = 2 gave significantly poorer results. Re­
sults for all three compounds are shown in Figure 1. For 
(NF2)3C-OCH3 results for the packed reactor are included 
explicitly because in this case the rate was actually found 
to be lower than in the unpacked reactor. The consequence 
of this on the proposed mechanism of decomposition will 
be discussed later.

Arrhenius plots are presented in Figure 2. Rate constants 
and kinetic parameters calculated from the data are sum­
marized in Tables I and II. Data were computed by least 
squares. Standard errors are given.

Mechanism

A. Tris (difluoroamino)methyl Chloride, (NF2 )3C-Cl. 
The induction period noted at three of the temperatures in 
Figure 1 is probably an artifact. The absence of an induc­
tion period in such similar compounds as (NF2)3C-NF2 and 
(NF2)3C-F,4 and the fact that it was observed in only three 
of the runs, suggest that it was due to some experimental 
fault in detection. The rapid growth of the principal inter­
mediate from the beginning of pyrolysis (Figure 3) also 
lends support to this contention. The rather meager supply 
of starting material prevented further investigation of this 
point.

The value of the activation energy is comparable with 
those obtained for other tris(difluoroamino)methyl com­
pounds which have no active hydrogen atoms.4 Whereas 
the A factor is in the range expected for homogeneous de­
composition it is somewhat lower than those for the poly- 
(difluoroamino)fluoromethanes.4 The reason for this dis­
crepancy is unclear. That the decomposition rate was not 
affected by a threefold increase in surface-to-volume ratio 
excludes heterogeneous catalysis as the cause. It is note­
worthy that A factors for gas-phase decomposition of poly­
atomic molecules into two large fragments cover a wide 
range. Values of log A from 13.22 to 17.45 are given for 16 
examples of such reactions.7

The following intermediates and products have been 
identified, principally by infrared spectroscopy: F2N- 
C(=NF)C1, CF3C1, CF4, N2F4i NF3i and N2. The species, 
F2NC(F2)C1 and F-C(=NF)C1, have not been unambig­
uously identified but were suggested by a composite in­
frared spectrum. A^IV'-Trifluorochloroformamidine, 
F2N-C(=NF)C1, is the principal decomposition intermedi­
ate. The concentration-time profiles shown in Figure 3 for 
six temperatures indicate rapid initial growth, passage 
through a maximum, and, finally, exponential decay. In 
order to gain a semiquantitative idea of its stability, the ex-
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Figure 3. Concentration-time profiles for F2N-C(=NF)CI.

perimental profile at 219° was curve fitted using a first- 
order growth-decay equation

NF

(F2NC-C1), = ((NF2)3C-CI)o k l  ~  e_M)

where k i and k 2 refer to the formation and decay rate con­
stants of the intermediate. From this analysis it is estimat­
ed that the first-order rate constant for decomposition of 
F2N-C(=NF)C1 is about 9.6 X 10-4 sec-1, a value about 
half that of (NF2)3C-C1 at the same temperature.

From the nature of the principal intermediate and the 
similarity in the values of the kinetic parameters to those 
found for compounds (NF2)3C-NF2 and (NF2)3C-F,4 it is 
concluded that the first and rate-controlling step in these 
three cases is the same, i.e., homolytic cleavage of a C-N 
bond. The initial steps in this mechanism are visualized as 
follows

(NF,);!C-C1 (NF,),C-C1 + -NF,

NF
■ II(NF,),C-C1 - ^  F,N—C—Cl + F

This path parallels the routes proposed for the formation 
of (NF2)2C=NF from (NF2)3CNF2 and of F2N-C(=NF)F 
from (NF2)3C-F.4 Ejection of a fluorine atom from the 
methyl radical produced in the first step is considered to be 
extremely rapid. From the limited data on the nature and 
distribution of the other products which was not easily ob­
tainable from our experimental procedure due to extensive 
overlapping of the chromatographic peaks, further specula­
tion on the details of the mechanism beyond the two steps 
above seems unwarranted. It is likely, however, that a 
scheme analogous to those proposed for the compounds 
(NF2):iC-NF2, (NF2):!C-F, and (NF2)2C(F)-F4 could be fol­
lowed by (NF2);!C-C1 also.

B. Tris(difluoroamino)methylamine, (./VF2)3C-./V/i2. 
The following significant compounds were identified as in­
termediates during decomposition: N2, CF4, N2F4, HF, 
F2C=NF, and (NF2)2C(F)NH2. The ultimate decomposi­
tion products corresponding to infinite time are N2, CF4, 
and HF. Figure 4 shows the distribution of the resolvable

TIME. Sec.

Figure 4. (NF2)3C-NH2 decomposition products identified and their 
distribution with contact time at 184.5°.

Figure 5. (NF2)2C(F)NH2 concentration-time profile.

chromatographic peaks of the products with contact time 
at a temperature of 184.4°. The most interesting product 
profile in Figure 4 from the point of view of mechanism is 
the compound (NF2)2C(F)NH2. Figure 5 shows concentra­
tion-time profiles for this compound at five temperatures. 
The plots indicate that bis(difluoroamino)fluoromethy- 
lamine has considerable stability up to about 200° since no 
maxima are found for the lower three temperatures up to 
the time at which the runs were terminated.

The Arrhenius A factor (Table II) is lower than normal 
for poly(difluoroamino)methyl compounds, giving rise to a 
negative entropy of activation, —5.92 ± 1.33 eu. From the 
low energy of activation and the negative entropy of activa­
tion, it would seem that homolytic bond cleavage of, e.g., a 
C-NF2 bond can be eliminated from consideration as the 
rate-controlling step. The energy of activation for such pro­
cesses are generally about 40 kcal/mol, being approximate­
ly equal to the dissociation energy of the bond broken. 
Such a process should also have a positive entropy of acti­
vation.

Failure to observe F2N -C (=N F)N H 2 among the prod­
ucts also suggests that C-N bond breaking is not the first 
step in the decomposition since for all other tris(difluo- 
roamino)methyl compounds investigatec, where it is the 
first step, trifluoroguanyl compounds have been found as 
principal intermediates.

A negative entropy of activation generally implies that 
rotational degrees of freedom in the starting material are 
replaced by vibrational modes in the transition state, e.g., a 
cyclic intermediate. Two possibilities for the rate-control- 
ling step can be conceived almost immediately.
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S chem e I: HF Elimination
F F

\  / H
(F2N)2C— N

H

F. ,F.
T  ''H

(F2N)^C— N

H

I \
(F,N),C— N +  HF

H

Schem e II: HNF2 Elimination

\  /H  'N'-
(F*N)2C— I T  —

H ''N H
HNF2 +  (F2N)2C = N H

From our data one scheme cannot be favored over the 
other; however, Scheme II provides a ready path for forma­
tion of bis(difluoroamino)fluoromethylamine in a secon­
dary process, e.g.

HNF2 — ► -NF +  HF

HF +  (TSIF2>C=NH — *• (NF2),C(F)INH,

C. Tris (difluoroamino)methyl Methyl Ether, 
(NF-)):’C-0-CHs. As noted above the rate constants for 
the packed reactor are smaller by a constant factor of 1.7 ± 
0.1 than the corresponding rate constants observed for the 
unpacked reactor (Figure 1). This factor is approximately 
one-half of the value by which the surface-to-volume ratio 
of the two reactors differ. The slopes of the respective Ar­
rhenius plots are the same within experimental error. The 
apparent activation energy (taking the average of the 
values calculated for each line, 36.1 and 36.3) is considera­
bly higher than those expected for a simple heterogeneous 
decomposition process. The high frequency factor and an 
activation energy within the range of the first C-N bond 
dissociation energy found for other tris(difluoroami- 
no)methyl compounds4 suggests tliat homolytic bond rup­
ture is involved in some manner in the rate-controlling 
step(s).

Fifteen intermediates were indicated by product isola­
tion. The most interesting compound identified is 
(F2N)3C-0-CH2-NF2. This compound has greater NF con­
tent than the parent, yet is more stable. The remaining in­
termediates together with their time distribution at 226° 
(unpacked reactor) are given in Figure 6. The curves were 
constructed from chromatographic data and are labelled 
according to . the relative retention time of their corre­
sponding peaks.

The intermediates can be divided into two distinct cate­
gories: those retaining the CH3-O-C configuration and 
those having a -CH2-0-C structure. Compounds in the 
first category are regarded as deriving from the unimolecu- 
lar decomposition of CH3-0-C(NF2)3, in which the tris 
portion of the molecule, -C(NF2)3, suffers a series of de- 
gradative steps giving rise to CH3-0-C(=NF)NF2, CH3-  
0-CF(=NF), and CH3-O-CF3. T ie compounds in the sec­
ond category derive from CH3-0-C(NF2)3 by replacement 
of a hydrogen of the methyl group with either NF2 or F.

Figure 6. Product distribution from decomposition of CH3- 0 -C(NF2)3 
at 226°: I, N2,COF2,HF; II, N2F4; III, CH3-O-CF3; IV, F2N-CH2-0 -  
CF3; V, CH3-0-C(=NF)F; VI, CH3-0-C(=NF)NF2; VII, F2N-CH2- 
0-C(=NF)F; VIII, F-CH2-0-C(=NF)F; X, F2N-CH2-0-C(=NF)NF2; 
XII, F-CH2-0-C(NF2)3; XIII, F2N-CH2-0-C(NF2)3.

Thus, this category can be subdivided into two further 
classes: one containing F2N-CH2-0-C(NF2)3 and its de­
composition products, and one containing F-CH2-0 -  
C(NF2)3 and its decomposition products. The nature of the 
products clearly demonstrates that the disappearance of 
CH3- 0 -C(NF2)3 is related to at least two reactive steps. 
Absence of such compounds as F-C(=NF)F, CH3F, and 
CH3NF2 indicates that the C-O-C backbone remains in­
tact throughout much of the decomposition. To examine 
different possible mechanisms, especially the role of the 
surface, the decomposition at 226° was examined in the 
presence of additives. Three additives were tested: helium, 
nitric oxide, and N2F4. None was found to have any notice­
able effect on the rate. The experiments with helium as an 
additive in large excess (250 mm of He:10 mm of (NF2)3C- 
O-CH3) were carried out in order to determine whether the 
surface was merely acting as a third body in the chain- 
breaking step. The nitric oxide (1 mm of NO:10 mm of 
(NF2)3C-0-CH3) was incorporated as a radical scavenger. 
The N2F4 (3 mm of N2F4:10 mm of (NF2)3C-0-CH3) was 
used to determine whether the reaction scheme involved 
both C-NF2 bond rupture and back reaction between the 
radicals thus formed. Although this list of experiments 
with additives is far from exhaustive, they do seem to indi­
cate that the surface is playing some role other than just a 
third body.

Any proposed mechanism must account for several sig­
nificant observations. The rate of decomposition is first 
order in CH3-0-C(NF2)3. The kinetic parameters suggest 
that homolytic C-N bond scission is involved in the rate­
determining step(s). The rate of disappearance of CH,¡-0- 
C(NF2)3 is decreased when the surface-to-volume ratio is 
increased. The nature of the intermediates suggests that 
the disappearance of CH3-0-C(NF2)3 is related to two dis­
tinct processes: one involving reaction at the tris group and 
another involving reaction at the methyl group. The C-O-
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C backbone remains intact throughout much of the decom­
position. The surface plays some role other than just a 
third body.

To explain these observations the following mechanism 
is proposed

CH:,-0-C(NF2)3 -NF2 + CH,60(NF2)2
NFII

CH:iOC-NF, etc. (1) 

K
•NF, + M ^  M-NF, (2)

•NF- + CH;,-6 -C(NF2)3 HNF, + -CH2-0-(NF2)3 (3)
-NF,

CH2-0-C(NF,):, + -NF., * F2N-CHr O-C(NF,), -----►

F NCI I ( )C< NF — *■ etc. (4)

+ F —► F-CH,-0-C(NF2)3
FCH,OC(NF,), etc. (4')

If it is assumed that the equilibrium reaction between -NF2 
and the surface is rapidly established, this scheme leads to 
first-order kinetics with the observed inverse dependence 
of the rate on the surface-to-volume ratio.
—d( CH3-C)-C(NF2)3 / d t  =  fe1(CHrO-C(NF2):i +

k 2( -NF 2) (CH3-0-C (N F , )3)
From the assumed rapid equilibrium reaction

(NF2‘) = (M-NF2)/ATM
For low surface coverage and/or weak bonding, M may be 
replaced by Mq.

-d((NF2 )3C-PCH:i)
df

k i +  k 2
M-NFol 
K M 0 i X

Exactly what the nature of the active surface sites is has 
not been determined. That it is not a “typical” passivated 
Monel surface seems clear, since for the reactors employed 
conditioning of the surface by several sacrifice runs of 
(NF2)3C-0 -CH3 was required to yield reproducible ki­
netics and to produce the compound, F2N-CH2OC(NF2)3, 
even though the reactors were prepassivated with other NF 
compounds. It should also be noted that exposure of the 
conditioned surface to the atmosphere effectively destroys 
the activity of the sites which function in this reaction.

The proposed mechanism considers -NF2 rather than -F 
to be the predominant reacting species in step 3 in order to 
account for the retardation effect of the surface. If the 
reaction

•F + CH:1OC(NF2)3 —► HF + •CH2OC(NF2)3 
predominated, no such effect would be expected, since a 
surface equilibrium involving fluorine radicals is not easily 
visualized. Inspection of the product profiles in Figure 6 
supports this hypothesis, in that the relative buildup of 
F2N-CH2OC(NF2)3 (peak XIII) is considerably greater 
than that of FCH2OC(NF2)3 (peak XII). Presuming that 
these two species form according to steps 4 and 4', there is 
no reason to believe that one should be favored over the 
other, since the activation energies for both reactions 
should be about zero. The conclusion, then, is that NF2 
radicals are present in much greater concentration than F 
radicals. Absence of NF3 among the reaction products is, 
perhaps, more striking evidence that the concentration of F 
atoms does not build up to any appreciable extent, their ef­
fective removal probably accomplished by some very rapid 
reaction. One such reaction could be

F- + HNF2 —► HF + -NF2
The results of the single experiment in which the pyrolysis 
was carried out in the presence of N2F4 are difficult to as­
sess in terms of the proposed mechanism. Since the concen­
tration of NF2 radicals builds up very rapidly, the amount 
added might not have been sufficient to cause an apprecia­
ble effect.

(NF2 )3C-0-CH:j =  /̂((NF2 ):iC-0-CH;))
Note also that the basic form of the rate law is not changed 
even if the stoichiometry of the equilibrium reaction is dif­
ferent. For example, if it is assumed that the equilibrium 
may be written

2NF/M ^  M-N..F,
it may be shown that the rate law is as follows

-d((NF,)3C-0-CH3)
df

v k l +  k 2
"m -n ,f 4

L K M 0
X

(NF2)3C-0-CH3

Since there are several unknowns in the expression for the 
observed rate constant the order with which the surface ap­
pears cannot be determined from our experimental data.
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The kinematics of ion-molecule reactions in monosilane that represent the net transfer of a hydride ion or 
hydrogen atom have been investigated by isotopic distribution measurements and kinetic energy analysis 
of product ions in a tandem mass spectrometer. Reactions involving a net hydride-ion transfer proceed via 
a direct, stripping-type process, yielding an ion with very little kinetic energy, and by a complex-formation 
mechanism that is particularly prominent at low collision energies and leads to scrambling of H and D 
atoms. Direct H-atom transfer processes, observed in those cases in which it is energetically favorable, ap­
proach the spectator stripping model at higher collision energies. For those cases in which direct processes 
and the complex-formation process yield the same product ion, it was found that the two channels proceed 
with nearly equal cross sections at low-collision energies. At higher collision energies the direct processes 
completely dominate the mechanism.

Introduction

The importance of reactions involving the net transfer of 
a hydride ion or hydrogen atom from one particle to anoth­
er in ion-molecule chemistry is well recognized. Reactions 
whose overall chemistry can be described as the transfer of 
an H ' ion have been reported to be of particular impor­
tance in such organic systems as propane and cyclobutane,2 
in the silanes,3-8 in mixtures of silane and simple organic 
molecules,9-13 and in mixtures of silane and water.14 How­
ever little detailed evidence to elucidate the nature of a H~ 
transfer mechanism has been presented. Isotope distribu­
tions of products in general support the H- transfer mech­
anism but the actual kinematic aspects of the mechanism 
remains unclear. Given the great variety of dynamical sit­
uations found in ion-molecule chemistry, it is reasonable to 
suppose that the mechanisms associated with these net H- 
transfer reactions may be quite diversified. For example, 
reaction 1, which has previously been reported to occur in

SiH 2* +  S iH4 — >- S iH 3* + S iH 3 (1)

monosilane,3-6-7 can be described as involving the net trans­
fer of H-  from the neutral molecule to the projectile ion 
but the same products may also arise from H-atom transfer 
from the target to projectile ion, or via a complex forma­
tion mechanism, with dissociation of a randomized com­
plex giving the observed products.

In previous work it was not possible to assign unambig­
uously a mechanism for this reaction.

We have studied the dynamics of a number of reactions 
involving the net transfer of H-  or H in monosilane. These 
studies were carried out in a tandem mass spectrometer 
using kinetic energy analysis of product ions scattered in 
the forward direction. The results are interpreted in terms 
of two kinematic models of ion-molecule reactions.

E xp erim en tal S ection
The tandem mass spectrometer used in this study has 

been described previously.7 The apparatus permits the in­
jection of mass selected ions having kinetic energies vari­
able down to about 1 eV, with an energy spread of 1-2 eV, 
FWHM, into a collision chamber containing the neutral

target gas. The instrument is in the “in-line” configuration, 
such that product ions scattered into the forward direction 
are collected with an acceptance angle of ~10°. The kinetic 
energy of the product ions is measured with a retarding 
field analyzer placed immediately after the collision cell. 
The analyzer is similar to one described previously.15 The 
integral ion current is measured as a function of retarding 
potential, and the first derivative of this curve yields the 
kinetic energy distribution. As was noted previously15 with 
this type apparatus, collection efficiency is dependent on 
ion kinetic energy, particularly for very low energy ions (<2 
eV), and in this range an extracting potential must be used 
to collect ions emerging from the collision chamber. It was 
found that this extracting potential has a slight broadening 
effect on the measured kinetic energy distribution.

Performance of the energy analyzer was tested by com­
parison with published results16-18 for the reactions

C H 3* + C H 4 —  C 2H 5+ +  H2 

C 2H4+ + C 2H4 — * C 3H 3+ + C H 3 + H 2

C 2H 4+ + C 2H4 —  C 3H 5- +  C H 3

The results obtained are in general agreement with the 
published data; however, the observed product ions have a 
larger energy spread, reflecting the larger energy spread of 
our primary beam.

Monosilane gas was obtained from J. T. Baker Chemical 
Co. It was fractionated on the vacuum line and checked 
mass spectrometrically for purity. Monosilane-c/4 was syn­
thesized by the reduction of SiCl4 with LiAlD4 in di­
n-butyl ether solution.19 It was purified in the same man­
ner as monosilane.

All relevant data were corrected for the presence of 29Si 
and 30Si isotopes in both the primary beam and the 
product ions.

R esu lts and D iscussion
In the studies reported here, ions formed by electron 

impact on SiH4 were injected into the collision chamber 
containing SiD4 as target gas. The overall chemical
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TABLE I: T h e C hem istry  o f  L ight P artic le  T ransfer  
R eaction s in  M on osilane

R eac­
tion
no. AH °,  kcal/m ol

2 SiH 3+ +  SiH4 — SiH3+ +  SiH4 0
1 SiH2 + +  SiH4 — SiH 3+ +  SiH 3 -1
3 SiH + +  SiH., SiH2 + +  SiH, +  16 to + 4 1 “
4 SiH + +  SiH, SiH3 + +  SiH, - 1 8  to + 7 “
5 S i+ +  SiH, ^  SiH+ +  SiH3 +  28 to + 5 3 “
6 S i+ +  SiH, — SiH 3+ +  SiH +  21
“ Range of AH °  due to uncertainty in the heat of forma-

tion of SiH +.

reactions studied, irrespective of the actual isotopic 
distribution of H and D atoms, are shown in Table I. Also 
shown are the standard-enthalpy changes calculated from 
existing thermochemical data.20-22

The kinetic energies of the product ions can be 
interpreted in terms of two simple models that have been 
developed in the last several years to describe the 
kinematics of ion-molecule reactions. Most discussions of 
ion-molecule kinematics have been concerned with the 
distinction between “direct” and “complex formation” 
mechanisms with the simplest model for describing direct 
mechanisms being the “spectator stripping” model 
developed by Henglein and coworkers.23'24 This type of 
reaction generally involves the transfer of a small particle 
from the target molecule to the projectile ion in a time 
short enough so that there is little or no energy 
redistribution or momentum transfer to the remaining 
“spectator” particle(s). In this approximation one can 
predict easily the kinetic energy that the product ion 
should have. For example, in a stripping process involving 
the transfer of a neutral particle, consider m x, v\, and E i 
to be the mass, velocity, and kinetic energy, respectively, of 
the primary ion; m 2, v-z, and E2 those of the target; m3, u3, 
and E3 those of the product ion; m4, v4, and E 4 those of 
the neutral product. Then for negligible kinetic energy of 
the target molecule and no momentum transfer to the 
spectator during reaction, conservation of momentum 
requires

v,. = {mx/ m i)vx 

or
£ 3(s) = (mx/m 3)Ex (i)

where E 3 (s) denotes the expected kinetic energy of the ion 
formed in stripping processes. The neutral spectator would 
be left with only the thermal energy (M).04 eV) it originally 
possessed.

It should be kept in mind that the term “direct process” 
does not always imply a spectator-stripping mechanism. 
While the stripping model approximates a very common 
type of direct mechanism, there are many instances of 
direct interactions involving concerted motion of many 
nuclei and extensive rearrangement and redistribution of 
energy. In this paper the stripping model will serve as an 
ideal direct mechanism to which comparisons will be made.

The “complex formation” model23’25'26 involves the 
formation of a persistent intermediate that stays together 
for a sufficient period of time such that the relative energy 
of the system may be distributed throughout the complex. 
This time is usually interpreted as being of the order of a 
few periods of rotation (~10-12 sec), hence the breakup of

(0) S iH *  + S iH ,,

SlH*+SlH*

SiHj+SlHz+ H2 
SIHj+SiHj

SIH3+SIH4 SIHj+SiH^

(b ) SiH  g +  S iH 4

SiH*+SlH* 

SIHj + SiH-

SIHj+SiH* SiHj+SIHj

CSljHei

(c )  S iH + +  S iH 4 (d ) S i+ + s m 4

SIH4+SÎH* SiH^+SIH,

SiHg+SiHj SIHj +SIH .

SIH*+SiH, S .H + S I Si++SiH4
SlHj+SiH2

_
CSlgHj]

CSla H*3
-

Figure 1. Energy level diagrams in eV for light particle transfer 
reactions in SiH4: * A H °  of SiH4+ taken from ref 27; * 'energy of 
Si2H7+ based on an estimated proton affinity for Si2H6 of 6.5 eV.

the complex is treated as a unimolecular decay which may 
be considered separately from the initial collision. For this 
type of mechanism, the complex contains the relative ener­
gy of the system as internal energy, and moves with the ve­
locity

» ,v± -  -----y----- vxt rnx +  m 2

The subsequent dissociation of the complex will yield 
products whose angular and kinetic energy distributions 
are symmetric around the center of mass of the system. In 
such a case the velocities of products collected from a wide 
angle in the forward direction are expected to lie in a broad 
band centered around the velocity of the center of mass, 
viz.

v 3 =

or
E 3 ( I ) E

(m x + w2)2 1 (II)

where E 3(f) denotes the energy of the product ion formed 
from the dissociation of a complex. Thus eq I and II 
provide a means of distinguishing between reactions 
proceeding via a stripping or complex formation 
mechanism.

It is usually the case, particularly in systems containing a 
large number of degrees of freedom, that a mechanism will 
fit no model exactly, but will fall somewhere in between the 
predictions of two different models. As will be seen, this is 
the present case, with these two models forming the frame­
work for the discussion of the individual reactions that fol­
lows.

(a) SiH3+ + SiH4. In accord with the energy level 
diagram shown in Figure la, the only monosilicon product 
ion resulting from collision of low-energy SiH3+ ions on 
SiH4 is SiH3+ itself, the overall reaction yielding products 
identical with the reactants.6-7 Even at higher kinetic 
energies of the reactant SiH3+ ions, for which SiH5+ and 
SiH4+ formation are energetically possible, only SiH3+ ions 
have been observed as products in pure monosilane.6'7
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Hence, the net reaction can be described as involving H-  
transfer, as shown by (2) in Table I. Above a relative energy 
of 2.2 eV dissociation of the neutral SiH4 product to SiH2 + 
H2 may occur.

In this study the injection of SiH3+ ions into SiD4 yields 
the monosilicon ion products SiH2D+, SiHD2+, and SiD3+. 
Presumably SiH3+ is also formed, but this product is ob­
scured by the primary beam. The previous observation in 
this laboratory7 that only SiD3+ ions are observed t 90° to 
the reactant ion beam suggests that at least part of the 
total reaction proceeds via a direct D~ transfer mechanism 
resulting in no isotopic scrambling in the product ion. The 
observation of isotopically mixed products in the forward 
direction suggests a complex mechanism. Hence, below a 
relative kinetic energy of 2.2 eV (4.1 eV lab), we may 
describe the reaction as occurring via the direct D- 
transfer (7) and by the complex formation mechanism (8), 
viz.

SiH3+ + SiD4 —-  SiD3+ + SiH3D (7)

SiH3* + SiD4 [Si2H3D4-]

SiD3+ + SiH3D (8a) 

SiD2fT + SiH2D2 (8b) 

SiDH2* + SiHD3 (8c) 

SiHs+ + SiD4 (8d)

Further evidence supporting the complex formation 
mechanism is the observation of Si2H7+ as a collision- 
stabilized product at higher pressures.7

A statistical break up of the complex in (8) into the 
products shown predicts the intensity ratios a:b:c:d to be 
4:18:12:1. The relative intensities of SiD3+ and SiD2H+ at 
several different collision energies are shown in Table II, 
SiD3+ formation is significantly greater than that of 
SiD2H+ formation. Since statistical breakup of the com­
plex predicts that SiD2H+ formation should be 4.5 times 
more probable than SiD3+ formation, we conclude that the 
direct D~ transfer (7) is the predominant mode of reaction 
at all energies.

The direct nature of (7) may be established by a 
consideration of the kinetic energy of the SiD3+ ions 
formed. If (7) proceeds via a spectator-stripping reaction, 
in which D~ is the particle transferred, the product 
observed from the reaction is the ionized spectator, SiD3+. 
The spectator-stripping model predicts that SiD3+ should 
possess only the thermal kinetic energy of the SiD4 target 
molecule. Thus the SiD3+ energy should be near zero and 
independent of the collision energy. The prediction is 
confirmed by Figure 2, in which the kinetic energy 
distributions of the SiD3+ product ions and SiH3+ primary 
ions are shown for several collision energies. While the peak 
of the SiD3+ distribution is observed to be near 0.5 eV, we 
believe that it’s true value is nearer to zero, due to the 
difficulties and uncertainties in the collection of very low- 
energy ions from the collision chamber. We, therefore, 
place no emphasis on the position of the peak in the 
distributions of very low energy ions, but rather on the 
position of the band as a whole. The point marked C in 
Figure 2 represents the energy of SiD3+ to be expected (c/. 
eq II) if the reaction proceeds via a complex mechanism.

It is clear from Figure 2 that SiD3+ ions are formed with 
very little kinetic energy and that this energy is indepen­
dent of the collision energy. This is perhaps most strikingly 
apparent for the largest collision energy shown in Figure 2, 
in which the SiD3+ energy band lies well below the C point.

TABLE II: R elative In te n s itie s  o f  S iD ; 1 and SiD 2H + 
from  R eaction s 7 and 8

Product
Collision energy, eV 

0.54 1.07 2.15 3.22 4.30

Statis­
tical

predic­
tion

SiD3+ 100 100 100 100 100 100
SiD2H + 47 31 16 20 13 450
SiDH2 + 300
SiH3+ 25

Figure 2. Kinetic energy distributions of SiD3+ product ions at 
several collision energies of SiH3+ + SiD4.

We do not expect to see SiD3+ formation by the complex 
mechanism reflected in the energy distribution measure­
ment, since, at most, this represents less than 10% of he 
total SiD3+ production.

We may conclude that the hydride transfer reaction 7 is 
predominantly a direct reaction that approaches the 
spectator-stripping model, in the energy range 
investigated. The reaction is thermoneutral so that any 
energy observed in SiD3+ must arise from the relative 
kinetic energy of the reactants. Therefore, the fact that the 
energy band of the SiD3+ ions extends considerably above 
zero indicates that there is some momentum transfer to the 
SiD3+ spectator. This means, of course, that (7) is not a 
pure spectator-stripping reaction but one that closely 
approaches it.

Assuming that SiD2H+ is formed solely by the complex 
mechanism 8 and that the breakdown of the complex is sta­
tistical, we may, from the observed intensities in Table II 
estimate the fractions of total product formation that arise 
via the complex and direct mechanisms. At the lowest en­
ergy studied (■—-0.5 eV CM) the contribution from the direct 
mechanism comprises about 66% of the total reaction and 
this contribution from the direct mechanism increases with 
increasing collision energy, until at a relative kinetic energy 
of 4 eV it comprises over 85% of the reaction. This transi­
tion from a complex to direct mechanism at increased colli -
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TABLE III: R elative In te n s itie s  o f  SiD_,+, SiD ,H , 
and  S iD H ;+ from  R eaction s 10, 11, and 12

Statis-
Collision energy, eV ______________________  predic-

Product 0.54 1.09 2.18 3.27 4.36 tion
SiD3 + 100 98 100 100 100 100
SiDoH + 52 40 16 4 300
SiDH2 + 100 100 75 48 64 100

sion energies is a rather common occurrence in ion-mole­
cule reactions,23'28 and is due to the fact that products 
formed via a complex formation may have considerably 
more internal excitation than products arising via a direct 
mechanism. The complex that is formed contains the rela­
tive energy of the system as internal energy, which may be 
deposited as internal energy of the product ions. Thus a 
complex mechanism will yield a given product in stable 
form only up to a certain energy, beyond which the product 
will have so much internal excitation that it will decom­
pose. The same product in stable form can be produced at 
higher energies via a direct mechanism, since these pro­
cesses tend to leave more energy in relative translation, 
than in internal excitation of the products.28

(6 ) SiH-2+ + SiHA. Inspection of Figure lb indicates 
that below a collision energy of 0.74 eV, SiH3+ is the only 
monosilicon ion produced in collisions of SiH2+ and SiH4. 
The overall reaction is illustrated by (1) in Table I. Above a 
collision energy of 0.74 eV SiH5+ formation becomes ener­
getically feasible, and above 2.0-eV collision energy SiH4+ 
formation is possible. However, neither of these latter two 
ions has been observed in pure monosilane.3'6’7 Thus under 
our conditions only SiH3+ formation need be considered.

Previous authors3’6’7 have not been able to assign a 
mechanism for this reaction, but as noted in the 
Introduction, several processes here will lead to the same 
product ion. In the present study by using SiD4 as target 
gas, we may distinguish between these dynamical processes 
as shown by

SiH2+ + SiD4 — * SiD3+ + SiH2D (10)

SiH2* + SiD4 —  ̂ SiH2D+ + SiD3 (11)

—*-■ SiD3+ + SiHjD (12a)

Sffl2+ + SiD4 —* [Si2H2D4+]-------*■ SiHD2* + SiHD2 (12b)

«■ — *■ SiH2D+ + SiD3 (12c)

where (10) is a direct D_ transfer reaction producing the 
low-energy SiD3+ product, (11) is a direct D-atom transfer 
resulting in an energetic SiH2D+ ion, and (12a-c) repre­
sents the complex formation mechanism. We observe all 
three of these products when SiH2+ is injected into SiD4. 
The relative intensities for formation of SiD3+, 
SiH2D+, and SiHD2+ at a number of collision energies are 
shown in Table III. A statistical breakup of the complex 
predicts that the ratio a:b:c should be 1:3:1. As is seen from 
Table III the SiD3+ and SiH2D+ ions are formed in much 
greater abundance than SiHD2+ and therefore we can- con- 
conclude that the direct mechanisms indicated by (10) and
(11) are the predominant channels of reaction.

If one examines the kinetic energy distribution of the 
SiD3+ ion, similar behavior to that noted for (7) is 
expected. Thus, if (10) proceeds via a direct D" transfer 
mechanism, the SiD3+ should be formed with very little

Figure 3. Kinetic energy distributions of SiD3+ product ions at 
several collision energies of SiH2+ + SiD4.

energy and its energy should be independent of collision 
energy. This is confirmed by Figure 3 and thus it is 
established that (10) is a direct D~ transfer reaction similar 
to (7). Again the fact that the energy band of the SiD3+ 
extends considerably above zero indicates that this is not a 
pure stripping process, but that some of the available 
energy of the collision is acquired by the spectator SiD3+ 
ion.

On the other hand, (11) is a direct reaction where the 
particle transferred is a neutral D atom and the product ion 
should contain most of the relative energy of the system as 
kinetic energy. The spectator-stripping model predicts that 
the SiH2D+ ion should have 0.938 times the energy of the 
primary ion (cf. eq II). Figure 4 shows the kinetic energy 
distributions of SiH2D+ ion at several collision energies, 
and it can immediately be seen that the product ion carries 
appreciable kinetic energy, which increases with increasing 
primary ion energy. The C and S points marked in Figure 4 
indicate the product ion energies expected from the com­
plex and stripping models, respectively. It can be seen that 
the peak of the SiH2D+ energy distribution lies considera­
bly above the C point in all cases and approaches closer to 
the S point as the collision energy is increased. It is clear 
from Figure 4 that (11) is a direct D-atom transfer reaction 
that closely approaches the ideal spectator-stripping model 
at higher energies.

The SiHD2+ ion is presumed to be formed only through 
the complex formation mechanism indicated in (12b), 
leading to scrambling of H and D atoms. Due to the low 
observed intensities, the kinetic energy of this product was 
measured at only one collision energy. The energy 
distribution at' a collision energy of 2.5 eV yielded a broad 
band centered on the energy one would expect from the 
complex formation model calculated from eq I. It is thus 
concluded that this ion, along with those of (12a) and (12c), 
is formed via a complex formation mechanism.

The relative contributions of the complex and direct 
mechanisms to the total product production can be derived
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Figure 4. Kinetic energy distributions of SiH2D+ product ions at 
several collision energies of SiH2+ + SiD4.

Figure 5. Relative contributions of direct and complex mechanisms 
for the reaction SiH2+ + SiD4: FD (■ ), fraction due to direct D atom 
transfer; FD_ (•), fraction due to direct D~ ion transfer; Fc (•), 
fraction due to complex formation.

from the relative intensities; the fractional contibutions of
(10), (11), and (12) as a function of collision energy are 
shown in Figure 5. It can be seen that at low energies the 
products formed by the complex mechanism account for 
less than a third of the total product production. This low 
efficiency of the complex mechanism can be accounted for 
in part by the competing channels for dissociation of the 
complex that lead to product ions containing two silicon 
atoms,3 6’7 and to reactant ions, including those undergoing 
isotopic exchange. The contribution due to a complex 
mechanism decreases with increasing collision energy and 
is negligible above 3.0 eV.

The relative contributions of the two stripping processes 
is a more interesting matter. Reactions 10 and 11 are for­
mally similar, both involving a direct transfer of a small 
particle, except that the product ion in (10) is the spectator 
and is therefore formed with very little kinetic energy,

Figure 6. Kinetic energy distributions of SiD+ product ions at several 
collision energies of Si+ + SiD4.

while the product in (11) is formed with the greater portion 
of the available collision energy. While we do not under­
stand why one process should be favored over the other in 
the range of 1-5 eV, as indicated in Figure 5, at higher 
energies we would expeci the atom transfer reaction to de­
crease relative to the hydride ion transfer reaction. Because 
the ionic product from the atom transfer contains most of 
the relative energy of the system, it will reach the point 
where it is sufficiently excited internally to decompose. 
The D~ transfer product contains relatively little of the 
available collision energy, and it should be stable to much 
higher energies. While the highest energy we have 
measured is considerably below the energy needed to 
dissociate the SiH2D+ product, as predicted by the spectator­
stripping model,23 Figure 5 shows qualitative agreement 
with this prediction.

(c) SiH + + SiH4. Reaction 4 in Table I, although proba­
bly exothermic, was reported to occur with only a small 
cross section in previous studies.6’7 Reaction 3 is endother­
mic by at least 10 kcal/mol and has not been previously re­
ported. As can be seen from the energy level diagram in 
Figure lc, ail other channels for monosilicon ion products 
are endothermic and indeed have not been observed. When 
SiH+ ions were injected into SiD4 in this study, small 
amounts of SiD3+ were observed, and at higher energies, 
endothermic reaction 3 was observed, yielding SiHD+. Be­
cause of the small intensities encountered, kinetic energy 
analysis of these products was not feasible. However, in 
light of the earlier discussion, it is suggested that (3) and
(4) proceed through the direct D atom and D_ ion transfer 
mechanism. Very small amounts of ions at masses 32 
(SiD2+) and 33 (SiD2H+) were observed, but because of the 
relative unimportance of these products and lack of further 
information, speculation about the mechanism of their for­
mation is not warranted.

(d ) S i+ + SiH4. As indicated in Figure Id all reactions 
of Si+ and SiH4 leading to monosilicon product ions are en­
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dothermic. In this study we have observed reactions 5 and 
6 to occur with cross sections whose energy dependence is 
typical of endothermic reactions.29 However (5) was ob­
served to occur at energies below the threshold for ground 
state reactants of 2.2 eV, indicating an appreciable amount 
of excitation in the Si+ beam. The SiD+ and SiD.3+ prod­
ucts were observed in the approximate intensity ratio of 4: 
1, respectively. Because of the lack of H atoms in the reac­
tant ion, scrambling of H and D atoms in the product due 
to complex formation is of course not possible, and inter­
pretation of the dynamical situation is less clear. However 
in view of the fact that these products are observed for the 
most part at higher energies, we would expect that they are 
formed predominantly via the direct D atom and D~ ion 
transfer mechanisms. When we consider the product ener­
gy distributions of the SiD+ product ion, shown in Figure 6, 
we see that this reaction is definitely a direct D atom trans­
fer. The product energy bands lie considerably above the 
complex model prediction (C) and, as in the case of reac­
tion 11, move closer to the stripping-model prediction (S) 
at higher energies. This indicates that the reaction is mak­
ing a transition from complex in character at low energies 
to stripping in character at higher energies.

Conclusions
Observations of product-ion energies in H_ transfer 

reactions have shown that these products in monosilane are 
formed via a direct H_ ion transfer mechanism, with the 
resulting SiH;j+ ion formed with very little kinetic energy. 
Reactions leading to the same product as the direct H- 
transfer mechanism may occur via a complex formation 
mechanism particularly at lower collision energies, with a 
transition to the direct mechanism at higher energies. It 
has also been demonstrated that in monosilane a direct H 
atom transfer reaction which approaches the spectator 
stripping model at higher energies, occurs with SiH2+, 
SiH+, and Si+ primary ions.
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Reactions of Chemically Activated Pentenyl Radicals. Kinetic Parameters of 1,4 H Shifts 
and the Cis-Trans Isomerization of Homoallylic Radicals1
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The reactions resulting from adding H atoms to 2-pentyne in the gas phase have been studied using several 
deactivating gases. Measured decomposition products are propyne, 1-butyne, and 1,2-butadiene, resulting 
from decompositions of initially formed radicals at rates consistent with thermal results. 1,3-Butadiene, re­
sulting from isomerization of initially formed 2-penten-2-yl first via a 1,4 H shift and then via a cis-trans 
isomerization of homoallylic 2-penten-5-yl, was also formed. Information about the rates of these isomer- 
izations was obtained. 1,4 H shift activated complex models could be tested using this work and literature 
results, and the use of looser activated complex models is supported. Using loose 1,4 H shift activated com­
plex frequencies and a 0°K primary vinylic C-H bond dissociation energy of 110.2 kcal/mol, a 1,4 H shift 
critical energy of 18.9 kcal/mol, and a cis-trans homoallylic isomerization critical energy of 23.4 kcal/mol 
are obtained. In addition, there is evidence of a possible 1,3 H shift of 2-penten-3-yl occurring with a criti­
cal energy of about 30 kcal/mol.

Introduction
Vibrationally excited hydrocarbon free radicals have 

been observed to undergo extensive isomerization in the 
gas phase.2-12 Recently, it has been pointed out that form­
ing excited C6 or larger alkyl radicals can result in quite 
complex systems of interacting isomers just because of the 
possibility of 1,4 or higher hydrogen shifts.23 Although such 
hydrogen shifts are the only type of isomerization that ap­
pears to be important in saturated radicals,2 unsaturated 
radicals can in addition undergo skeletal rearrange­
ments3’4,13 and cyclizations4-7,12 resulting from the interac­
tion of the radical center with the double bond. As a result, 
even pentenyl systems can become quite complex. An ex­
ample of such systems is that generated by the addition of 
H atoms to 2-pentyne, where the possible hydrogen shifts, 
“homoallylic” rearrangements,3,4,13,14 and internal addition 
reactions are shown in Figures 1 and 2.

It would be of interest to obtain a qualitative idea of the 
critical energy and of the nature of the activated complex 
of 1,4 hydrogen shifts in unsaturated radicals. Such infor­
mation can be used with the RRKM theory15 to obtain rate 
constants for these processes. There is some uncertainty on 
how to assign the vibrational frequencies of such cyclic ac­
tivated complexes as XIII and XV which are needed in 
RRKM calculations, and previously reported assign- 
ments23’8’9’16 are mainly based on intuition. What is needed 
is a way to test models for these activated complexes. Ther­
mal studies could be useful in this regard, but previously 
reported work has given unreasonably low A factors,10 
though corrections have been suggested.11 The 1,4 hydro­
gen shift in chemically activated 3-methyl-l-buten-l-yl 
radical (XII) shown in Figure 3 has been quantitatively 
studied by Watkins and O’Deen.8 Though that study is 
probably more reliable than thermal work, two parameters 
(the critical energy and the complex model) cannot be test­
ed with one rate constant. However, the 1,4 hydrogen shift 
can be reasonably assumed to have a similar critical energy 
and activated complex as in this work; its rate is measured 
at about 10 kcal/mol higher energy. Therefore, if quantita­
tive information can be obtained on the 1,4 H shift occur­

ring in the H + 2-pentyne system, this work would comple­
ment Watkins’ result and test these activated complex 
models. In addition, more reliable critical energies could be 
obtained.

Another type of isomerization undergone by unsaturated 
free radicals that has been previously observed is the so- 
called homoallylic rearrangement.3,413,14 An example of 
this which is well known3,4 is the interconversion of IX and 
XI shown on Figures 1 and 2. There is evidence that this 
skeletal rearrangement is fast even when the radicals are 
thermalized at 0°,4 suggesting a maximum critical energy 
of about 15 kcal/mol. Another version of this reaction may 
be the cis-trans isomerization involving III and V (Figures 
1 and 2). Without the involvement of a relatively stable in­
termediate, one would net expect the chemically activated 
radicals in this system to be able to undergo cis-trans isom- 
erizations, as normally such reactions require about 60 
kcal/mol,17 and the radicals here have only 40-50 kcal/mol. 
However, if a cyclopropyl form is a long lived enough inter­
mediate in the homoallylic rearrangement, as calculations 
imply,14 it would be reasonable to expect the cis-trans 
isomerization of homoallylic radicals such as III and V to 
occur with the same sort of extreme rapidity. Evidence for 
this has been obtained in studies of liquid-phase systems,13 
but this is the first examination of this in the gas phase.

Another possible isomerization that may be important in 
this system is the isomerization of III to IX via a cyclobutyl 
radical (VIII) in an example of cyclization-decyclization 
reaction.5,12 An activation energy for the ring opening of 
cyclobutyl has been reported to be around 18 kcal/mol (rel­
ative to cyclobutyl) in a thermal system,6 but that work is 
considered unreliable5,12,17 and its results appear unreason­
able. Examination of models will reveal that for significant 
overlap for the partial bonds in the transition state a sys­
tem with at least as much strain as cyclobutene is required. 
A more reasonable critical energy of about 32 kcal/mol has 
been obtained in a recent study of the ring opening of 
chemically activated methylcyclobutyl-1.12 Corrections 
suggested on the earlier work of cyclobutyl give a very simi­
lar energy.5 Nevertheless, even when the critical energy is
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Figure 1. Reaction scheme for H + 2-pentyne reported in this work. 
Numbers in parentheses represent the internal energy (kcal/mol) of 
the radical relative to its zero-point energy.
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Figure 2. Energy profile for the scheme depicted in Figure 1. The 
minimum energies of excitation are represented with the point of the 
arrow. The path designated with a solid line is the one suggested by 
the experimental data.

that high, radical III still has about 8 kcal/mol more energy 
than is necessary to undergo this reaction.

As 1,3-butadiene is definitely observed in large yield as a 
decomposition product in the H + 2-pentyne system, and 
can be reasonably expected to be formed only from decom­
position of VI or IX, either a cis-trans isomerization of a 
homoallylic radical or a cyclization-decyclization reaction 
involving a cyclobutyl radical must be important in this 
system. Even if the latter can occur, it could only be impor­
tant if it occurs much faster than the cis-trans isomeriza­
tion because as soon as radical V is formed, it would imme­
diately be converted by a very rapid 1,5 H shift23'7 to much 
more stable allylic forms (VI and VII). Therefore, if the cis- 
trans isomerization is fast, practically all of the 1,3-butadi- 
ene would be coming from radical VI.

E xp erim en ta l Section
Photolysis were done at room temperature with five dif­

ferent mixtures: (1) 0.4-1% 2-pentyne in hydrogen; (2)

Figure 3. Reaction scheme for isopropyl + acetylene as reported by 
Watkins.8 Numbers in parentheses represent the internal energy 
(kcal/mol) of the radical relative to its zero-point energy.

0.04-0.14% 2-pentyne, 3-10% hydrogen in nitrogen; (3) 2% 
2-pentyne in heptane vapor; (4) 0.5-1% 2-pentyne, 0.5-1% 
oxygen in hydrogen; and (5) 0.5-1% 2-pentyne, 0.5-1% eth­
ylene in hydrogen. The mixture ratios of the quantitative 
runs are shown on Table I. The hydrogen gas was passed 
from the tank through a liquid nitrogen cooled silica gel 
trap before use. Ethylene (Matheson, CP), nitrogen, and 
oxygen were transferred directly from the tank in a way to 
prevent contamination from the air. The 2-pentyne (Chem­
ical Samples Co., 99.9%) was used without further purifica­
tion, as it was found to have no major interfering impuri­
ties. The heptane (Matheson Coleman and Bell, bp 98-99°) 
also did not need purification, as, when photolyzed by it­
self, it gave no products interfering with the 2-pentyne 
products of interest at pressures above 2.5 Torr. However, 
this may not be true of lower pressure runs.

Hydrogen atoms were generated by the mercury (3Pi) 
photosensitized decomposition of hydrogen molecules or 
heptane18 resulting from irradiation (through a 90-99% 
opaque filter) by a G8T5 germicidal lamp in a quartz well 
in the Pyrex reaction vessels. For the nitrogen runs or runs 
at pressures below about 0.5 mm, a 200-1. vessel was used; 
otherwise, a 20-1. vessel was sufficient. Photolysis times 
varied from 15 sec to 45 min to obtain about 5% reaction of 
the 2-pentyne. The reaction vessels were part of a standard 
Pyrex mercury-saturated vacuum system with grease-free 
stopcocks. Pressures were measured using a McLeod gauge 
or a Barocel Electronic manometer.

After each run the condensable products were trapped 
by pumping out the reaction vessel through a glass wool 
filled trap cooled with liquid nitrogen. The reaction vessel 
was then closed and the trap pressured up with hydrogen 
or helium and warmed, then the condensable gases were re­
trapped in a similar manner in a glass wool filled injection 
system to the gas-phase chromatography (vpc) column. For 
the runs with heptane, it was necessary to separate the 
large amounts of heptane from the lower boiling substances 
for product analysis. This was done by injecting the reac­
tion mixture in a preparative squalane vpc column and by 
trapping all the products coming off before heptane for the 
analytical injection. Analyses was not made for nonconden­
sable products or Cio products (resulting from the combi­
nation of the stabilized C5 radicals) .

All analyses were done by vpc using squalane, 2,4-di- 
methylsulfolane, or hexamethylphosphoramide columns at 
room temperature or 0° with a flame ionization detector. 
Quantitative measurements were made of the decomposi­
tion products propyne, 1,2-butadiene, 1,3-butadiene, and
1-butyne by measuring the areas under the vpc peaks using
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TABLE I: H -f 2-Pen.tyne E xp erim en tal D ata

Pressure,
Torr

Propyne/
C=C-C=C

c—c—c—c/ c=—c—c—c/ % reactants0
propyne 1-butyne 2P H N C-,

0.016 0.0281 13.46 1.79 0.5 99.5
0.11 0.0265 7.88 1.70 0.5 99.5
0.88 0.0290 2.76 1.22 0.5 99.5
0.93 0.0264 0.5 99.5
1.50 0.0282 1.95 1.36 0.5 99.5
1.98 0.0266 1.70 0.5 99.5
1.99 0.0371 0.5 99.5
2.04 0.0275 1.61 0.5 99.5
2.48 0.0338 0.5 99.5
3.00 0.0393 1.09 0.5 99.5
4.60 0.0453 0.930 1.25 0.5 99.5
5.27 0.0514 0.795 1 99
8.50 0.0719 0.680 1.31 0.5 99.5

13.0 0.0971 0.5 99.5
20.0 0.166 0.428 1.19 2 98
20.5 0.170 0.407 2 98
57.0 0.604 0.354 1.35 0.4 99 .6
86.0 1.18 0.270 0.5 99.5

108 1.72 0.271 0.4 99.6
1.35 0.0279 1.97 0.067 4.6 95
2.22 0.0281 1.61 0.14 9.7 90
5.55 0.0447 0.840 0.13 9.2 91
5.70 0.0452 0.893 0.046 3.2 97
9.60 0.0618 0.601 0.046 3.2 97

20.0 0.123 0.420 0.038 2.6 97
30.00 0.168 0.390 0.042 2.9 97
0.69 0.0686 0.693 2.0 98
1.00 0.0713 0.548 1.37 2.0 98
1.01 0.0724 0.583 1.26 2.0 98
1.33 0.0907 0.516 2.2 98
2.05 0.1127 0.406 2.0 98
2.10 0.0997 0.577 2.2 98
3.10 0.140 0.435 1.27 2.2 98
5.39 0.245 0.277 2.0 98
7.00 0.301 0.273 1.18 2.0 98

10.0 0.419 0.341 2.2 98
0 Reactants: 2P = 2-pentyne, H = hydrogen, N = nitrogen, C7 = heptane.

TABLE II: R elative Y ields o f  H +  2 -P en tyn e  
D isp rop ortion ation  P rod u cts

Pressure, mm“
0.0115 0.170 1.73 ' 14.4

trans-2-Pentene 100 100 100 100
«s-2-Pentene 50 53.1 47.9 45.1
1-Pentene 8.3 3.1 10.6 14.7
1,3-Pentadiene 10.4 4.7 3.1 3.7
2,3-Pentadiene 6.3 10.9 12.5 7.8

« All runs with hydrogen as the deactivator.

a planimeter. A correction factor of 1.31 was used to correct 
for the reduced sensitivity of the flame detector to the C3 
propyne relative to the C4 products. This factor was deter­
mined by injection of known ratio mixtures of propyne and
1,3-butadiene, and agrees with the expected factor of 1.33. 
Qualitative analysis of the stabilization products was gen­
erally done with separate runs and shorter columns.

The identification of propyne, 1,2-butadiene, 1,3-butadi­
ene, 1-butyne, 1-pentene, cis- and trans- 2-pentene, 1,2- 
pentadiene, cis- and trans- 1,3-pentadiene, 1,4-pentadiene,
3-methyl-l-butene, cis- and trans-2-heptene, 3-ethyl-2- 
pentene, and cis- and trans- 3-methyl-3-hexene were made 
by comparing the vpc retention times of the reaction prod­
ucts (or lack of products) with known samples. In the case

of propyne and 1,3-butadiene this was done with more than 
one type of column.
R esu lts

2-Pentyne-Hydrogen Runs. The relative yield ratios of 
the various decomposition products are listed in Table I. 
Also observed were peaks corresponding to ethane, ethyl­
ene, and methane resulting from the methyl and ethyl radi­
cals formed. Another peak, corresponding to some C3 
product (probably propane), was observed with variable 
yield, usually roughly equal to that of propyne. Minor 
products observed were various butenes and perhaps bu­
tane. Runs with oxygen in the mixture at about the same 
concentration as 2-pentyne resulted in no major alteration 
in the relative yields of propyne, 1,2-butadiene, 1,3-butadi­
ene, or 1-butyne, supporting the belief that those are in­
deed decomposition procucts, along with the fact that the 
total absolute yields of these compounds decreased in the 
expected manner with increasing pressure.

The disproportionation products of the stabilized pente­
nyl radicals were analyzed in the pressure range of 0.01-15 
mm. Table II lists the approximate relative yields of the 
most important of these products. The absolute yields of 
all of these increased with pressure in the expected man­
ner. Adding oxygen to the mixture caused a decrease in the 
yields of these products, as expected, though they were not 
completely inhibited. The higher relative 1,3-pentadiene
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yields at lower pressure may be due to the fact that it can 
also result from the decomposition of III, V, VI, and VII. A 
minor product was a compound with a retention time simi­
lar to that of 3-methyl-l-butene and which behaved like a 
decomposition product in its pressure dependence. 1,2- 
Pentadiene may have been formed, but, if so, it was buried 
under the 1,3-pentadiene peaks. Very little, if any, 1,4-pen- 
tadiene was observed at any pressure.

2-Pentyne-Hyd.rogen-Nitrogen Runs. The quantitative 
results of these runs are shown in Table I. Qualitatively, 
these runs appeared no different than the hydrogen runs 
with respect to the C2-C4 products. Stabilization products 
were not analyzed in the systems with nitrogen.

2-Pentyne-n-Heptane Runs. n~ Heptane was chosen for 
the strong collider runs because it could also serve as a hy­
drogen atom source as a result of its mercury photosensit­
ized decomposition.18 Of the compounds tested, heptane 
appeared to be the cleanest when photolyzed by itself, giv­
ing very little C3 products and a single C4 product in a 
small yield whose vpc peak did not interfere with those of 
the compounds of interest. Stabilization products were not 
examined in the heptane runs. The relative yields of the 
decomposition products are shown in Table I.

2-Pentyne-Ethylene-Hydrogen Runs. In order to obtain 
an additional test of the assumptions concerning the mech­
anism of this system, runs were done when ethyl radicals, 
generated by the addition of H to ethylene, were present to 
trap the various stabilized pentenyl radicals. These runs 
were done in the pressure range of 1-20 mm and the C7 
products were analyzed. Unfortunately, unambiguous iden­
tification of these products was not possible. Two peaks 
were observed (on a squalane column) in the region of in­
terest. The first consisted of at least two unresolved peaks 
with retention times about the same as that of the higher 
boiling isomer of 3-methyl-3-hexene. The second peak had 
nearly the same retention time as both trans- 2-heptene 
and 3-ethyl-2-pentene. Neither the lower boiling isomer of
3-methyl-3-hexene nor cis-2-heptene were observed. At 20 
mm pressure, the two peaks were about equal in size, while 
the first peak decreased relative to the second at lower 
pressures.

D iscussion
The mechanism shown in Figures 1 and 2 is based on the 

assumption that only 1,4 or 1,5 H shifts occur via relatively 
unstrained intermediates. The “homoallylic” isomeriza- 
tions and the cyclization-decyclization reactions shown are 
possible important isomerizations in this system. The only 
other reasonable possibilities are 1,3 or 1,2 H shifts, pre­
sumably occurring via four- or three-member ring cyclic 
transition states. Such isomerizations may have been ob­
served recently in the pentyl radical system at very low 
pressures,19 but the critical energies for these processes de­
termined from that study are too high for it to be impor­
tant in this system. Earlier studies of the thermal reactions 
of deuterium-substituted radicals also indicate that these 
isomerizations generally compete unfavorably with decom­
positions; even the H splitoff decomposition (analogous to 
the reverse of the formation reaction in the H + 2-pentyne 
system) was found to be much faster than the 1,2 H shift,20 
while the C-C rupture decompositions were found to be 
much faster than either the 1,2 or the 1,3 H shifts.21

Despite this, it can be argued that I might still undergo a
1,2 H shift to VII at a significant rate, the reaction some­

how being aided by VII’s allylic stabilization. Likewise I 
could isomerize to VI, or I could isomerize to III and V. If 
either of these reactions were important, a significant 
amount of the 1,3-butadiene would be expected to result 
after the formation of I, instead of it all coming from II as 
indicated by Figures 1 and 2. The decomposition yields of 
the lowest pressure runs are a test of this. In the 0.016-mm 
(hydrogen) run (collision rate = 5.7 X 105 sec-1) the total 
yield of the direct decomposition products of I, 1-butyne 
and 1,2-butadiene, is 0.58 of the total yield of the other de­
composition products, propyne and 1,3-butadiene. Results 
of RRKM16 calculations indicate that even at 0.016 mm 
pressure some of I is collisionally stabilized and that the
0.58 should be increased to 0.70 to obtain an estimate of 
the zero pressure ratio. This ratio is similarly found to be
0.83 for the hydrogen run at 0.11 mm. If one assumes that 
50% I and 50% II are formed upon the addition of H to 2- 
pentyne, the mechanism of Figures 1 and 2 predicts the 
(1,2-butadiene + l-butyne)/(propyne + 1,3-butadiene) 
ratio should be 1.0 at zero pressure; the first two products 
coming from the formation of I and the second two coming 
from II. It appears that a maximum of 30% of radical I is 
undergoing some isomerization process at the lowest pres­
sures. However, this would not be significant at moderate 
pressures where the isomerization of I, like its decomposi­
tion, would compete unfavorably with stabilization.

The results of the experiments where the stabilized iso­
mers are trapped with ethyl radicals can also be interpreted 
as supporting the assumed mechanism. The second vpc 
peak can be identified with 3-ethyl-2-pentene, the only 
ethyl trapping product of stabilized I, while the first (mul­
tiple) peak can reasonably be assumed to be ethyl trapping 
products resulting after the formation and perhaps isomer­
ization of II. This is consistent with the fact that each peak 
is approximately equal in size at higher pressures. At lower 
pressures, decomposition becomes important in decreasing 
the concentrations of some of the radicals, and, since the 
decomposition forming 1,3-butadiene is faster than the de­
compositions of I by either path, one would expect the total 
concentration of radicals II-XI to decrease relative to the 
concentration of I. This is indeed what is observed if the 
assignments of the vpc peaks are accepted. The data give a 
crude estimate of the rate constant of the decomposition of
II-XI to 1,3-butadiene to be around 5 X 107 to 108 sec-1, 
which is the right order of magnitude.

In order to completely characterize the mechanism, it is 
necessary to determine whether most of the 1,3-butadiene 
is coming from VI or IX. As mentioned before, this is the 
same as determining whether the cis-trans isomerization of 
a homoallylic radical is rapid. The data support, in several 
ways, the belief that most of the 1,3-butadiene is coming 
from VI, i.e., that the cis-trans isomerization is fast. This is 
consistent with earlier work in the liquid phase,13 where 
cis-trans isomerization of a homoallylic radical was found 
to be competitive with the rapid skeletal rearrangement. In 
the H + 2-pentyne system, evidence concerning this comes 
from examination of the disproportionation products of the 
stabilized radicals found in Table II. If IX is formed, it 
would interconvert rapidly with XI, and, as the latter is 
thermodynamically favored, it is reasonable to expect its 
stabilization products, 1-pentene and 1,4-pentadiene. How­
ever, little or no 1,4-pentadiene is observed. In addition, 
the fact that the yields of 1-pentene relative to the 2-pen- 
tenes are small is further evidence that the IV-VII path is 
favored over the VIII-XI path. This is because the VIII-XI
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path has no 2-pentene precursors and the thermodynami­
cally favored radical (XI) can form 1-pentene, while all 
radicals in the IV-VII path are 2-pentene precursors and 
the thermodynamically favored radical (VII) cannot form
1-pentene.

It can be argued that the apparent difference in pressure 
dependence of the formation of 1-pentene relative to 2- 
pentene constitutes evidence that these products are com­
ing from different pathways. However, the stabilization 
yields tend to show larger scatter from run-to-run, and the 
“trend” in Table II may not be as significant as they ap­
pear. Even if it were, however, it can be explained by the 
assumption that 1-pentene comes from VI, while most of 
the 2-pentenes come from VII. The larger relative amounts 
of 1-pentene observed at higher pressures would be due to 
stabilization of some of the VI before it isomerizes.

Further evidence that radical IX is not the major source 
of 1,3-butadiene is the observation that the ring opening 
reaction of cyclobutyl radicals has a critical energy of 
around 32 kcal/mol.6,12 This gives the isomerization of III 
to VIII a minimum excess energy of only around 7 kcal/ 
mol. Using this energy and reasonable activated complex 
models and a critical energy for the ethyl + propyne addi­
tion reaction (the reverse of the decomposition forming 
propyne) of about 8 kcal/mol,3 RRKM15 steady-state esti­
mates of the propyne/1,3-butadiene yield ratios are several 
orders of magnitude higher than what is observed. There­
fore, the observed large 1,3-butadiene yield is evidence that 
the cis-trans isomerization must not be slow, and that the 
formation of VI is important.

Plots of the observed propyne/1,3-butadiene yields vs. 
the collision rate and of 1,2-butadiene/propyne vs. 1/colli- 
sion rate are shown in Figures 4-7. The shapes of these 
plots are consistent with the assumed mechanism. The fact 
that the slopes depend on the diluent gas in the reaction 
mixture can be explained by the observation that hydro­
gen, nitrogen, and heptane are not equally efficient in re­
moving vibrational energy via collision. Relative to a strong 
collider (a species which upon collision with an excited 
molecule removes enough energy so that molecule cannot 
undergo further unimolecular reaction) hydrogen has been 
found to be roughly 0.22 times as efficient and nitrogen
0.55 times as efficient in removing energy on a collision 
number basis.22 Generally, larger molecules such as hep­
tane behave as strong colliders.23’24 If one assumes that a 
weak collider can be treated like a strong collider whose 
collision rate is reduced roughly by a factor of its efficiency, 
one would expect the slopes of the plots of propyne/1,3- 
butadiene in Figures 4 and 5 to increase with increasing ef­
ficiency and the slopes of the plots of 1,2-butadiene/pro­
pyne on Figures 6 and 7 to decrease with increasing effi­
ciency. This is what is found, and the relative collisional ef­
ficiencies obtained from the differences in the slopes are, 
except for the 1,2-butadiene/propyne yields obtained in 
heptane, approximately what are to be expected.22 The 
poor fit for the 1,2-butadiene/propyne yield ratios, pre­
dominately at low pressures, is probably due to some low- 
pressure heptane photolysis product causing the observed 
“propyne” vpc peak to be larger than appropriate. It is rea­
sonable to expect the heptane-mercury photosensitized 
photolysis to be less clean at lower pressures. This would 
also explain the less conspicuous (but almost equally signif­
icant) deviation of the propyne/1,3-butadiene yield ratios 
observed in the low-pressure heptane runs shown in Figure 
4: The quantitative reliability of the heptane runs may not

Figure 4. Plots of D1/D2 (propyne/1,3-butadiene) vs. w, the collision 
frequency, for heptane (O), nitrogen (□), and hydrogen (A) bath 
molecules. The lines 1, 2, and 3 are calculated from the optimized 
critical energies for a strong collider: 800-crrr1 SL (step ladder) and 
400-cm_1 SL models.

C O  x i o ' 9

Figure 5. Plots of D1/D2 (propyne/1,3-butadiene) vs. cc for various 
critical energy changes with hydrogen (400-cm 1 SL) as the deacti­
vator. Experimental values are represented by A; line 0 results from 
the optimized energies (set A of Table III). Lines 1 and —1 result 
when the cis-trans isomerization critical energy changes by ±1 
kcal/mol, while lines 2 and —2 result when the 1,4 H shift critical en­
ergy changes by ± 1 kcal/mol.

be as great as the others because generating H atoms by the 
mercury-photosensitized decomposition of an alkane has 
not been as extensively studied as that of generating H 
from hydrogen molecules, and because heptane does not 
have a high vapor pressure at 300°K, and thus may not be 
behaving enough like an ideal gas in calculating the colli­
sion rates. Nevertheless, the yield ratios in the heptane 
runs are qualitatively reasonable at higher pressures, and 
both plots indicate that heptane is indeed more efficient in 
inhibiting decomposition than either hydrogen or nitrogen.

Assum ed M echanism

The mechanism shown in Figures 1 and 2 can be simpli­
fied for the purposes of data analysis. As discussed above, 
the formation of radicals VIII-XI can be neglected. It is 
safe to assume that the 1,5 H shift of V forming VI is very 
fast relative to collisional stabilization, as such isomeriza-

The Journal of Physical Chemistry. Vol. 78. No. 22. 1974



2206 W. P. L. Carter and D. C. Tardy

Figure 6. Plots of D2'/D1 (1,2-butadiene/propyne) vs. oi~1 for hep­
tane (O), nitrogen (□), and hydrogen (A) bath molecules. The lines 
1, 2, and 3 are calculated from the optimized critical energies for a 
strong collider: 800-cm-1 SL and 400-cm~1 SL models.

G O  ' X I o 8

Figure 7. Plots of D2'/D1 (1,2-butadlene/propyne) vs. w-1 for vari­
ous critical energy changes with hydrogen (400-cm_1 SL) as the 
deactivator. Experimental values are represented by A; line 0 results 
from the optimized energies (set A of Table III). Lines 1 and —1 result 
when the 1,3 H shift critical energy changes by ±1 kcal/mol, while 
lines 2 and —2 result when the 1,4 H shift critical energy changes by 
±1 kcal/mol.

tions have been observed to be too fast to measure in a sim­
ilar system with less energy and higher pressures.7 It is as­
sumed that the interconversion of VI and VII is also very 
fast because of the high vibrational energy of these radi­
cals. Consequently, the rapidly interconverting radicals 
V-VII can be thought of as being the same species for the 
purposes of RRKM15 calculations. An additional assump­
tion made is that radical IV does not last long enough for a 
significant amount of it to be collisionally stabilized, so the 
cis-trans isomerization of III to V is treated as a single pro­
cess. Radical I is assumed to undergo three processes: de­
composition to 1,2-butadiene, decomposition to 1-butyne, 
and isomerization to either V, VI, or VII. The yield of 1- 
butyne was assumed to be about 0.56 that of 1,2-butadiene; 
the low pressure ratio (1/1.8) being used because 1-butyne 
is important in influencing the yields of other products 
only at low pressures.

Although the isomerization of I to VI has somewhat

lower excess energy than the neglected isomerization of III 
to VIII, the former process cannot be ignored because a sig­
nificant fraction (~50%) of I which is not stabilized will 
react via this pathway. Thus this isomerization will affect 
the steady-state concentration of I, and therefore the yield 
of 1,2-butadiene, especially at lower pressures. On the 
other hand, the isomerization of III to VIII does not signifi­
cantly affect the steady-state concentration of III because 
the experimental evidence indicates that the competitive 
process III to IV is much faster. The relatively rapid isom­
erization of III to V via IV tends to decrease the steady- 
state concentration of III relative to I, so the rate of the 
isomerization of III to VIII is much slower than the rate of 
the isomerization I, although the rate constant is probably 
higher.

Nevertheless, a certain amount of 1,3-butadiene is ex­
pected to be formed from the decomposition of IX fol­
lowing isomerization of III to VIII. However, the impor­
tance of this should be small relative to the decomposition 
of VI even at low pressures; and, because it occurs via a 
higher critical energy pathway, it should become even less 
important at higher pressures. Therefore, ignoring this pro­
cess should not affect calculations of the critical energy of 
the III to V isomerization, because, as seen on Figure 5 
(discussed below), that process affects the yield ratios most 
significantly at the higher pressures.

C alculation  of E nergy Param eters

In order to obtain estimates of isomerization critical 
energies and to test the 1,4 H shift activated complex mod­
els, steady-state25 RRKM15 calculations were done. The 
relative decomposition yields of propyne, 1,3-butadiene, 
and 1,2-butadiene were calculated for the H + 2-pentyne 
system assuming the mechanism discussed above. The sta­
bilization yields of XII and XIV (Figure 3) in the system 
studied by Watkins and O’Deen8 were also calculated. Back 
isomerization of XIV to XII was neglected because of ther­
modynamic considerations and the fact that the study8 was 
done at relatively high pressures.

The principles of calculating decomposition and stabili­
zation yields in systems with multiple isomerizations and 
inefficient collisional stabilizations as well as decomposi­
tions are described elsewhere.25 Required for such calcula­
tions are the following.

(1) The heat of formation at 0°K of the radicals and the 
activated complexes of the important reactions. Heats of 
formation of radicals are obtained from the appropriate 
C-H bond dissociation energies and the 0°K heats of for­
mation of the appropriate hydrocarbon. All heats of forma­
tion used are those given in the API tables.26 Alkyl C-H 
bond dissociation energies used are 102.7, 96.2, and 92.8 
kcal/mol for methane, primary, and secondary bonds, re­
spectively.27 Allylic C-H bond dissociation energies used 
are 87.1 and 81.5 kcal/mol for primary and secondary 
bonds, respectively.28 As a result of the uncertainty of the 
vinylic C-H bond dissociation energy,28 the heats of forma­
tion of radicals I, II, and XII had to be treated as an adjust­
able energy parameter. (I is given the same heat of forma­
tion as II, while that of XII was linked to that of I and II by 
assuming the difference between the bond dissociation 
energies of primary and secondary vinylic C-H bonds is the 
same as that of alkyl C-H bonds, about 3.5 kcal/mol.27) 
The heats of formation of the decomposition and formation 
complexes could be estimated from the reported thermal 
activation energies3'8’29-31 for their reverse reactions. Nev­
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ertheless, some decomposition critical energies had to be 
considered adjustable parameters because of the sensitivity 
of the calculated ratios to some of these energies. The criti­
cal energy for the addition of H to 2-pentyne was assumed 
to be 2.0 kcal/mol,27 and was not considered adjustable. 
The heats of formation of the 2,4 H shift isomerization 
complexes (the critical energy of the isomerization of XII 
was assumed to be equal to that of II), the homoallylic cis- 
trans isomerization, and the isomerization of I were all 
treated as adjustable parameters.

(2) The sums of states of the activated complexes and 
the quantum densities of states of the radicals are needed 
in the RRKM calculations of the rate constants.15 These 
are obtained from the vibrational frequencies assigned for 
the compound or complex. The frequency assignments of 
the radicals and decomposition and formation complexes 
are given and rationalized in Appendix B, and generally 
follow the usual methods for obtaining such frequency as­
signments.2®’32

Two methods of assigning frequencies for the two 1,4 H 
shift complexes (XIII and XV, Figure 3) were used, giving 
the “tight” models and the “loose” models. The tight as­
signments are based on the assignments used by Watkins, 
et al.,8’9 which are similar to those used by Rabinovitch, et 
al.2b The frequencies of the loose assignments were ob­
tained using normal mode calculations33’34 on the activated 
complex models where the valence force constants34-36 in­
volving stretching or bending of the C ■ • • H bond of the 
transferring hydrogen were taken as half normal.37 These 
calculations are described elsewhere.36 The designations 
loose and tight come from the fact that Watkins’s assign­
ments give ring mode frequencies much higher than did the 
normal mode calculations.36

The isomerization of I is assumed to be a 1,3 H shift, so 
that complex was given frequencies appropriate to a four- 
member cyclic structure. The ring and skeletal frequencies 
used are those obtained from normal mode calculations of 
the 1,3 H shifts of pentyl-2 to pentyl-1.36 The III to V isom­
erization complex was given frequencies appropriate to a 
compound with a cyclopropyl like structure (IV). All fre­
quency assignments used in the calculations are given in 
Appendix B.

(3) The following reaction path degeneracies were used.

Reaction Path degeneracy
all decompositions 1
isomers of I 3
II to III 3
III to II 1
III to V 1
V to III 1
XII to XIV 6

(4) The energy transfer model for the collisional stabili­
zation of the excited radicals is also needed in the calcula­
tion.25 Heptane was assumed to be a strong collider. Energy 
transfer involving weak colliders is specified by probabili­
ties of the excited species going from one energy state to 
another upon collision.22’38 In these calculations, collision 
with hydrogen was assumed to be described by a step lad­
der model with a step size of 400 cm-1 (1.144 kcal/mol), 
and nitrogen by a step ladder model with a step size of 800 
cm-1 (2.29 kcal/mol).22 (A step ladder model assumes that 
upon collision the amount of energy transferred is always 
equal to the step size.) It was found that if energy transfer 
in hydrogen was described by an exponential model with

average transferred energy = 525 cm-1 (1.50 kcal/mol) ex­
actly the same ratios were obtained as with the step ladder 
model, despite the significantly different energy transfer 
probabilities obtained by the two models.24-38 The manner 
the detailed energy transfer probabilities are obtained for 
the step ladder or exponential models is described else­
where.38

Watkins and O’Deen’s studies8 were done with acetylene 
as the bath gas. Unfortunately, the collisional efficiency of 
acetylene in chemical activation systems has not been de­
termined. As thermal studies suggest acetylene may have 
an efficiency of 0.52-0.86,23 corrections for the inefficiency 
of acetylene were approximated by multiplying Watkins 
and O’Deen’s8 collision rates by 0.75. The uncertainty of 
the efficiency of acetylene probably does not cause an un­
certainty in the energies greater than 0.5 kcal/mol.12

The calculated decomposition and stabilization yields 
are compared with experimental, and the adjustable energy 
parameters are varied until an optimized set of energy pa­
rameters has been obtained. Any change in an energy pa­
rameter of an optimized set causes the square of the per 
cent deviation of the calculated yield ratio relative to the 
experimental yield ratio to increase. Although the energy 
levels used in the calculations25 are spaced at 400 cm-1 
(1.144 kcal/mol), the energy parameters could be changed 
in increments of 100 cm-1 (0.29 kcal/mol).

R esu lts o f C alcu lations

Several optimized sets of energy parameters obtained in 
calculations done simultaneously on the H + 2-pentyne 
system and the isopropyl + acetylene system8 are shown in 
Table III. The optimized energy sets depend on the 1,4 H 
shift activated complex vibrational frequencies and, to a 
smaller extent, on whether the calculated ratios were fit to 
experiments done in hydrogen or nitrogen. An idea of the 
quality of the fit of calculated to experiment is shown in 
Figures 4 and 6, where the lines are the calculated yield ra­
tios for hydrogen, nitrogen, or heptane as the bath gas 
using energy set A of Table III. (The fits obtained from sets 
B, C, or D are quite similar, except that in Figure 4 the fit 
to nitrogen is somewhat better and the fit to heptane some­
what worse.) Comparing energy sets A and E, it is seen that 
no optimized energy parameter is significantly different 
whether obtained from optimizing on hydrogen runs or ni­
trogen runs, despite significant differences in the quality of 
the fits.

Because of the uncertainty of the 1,4 H shift complex 
model and of the vinylic 3-H bond dissociation energy,28 
there is no unique set of energy parameters which fit the 
data. Judgements, however, can be made on the basis of 
reasonableness of the individual critical energies or bond 
dissociation energies obtained. When the vinylic C-H bond 
dissociation energies are held fixed at what is believed to be 
their minimum value,28 the critical energy for the isopropyl 
+ acetylene addition reaction obtained is significantly dif­
ferent than what thermal work8’29 indicates; energy sets B 
and D are unreasonable on that basis. It should also be 
noted that the critical energies for the other addition reac­
tions (the reverse of the various decompositions) are in 
much closer agreement with thermal results3’29-31 with en­
ergy sets A and E than with B, C, or D. Additional evidence 
against the reasonableness of set C is the fact that the viny­
lic C-H bond dissociation energy is less than the reported 
minimum.28 The high bond dissociation energies of sets A 
and E are not unreasonable in view of the fact that the C-
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Calculated critical energies"
TABLE III: Optimized Energy Parameters

Calcd fit to 
1,4 H shift 

complex model Expected

A B
Hydrogen

c
runs

D E
Nitrogen

LooseLoose Loose Tight Tight
C -C -C  + C=C 7.6= 7 .66 9.3 7.6!> 5.3 7.6"
C- + C=C=C-C 8 .ft 7.9 7.1 6.2 6.8 8.2
C-C- +  C=C-C 7.8' 7.8 6.7 6.9 6.7 8.1
C- +  C=C-C=C 4-5^ 4.7 4.7 4.7 4.4 4.1
1,4 H shifts 18.9 20.9 18.0 17.2 18.9
cis-tmns-C—C C—C —C • 23.4 23.4
Isomers of C-C=C ■ -C-C 30.0 32.3
D (=C-H), 0°K

Primary >106.5" 110.2 106,5b 105.9 106.5'’ 110.2
Secondary >103.0 106.7 103.01- 102.4 103.O'1 106.7
» Kcal/mol. 6 Parameter held fixed in calculation.' Reference 8. d Reference 31.' Reference 3. 1 Reference 30. « Reference 28.

H bond dissociation energy of benzene (at 0°K) is 109.5 
kcal/mol.28 Therefore, it appears that energy set A (or E, 
which is not very different) and the loose activated com­
plex model36 are supported by the data.

In such multiparameter calculations, it is important to 
consider the sensitivity of the calculated results to the en­
ergy parameters, and whether there are more variable pa­
rameters than are appropriate. Because the decomposition 
energy parameters obtained in sets A and E agree with the 
thermal results3'30'31 we can think of them as being fixed 
while the unknown isomerization critical energies are to be 
determined. An idea of how each of the three isomerization 
critical energies affect the calculated ratios can be obtained 
by examining Figures 5 and 7, where the lines indicate cal­
culated ratios using energy set A and with one of the isom­
erization critical energies increased or decreased by 1 kcal/ 
mol from its optimized value. From Figure 5 we see that 
the 1,4 H shift critical energy affects the ratios significantly 
at all pressures, while the cis-trans isomerization energy is 
mainly important at higher pressures (o/s). Though the 
isomerization energy of I (not shown on Figure 5) has no 
significant effect on the propyne/1,3-butadiene ratios, we 
can see from Figure 7 that it has a significant effect on the
1,2-butadiene/propyne ratio at low pressures (high a>-!), as 
expected. On Figure 7, the 1,4 H shift energy is important 
at all pressures; both ratios are quite sensitive to this pa­
rameter, The cis-trans isomerization energy has little effect 
on the ratios of Figure 7, so is not shown. An important ob­
servation is that each of the three isomerization energy pa­
rameters affects the two ratios differently, so all three pa­
rameters must be adjusted to obtain a fit to the data. These 
results suggest that if we do not consider the effect of the 
uncertainty of the vinylic C-H bond dissociation energy 
the maximum uncertainty of the critical energies should be 
about ±0.5 kcal/mol for the 1,4 H shift, about ±1.0 kcal/ 
mol for the cis-trans isomerization, and about ±1.5 for the 
isomerization of I.

Conclusion

A qualitative study of the rather complex system of 
isomerizations resulting from the exothermic addition of H 
atoms to 2-pentyne has given information about three dif­
ferent isomerization processes. Though 1,4 H shifts have 
been studied previously,2,8-11 it is now possible to test its 
activated complex model, using this and previously re­
ported8 studies. The results are somewhat clouded by the 
unfortunate uncertainty of the vinylic C-H bond dissocia­

tion energy,28 but it appears that the data suggest the use 
of an isomerization complex model obtained from normal 
mode calculations36 using force constant-bond number cor­
relations37 which have much lower ring frequencies than 
previously assumed.28,8,9 The activated complex used for 
the isomerization of 2-penten-2-yl (II) corresponds to a 
300°K thermal A factor of 1013-07 (including a reaction 
path degeneracy of 3) and gives an isomerization critical 
energy of 18.9 ± 0.5 kcal/mol if a secondary vinylic C-H 
bond dissociation energy of 106.7 kcal/mol is used.

Additional information obtained concerns the cis-trans 
isomerization of homoallylic radicals, which this work 
suggests occurs with a critical energy of about 23.4 ± 1 
kcal/mol. Although much lower than the usual 60 kcal/mol 
for cis-trans isomerizations of olefins,17 it is suprisingly 
high in view of the fact that the skeletal rearrangement in 
homoallylic radicals (for example, the interconversion of 
IX and XI in Figures 1 and 2) probably occurs with a criti­
cal energy of less than 16 kcal/mol4’14 and is believed to 
occur via a similar intermediate.13

In order to explain the low pressure data, it is necessary 
to assume that 2-pentene-3-yl (I) is undergoing some slow 
isomerization process. The only reasonable isomerization 
that species can undergo is a 1,3 H shift, and the data indi­
cate that it occurs at about 30 ± 1.5 kcal/mol, which agrees 
with the expected value.19,21

Acknowledgments. Money provided by the Graduate 
School, University of Iowa, for computer calculations at the 
University Computer Center was greatly appreciated. A 
fellowship to W. P. L. C. from the Lubrizol Corporation 
was also greatly appreciated.

A ppendix A. C alcu lation  o f  C ollision  R ates

Collision rates were calculated using the following rela­
tion

cn = 4.415 x 107 ( s AM2/ T 7 \)P

where w is the collision rate in sec-1, sAM is the effective 
collision diameter, T is the temperature (°K), g is the re­
duced mass in AMU, and P is the pressure in mm. s AM is 
related to the Lennard-Jones parameters <tm and t//?.39 40 
For hydrogen, nitrogen, all C5 hydrocarbons, and heptane, 
cross sections of 2.97, 3.71, 5.70, and 6.80 A, respective­
ly,39,40 and e/k values of 33.3, 85, 310, and 325°K, respec­
tively, were used.39,41
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TABLE IV: Frequencies Used in Estimating Frequency Assignments

Type Frequencies, cm 1

Stretches
C-H C-H 2950
C-C C-C 950
C -C C=C 1650
C—c

CCH, HCH bends
1300

Primary C 
CH3 CHB CH3 1462 1462 1374
•CH2“ CHB CH2 1462 1168 950
=CH 26 CHB =CH2 1440 978 907
•=CH 

Secondary C
CHB -=CH 907

CH2 CHB CH2 1450 1310 1260
•CH CHB CH 1260 768
=CH  

Tertiary C
CHB =CH 1300 920

CH
Torsions 
Single bond

CHB CH 1346 1346

c . - c / SBT METH 212
C2-C24 

Double bond
SET ETHY 95

c ,- c 3 DBT 1 650
c ,- c 2 DBT 2 350
Allylic 375 175

skeletal bends 
n-pentane skel. SKL N-PE 403 403 188
i-pentane skel. SKL I-PE 403 352 352
methyl on ring CCC R ME 400 350

1168 950

768

352

'* • refers to C next to radical center. 6 =  refers to C next to double bond. c One C on one side of bond, three on other. 
i Two C’s on both sides of bond.

Appendix B. A ssignm ent o f V ibrational Frequencies

The useful general frequency assignment technique used 
by Larson, Chua, and Rabinovitch2b (LCB) for alkyl radi­
cals has been extended to alkenyl radicals. The frequencies 
used are given in Table IV and are those of LCB plus esti­
mates of olefin-type frequencies obtained from examining 
frequencies of propylene,42 cis- and trans- 2-butene,43 1- 
butene,44 isobutene,42 and 1,3-butadiene.45 Frequency as­
signments are made using Table IV by taking the appropri­
ate frequency for each stretch and torsion (the notation 
“C1-C3” means that there is one C on one side of the bond, 
and three on the other) possible in the molecule, by taking 
the appropriate set of frequencies for the CCH or HCH 
bends associated with each carbon atom which has H’s 
bonded to it, and by taking the set of CCC bend frequen­
cies appropriate to the type of carbon skeleton the mole­
cule has. The skeletal (CCC) bends for the unsaturated hy­
drocarbons were assumed to be the same as for alkanes. 
This is suggested by comparing such frequencies in satu­
rated34’46 and unsaturated42-44’45 C4 hydrocarbons; this as­
sumption has to be made because of the scarcity of vibra­
tional assignments for larger alkenes.

All vinylic radicals were assumed to be in the bent con­
figuration,47 so they were given torsional and skeletal 
frequencies appropriate to olefins given in Table IV. The 
two partial double bonds of allylic radicals were given 
frequencies of 1300 cm-1.

For the H + 2-pentyne addition complex, the C-C, C-H 
stretches and the HCH, HCC bends were assigned using 
Table IV. The partial triple bond was given a stretch fre­
quency of 1950 cm-1. The skeletal bends of 475, 360, 300, 
200, and 120 cm-1 used were believed appropriate to 2- 
pentyne and were based on analogies drawn from the pub­

lished frequencies of l-halo-2-butynes,48 allyl halides,49 
and 1-butene.44 One methyl torsion was assumed to be free, 
the other methyl and the ethyl torsions were given the 
usual 212, 95 cm-1 assignment. Two partial CC • • • H bend 
frequencies of 150 cm-1 were added.32

The frequencies of the activated complexes involving the 
decompositions of l-penten-3-yl to 1,3-butadiene + methyl 
and 2-penten-2-yl to 1,2-butadiene + methyl were assigned 
in a way analogous to the technique used for similar alkyl 
radical decompositions.32 The forming double bond was 
given increased stretching and torsion frequencies (950 —*■ 
1300 cm-1 and 212 —*■ 431 or 95 —>• 223 cm-1), while the 
breaking bond stretch (95C cm-1) was taken as the reaction 
coordinate and its torsion frequency was halved (212 106
or 95 *• 48 cm-1). In addition, four bending frequencies
were halved, two for each side of the breaking bond. For 
leaving methyl groups, two CCH bends were reduced (1168, 
920 —► 584, 475 cm-1). If a C next to the breaking bond was 
secondary in the radical, one CCH bend (1260 ► 630 cm-1) 
and one CC • • • C bend (403 -*• 201 or 188 —*• 94 cm-1) fre­
quency was halved. If a C next to the breaking bond was 
tertiary, two skeletal bends were reduced (352(2) » 176(2) 
cm-1). No additional changes were made even in the case 
of the decomposition of 2-penten-3-yl to methylallyl + 
methyl, despite the fact that a C=C torsion in the radical 
becomes a C=C=C bend in methylallyl, because examina­
tion of the frequencies of methylallyl50 shows that there is 
no significant change in the magnitude of that frequency.

For the frequency assignments of the activated com­
plexes of the decomposition of 2-penten-2-yl to propyne + 
methyl, and of the formation of 3-methyl-l-butene-l-yJ 
from acetylene + isopropyl, the rules given above are not 
sufficient. The following rules are based on those given 
above and on the results of comparing the frequencies in
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the radicals with corresponding frequencies in the frag­
ments. The frequency changes associated with the stretch 
and torsion of the breaking bond and with the radical frag­
ment are the same as those described above. The stretching 
frequencies of the partial triple bond was set at 1925 cm-1. 
The skeletal bend corresponding to C::C •• C was halved 
(403 — 201 or 188 — 94 cm-1). For the decomposition 
forming propyne, rotation about what becomes the C-C 
bond in propyne was assumed to be free. The following al­
terations were also made because the frequencies of the 
radicals were significantly different in kind or magnitude 
from corresponding frequencies in the fragments. For the 
activated complex, averages of the differing corresponding 
frequencies were used. The CCH bends of the C between 
the breaking bond and the partial triple bond (1300, 920 
cm-1) corresponded to acetylenic CCH bends of 650(2) 
cm-1,51 so these modes were assigned 975, 785 cm-1 in the 
complexes. In the complexes involving addition to acety­
lene, double bond torsion (650 cm-1) and the C=C •-H 
bend (907 cm-1) also corresponded to acetylenic CCH 
bends (650(2) cm-1), so these frequencies were 778, 650 
cm-1 in the complexes. For the decomposition forming pro­
pyne, a skeletal bend (403 cm-1) and the double bond tor­
sion (350 cm-1) of the radical corresponded to C-C=C 
bends of about 374, 201 cm-1,51 so the complex was given 
frequencies of 388, 275 cm-1.

The cis-trans isomerization complex of 2-penten-5-yl 
was given a skeleton of ethylcyclopropane, with the radical 
center on the secondary ethyl carbon. The ethyl group was 
given CCC bend frequencies of 403, 250, and 188 cm-1. All 
other modes consisted of stretches and HCH, CCH bends 
and were assigned using Table IV. For the reaction coordi­
nate, one C-C stretch frequency (950 cm-1) corresponding 
to a ring mode was deleted.

The isomerization of 2-penten-3-yl is assumed to occur 
via a 1,3 H shift via an activated complex

The C-C, C=C, and C-H stretches and the HCH, CCH 
bends were assigned using Table IV, where carbons 5 and 3 
were assumed to be secondary and tertiary, respectively. A 
C — H stretch of 2380 cm-1 52 was used; the other such 
stretch is assumed to be the reaction coordinate. Skeletal 
(CCC) bends and ring bend frequencies (583, 485, 409, 269, 
and 111 cm-1) used were those taken from the results of 
the normal mode calculation on the isomerization complex 
of pentyl-1 to pentyl-3.36

The method of assigning the frequency assignments of 
the tight 1,4 H shift isomerization complexes is exactly 
analogous to that described for the 1,3 H shift above, only 
the ring bend and C • • • H stretch frequencies used 
(1100(2), 1013, 870, 290 cm-1) were those of Watkins and 
coworkers.3

Assigned frequencies are given elsewhere.52
In addition to being dependent on the vibrational quan­

tum sums and densities, the RRKM calculated rate con­
stants also depend on the overall rotational degrees of free­
dom of the reactants and activated complexes. An approxi­
mate correction for this53 is made by multiplying all the 
sums and densities by the square root of the product of the 
moments of inertia, a quantity which is proportional to the 
partition function.54 These quantities, in units of AMU3/2 
A3, are listed in Table V for all radicals and complexes 
used.

TABLE V: Correction Factors for Overall Rotation

Radical Factor'

O O O ! 0 1 O 1201
c — c = c —c —c 1201

trans-C—C=C—C—C • 1200
cis-C—C=C—C—C • 1200

C -t- C -T- C—C—c 1222
c —c ^ -c —c —c 1222

cI
• c = c —c —c 1249

Activated complexes
c —c = c — c —c  — c —c = c = c  + c 1368
c — c = c —c —c  — c —c = c  + c —c 1423
c^-c^-c—c —c  — c = c —c = c  +  c- 1300
c — c = c —c —c  — c —c = c —c —c- 1147
trans- -*■ cis-C—C=C—C—C . 1150

C cI I
• C=C—C—c  — c = c —c —c- 1050

“ Square root of the product of the moments of inertia 
units: mass = AMU, distance = A.

TABLE VI: V ibrational E n trop ies“ for P ertin en t  
R adicals and  C om plexes

Radical s° Complex sa’b
I 3.55 H addition 4.24
II 3.55 I — D2 4.01
III 3.58 I -*-VI 2.97
V 3.58 II —■ DI 4.10
VI 3.69 II -* III 2.05
VII 3.32 III V 3.10
VIII 2.06 III ->• VIII 2.60
IX 3.43 V ^  VI 2.44
XI 3.78 VI — VII 2.05

VI -* D2 4.24
VIII — IX 2.60
IX -*■ XI 2.54
IX — D2 4.18

“ s is defined as S/2.303R and is calculated at 300° K using
only the vibrational contributions. b The translation along 
the reaction coordinate is not included.

The A factors for pertinent reactions can be calculated 
from the entropies listed in Table VI by the equation
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Pyridinyl radicals have been produced from various pyridines as well as pyridinium cations by reduction 
with eaq_ and, where reactivity allows, by electron transfer. Both meta- and para-substituted carboxy and 
carbamoyl compounds were investigated. These radicals all exhibit a strong optical absorption band in the 
region of 300 nm (r 4000-13,000 M ~l cm-1) and another moderately intense band (e 2000-7000 M -1 cm-1) 
at about 400 nm. In all cases the separation between bands was greater for meta radicals than for their para 
counterparts. Radical-radical reaction rate constants were measured by monitoring transient decay. Disso­
ciation constants for these intermediates were determined from pH dependent alterations in transient 
spectra. Two dissociation constants were observed for the carboxypyridinyl radicals (pKi ~  0; p ii2 ~  6) 
and one for the carbamoyl substituted radicals (pK  = 1.3—2.1). It was found that pyridinyl radical dispro­
portionation is enhanced by increased degrees of protonation. Previously reported increase in radical reac­
tivity with decreasing pH may be fully explained by this effect. Comparisons of electron transfer and dis­
proportionation rate constants reveal greater stability for para-substituted pyridinyl radicals than for their 
meta counterparts. This stability may be due largely to increased conjugation between the ring and para 
substituent as compared with the meta analog. Results of INDO calculations involving the carboxypyri­
dinyl radicals support this view.

Introduction

One-electron reduction of pyridines yields pyridinyl rad­
icals. Possible participation of such radicals in biochemical 
redox reaction involving NAD (nicotinamide adenine dinu­
cleotide) has stimulated considerable interest in these 
species. Optical spectra of radicals generated in aqueous

solution from reduction of NAD+, nicotinamide, and relat­
ed pyridines have been measured by pulse radiolysis; asso­
ciated kinetics of growth and decay have also been exam­
ined.2,3 Further, an esr study of in situ irradiated solutions 
has shown that one-electron reduction of pyridine and its 
carboxy derivatives is followed by rapid protonaticn on the 
ring nitrogen even at very high pH .4
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H

In aqueous solutions these radicals disappear by second- 
order processes. By contrast, however, several derivative 
radicals such as N- ethyl-4-carbethoxypyridinyl have been 
prepared in certain organic solvents and found to be sta­
ble.5 This pronounced solvent related difference in radical 
stability has been interpreted in terms of polarity effects 
on an equilibrium between the radicals and ionic interme­
diates produced from their disproportionation.6 The effect 
of pH on pyridinyl radical decay rates in aqueous solution 
has been explained in terms of such an equilibrium.

In the present paper, we show that this equilibrium need 
not be invoked and that changes in decay rate with chang­
ing pH merely result from radical protonation in acid. We 
have also made a detailed comparison of meta and para iso­
meric radicals by measuring their adsorption spectra, acid- 
base equilibria, and stabilities as reflected in electron 
transfer rate constants.

E xp erim en ta l S ection

All solutions were prepared in triply distilled water and 
deoxygenated with prepurified nitrogen. Pyridine deriva­
tives were obtained from Aldrich Chemical Co. and from 
Eastman Organic Chemicals. The computer-controlled 
pulse radiolysis system developed in these laboratories has 
previously been described.7 Irradiations were carried out 
with 0.1-1-psec pulses of 2.8-MeV electrons from a Van de 
Graaff accelerator, and time-dependent optical absorption 
spectra were measured for each compound as a function of 
pH. Extinction coefficients, e, were determined by thiocy­
anate dosimetry assuming í 480(c n s )2-  7600 M-1 cm-1. Dis­
sociation constants were determined from variations in ex­
tinction coefficients with changing pH. Titration curves 
were plotted for best fit with these experimental data using 
a Hewlett-Packard 9100A calculator and plotter and the 
equation
Sated = ( * h 2a  + £ haV [ H 1  + €AK,K2/  [H*]2) /( l  +

K A  H+] + K .K A ^ f)

where H2A, HA, and A represent three acid-base forms and 
K 1 and K 2 are the dissociation constants. Decay kinetics 
were determined over a tenfold range of radical concentra­
tions and electron transfer kinetics over a fivefold range of 
solute concentrations.

Formation of Pyridinyl Radicals

Pyridine derivatives can be reduced in aqueous solution 
by eaq~ (reaction 1). While the reaction of eaq~ with pyri­
dine itself is only moderately rapid (k = 1 X 109 M -1 
sec-1) the presence of carboxy and carbamoyl substituents 
on the ring increases the rate to the diffusion-controlled 
limit. Nicotinic and isonicotinic acid, the associated am­
ides, and NAD+ all react with eaq-  at rate constant > 1010 
M ~l sec-1.2’3 In order to properly study radicals produced 
from eaq-  reactions it is necessary to eliminate interference 
from OH reaction with the pyridines. This can be achieved 
by adding an OH scavenger whose intermediate has no ab­
sorption which overlaps that of the radical under study, t- 
BuOH is especially suitable because it produces an inter­
mediate which is essentially transparent in the wavelength

region above 250 nm. However, this intermediate becomes 
involved in cross reactions with pyridinyl radicals and af­
fects the decay kinetics. This difficulty can be avoided if a 
scavenger is used which reacts with H and OH to yield an 
intermediate which also reduces the pyridine by electron 
transfer. One may thus produce a one-radical system. For­
mate, for example, yields C02-  radicals upon reaction with 
OH and H, and these in turn efficiently reduce NAD+ and 
other pyridinium compounds.2’4’6 However, the use of for­
mate is limited to solutions at pH > ~  3.5 because in the 
acid region eaq-  is converted to H by reaction with H+ and 
formic acid (pK = 3.7) reacts with H very slowly, i- PrOH. 
however, reacts efficiently with both OH and H to produce 
an intermediate which exhibits little absorption at wave­
lengths greater than 300 nm and is known to transfer elec­
trons efficiently in many systems (see, e.g., ref 8). It was 
decided, therefore, to examine rates of electron transfer 
from the (CHsDCOH radical to pyridine derivatives in 
order to determine the proper conditions for producing a 
one-radical system.

For these experiments, solutions were prepared with i- 
PrOH concentrations of 0.5 M  and were saturated with 
NoO. The pyridine concentration was limited to <10-3 M. 
At neutral pH all eaq-  is converted to OH by NT) while in 
the acid region eaq- is converted to H by reaction with H +. 
Both OH and H react efficiently with i-PrOH to yield 
(CH3)2COH. The pyridinyl radicals (Pyr ') absorb strongly 
around 400 nm and it is, therefore, possible to monitor 
without interference the formation of pyridinyl by the re­
duction of pyridinium cation (Pyr+)

(CH3)2COH + Pyr+ —> (CH3)2CO + H+ + Pyr (2)
The hydroxyisopropoyl radical dissociates into (CH3)2CO- 
(pK  = 12.2) which is known to be a stronger reducing 
agent. By adjusting the pH to >13 one can measure the 
rate for the reaction

(CH3)2CCf + Pyr+ —> (CH3)2CO + Pyr (3)
In order to correlate structure with rate constant, studies 

were carried out at several pH values with pyridines having 
carboxyl and carbamoyl substituents either meta or para to 
the nitrogen. With each compound a series of solute con­
centrations between 1 X 10-5 and 1 X 10-3 M  were used. 
Both the formation kinetics and the maximum optical den­
sity after formation were observed. At lower concentrations 
complete electron transfer was not achieved because part of 
the (CH)2COH radicals disappeared by radical-radical 
reactions. This competing process also causes the forma­
tion kinetics to appear to be too rapid. At the higher solute 
concentrations reaction 2 or 3 becomes quantitative, and 
the same rate constants were determined over a fivefold 
range of concentrations.

The results, summarized in Table I, show a clear distinc­
tion between the reactivities of (CH3)2COH and 
(CH3)2CO- and suggest several trends in reactivity. Pyri­
dine derivatives in which the nitrogen is neutral, i.e., non- 
substituted and nonprotonated, are not reduced by 
(CH3)2COH, i.e., k < 1 X 106 M -1 sec-1, but can be re­
duced by (CH3)2CO- at moderate rates, k ~  108 M ~l 
sec-1. When the nitrogen is positively charged, through 
protonation or methylation, the reduction by (CH3)2COH 
becomes efficient. The rate constants are again increased, 
although only slightly, upon protonation of a carboxyl 
group on the ring. In all cases, however, the para isomer
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TABLE I: R ate C on stan ts for E lectron  T ransfer from  
(CH3)2COH or (CH3)2CO~ to  P yrid in e D erivatives

Compound pH k, sec-1
p-HN+C5H4C02H 0.4 2.0 X 109
p -h n +c 5h 4c o2- 3.2 8.5 X 10s
p -n c 5h 4c o2- 9.0 <1 X 10«
p -n c 5h 4c o2- 13.3 2.0 X 108
m-HN+C5H4C02H 0.0 3.5 X 108
m-HN +C5H4C02- 3.4 1.8 X 10s
zn-NC5H4C02~ 8.2 <1 X 106
/ra-NC6H4C02- 13.1 >1 X 108
p-CH3N+C5H4C02- 8.6 1.5 X 10’
w-CHaN +C5H4C02- 9 .2 1.0 X 108
m-HN +C5H4CONH2 1.9 4.0 X 108
m-NC5H4CONH2 9 .2 <1 X 10«

accepts an electron ~5- 10 times more rapidly than the
meta isomer. This behavior correlates with the difference 
in redox potentials for the two isomers, e.g., as determined 
for nicotinic and isonicotinic acid. At pH 1 the polaro- 
graphic half-wave potentials for the reduction of nicotinic 
and isonicotinic acid are —1.08 ar.d —0.80 V (vs. standard 
calomel electrode), respectively.9 Pulse polarographic ex­
periments10 with (CH3)2COH yielded a value of E x/2 = 
-1.30 V, which indicates that both acids should be effi­
ciently reduced by this radical. In neutral solutions, on the 
other hand, the E l/2 values for nicotinic and isonicotinic 
acid are —1.66 and —1.56 V, respectively, and thus no elec­
tron transfer can be expected. The E y 2 for (CH3)2CO_ is 
—2.2 V, and again reduction becomes possible.

The half-wave potential for CO2-  is comparable10 to that 
for (CH3)2COH and, therefore, a similar behavior in the 
electron transfer reactions is expected. Indeed, a qualita­
tive observation has been made which suggests that C02~ 
can transfer electron efficiently to pyridinium ions but not 
to pyridines.4 A rate constant of 1.6 X 109 M ~ l sec-1 for 
the electron transfer to NAD+ has been reported.2

S pectral C haracteristics and D issociation  Constants

Pyridinyl radicals were produced in irradiated aqueous 
solutions by reaction of pyridine derivatives with eaq~ and, 
whenever possible, also by their reactions with 
(CH3)2COH. Transient absorption spectra were monitored 
at various pH values in order to detect related shifts in ab­
sorbance and these shifts were then used for the determi­
nation of dissociation constants. After the pK  values had 
been established spectra were recorded at the pH regions 
where one form of the radical predominates.

The spectra observed with solutions of isonicotinic acid 
are shown in Figure 1. In the acid region electron transfer 
from (CHs)2COH is rapid and all primary radicals ulti­
mately yield pyridinyl. In neutral solutions the electron 
transfer does not take place, and the absorbance observed 
in the presence of either i-PrOH or i-BuOH was identical. 
At pH >12.7 where (CH3)2CO~ predominates transfer is 
again rapid and the optical density increases accordingly, 
although no shift in the spectrum could be detected be­
tween pH 8 and pH 14. The spectrum in this region is in 
good agreement with that reported previously.3 Changes in 
the absorbance at 405 and 425 nm with pH were used to de­
termine the pK  values as shown in the bottom part of Fig­
ure 1. The p/f of 6.3 had to be determined in the presence 
of t-BuOH, because with i-PrOH as the pH decreases and 
the isonicotinate ion protonates on the nitrogen (pK = 
4.86), electron transfer begins to take place; and the ab-

Figure 1. (Top) Transient absorption spectra of the acid-base forms 
of the 4-carboxypyridinyl radical. Observed with 0.2-1 X 10-3 M so­
lutions of isonicotinic acid. (O) Spectrum observed at pH 8.8 in the 
presence of 0.5 M f-BuOH. An identical spectrum was obtained at 
pH 8.0 in the presence of 0.5 M /-PrOH. In both cases only the eaq~ 
reacted with the isonicotinic acid and no electron transfer from the 
alcohol radicals took place. At pH 12.7 with /-PrOH electron transfer 
was rapid and an identical spectrum was obtained with the same ex­
tinction coefficients (i.e., optical densities 2.3 times higher). At pH 
13 and 14 the spectra were also Identical. (•) Spectrum at pH 2.9 in 
the presence of 0.5 M /-PrOH. Electron transfer from the alcohol 
radical was rapid in this case. (A) Spectrum at H0 = —0.8 with per­
chloric acid and 0.5 M /-PrOH Again the electron transfer was rapid. 
(Bottom) Effect of pH on the transient absorption. (O) Determined at 
405 nm with solutions containing 1 X 10-3 M isonicotinic acid and 
0.5 M f-BuOH. The titration curve was calculated from the plateau 
values using pK =  6.3. (•) determined at 425 nm with solutions con­
taining 1 X 10-3 M isonicotinic acid and 0.5 M /-PrOH. The curve 
was calculated using pK =  —0.17. For pH <0.5 the H0 scale for 
perchloric acid has been used (C. H. Rochester, “Acidity Functions,” 
Academic Press, New York, Is. Y., 1970, p 43).

sorbance increases gradually in a way that masks the in­
crease due to radical protonation. The pK  in the acid re­
gion was obtained in the presence of i -PrOH because elec­
tron transfer was complete at all pH values below 4. The 
data in Figure 1 suggest the following equilibria in the 4- 
carboxypyridinyl radical

H
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x(nm)

Figure 2. (Top) Transient absorption spectra of the acid-base forms 
of the 3-carboxypyridinyl radical. Observed with 0.2-1 X 10-3 M so­
lutions of nicotinic acid. (•) Spectrum observed at pH 9.2 in the 
presence of 0.5 M f-BuOH. Identical spectra were obtained at pH 7 
and 11 in the presence of 0.5 M  /-PrOH and no electron transfer 
from the alcohol radical took place. At pH 13.1 the optical density in­
creased because of electron transfer from the alcohol radical anion. 
(O) Spectrum observed at pH 4.25 in the presence of f-BuOH. (A) 
An identical spectrum observed at pH 1.3 in the presence of /-PrOH. 
The optical density was 2.3 times higher in this case because elec­
tron transfer from the alcohol radical is rapid. (□) Spectrum ob­
served at H0 =  —1.6 in the presence of /'-PrOH. (Bottom) Effect of 
pH on the transient absorption. Determined at 295 nm with 1 X 10-3 
M solution of nicotinic acid containing 0.5 M  /'-PrOH. At the low pH 
region (O) electron transfer from the alcohol radical was rapid. At 
the higher region (•) electron transfer did not take place and the op­
tical densities were normalized to the same e scale. The titration 
curve was calculated using the indicated plateau values and pK" 
values of 0.0 and 5.4.

Corresponding results for nicotinic acid are shown in 
Figure 2. Shifts in the absorption maxima follow the same 
pattern as with isonicotinic acid, although the higher wave­
length maxima are considerably less intense for nicotinic 
acid. Also, separation between the two absorption bands is 
more pronounced with nicotinic than with isonicotinic acid. 
The pK values for both cases are very similar in the acid 
region but differ slightly in the neutral region. In order to 
facilitate comparison pK  values and spectral parameters 
are summarized in Table II.

Results for the N- methyl derivatives of the two radicals 
discussed above are shown in Figures 3 and 4.11 It can be 
seen from the figures and the summary in Table II that the 
same trends for the para and meta isomers hold for the N- 
methyl derivatives as well. In fact, the presence of the 
methyl group has a very small effect on spectral parame­
ters and pK  values as compared with the effect of the car­
boxyl group position..

Results for the amides studied are included in Table II, 
and spectral data for 4-carbamoyl-l-hexylpyridinyl are 
also shown in Figure 5. The spectra for the amides resem­
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ble those for the corresponding acids and again a consider­
able difference is observed between the para and meta iso­
mer and a smaller difference upon alkylation of the nitro­
gen. The pK  values for the carbamoylpyridinyl radicals 
are, however, different from those of the carboxy analogs. 
Instead of pK  ~ 0.0 for all carboxypyridinyl radicals, pK  
values of ~1.3 and 2.1 are observed for the meta and para 
carbamoyl derivatives, respectively. Similarly higher pK  
values have previously been observed for benzamide elec­
tron adduct (pK = 7.7)12a as compared with the benzoic 
acid adduct (pK  = 5.3).12b This trend may be assigned to 
the higher electronegativity of the OH group as compared 
to NH2. The site of protonation is the oxygen, as suggested 
previously for electron adducts of aliphatic and aromatic 
amides.12®

V NH2 H (\./N H 2

0  +H+ (Q) (5)
H r

1

Sr
11R 1R

R eactions o f P yrid in yl R adicals
Pyridinyl radicals react with each other by second-order 

processes to either combine or disproportionate. Although 
combination to form dimers has been suggested by several 
authors (see, e.g., ref 2) the disproportionation mechanism 
appears now to be more favorable. Moreover, recently such 
a mechanism has been suggested to take place via electron 
transfer.6

S
' x

\
R

R'

R
The rate of bimolecular disappearance of pyridinyl radi­

cals in aqueous solutions has been followed by kinetic spec­
trophotometry at the absorption maxima around 400 nm. 
Decay of the ~300-nm absorption was sometimes compli­
cated by the formation of stable products which absorb in 
the 300-370-nm region. Second-order decay kinetics have 
been monitored under conditions such that only the pyri­
dinyl radical was present in the solution. The radical from 
t-BuOH has been found to react with pyridinyl moderately 
rapidly (k ~  2 X 10® M ~l sec-1) even when the pyridinyl 
decayed biomolecularly very slowly (see. below). Therefore, 
decay rates of the radicals from nicotinic and isonicotinic 
acid were not determined in neutral solution, because elec­
tron transfer from (CH3)2COH does not take place under 
these conditions and cross reactions result in rapid decay. 
At pH 13 transfer from (CH3)2CO-  was efficient and low 
decay rates were observed.

It can be seen from Table II that in neutral solutions all
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TABLE II: Dissocation Constants and Spectral Parameters of Substituted Pyridinyl Radicals

Radical P K , 1 Cmax Amjix ” Cmax2
Second-order decay 

2k, M~' sec' 1
p-HN +C5H4C02H2 -0.17 303 10,000 397 5700 1 X 10s
p -h n c 5h 4c o2h 6.3 302 9,500 391 6000 4 X 10s
p -h n c 5h ,c o ,- >14 295 8,700 380 5600 ~7 X 106p-NC5H4C022-
m-HN +C5H4C02H, 0.0 295 10,500 430 3000 1 X 109
m-HNC5H4C02H 5.4 <285 >7,200 415 3000 4 X 10s
m-HNC5H4C02- 280 4,100 395 2000
p -c h 3n +c 5h 4co2h 2 0.1 310 12,600 410 5500 1 X 109
p -c h sn c 6h 4c o2h 6.8 310 10,400 400 6300 1 X 108
p -c h 3n c 6h 4c o2- 307 11,800 395 7000 <2 X 10r>
m-CH3N+C5H4C02H2 0.16 300 11,000 440 3200 ~2 X 109
to-CH3NC5H4C02H 5.0 297 6,600 420 3700 ~4 X 10«
w-CH3NC5H4C02- <290 >3,200 400 2300 ~ 6  X 107
m-HN +C5H4C(OH)NH2 1.4 305 10,000 445 3500 1.5 X 109
ro -H N C sH iC O N H , 287 5,000 410 2800
p-C6H13N+C6H4C(OH)NH, 2.1 329 11,400 420 6100 1 X 10“
p -c 6h 13n c 5h 4c o n h 2 316 10,800 406 6800 <1 X 105
m-C6H,3N +C5H4C (OH)NHî 1.26 312 9,600 445 3500
m-C6H„NC5H4CONH2 290 4,300 422 2300 - 107

what lower rates are observed. In the neutral region, how­
ever, very slow decay is found, and it is readily seen that 
the para isomers decay much more slowly than the meta. 
The large difference in decay rates between the various 
acid-base forms cannot be explained by the effect of elec­
trostatic charge, which in this case can only contribute a 
factor of ~2 .13 Moreover, the large difference between the 
two isomers indicates that the resonance structures or spin 
density distribution are more important in determining the 
radical reactivity. The effects of pH and of isomerism are 
treated in detail below.

Effect of pH on Decay Rates. In a recent communica­
tion6 Kosower, et al, have reported the measurement, by 
pulse radiolysis, of the b.molecular disappearance rates of 
pyridinyl radicals in aqueous solutions. They produced 
radicals by the reaction of eaq-  and CO-r with 4-carbam- 
oyl-l-methlpyridinium icn and observed increasing decay 
rate constants with decreasing pH. They concluded that 
the reaction of pyridinyl radicals with each other results in 
disproportionation by electron transfer, involving an inter­
mediate ion pair in equilibrium with the initial neutral rad­
icals. While there is no reason to doubt that disproportion­
ation involves electron transfer as suggested,6’14' 16 the pos­
tulated equilibrium between an ion pair and the initial rad­

Figure 5. (Top) Transient absorption spectra of the acid-base forms 
of the 4-carbamoyl-1-hexylpyridinyl radical. Observed with solutions 
containing 2 X  10-4 M  4-carbamoyl-l-hexylpyridinium bromide and 
0.5 M /-PrOH (O) pH 7.7. Indentical spectra were obtained in the 
presence of formate or f-BuOH instead of /-PrOH. In the case of t- 
BuOH the yield was lower by a factor of 2.5 (•) pH 0.9. In the pres­
ence of formate instead of /-PrOH the shape of the spectrum was 
identical but the yield was ~30% lower due to incomplete scaveng­
ing (see text). The dashed lines are the absorption corrected for the 
destruction by radiation of the parent compound. (Bottom) Effect of 
pH on the transient absorption. Determined at 330 (•) and 440 (O) 
nm. The curves were calculated using the plateau values and pK = 
2. 1.

radicals decay more slowly than in acid solution. In strong 
acid all decay rate constants are ~  1-2 X 109 M-1 sec '1, a 
value which is characteristic of many radicals with no par­
ticular stabilizing features.13 At moderate acidities some-

icals is open to question. The present study shows that 
such an equilibrium does not have to be invoked to explain 
the results of Kosower, et o.L, and that the pH effects ob­
served by these authors can have an alternative interpreta­
tion. This interpretation is based on findings in the present 
work that 4-carbamoyl-l-alkylpyridinyl radicals protonate 
on oxygen with pK ~  2 and that the decay of the prot.on- 
ated form by itself or by reaction with the neutral radical is 
very rapid.

We have carried out experiments similar to those of Ko­
sower, et al., using 4-carbamoyl-l-hexylpyridinium bro­
mide. The decay rate constant at pH 7 in the presence of 
either formate or i- PrOH was found to be very low (2k < 1 
X 105 M-1 sec-1) while in the presence of f-BuOH the sys­
tem contains both the pyridinyl radical and 
CH2C(CH3)20H s o  that tire decay becomes rapid as the re-
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suit of a cross reaction between the two radicals (ft = 2 X 
108 Af-1 sec-1). Lowering the pH to 3.5 with either for­
mate or ¿-PrOH present caused a dramatic increase in the 
decay rate constant but no detectable change in the optical 
spectrum, in agreement with the previous report.6 Mea­
surements at a still lower pH in the presence of formate are 
complicated by incomplete scavenging as mentioned above. 
In fact, decreased optical absorbance was observed at lower 
pH values when formate was used. The decay of the acid 
form has been monitored in the presence of ¿-PrOH at pH
0.0 and 0.5 and was found to be 2ft = 1 X 109 M-1 sec-1. 
In the intermediate pH region the following values of 2ft 
have been measured: pH 1.3, 6 X 108; pH 2.4, 4 X 108; pH
3.3, 1 X 108; and pH 4.7, 3 X 107 M -1 sec-1. These values 
are in agreement with a pK  of 2.1 (Figure 5 and Table II) 
assuming that the cross reaction of the two forms of the 
radicals is also ~109 M ~1 sec-1. Because the neutral form 
decays very slowly the effect of protonation on decay rates 
is large even when the protonated form represents < 1% of 
the radicals and, of course, under these conditions no shift 
in the spectrum can be observed. It can be, therefore, con­
cluded that the complex decay equilibrium suggested pre­
viously6 does not have to be invoked at all. Instead one 
finds a large difference in reactivity between the acid and 
neutral forms (eq 5). In both forms the unpaired spin is de­
localized over the ring and the a carbon. The neutral radi­
cal is relatively unreactive. On the other hand, the charge 
on the acid form can be expected to reside predominantly 
on the nitrogen resulting in what can be schematically de­
scribed as a pyridinium-substituted alkyl radical, which is 
more reactive.

By analogy, carboxypyridinyl radicals are unreactive 
only in their basic form, RNC5H4CO2- . Protonation results 
in partial positive charge on the nitrogen and shift of spin 
density to the a carbon leading to increased reactivity. The 
acid form can be formulated mainly as R+NC5H4C0 2H2. 
Because the intermediate form is also reactive, it may be 
suggested that it exists predominantly as a zwitterion rath­
er than the neutral form.

R R

Reactivity of Meta and Para Isomers. Rate constants for 
electron transfer to pyridine derivatives (Table I) are sig­
nificantly higher for the para than for the meta isomers. Al­
though not conclusive, this finding may suggest that the 
radicals produced from the para isomers would be less reac­
tive. The decay rate constants (Table II) clearly indicate 
this to be the case as far as the radical-radical reaction is 
concerned. The increased stability of the para isomer can 
be explained by increased spin interaction between the ring 
and the substituent. The esr hyperfine constants4 indicate 
that a large portion of the spin density on the ring of a pyr- 
idinyl radical is concentrated on the para carbon atom 
while only negligible densities are found at the meta posi­
tion. It is reasonable to assume, therefore, that carboxy or 
carbamoyl groups at the para position will have a greater 
interaction than in the meta position. To examine this pos­
sibility in a more quantitative manner, INDO calcula­
tions17 have been carried out on two isomers. The radical

HNC5H4CO2H has been chosen for this calculation because 
of its relative simplicity and lack of overall charge.18 The 
calculated spin densities are as follows.

Although these values cannot be considered to represent 
the true situation with complete accuracy, they indicate 
marked differences between the isomers. In the meta deriv­
ative almost all the unpaired spin dens.ty remains on the 
ring with little conjugation with the carboxyl group. On the 
other hand, the para isomer shows considerable conjuga­
tion, with only 77% overal spin density on the ring and ap­
preciable polarization of the C-0 bond. The calculations, 
therefore, indicate greater resonance stabilization of p -car­
boxypyridinyl as compared to its meta counterpart. Similar 
behavior is to be expected for the carbamoyl derivatives. If 
this difference in stability correlates with electron transfer 
rates as found with (CH3)2COH (Table I) one might expect 
that the m- carboxypyridinyl radical would transfer an 
electron to the p-carboxypyridinium ion to produce the 
more stable p-carboxypyridinyl. This experiment is de­
scribed below.

Electron Transfer from Pyridinyl to Pyridinium. In 
order to measure the rate constant for the expected elec­
tron transfer from the meta radical to the para compound 
(see discussion above) experiments were carried out with 
nicotinic and isonicotinic acids at low pH. Upon irradiation 
of solutions containing 1 M ¿-PrOH and 1 X 10-2 M nico­
tinic acid at Ho = —1.0 the rn- carboxypyridinyl radical was 
formed within <1 usec after the pulse. Upon addition of 5 
X 10-5 to 2 X 10-4 M isonicotinic acid the initial spectrum 
of the m-carboxypyridinyl was found to disappear, while a 
corresponding growth of the p- carboxypyridinyl spectrum 
occurred. The rate of this change was best monitored at 395 
nm, and a rate constant of 2.0 X 109 Af-1 sec-1 was derived 
for the electron transfer (followed by proton equilibration)

+ +
(w-HNC5H4C 02H2)- + £-HNCsH4C 02H —*

m -HNC5H4C 02H + (/7-HNC5H4C02H2)- (8 )

Sum m ary and C onclusions

Both pyridines and pyridinium ions can be reduced effi­
ciently by eaq-  to produce pyridinyl radicals. However, pyr­
idinium ions can also undergo one-electron reduction by 
C02-  and (CH;i)2COH (k ~  1-2 X 109 Af-1 sec-1). Pyri­
dines, on the other hand, cannot be reduced by (CH3)2COH 
but are reduced by (CH3)2CO-  (k ~  1-2 X 108 Af-1 sec-1). 
Electron transfer reactions to p-carboxy- or p-carbamoyl- 
pyridinium ions were found to be 5-10 times more rapid 
than those to the meta isomers. It was further found that 
the radical produced from the meta isomer can transfer an 
electron to the corresponding para compound (ft ~  2 X 109 
M -1 sec-1). These findings correlate with the greater ten­
dency of the para isomers toward reduction, as reflected by 
their redox potentials, compared with the meta isomers. 
Moreover, they demonstrate the greater stability of the 
para-substituted pyridinyl radical as compared with the 
meta-substituted radical. This characteristic is also reflect­

The Journal of Physical Chemistry, Vol. 78, No. 22, 1974



2217

ed by the slower radical-radical reactions observed for the 
para isomers (in neutral solutions). The resonance stabili­
zation of the two isomers should be related to conjugation 
between the ring and the substituent. INDO calculations 
show that in p -carboxypyridinyl a considerable portion of 
the unpaired spin is distributed over both the heterocyclic 
ring and the carboxyl group, while in the meta isomer the 
electron density is almost completely located on the ring, 
and little conjugation exists with the carboxyl group.

Pyridinyl radicals show intense absorption with maxima 
around 300 and 400 nm. Most para-substituted radicals 
have extinction coefficients of the order of 10,000 and 5000 
M -1 cm-1 at the two maxima, respectively. The meta iso­
mers have somewhat lower extinction coefficients and larg­
er separation between the maxima.

Spectral shifts with pH were used to determine dissocia­
tion constants for these radicals. Carboxyl groups on the 
ring of pyridinyl undergo two acid-base equilibria with the 
first pK  value around 0 for both meta and para isomers, 
and the second pK value ~5 for m- and ~6.5 for p- carbox­
ypyridinyl. Carbamoylpyridinyl radicals show one pK 
value only, ~1.3 for the meta and 2.1 for the para isomer 
studied. This difference in the pK  between the meta and 
the para isomers reflects the higher electron density on the 
para substituent as compared with the meta analog. These 
pK  values can be compared to those observed previously 
for the electron adducts to benzoic acid (pK i = 5.3, pK 2 =
12.0)12b and benzamide (pK = 7.7).12a This comparison in­
dicates that a decrease of 5 pK units may occur as a result 
of the combined effect of the additional positive charge and 
of electron withdrawal by the ring nitrogen. The difference 
in pK between COOH and CONH2 is comparable in both 
the benzene and pyridine derived radicals, and reflects the 
greater electronegativity of OH as compared with NH2. 
Similar comparisons of OH with NH2 and similar effects on 
pK by the ring nitrogen have been observed in various 
other systems.19 The ring NH proton does not dissociate 
even at pH 14, in agreement with the esr observation.4

Pyridinyl radicals react by second-order processes to dis­
proportionate by electron transfer and to produce a pyri- 
dinium ion and a dihydropyridine. N- Alkylpyridinyl bear­
ing a conjugating para substituent decay in neutral solu­
tions very slowly, <105 A4-1 sec-1. Protonation of the carb- 
oxy or carbamoyl substituent results in higher decay rates 
of the order of 109 M -1 sec-1. The higher reactivity of the 
protonated forms probably results from resonance struc­
tures with a positive charge on the nitrogen and unpaired

spin on the a carbon, i.e., structures that can be formally 
defined as the unstable pyridinium substituted alkyl radi­
cals. The effect of pH or decay rate constants can be prin­
cipally explained by the difference in reactivities between 
the various acid-base forms of the radicals. The effect of 
electrostatic charge on these rates is small by comparison 
to the effect of resonance stabilization.

The slower decay rates previously observed6 in less polar 
solvents can be explained by the effect of polarity on the 
kinetics of the disproportionation reaction which involves 
the conversion of two neutral species into a positive and 
negative ion.

Supplementary Material Available. Figures 3 and 4 will 
appear following these pages in the microfilm edition of 
this volume of the journal. Photocopies of the supplemen­
tary material from this paper only or microfiche (105 X 148 
mm, 24X reduction, negatives) containing all of the supple­
mentary material for the papers in this issue may be ob­
tained from the Journals Department, American Chemical 
Society, 1155 16th St., N.W., Washington, D. C. 20036. 
Remit check or money order for $3.00 for photocopy or 
$2.00 for microfiche, referring to code number JPC-74- 
2211.
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The kinetics of growth of hydroxyapatite seed crystals has been studied at 25° and at constant physiologi­
cal pH in stable supersaturated solutions of calcium phosphate. The grown material was characterized 
chemically and by infrared and X-ray powder diffraction methods. The pH was maintained by means of 
the pH-Stat-controlled addition of base and the growth was followed by analyzing the solutions for calcium 
and phosphate. Experiments have been made over a wide range of initial supersaturation in order to obtain 
information about the nature of the calcium phosphate phases formed. The overall precipitation reaction 
involves not only the formation of different calcium phosphate phases but also the concomitant dissolution 
of the thermodynamically unstable phase octacalcium phosphate formed rapidly in the initial stages of the 
reaction. Dissolution of the solid material formed in the crystallization experiments indicated a stoichiome­
try corresponding to OCP. The results of growth experiments at low supersaturation and in the presence of 
neutral electrolytes are discussed in relation to the calcium phosphate phases formed under these condi­
tions.

In trod u ction

Although the precipitation of calcium phosphates and in 
particular hydroxyapatite [Ca5(P0 4)30H, hereafter HAP] 
has been extensively studied, there remains considerable 
uncertainty as to the nature of the phases formed during 
the early stages of the precipitation reaction.2-5 The even­
tual transformation of these phases into the thermodynam­
ically stable HAP phase is also little understood. Since the 
process of HAP formation is very slow, thermodynamic 
data such as solubilities are not readily accessible since the 
attainment of true equilibrium is not easily ensured. A 
major difficulty is that different workers have used very 
different experimental methods both in the preparation of 
the calcium phosphate phases and in studying the course of 
the precipitation reactions. Thus crystalline materials pre­
pared under conditions of high temperature are sometimes 
studied in aqueous systems at room temperatures and be­
have quite differently from the calcium phosphates pre­
pared at ambient temperatures. It will be apparent from 
the results of the present work that the nature of the ini­
tially precipitated phases and the course of the subsequent 
crystal growth reaction is markedly dependent not only 
upon the degree of supersaturation of the solution, but also 
on the ionic strength of the solution and the type of neutral 
or inert electrolyte present. The wide range of conditions 
used by other workers makes it very difficult to compare 
their results and this has contributed a great deal to the 
present unsatisfactory state of knowledge.

The solubility product, Ksp, of well-defined crystalline 
HAP has been determined from the results of dissolution 
experiments but the reported values of Ksp range from 
10—558 to 10-60.7 The dissolution of HAP is a moderately 
fast process and, as an example of a weathering reaction, 
the congruent dissolution is probably straightforward. 
Many published data, however, reveal that in the process of 
HAP crystal growth, equilibrium conditions cannot be at­
tained in experimentally reasonable times.8 For this reason, 
analysis of solid-solution experimental data solely on the

basis of thermodynamic solubility products is an oversim­
plification. Kinetic considerations may be of paramount 
importance in controlling the formation of the calcium 
phosphate phases during the precipitation reactions. Thus 
in the case of calcium phosphate precipitation at physiolog­
ical pH, the initial rapidly formed amorphous precursor 
undergoes a slow transformation to HAP and significant 
changes, with time, are observed in such factors as chemi­
cal composition, the degree of crystallinity,9 and the specif­
ic surface area10 of the solid phases.

The spontaneous precipitation of calcium phosphate 
from its supersaturated solutions has been extensively 
studied. The critical precipitation point is usually deter­
mined by the slow mixing of solutions containing calcium 
and phosphate ions and observing the first appearance of 
solid phase. This procedure suffers from the disadvantage 
that a considerable amount of precipitation has already 
taken place before the precipitate is visible in the solution. 
The usual assumption of homogeneous nucleation is also 
open to question since it is doubtful if any medium is suffi­
ciently free from foreign nucleating sites to preclude the 
possibility of heterogeneous nucleation. For these reasons, 
it is very difficult to reproduce the results of spontaneous 
nucleation experiments and the present work is concerned 
with the growth of well-defined seed materials in stable su­
persaturated solutions of calcium phosphate. Such experi­
ments have been shown to be highly reproducible11’12 and 
studies can be made of the effects of factors such as the 
level of supersaturation, seed morphology, and the pres­
ence of foreign ions. Thus at pH values below the physio­
logical level at which dicalcium phosphate dihydrate 
(hereafter DCPD) is the stable phase, it has been shown 
that crystal growth of seed crystals from stable supersatu­
rated solutions, under conditions of both variable and con­
stant pH, is controlled by a surface reaction at the crystal- 
solution interface. The rate of crystal growth is proportion­
al to the square of the supersaturation and is independent 
of the fluid dynamics within the system.13 However, the 
congruent dissolution of DCPD crystals into subsaturated
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solutions is diffusion controlled and the rate is directly pro­
portional to the degree of undersaturation.14

The present work is concerned with the growth of HAP 
seed crystals under conditions of physiological pH. This 
system is considerably more complex than that for DCPD 

''and the simple kinetic equation which applies in the latter 
can no longer be used. Factors such as solid surface:solu- 
tion ratio, level of supersaturation, and the presence of 
neutral electrolyte have been studied in order to throw 
more light on the precipitation of calcium phosphates 
under physiological conditions.

E xperim ental S ection

Materials. Reagent grade materials were used in all ex­
periments. Well-crystallized HAP seed material was pre­
pared by the method of Nancollas and Mohan.8

Crystal Growth Experiments. The crystal growth experi­
ments were performed in a water-thermostated double- 
walled vessel using stable supersaturated solutions of 
known supersaturation. The solution was stirred with a 
magnetic stirrer at about 250 rpm, and nitrogen gas was 
bubbled throughout the experiment to exclude carbon 
dioxide. The pH was measured with a glass electrode-calo­
mel electrode pair connected to the Metrohm Herisau pH- 
Stat (Model Combititrator 3D). The electrode systems 
were standardized before and after each experiment with 
NBS standard buffer solutions prepared according to 
Bates:15 0.025 M  potassium dihydrogen phosphate + 0.025 
M disodium hydrogen phosphate, pH 6.865 and 0.01 M 
borax, pH 9.180 at 25°. Calcium chloride and phosphoric 
acid solutions were mixed at the desired molar ratio (1.66 
unless otherwise stated), and the pH was adjusted to 7.40 ±
0.01 by the pH-Stat addition of 0.05 M  base. Following the 
addition of a known amount of seed slurry, crystal growth 
was monitored by pH-Stat addition of 0.05 M alkali metal 
hydroxide. At known times, samples of solution were with­
drawn from the cell and filtered through Millipore Celotate 
filters of 0.22-/u pore size. The solution phase was analyzed 
for total calcium and phosphate. Calcium solution concen­
tration was determined by atomic absorption spectroscopy, 
using a 303M Perkin-Elmer spectrophotometer; a typical 
calibration line had the following parameters: [Ca] X 10-4 
(M) = (5.37 ± 0.07)(absorbance) -  (0.0236 ± 0.008), with 
the standard deviation of determination of 0.02 ppm in the 
range of 1-8 ppm Ca. Phosphate solution concentration 
was determined spectrophotometrically by the phospho- 
molybdate method.16 A typical calibration line had the fol­
lowing parameters: [P] X 10-5 (M) = (4.928 ± 0.119)(ab­
sorbance) — (0.214 ± 0.093); the standard deviation of de­
termination in the 10 — 50 gM range was 0.5 gM .

The solid phases after lyophilization were further char­
acterized by X-ray diffraction, infrared spectroscopy 
(Nujol mulling technique and KBr-pellet method), and dis­
solution experiments. The X-ray diffraction (Cu Ka radia­
tion) examination of seed material and grown products was 
performed using a Philips XRG-300 X-ray diffractometer 
coupled to a recorder. The relative crystallinity of grown 
samples was estimated semiquantitatively from a linear re­
gression line using known crystalline and amorphous syn­
thetics as standards, measuring the intensity of the unre­
solved 211 reflection.17 Amorphous calcium phosphate was 
prepared by spontaneous precipitation from calcium phos­
phate solutions at pH 7.40 in the presence of 10-4 M pyro­
phosphate as described by Francis.18 Mixtures with HAP 
were prepared by weight (50 mg total) and carefully ho­

mogenized in an agate mortar with 1 drop of mineral oil. 
The resulting paste was evenly spread on a glass plate in 
order to avoid the preferential orientation of crystallites, as 
would be the case if pellets were used. The relative intensi­
ties of the 211, 112, and 300 reflections were 100, 60, and 60 
as given for mineral hydroxyapatite.19 The standard devia­
tion of determination was 2.67%.

R esu lts and D iscussion

It is first necessary to express the degree of supersatura­
tion in the stable supersaturated solutions with respect to 
the various possible calcium phosphate phases, DCPD, oc- 
tacalcium phosphate (Ca4H(P04)3, hereafter written OCP), 
tricalcium phosphate (Ca3(P04)2, hereafter TCP), and 
HAP. In addition to the concentration of calcium and 
phosphate ions in the solution, the supersaturation de­
pends upon the pH, temperature, and the concentration of 
other “neutral” electrolytes. The degree of supersaturation 
with respect to each of the calcium phosphate phases can 
be expressed in terms of the appropriate ionic concentra­
tion products (ScaP, eq 1), the calculated free calcium ionic

_  IP -  K„
‘-’ caP  — K  ( 1 )

concentration (Sca> eq 2), or the Gibbs free energy of trans-

SCa
[Ca2*], -  [Ca2-] 

[Ca2*]«, (2)

fer from supersaturated to saturated solution (AG, eq 3). IP

A  G = -R T  In j ? -  (3)

corresponds to the activity product in the supersaturated 
solution defined, for each calcium phosphate phase, by eq
4-7 where Ksp is the value of IP at equilibrium (7fsp

I P d c p d  = [Ca2*][HP042~]/22 (4)

I P o c p  = ([Ca2t] /2)4([P0 43"]/3)3[H ']/1 (5)

IPTCP = ;[Ca2t] /2)3([P0431 / 3)2 (6)

IPHAP = ([Ca2+] /2)5([P043_] /3)3/cw/  [H+] / ( (7)
(DCPD) = 2.1 X lO“7,20 Ksp (OCP) = 1.25 X 1(T47,21 Ksp 
(TCP) = 1.15 X JO“29,22 and K sp (HAP) = 1.8 X lO“58,23), 
[Ca2+]f is the free ionic calcium concentration at time t 
and [Ca2+]„ is its equilibrium value, and —AG represents 
the affinity of the reaction.24 Concentrations of the ionic 
species in the solutions were calculated as described pre­
viously25 from mass balance, electroneutrality, proton dis­
sociation, and calcium phosphate ion-pair association con­
stants12 by successive approximations for the ionic 
strength, 7. The activity coefficients of z-valent ionic 
species, fz, were calculated from the extended form of the 
Debye-Hiickel equation proposed by Davies,26 —log /, = 
Az2( /1/2/(l + 7 1/2) -0 .3  7).

Growth Experiments of High Supersaturation. In most 
of the previous spontaneous precipitation work, relatively 
high concentrations were used and the solutions were con­
siderably supersaturated with respect to all of the calcium 
phosphate phases. These conditions are, however, far re­
moved from those in vivo In the present work, experiments 
made over a range of supersaturation are summarized in
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TABLE I: C on cen tration  and S u p ersatu ration  D ata o f  Som e T ypical C alcium  P h osp h ate  S up ersatu rated  
S o lu tio n s Prior to  In ocu la tion  (pH 7.40, 25°)

Total Total Ionic -AG
Expt System [calcium ], [phosphate 1, strength, [NaCl], ScaP S Ca (eq 3),
no. type m l m M mM m M Phase (eq 1) (eq 2) kcal mol 1

DCPD 0.66 0.24 0.27
OCP 1.60 X 102 1.1 2.96

46 I 1.562 0.973 6.73 TCP 1.17 X 103 3.4 4.19
HAP 1.23 X 1011 43.6 15.07
DCPD -0 .78 -0 .56 -0 .91
OCP -0 .87 -0 .33 -1 .16

79 II 0.432 0.287 2.07 TCP 5.95 0.53 1.22
HAP 3.29 X 10’ 12.0 10.27
DCPD -0.44 - 0.12 -0 .37
OCP 2.21 0.18 0.71

25 III 1.576 0.987 157.5 150.0 TCP 6.82 X 10 1.30 2.52
HAP 1.26 X 109 18.0 12.45

TABLE II: C alcium  P h osp h ate  C rysta lliza tion
In d u ced  by th e  A dd ition  o f  HAP Seed
(0.2 g o f  Seed l." 1) a t 25°, pH 7.4________________

Initial
Initial concn ra;g’ ,
-------------------------- -  A Tca/

Expt
no.

1 0 3Tca,
M

1037T,
M

Neutral At, nM 
electrolyte min-1 g~1 Base

46 1.562 0.973 420 KOH
77 1.477 1.041 200 KOH
84 0.934 0.617 112 KOH
72 0.709 0.449 60 KOH
71 0.577 0.377 48 KOH
73 0.501 0.340 57 KOH
74 0.451 0.301 40 KOH
79 0.432 0.287 48 KOH
76 0.371 0.247 43 KOH
28 1.611 0.987 550 NaOH
29 1.616 0.979 0.01 M NaCl 315 NaOH
27 1.620 0.967 0.05 M NaCl 192 NaOH
26 1.583 0.970 0.10 NaCl 195 NaOH
25 1.576 0.987 0.15 NaCl 165 NaOH
24 1.570 0.972 0.40 NaCl 77 NaOH
23 1.616 0.977 0.70 NaCl 77 NaOH
10 1.609 1.013 0.15 M LiCl 193 LiOH
21 1.601 0.921 0.15 M NH4C1 190 NH,OH
25 1.576 0.987 0.15 Af NaCl 165 NaOH
13 1.565 0.968 0.15 M  KC1 118 KOH
19 1.672 0.955 0.15 M CsCl 65 CsOH

Tables I and II. Negative values of .S'Cap, SCa, and —AG rep­
resent undersaturation with respect to the particular phase 
considered. In systems II and III it was possible to control 
the driving force to avoid the formation of some of the cal­
cium phosphate phases. HAP is the least soluble phase at 
pH 7.40 and, in the absence of kinetic complications, it 
should be the thermodynamically most stable.27 The re­
sults of a typical experiment (expt 46) at relatively high su­
persaturation are shown in Figure 1 in which the concen­
tration of calcium ion is plotted as a function of time fol­
lowing the addition of 200 mg l.-1 of HAP seed crystals to 
the stable supersaturated solution. On the basis of the cal­
culated concentrations of the calcium and phosphate ions, 
the ionic products of each of the calcium phosphate phases 
corresponding to equilibrium are also included in Figure 1. 
It can be seen in Figure 2 in which the driving force, -AG, 
is plotted against time that the solution became undersatu­
rated with respect to DCPD after a relatively short time 
(approximately 10 min) while supersaturations of OCP and 
TCP were maintained for about 40 and 570 min, respec­
tively. At all states of the reaction the solution was highly 
supersaturated with respect to HAP.

Figure 1. Crystal growth at high supersaturation. Plots of total calci­
um concentration (full line) and base uptake (dotted curve) as a func­
tion of time for expt 46.

In Figure 1, it can be seen that immediately following in­
oculation with seed crystals, the very fast growth commen­
ces. The initial rate of reaction normalized for seed or 
solid-phase concentration was estimated to be —A TçjA t ~ 
420 fiM min-1 g_1. After about 30 min, the rate decreased 
(—ATca/Ai » 5.3 [iM min^1 g_1), until almost zero at 200 
min following which there is a further increase from 3 to 8 
hr characterized by a rate of growth of about 2.5 nM min“ 1 
g_1. This discontinuity in the rate curve is paralleled both 
in the soluble phosphate level and in the potassium hy­
droxide uptake required to maintain the pH at 7.40. It is 
interesting to note that the break in the growth curve at 
200 min was not noticeable in previous work8 in which con­
siderably less seed material was employed. The presently 
studied high solid:solution ratio is certainly of considerable 
importance since in physiological systems such as the bone- 
serum interface the mineral surface areas involved are very 
large.

The observed inflection in the growth curve probably 
arises through the superposition of a number of kinetic 
processes which take place at different rates and provides 
further evidence for the involvement of more than one cal­
cium phosphate phase in the precipitation of HAP. The re­
sults may be expressed in terms of the molar ratios of calci­
um to phosphate A[Ca]/A[P], which have precipitated at 
any instant. The data are given in Table II where A[Ca] = 
Tca(initial) -  Tca(time t) and A[P] = Tp(initial) -  
T p(time i), T Ca and Tp being the total concentrations of 
calcium and phosphate, respectively; the uncertainty in 
A[Ca]/A[P] is about ±0.05 or less. It can be seen in Table 
III that A[Ca]/A[P] decreases from relatively high values 
during the first 20 min of reaction to :he value of 1.45
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TABLE III: C rystal G row th  o f  C alcium  P h osp h ate  on  
C rysta lline HAP Seed (High Supersaturation)'1

Amt of

t, min
0.05 M 

KOH, ml
103[Ca],

M
103 [P], 

M
A[Ca]/

A[P]
% cryst 
(HAP)

0 0 1.562 0.973 100
5 1.89 1.208 0.764 1.72

10 3.34 0.996 0.621 1.61
20 4.64 0.812 0.477 1.51
30 5.18 0.738 0.408 1.46 89
60 5.75 0.676 0.357 1.44 86
95 6.18 0.610 0.316 1.45 80

150 6.57 0.556 0 281 1.45
180 6.62 0.543 0 284 1.48 68
210 6.68 0.538 0 282 1.48 77
240 6.85 0.527 0 270 1.47
300 7.29 0.484 0.232 1.45
360 7.63 0.427 0.209 1.48 81
420 7.93 0.396 0.197 1.50
500 9.22 0.368 0.187 1.52

1200 9.85 0.202 0.815 1.52
1440 10.17 0.186 0.894 1.56 93
“ Table I, system I; 0.2 g of speed crystals l.-1; 500-ml 

initial volume; pH 7.40, 25°; expt 46 and 47.

which remains quite constant up to about 300 min. This 
value was also found in previous experiments in which a 
considerably smaller amount of seed material was used.8 At 
longer times, the ratio gradually increases but the value of
1.67 required for HAP stoichiometry was not reached even 
after 3 days of reaction at 25°. It is doubtful if these A[Ca]/ 
A[P] values are useful indicators of the types of calcium 
phosphate phases formed since, as will be seen'later, the 
overall precipitation reaction under the conditions of these 
experiments may involve not only' the formation of differ­
ent calcium phosphate phases but also the concomitant 
dissolution of a thermodynamically unstable phase formed 
rapidly in the initial stages of the reaction.

In order to gain more information about the nature of 
the calcium phosphate phases, X-ray powder diffraction 
and infrared investigations were made on the solid phases 
formed at each stage of the precipitation reaction. In Fig­
ure 3 X-ray data are shown for the solid phase taken from 
the crystallization cell at 60 min of reaction (expt 47), tak­
ing the precautions described to avoid preferential orienta­
tion of the crystallites. It can be seen that the positions of 
the peaks are identical with those of the HAP seed crystals 
and in none of the experiments was any X-ray evidence 
found for the existence of other calcium phosphate phases. 
The particles of such phases, if formed, were therefore too 
small to be detected by the X-ray diffraction method. Thus 
Brown and coworkers28 have stated that lamellar mixtures 
of OCP and HAP are undistinguishable when the crystal­
lites are as thin as 25-75 A. Assuming that the grown mate­
rial consists of a mixture of crystalline HAP and polymor­
phic forms which have the same mass absorption coeffi­
cients, the percentage crystallinity was calculated using the 
method of Klug and Alexander17 on the basis of 100% crys­
tallinity of the original HAP seed material. The data are 
presented in Table III which shows that the percentage 
crystallinity decreases for the first ~200 min following the 
addition of the seed crystals but thereafter increases. In the 
early stages of growth, the peak width increases which indi­
cates a decrease in average particle size, most probably due 
to the formation of amorphous or microcrystalline precur­
sors. At later reaction times, the peak width gradually de­
creases again, indicating an improvement of crystallinity of

grown product. This is in general agreement with observa­
tions made on spontaneously precipitated phases.4’9

These results suggest that at the very early stages of 
HAP seeded growth, an amorphous phase is formed which 
subsequently undergoes conversion to crystalline material 
with an apatitic X-ray pattern. Eanes and Posner29 have 
studied the spontaneous precipitation reaction and found 
that the rate of conversion into the crystalline phase was 
proportonal to the amount of the crystalline phase present; 
the estimated particle size was —115 A which is considera­
bly smaller than in the present work. The conversion of 
amorphous to crystalline phase may involve an epitaxial 
matching of the depositing phase onto the HAP crystalline 
substrate and this explanation is quite consistent with the 
suggested autocatalytic conversion mechanism.9’29 Because 
of the similarities between the structures of OCP and 
HAP28 epitaxial overgrowths of these phases will easily 
occur. It will be particularly likely in systems such as those 
of the present work where rapid variation in the composi­
tion of the liquid phase occurs in the immediate vicinity of 
the growing crystal. The hydrolysis of OCP crystals to 
pseudomorphs whose properties progressively approach 
those of HAP takes place rapidly at temperatures above 
50°.28 At 25°, the hydrolysis reaction will be expected to be 
slow compared with the formation of the amorphous calci­
um phosphate phase.

The infrared spectra of calcium phosphate phases have 
been described by Fowler, Moreno, and Brown.30 In many 
cases, the 3570-cm_1 OH stretch absorption anticipated for 
HAP is very weak. A possible explanation for such an effect 
is that some portion of the OH groups are not detected be­
cause of the poor resolution associated with the small size 
of crystallites of high strain content. On the other hand, the 
growing material may be deficient in OH since HAP is not 
the growth product at the early stages. Consequently, the 
relative intensity of the particular band may be decreasing. 
However, neither the HAP seed nor any of the grown solids 
exhibited any absorption in the 1400-1500-cm"1 range 
characteristic of the presence of carbonate. This rules out 
the possibility of 0 H~-C032_ substitution and demon­
strates the effectiveness of the measures taken to exclude 
carbon dioxide from the system. Fowler, Moreno, and 
Brown30 and Termine and Eanes31 have suggested that the 
bands at 865 and 910 cm-1, characteristic of OCP, may be 
useful for identifying OCP in the presence of HAP. In our 
grown materials the 910-cm-1 band was completely absent 
but there was a diffuse absorption peak at 865 cm-1 indi­
cating the presence of some OCP in the samples grown at 
higher supersaturation (Table I, system I).

Dissolution Experiments. The data presented above 
{eg., Figure 1) strongly suggest that the precipitation of cal­
cium phosphate onto crystalline HAP seed crystals is made 
up of a number of parallel processes. Under the conditions 
of higher supersaturation it is clear (Figure 2) that the for­
mation of up to four different calcium phosphate phases is 
possible in the very early stages of the reaction. The A[Ca]/ 
A[P] ratio during the first several hours of growth (~1.45) 
is very close to the ratio for the freshly precipitated “amor­
phous” calcium phosphate.4 In order to obtain further 
chemical information about the nature of the early devel­
oping phases, a number of dissolution experiments have 
been made under conditions of controlled pH. A 50-ml 
sample of calcium phosphate slurry was withdrawn from 
the crystallization cell at a known time and quickly filtered, 
and the solid 10-12 mg was transferred to another cell con-
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Figure 2. Plot of the driving force (—AG) against time for expt 46: O, 
total calcium concentration (right-hand ordinate); 0, HAP; A, TCP; 
• , OCP; V, DCPD (left-hand ordinate).
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Figure 3. X-Ray powder patterns (Cu Ka radiation) for expt 47.

taining 50 ml of a sodium chloride solution (6 X 10~3 M) 
having an ionic strength close to that in the growth cell. 
The pH was maintained at a value of 7.40 by means of the 
pH-Stat-controlled addition of 5 X 10-3 M  hydrochloric 
acid solution. Dissolution, which proceeded relatively rap­
idly, was followed for a period of 60 min at the end of which 
time the solid phases were separated and the solutions ana­
lyzed for calcium and phosphate.

In Table IV and Figure 4, the molar ratios of calcium to 
phosphate dissolved from the grown solids after 60 min are 
compared with the corresponding A[Ca]/A[P] growth molar 
ratios at the given time intervals. The calculated thermo­
dynamic ionic products at the end of the 60-min dissolu­
tion period show that the resulting solutions were under­
saturated with respect fo DCPD, OCP, and TCP but super­
saturated in HAP. If the dissolution reaction is allowed to 
proceed, after some 120 min, the pH begins to fall and a 
precipitation reaction takes place. However, since the com­
position of the solution remains undersaturated with re­
spect to DCPD, OCP, and TCP, it follows that if these 
phases are present, their dissolution generates calcium and 
phosphate for the formation of the least soluble phase, 
HAP. It is interesting to note (Table IV) that the stoichi-

TABLE IV: C om parison  o f  P rec ip ita tio n  and  
D isso lu tio n  D ata (Expt 77)

Crystal growth Dissolution

1.0
Time of Material 103 [Ca ] Dis-
sample 103[Ca] depos- after 60 [Cap solved

Co with- depos- ited, min of after 60 [Ca]/ [P ]
mM drawal, ited, A[Ca]/ dissoln, min of after

min M A[P] M dissoln 60 min
. 5 30 0.764 1.53 0.335 44 1.33

70 0.858 1.48 0.276 32 1.33
140 0.947 1.49 0.267 28 1.38
240 0.976 1.48 0.296 30 1.370 300 1.046 1.49 0.200 19 1.32
360 1 .088 1.50 0.191 17 1.33

1200 1.331 1.53 0.162 12 1.57
» [Ca] dissolved, expressed as per cent of Ca deposited

(column 2).

1.7

1.5
i

1.3
C a/P

Figure 4. Growth at high supersaturation, plot of total calcium, O, 
and ACa/AP, A, as a function of time (expt. 77). Dissolution experi­
ment; A, Ca/P in solution after 60 min; • , TCa value after 60 min, 
dissolution of sample taken from growth run (Ol at the given time.

ometry of the dissolving phase indicates that OCP may be 
one of the unstable precursor phases. This is in agreement 
with experimental evidence that OCP is formed as the first 
precipitation product in the process of spontaneous precip­
itation.32"33 The relative amount of the precipitated phase 
which dissolves with OCP stoichiometry (Table IV, column
5) decreased with time. It is significant that the corre­
sponding dissolution [Ca]/[P] ratio for later stages of the 
growth process (1200 min, Table IV) is considerably larger 
(1.57). This indicates that by that time, OCP or DCPD 
were no longer available for dissolution from the surface of 
the grown material, having already been dissolved in the 
composite growth process at earlier reaction times. There­
fore, the anticipated dissolution of TCP and/or HAP would 
lead to the observed higher dissolution [Ca]/[P] ratio.

Growth Experiments at Low Supersaturation. It is clear 
from the above, as has been repeatedly stressed by Brown, 
Moreno, and others,5’6-27 that in studying the precipitation 
of calcium phosphate it is important to control the concen­
trations so that the degree of supersaturation of the solu­
tion with respect to the various calcium phosphate phases 
is defined. Frequently, the results of experiments over a 
wide range of supersaturations are compared with the ex­
pectation that the same calcium phosphate phases will be 
formed. Recently, Robertson33 has emphasized the impor­
tance of considering the concentrations of calcium and
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TABLE V: C rystal G row th o f  C alcium  P h o sp h a te  on  
C rysta lline HAP Seed (Low Supersaturation)"

Amt of

t, min
0.05 M, 

KOH, ml 103 [Ca ], M 103[P], M
A [Ca ]/ 

A [P ]
0 0 0.432 0.287

10 0.49 0.351 0.245 1.94
60 0.79 0.312 0.218 1 .76

200 1.07 0.279 0.199 1.74
360 1.13 0.254 0.183 1.73
660 1.34 0.216 0.160 1.71

1440 1.70 0.161 0.120 1.65
2040 1.84 0.149 0.115 1.66
2880 2.00 0.132 0.106 1.67
4440 2.11 0.120 0.102 1.69
6240 2.20 0.115 0.097 1.67

; Table I, system II; 0.2 g of seed crystals 1. '; 500 ml
initial volume; pH 7.40, 25°; expt 79.

Figure 5. Seeded growth experiments at low supersaturation. Plot of 
calcium concentration against time under conditions of high super­
saturation (curve a, O). Each experiment at low supersaturation 
(curves b-f, •) commenced at a concentration given by the points 
of intersection of the curves with curve a. Curves b, d, and f are 
plots of total calcium concentration against time for the first 60 min 
in each case and curve c was continued for 100 min.

phosphate ions in studies of heterogeneous nucleation by 
crystals of HAP. These experiments were performed in a 
medium which was still supersaturated with respect to 
OCP. Therefore his results indicating OCP as the unstable 
precursor in the induced growth are not surprising and 
agree with the results of the present study.

The results of growth experiments made in solutions of 
low supersaturation (Table I, system II, undersaturated in 
DCPD and OCP and supersaturated with respect to TCP 
and HAP) are shown in Figure 5 and a typical experiment 
is summarized in Table V. In Figure 5, curve a (open cir­
cles) shows the crystal growth at high supersaturation (sys­
tem I, Table I). Curves b-f (Figure 5) (solid circles) refer to 
experiments at low initial supersaturation represented by 
their intersection with curve a. Thus growth curve f (and 
Table V) refers to an experiment in which HAP seed crys­
tals were used to inoculate a solution metastable with re­
spect to TCP and HAP (initial Tca = 4.32 X ICC4 M and 
Tp = 2.87 X 10-4 M pH 7.40). Crystal growth commences 
immediately following the addition of seed and the initial 
rate was estimated as -A[Ca]/Ai = 48 /¿M min~' g~]. The 
A[Ca]/A[P] ratios during the first ICO min for points select­
ed from Figure 5 have an average value of 1.76 with a stan­
dard deviation of 0.1. This is considerably higher than the 
value required for HAP indicating the formation of a phase

Figure 6. Crystal growth of calcium phosphate in the presence of 
sodium chloride. Plots of total calcium concentration as a function of 
time: 0, no NaCI; V, 0.01 AiNaCI; O, 0.05 AfNaCI; □, 0.15 MNaCI; 
A, 0.4 A4 NaCI; «, 0.7 AfNaCI.

rich in calcium. This contrasts the suggestion of Bell and 
coworkers34 that the surface of HAP has a tendency for 
preferential interaction with phosphate rather than calci­
um. The data in Table V show that the A[Ca]/A[P] ap­
proaches a constant value of 1.66 after several hours of 
growth indicating the formation of HAP.

Clearly, under these conditions of low supersaturation, 
the calcium phosphates with lower calcium phosphate 
molar ratios, DCPD, OCP, and TCP, cannot form. Their 
subsequent dissolution does not, therefore, contribute to 
the overall A[Ca]/A[P] values. Striking confirmation of this 
suggestion was provided by the results of dissolution exper­
iments made, as described above, at a constant pH and 
ionic strength. The product isolated after 4 days of growth 
under conditions of low supersaturation, dissolved at a cal- 
ciumrphosphate molar ratio of 1.69. The dissolution of 
HAP seed material resulted in a dissolution ratio of 1.72 
and both values indicate that the grown material is HAP 
which undergoes congruent dissolution. The slightly elevat­
ed molar ratio as compared with the theoretical value of
1.67 may be attributed to surface phenomena and the pres­
ence of minor impurities as suggested by Avnimelech and 
others.7

Seeded Growth in the Presence of Neutral Electrolytes. 
In the normal crystallization runs, the pH of the supersatu­
rated solution was maintained by the addition of 0.05 M 
KOH. The results of a series of experiments made using 
similar concentrations of LiOH, NaOH, CsOH, and 
NH4OH showed that the kinetic rate curves had the typical 
shape shown in Figure 1 with the characteristic inflection 
of about 200 min of growth irrespective of which base was 
used. The effect of adding “neutral” electrolyte to the sys­
tem is, however, marked and the results of crystallization 
experiments in the presence of different concentrations of 
sodium chloride are shown in Figure 6. A study by Bell and 
his coworkers34 has shown that the point of zero change 
(PZC) of HAP suspensions is dependent upon the composi­
tion of the ionic medium. Although the PZC of the amor­
phous calcium phosphate precursor is not known, it is also 
likely that it will be dependent upon both the nature of the 
supporting medium and the history of the sample forma­
tion. The added electrolyte may therefore induce coagula­
tion of the particles in a manner analogous to the classical 
colloid coagulation observed in so many systems.35 Another 
influence of the added electrolyte is to decrease the effec­
tive supersaturation by reducing the activity coefficients of
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Figure 7. Crystal growth in the presence of 0.15 M potassium (A), 
cesium (O), and sodium (□) chlorides. Plots of per cent of total calci­
um concentration against time.

the lattice ions in the solution. This is clearly illustrated in 
Table I (system III). It can be seen in Figure 6 that the ad­
dition of sodium chloride markedly decreases the rate of 
crystallization and it is interesting to note that the discon­
tinuity characteristic of the high-supersaturation experi­
ments (Figure 1) is absent. This result is consistent with 
the proposal that the sodium chloride simply reduces the 
driving force for reaction since at an ionic strength of 0.15 
M, DCPD and OCP do not form. It is the concomitant dis­
solution of such phases in the early stages of reaction which 
appears to account for the observed inflection in the 
growth curves.

Crystal growth experiments were made in 0.15 M lithi­
um, potassium, cesium, and ammonium chlorides. The data 
for potassium, cesium, and sodium chlorides are presented 
in Figure 7. It can be seen that there is a marked effect on 
changing the nature of the alkali metal cation. Toward the 
end of the reaction (1000 min) the extent of crystal growth 
increases in the order KC1 < CsCl < NH4CI < LiCl < NaCl. 
The greatest differences are found between potassium and 
sodium chlorides which are of particular importance in bio­
logical systems. After 1000 min of growth 60% of the calci­
um is precipitated in the sodium chloride system whereas 
only 40% has deposited in the presence of potassium chlo­
ride. After 24 hr of reaction, A[Ca]/A[P] values are 1.45 and 
1.61 for NaCl and KC1, respectively. The precipitated sol­
ids at these extended times contained from 5.5 to 6.0 mol % 
of sodium in the presence of sodium chloride but almost no 
potassium in the presence of potassium chloride. These re­
sults are in good agreement with those of Newman and co- 
workers,36 who found that sodium can replace calcium in 
the calcium phosphate solid whereas potassium is revers­
ibly adsorbed on the surface.

Bell and coworkers34 have shown that the point of zero 
change of HAP occurs at pH 7.5 in the presence of sodium 
chloride and at pH 8.4 in potassium chloride systems. In 
the present experiments, at pH 7.40 an HAP surface would 
be appreciably positively charged in the potassium chloride 
solution leading to a lower rate of crystallization. Unfortu­
nately, no electrokinetic data are yet available for the 
“amorphous” calcium phosphate phase for which, being 
more colloidal, different factors may be of importance. It is 
interesting to note that X-ray powder patterns of solids 
grown in the presence of 0.15 M  sodium or potassium chlo­
ride for 120, 240, or 1440 min show no change from that of 
the HAP seed crystals. This indicates that the formation of 
the “amorphous” precursor is undetectable under these

conditions in contrast to the results at an effectively higher 
supersaturation. This finding is in agreement with the re­
sults of the growth experiments made at low supersatura­
tion.

It is clear from the results of the present work that the 
concentrations of lattice ions in supersaturated solutions of 
calcium phosphate are very important in determining the 
nature of the calcium phosphate phase which separates on 
the addition of HAP seed crystals. Indeed, the type of 
phase formed may be influenced by careful control of the 
physicochemical conditions. This finding may be important 
in understanding mineralization in biological systems for 
which the supersaturation is low and the solid:solution 
ratio is very appreciable. The matrix of young bone con­
tains a major proportion of an amorphous inorganic com­
ponent37 whose formation is frequently attributed to the 
presence of a variety of potential crystal growth inhibitors 
in the body fluids. Unfortunately studies of model systems 
are usually made in media of very high supersaturation in 
order to provide appreciable measurable concentration 
changes. In the light of the present results, the reaction 
path may be markedly altered under such conditions. The 
use of low concentration levels is certainly more tedious 
and experimentally demanding but such studies may be 
closer to those in real biological systems.
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Well-resolved esr spectra of the diphenylamino radical are detected upen the uv irradiation of benzene so­
lutions of benzophenone and diphenylamine. The diphenylamino radicals are presumed to arise from hy­
drogen atom abstraction by triplet benzophenone. Using naphthalene as a triplet quencher, the rate of this 
initial reaction is found to be 2.3 X 109 M ~1 sec“ 1 or nearly diffusion controlled. Because substantial over­
all reversible character is apparent during steady photolysis, while the initial reaction appears to be irre­
versible, a series of reactions is proposed in order to regenerate the starting materials.

Introduction

Although the esr spectra of many related radicals have 
been reported,13 until recently the spectrum of the di­
phenylamino radical (Ph2N-)4 had not been clearly identi­
fied. Hoskins5 heated solutions of tetraphenylhydrazine 
(Ph2NNPh2), but observed only diphenyl nitroxide and an­
other spectrum which he attributed to a hydrazyl radical. 
Das, et al.,6 made an extensive esr study of Ph2NNPh2 de­
rived radicals but apparently did not detect Ph2N-. Pan­
ned,7 although initially reporting Ph2N-, later realized he 
had observed only diphenyl nitroxide upon the photolysis 
of diphenylamine (Ph2NH) in tert- butyl peroxide. Finally 
Neugebauer and Fischer2 recorded the isotropic esr spectra 
of a series of diarylamino radicals, and subsequently Neu­
gebauer and Bamberger4 detected the Ph2N- spectrum dur­
ing the photolysis of Ph2NNPh2 in benzene solution.

Tetraarylhydrazines thermally dissociate into diarylami­
no radicals in solution, and they are slowly destroyed by 
disproportionation and polymerization.8 The photolytic 
dissociation products of Ph2NNPh2 yield spectra with 
maxima at 450 and 720 nm.942 By flash photolyzing ben­
zene solutions of Ph2NNPh2 at room temperature, Shida 
and Kira9 observed that both absorptions decay by second- 
order kinetics with a rate constant estimated to be 2.5 X 
107 M-1 sec-1.

Benzophenone (Ph2C0) is efficiently photoexcited to a 
highly reactive n-Tr* triplet state (Ph2CO(Ti))13’14 which 
can disappear by various processes including chemical 
reaction.15 Naphthalene (Ci0H8), with a triplet energy level 
substantially lower than that of Ph2CO(Ti), quenches 
Ph2CO(Ti) at a diffusion-controlled rate and thereby mea­
surably inhibits most chemical reactions involving 
Ph2CO(Ti).19

Reactions between photoexcited ketones and amines 
have been recently reviewed by Cohen, et al.20 Results 
suggest efficient quenching of Ph2CO(Ti) by amines facili­
tated by some initial degree of charge-transfer between 
Ph2CO(T!) and amine.21 26' Accompanying this high 
quenching rate is a low quantum yield for photoreduction 
of Ph2CO.

The rate of P'h2CO(Ti) quenching by Ph2NH in 2-propa­
nol is nearly diffusion controlled (k = 4.3 X 10® M-1 
sec-1),23 and Ph2CO’s photoreduction in 2-methyl-2-propa- 
nol and acetonitrile by Ph2NH is slow, although producing 
a high percentage of 4-(lV-phenylamino)phenyldiphenyl- 
methanol and little l,l,2,2-tetraphenyl-l,2-ethanediol. In 
benzene solution no photoproducts were detected.24 Re­
versible charge-transfer was invoked to account for the ap­
parent high degree of reversibility in 2-methyl-2-propanol 
and acetonitrile.

Davidson, et al.,25 confirmed the low yield of isolatable 
products from the photolysis of Ph2CO and Ph2NH. By 
flash techniques they determined that the hydroxydiphen- 
ylmethyl radical (Ph2COH) was produced, and that at low 
concentrations of Ph2C0 (5 X 10-3 M ) and of aniline, o- 
toluidine, or Ph2NH (ca. 10-2 M), Ph2COH decayed by a 
first-order mechanism. They postulated that Ph2COH was 
reacting with Ph2NH. Although unable to determine if 
Ph2N- was produced along with Ph2COH, they did report 
that when benzene, 2-methyl-2-propanol, and acetonitrile 
solutions of Ph2CO and aniline were flashed, only Ph2COH 
and anilino radicals, and no radical ions, were detected. 
The anilino radical decay was second order.

E xp erim en tal S ection
The esr spectrometer is a Varian X-band system using
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100-kHz field modulation. A Fieldial regulator, a Nicolet 
1072 signal averager, a Hewlett-Packard 2590A microwave 
frequency converter and 5245L electronic counter, and a 
field tracking nmr fluxmeter comprise the major assesso- 
ries.

Benzophenone (reagent grade) was used as supplied and 
diphenylamine was recrystallized from H20-ethanol. 4- 
Hydroxy-2,2,6,6-tetramethylpiperidinooxy was prepared 
from the amine (Aldrich Chemical Co., Inc.) by H20 2 oxi­
dation.27 Tetraphenylhydrazine28 was recrystallized from 
ethanol-toluene yielding colorless crystals, and solvents 
were purified by standard procedures.

Most of the measurements required monitoring the cen­
terline of the Ph2N- esr spectrum and can be divided into 
two categories, the long-term (hours) and short-term pho­
tolysis (minutes) of individual samples. For all experiments 
solutions were placed in 9 in. 3 mm i.d. quartz sample 
tubes. Nitrogen was blown through the quartz dewar insert 
in the microwave cavity to minimize sample heating during 
illumination, and sample temperatures were 23 ± I o. The 
output of an Osram HBO 200W mercury lamp was focused 
on the cavity with quartz lenses, and the microwave power 
was maintained well below the saturation level for Ph2N-.

In order to study the rate of long-term photolytic decom­
position, tubes were filled with 1 in. of solution (about 10-2 
M  in either Ph2NNPh2 or Ph2CO and Ph2NH), degassed 
by freeze-thaw cycles on a vacuum line, sealed in vacuo, 
and photolyzed in situ for periods up to 4 hr. During this 
period the peak-to-peak height of the centerline was deter­
mined at appropriate intervals by recording the central 2.5 
G of the Ph2N- spectrum.

For the short-term photolyses, tubes were filled with 3 
in. of argon degassed solution, stoppered, and immediately 
photolyzed. In order to obtain decay curves, the magnetic 
field was stabilized at the positive peak of the centerline, 
and trigger pulses for the signal averager sweep were gener­
ated by a photodetector which recorded each revolution of 
a rotating sector situated between the uv source and the 
cavity. Although the decay curves thus obtained were de­
cidedly more second order than first order, the method re­
lied upon for determination of the order of decay was varia­
tion of the peak-to-peak height of the centerline with light 
intensity. Calibrated wire mesh screens were used for this 
purpose. Radical concentrations were determined by com­
parison with a 2.3 X 10-6 M benzene solution of 4-hydroxy-
2,2,6,6-tetramethylpiperidinooxy.

For the remaining short-term experiments, i.e., those in­
volving benzene solutions of Ph2CO, Ph2NH, and CioHs, 
tubes were similarly filled with 3 in. of argon degassed solu­
tion, stoppered, and immediately photolyzed. The central
2.5 G of the spectrum was recorded to determine the peak- 
to-peak height of the centerline. In addition a Corning 4-69 
glass filter, with negligible transmission below 320 nm, was 
used to minimize light absorpion by CioHg,29 while trans­
mitting most of the 350-nm band of Ph2C0 .30

Results and Discussion
Neugebauer and Bamberger4 detected the esr spectrum 

of Ph2N- during the photolysis of a 0.2 M  benzene solution 
of Ph2NNPh2 in a flow system. We have obtained a similar 
spectrum with improved resolution (line width = 80 mG vs. 
350 mG) by photolyzing 10-2 M  Ph2NNPh2 in benzene or 
toluene solution at room temperature. Direct interpreta­
tion of this spectrum yields hyperfine couplings (on = 8.82 
± 0.05 G (1 N), a H = 3.67 ± 0.03 G (4 H), a H = 1.52 ± 0.03

Figure 1. Esr spectra of Ph2N* recorded during the photolysis of a 
benzene solution of Ph2CO and Ph2NH: (a) complete spectrum over­
modulated; (b) center of spectrum at high resolution.

G (4 H), and «h = 4.24 ± 0.03 G (2 H)) which agree with 
previous work.4 The g value is 2.0032 ± 0.0001. The esr sig­
nal intensity was proportional to the square root of the 
light intensity (/) and under steady uv illumination de­
creased 50% in about 5 min. The transient decay was sec­
ond order, and calibration with the nitroxide reference gave 
a second-order rate constant of (1.2 ± 0.3)108 M -1 sec-1. 
For the same reaction, Shida and Kira9 reported a rate con­
stant based on optical measurements which was a factor of 
5 smaller. The difference presumably lies in the method 
used to determine radical concentrations. While esr mea­
surements are more reliable in this respect, our error in the 
above rate constant stems almost entirely from this very 
problem.

An equally well-resolved esr spectrum of Ph2N- was 
found upon photolyzing mixtures of Ph2CO and Ph2NH in 
benzene, toluene, or n- hexane. Photolysis of Ph2NH alone 
yields no signal. Under steady illumination [Ph2N*] de­
creased 50% in about 30 min when both Ph2CO and Ph2NH 
were 10-2 M  in benzene. [Ph2N-], typically 10-6 M, was 
proportional to 71/2 and [Ph2CO]172 and independent of 
[Ph2NH] for 10-3 M < [Ph2NH] < 8 X 10-2 M. For 
[Ph2NH] < 10-3 M, the steady-state condition was too 
brief for accurate measurements. The esr signal was 
quenched by Ci0Hg. Rotating sector photolysis gave a sec­
ond-order decay curve and a rate constant of (5.0 ± 1.0) 107 
M -1 sec-1.

Careful line by line comparison of the high-resolution esr 
spectra of Ph2N* obtained by the two methods afforded no 
evidence of radicals other than Ph2N-. However, at high 
magnetic field modulations, stable radicals (not diphenyl 
nitroxide) were occasionally detected in the Ph2CO- 
Ph2NH mixtures when the light was turned off after a brief 
photolysis. In addition the overmodulated Ph2N- spectrum 
from the photolysis of Ph2NNPh2 and the overmodulated 
spectrum from the Ph2CO-Ph2NH mixtures were different. 
The latter spectrum can be interpreted as a spectrum su­
perimposed on the former at about the same g value.

For our purposes the initial reactions may be formulated 
as

* *
P h 2C O  + I(hv) ---- -► P h 2C O (T t ) (1)

* r
P h jC O f r , )  + P h 2NH — -<• P h 2CO H  + P h 2N* (2)

kd
P h 2C O (T t ) ---- >- P h 2CO (3)
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Figure 2. [Ph2N-] vs. [Ph2CO]1/2 for [Ph2NH] = 3.34 X 10-2 M.

Figure 3. 1/[Ph2N-]2 vs. [C10HS] for [Ph2CO] = 1.20 X 10-2 M 
and the following [Ph2NH]: 5.00 X 1<rc M (O), 1.00 X  10-2 M (+), 
and 3.00 X 10-2 M (•).

While Ph2COH has been photolvtically generated from 
Ph2CO and aliphatic amines to give excellent high-resolu- 
tion esr spectra in toluene solutions,31 one could explain its 
absence in our case by noting that the rate of dimerization 
of Ph2COH (2 X 109 M -1 sec-1)32 is an order of magnitude 
greater than that of Ph2N- (1.2 X 108 M -1 sec-1).

In a simple dimerization scheme, one might propose in
addition  to  (1), (2), and (3)

*4
2Ph 2N- -----► P h 2NNPh2 (4)

2Ph2COH —  Ph 2C(OH)C(OH)Ph2 (5)

and perhaps

P h 2NNPh2 + I(hv) — » 2Ph2N- (6 )

One may reject (6) as important because [Ph2N-] is propor­
tional to [Ph2CO]1/2.

For the above scheme, the rate of disappearance of 
Ph2CO may be estimated from k 4 and the steady-state

Figure 4. 1/[Ph2N-]2 vs. 1/[Ph2NH] for [Ph2CO] = 1.20 X  10-2 M 
and [C,0H8] = 1.50 X 10-2 M.

concentration of Ph2lSh, d[Ph2N-]/df = A4[Ph2N-]2 ~ 1.2 X 
10-4 M  sec-1. For 30 min of steady photolysis, a 0.2 M so­
lution of Ph2NH (or Ph2CO) would be consumed, and this 
contradicts our experimental results.

The long sample life strongly suggests a reaction in 
which Ph2CO is regenerated, i.e., (4) and (5) cannot repre­
sent the major reaction termination sequence. An alterna­
tive scheme is suggested by the results of others,23̂ 26 and in 
accord with the proposals of Davidson, et al.,25 we favor 
the reaction sequence

• fe7
P h2COH -  Ph2NH ----- -  X- (7)

ks
X* + Ph 2N* ----- ► P h2CO + 2Ph,NH (8 )

where X- is an unidentified radical.
Steady-state analysis of (1), (2), (3), (7), (8), and 

kq
Ph 2CO(Tf) + C ,0H j ----- >- Ph,CO + C 10H8 (T,) (9)

yields

[Ph2N-]2 fe Jv^P ^C O lfP h .N H ]
Kg(i?r[Ph2NH] + /zq[C10H8] + A>d) X

and
[Ph2COH]/[Ph2N-]

[PhjCOHjN 
LPh2N-] )

fe8[Ph2N']/A’7[Ph2NH

(10)

(ID
If fey and kg are of similar magnitude, the absence of 
Ph2COH is explained. On the other hand, one then requires 
that [X-] ~ [Ph2N-] suggesting that X- is present although 
its esr spectrum is not observed. Reaction 8 would also ac­
count for the two different second-order rate constants 
with the slower 5.0 X 107 M ~l sec-1 rate assignable to &a.

Figures 2-4 indicate that (1), (2), (3), and (7)—(10) are 
consistent with experiment. High concentration deviations 
are attributable to internal filtering and nonuniform sam­
ple illumination. From (10), the slopes of Figure 3, and the 
known values for k q (3.6 X 109 M -1 sec-1)19 and Ad (10® 
sec-1),32,33 k T is calculated as (2.3 ± 0.2)109 M -1 sec-1. k r 
< Aq by only 35%. The molecular volume of Ph2NH being 
larger than that of C]0H8 suggests that the diffusion of 
Ph2NH in benzene should be the slower of the two. If this 
is true and assuming that (9) is diffusion controlled,19 one 
may infer that (2) is almost diffusion controlled.
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Examining (10) further, one notes that when the condi­
tion kd < k T [Ph2NH] is fulfilled, the steady-state [Ph2N-| 
should be independent of [PI12NH] in the absence of CioHg. 
Since k T = 2.3 X 109 M -1 sec-1, the critical value of 
[Ph2NH] is about 5 X 10-5 M. However, as [Ph2NH] is de­
creased below approximately 10-3 M, sample decomposi­
tion affects [Ph2N-] before Ph2CO(Tx) decay, and the criti­
cal [Ph2NH] cannot be confirmed. Ph2N- was barely de­
tectable for [Ph2NH] ~ 5 X 10-5 M and [Ph2CO] = 1.2 X 
10-2 M.

High-resolution (line width = 40 mG) esr spectra of 
Ph2COH have been observed in toluene and other solvents 
and in the presence of various aliphatic amines.31’34 The g 
values were approximately 2.0030. Assisted by these results 
we should have detected Ph2COH in a comparison of high- 
resolution spectra if (4) and (5) were correct. Furthermore, 
since a high-resolution spectrum is expected for Ph2COH, 
the broad resonance cannot be ascribed to it.

Because our results give little information concerning the 
identity of X*, we can only speculate that the 4-(N-pheny- 
lamino)phenyldiphenylmethanol isolated by Pac, et al.,24 
may be a clue. This reaction product might result from a 
precursor such as

PhNHO rW  H

«OH)Ph2

by the reactions

Ph*COH + Ph2NH
/ = \  -C(OH)Ph2 

PhtNH— ( Y
\ = /  H

( 12)

and
/ = \  /C(OH)Ph2

PhNH— ( Y  + Ph,N- —
XH

P h N H ^ j^ j)— aOH)Ph2 + PhJMH (13) 

with (13) then competing with regeneration reaction (8)

PhNH
,C(OH)Ph2

+ Ph,N- Ph2CO -I- 2Ph,NH
H

Summary
Well-resolved esr spectra of the Ph2N- radical are de­

tected upon the uv irradiation of benzene solutions of 
Ph2CO and Ph2NH. The Ph2N- radicals are presumed to 
arise from hydrogen atom abstraction by Ph2CO(Ti). Using 
naphthalene as a triplet quencher, the rate of this initial 
reaction is found to be 2.3 X 109 M -1 sec-1 or nearly diffu­
sion controlled.

For subsequent reactions, the undetectable Ph2COH 
radical and the relatively long sample lifetime under steady 
illumination imply a significant recycling, as opposed to 
consumption of the starting materials in a simple dimeriza­
tion scheme. From the observed second-order decay of

Ph2N- under transient illumination and the absence of 
Ph2COH, the formation of a radical adduct between 
Ph2COH and Ph2NH is inferred. The adduct’s identity is 
uncertain, although it may be responsible for a broad back­
ground esr spectrum superimposed upon that of the Ph2N- 
radical. The adduct’s reaction with Ph2N* regenerates the 
starting materials and accounts for the second-order decay 
of Ph2N-.

Acknowledgment. The author expresses his appreciation 
to S. H. Glarum for many helpful suggestions.

References and Notes
(1 ) A . T . B a la b a n , P. T . F ra n g o p o l,  M . F ra n g o p o l,  a n d  N . N e g o ita ,  Tetrahe­

dron, 2 3 ,  4 6 6 1  (1 9 6 7 ).
(2 ) F . A . N e u g e b a u e r  a n d  P. H. FI. F is c h e r ,  Chem. Be-., 9 8 ,  8 4 4  (1 9 6 5 ).
(3 ) F . A . N e u g e b a u e r  a n d  H . F is c h e r ,  Angew, Chem.. Int. Ed. Engl., 1 0 , 7 3 2

(1 9 7 1 )  .
(4 ) F . A . N e u g e b a u e r  a n d  S . B a m b e rg e r ,  Angew. Chem., Int. Ed. Engl., 1 0 , 

7 1  (1 9 7 1 ).
(5 ) R . H o s k in s , J. Chem. Phys., 2 5 ,  7 8 8  (1 9 5 6 ).
(6 ) M . R . D a s , A . V . P a ta n k a r ,  a n d  B. V e n k a ta ra m e n ,  Proc. Indian Acad. 

Sci., Sect. A, 5 3 ,  2 7 3  (1 9 6 1 ).
(7 ) (a ) J . P a n n e ll,  Mol. Phys., 5 , 2 9 1  (1 9 6 2 ) ;  (b ) J . P a n n e ll,  ibid., 7, 3 1 7  

(1 9 6 4 ).
(8 ) F o r  a  re v ie w  o f  th e  c h e m is t ry  o f  te tra a ry lh y d ra z in e s  a n d  o f  d ia r y la m in o  

a n d  re la te d  ra d ic a ls  s e e  th e  b o o k  b y  A . R. F o r re s te r ,  J . M . H a y , a n d  R. 
H. T h o m s o n , " O r g a n ic  C h e m is t ry  o f  S ta b le  F re e  R a d ic a ls , "  A c a d e m ic  
P re s s , N e w  Y o rk ,  N .Y ., 1 9 6 8 , p p  1 1 1 -1 3 6 .

(9 ) T. S h id a  a n d  A . K ira , J. Phys. Chem.. 7 3 , 4 3 1 5  (1 9 6 9 ).
(1 0 )  D . A . W ie r s m a  a n d  J . K o m m a n d e u r ,  Mol. Phys., 1 3 , 2 41  (1 9 6 7 ).
(1 1 )  D . A . W ie rs m a , J . H . L ic h te n b e lt ,  a n d  J . K o m m a n d e u r ,  J. Chem. Phys., 

5 0 ,  2 7 9 4 ( 1 9 6 9 ) .
(1 2 )  V . F ra n z e n , Justus Liebigs Ann. Chem., 6 0 4 ,  2 5 1  (1 9 5 7 ) .
(1 3 )  H. L . J . B a c k s t ro m  a n d  K . S a n d ro s , A c fa  Chem. Scand., 1 4 , 4 8  (1 9 6 0 ) .
(1 4 )  (a ) G . P o r te r  a n d  F. W ilk in s o n , Trans. Faraday Soc., 5 7 ,  1 6 8 6  (1 9 6 1 ) ;  

(b ) G . P o r te r  a n d  F . W ilk in s o n , Proc. Roy. Soc., Ser. A, 2 6 4 ,  1 (1 9 6 1 ) .
(1 5 )  P e r t in e n t  l i te ra tu re  o n  th e  p h o to c h e m is t ry  o f  b e n z o p h e n o n e  p r io r  to  

1 9 6 8  h a s  b e e n  re v ie w e d  in th r e e  b o o k s  o n  th e  g e n e ra l t o p ic  o f  p h o to ­
c h e m is t ry .  S e e  r e f  16 , 17, a n d  18.

(1 6 )  N. J . T u rro ,  “ M o le c u la r  P h o to c h e m is t r y , "  W . A . B e n ja m in ,  N e w  Y o rk ,  
N .Y .,  1 9 6 5 .

(1 7 )  J . G . C a lv e r t  a n d  J . N . P itts , J r . ,  " P h o to c h e m is t r y , ”  W ile y ,  N e w  Y o rk ,  
N .Y ., 1 9 6 6 .

(1 8 )  A . A . L a m o la  a n d  N. J . T u rro , "E n e r g y  T ra n s fe r  a n d  O rg a n ic  P h o to ­
c h e m is t r y , ”  In te rs c ie n c e ,  N e w  Y o rk ,  N .Y ., 1 9 6 9 .

(1 9 )  W . M . M o o re  a n d  M . K e tc h u m , J. Amer. Chem. Soc., 8 4 ,  1 3 6 8  (1 9 6 2 ) .
(2 0 )  S . G . C o h e n , A . P a ro la , a n d  G. H. P a rs o n s , J r . ,  Chem. Rev., 7 3 ,  141 

(1 9 7 3 ).
(2 1 )  (a ) R . S . D a v id s o n  a n d  P. F . L a m b e th ,  Chem. Commun., 1 2 6 5  (1 9 6 7 );  

(b ) R . S . D a v id s o n  a n d  P. F. L a m b e th ,  ibid., 5 1 1  (1 9 6 8 ).
(2 2 )  R. S . D a v id s o n , P. F. L a m b e th ,  J . F. M c K e lla r ,  a n d  P. H. T u rn e r ,  Chem. 

Commun., 7 3 2 (1 9 6 9 ) .
(2 3 )  M . S a n th a n a m  a n d  V . R a m a k r is h n a n , Chem. Commun., 3 4 4  (1 9 7 0 ) .
(2 4 )  C . P a c , H. S a k u ra i,  a n d  T . T o s a , Chem. Commun., 1 3 1 1  (1 9 7 0 ).
(2 5 )  R . S . D a v id s o n , P. F . L a m b e th ,  a n d  M . S a n th a n a m , J. Chem. Soc., Per­

kin Trans. 2, 2 3 5 1  (1 9 7 2 ).
(2 6 )  J . B . G u tte n p la n  a n d  S . G . C o h e n , J. Amer. Chem. Soc., 9 4 ,  4 0 4 0

(1 9 7 2 )  .
(2 7 )  E. G . R o z a n ts e v ,  Izv. Akad. Nauk SSSR, Ser. Khim., 2 1 8 7  (1 9 6 4 ).
(2 8 )  T h e  te t ra p h e n y lh y d ra z in e ,  s u p p lie d  b y  E. A . C h a n d ro s s  o f  th is  la b o ra to ­

ry , w a s  p re p a re d  b y  th e  p ro c e d u r e  d e s c r ib e d  in th e  b o o k  b y  C . W e y -  
g a n d , "O r g a n ic  P re p a ra t io n s , ”  In te rs c ie n c e ,  N e w  Y o rk , N .Y ., 1 9 4 5 , p  
2 4 4 .

(2 9 )  I. B . B e r lm a n , "H a n d b o o k  o f  F lu o re s c e n c e  S p e c t ra  o f  A ro m a t ic  M o le ­
c u le s , "  A c a d e m ic  P re s s , N e w  Y o rk ,  N .Y ., 1 9 6 5 , p  104 .

(3 0 )  R e fe re n c e  1 7 , p  3 7 8 .
(3 1 )  R . S . D a v id s o n  a n d  R. W ils o n , J. Chem. Soc. B, 71 (1 9 7 0 ).
(3 2 )  J . A . B e ll a n d  H. L in s h itz , J. Amer. Chem. Soc.. 8 5 , 5 2 8  (1 9 6 3 ).
(3 3 )  W . M . M o o re ,  G . S . H a m m o n d , a n d  R . P. F o s s , J. Amer. Chem. Soc 

8 3 , 2 7 8 9  (1 9 6 1 ).
(3 4 )  R . W ils o n , J. Chem. Soc. B, 8 4  (1 9 6 8 ) .

The Journal of Physical Chemistry, Voi. 78, No. 22, 1974



Absolute Emission Quantum Yields of Powdered Samples 2229

A Technique for the Determination of Absolute Emission Quantum Yields of Powdered 
Samples

Mark S. Wrighton,* David S. Ginley, and David L. Morse

Department of Chemistry, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139 

(Received January 10, 1974; Revised Manuscript Received August 1, 1974)

Publication costs assisted by the National Science Foundation

A technique is described for the determination of absolute emission quantum yields of powdered samples 
using a conventional scanning emission spectrophotometer. The technique is applied to the determination 
of the luminescence yields of National Bureau of Standards phosphors, sodium salicylate, tetrahaloman- 
ganese(II) complexes, ClRe(CO)3(l,10-phenanthroline), Ru(2,2/-bipyridine)32+, and bis(diphosphine) com­
plexes of Rh(I) and Ir(I). Measurement of absolute emission yields involves (1) determining the diffuse re­
flectance of the sample relative to a nonabsorbing standard at the excitation wavelength, and then (2) mea­
suring the emission of the sample under the same conditions. The quantum yield for emission is then the 
ratio of the emitted photons to the difference in the number of diffuse reflected photons from the sample 
and the nonabsorbing standard. The only calibration necessary is to determine the relative detector re­
sponse at the excitation and emission wavelengths. The technique gives yields estimated to be ±25%, and 
the validity of the technique has been established by comparison of yields previously obtained for phos­
phors; by obtaining point-by-point reflectance spectra of powdered samples; and by demonstration that 
the luminescence quantum yields are independent of the fraction of incident light absorbed by the sample.

Introduction
Experimental study of the excited state decay of metal 

complexes has included largely measurement of the quan­
tum efficiency for chemical change1 and emission lifetime 
determination for luminescent complexes.2 The measure­
ment of absolute emission quantum yields3 is, by compari­
son, a difficult and tedious procedure. Despite the fact that 
many metal complexes only emit in the solid state, lumi­
nescence quantum efficiencies of most molecules have been 
reported for solutions and are measured relative to a stan­
dard under conditions where the sample and standard have 
the same absorbance. Determination of the luminescence 
efficiency of powdered samples4 has been restricted mainly 
to phosphors.5-7

Determination of absolute rates for radiative decay and 
nonradiative decay requires both a lifetime and an emis­
sion quantum yield determination.1 Increasing interest in 
solid state chemistry, metal complex photochemistry, and 
investigation of the properties of surfaces has prompted us 
to seek a routine method for the determination of absolute 
luminescence yields of powdered samples. We now describe 
a technique for this measurement, which requires only a 
conventional scanning emission spectrophotometer. The 
technique is a reasonable extension of a previously re­
ported method where the intensity of reflected plus emit­
ted light of a powder is compared to the intensity of reflect­
ed light from a reflectance standard employing a constant 
response thermopile detector and a filtered mercury lamp 
excitation source.5’6

The Technique
Luminescence quantum yields of powdered samples can 

be obtained using a conventional scanning emission spec­
trophotometer equipped with a front surface emission at­
tachment. The apparatus is schematically shown in Figure

1. The excitation light is incident normal to the sample; 
some of the light is reflected, some absorbed, and some 
emitted. For the infinitely thick powdered sample the an­
gular distribution of diffuse reflected light and emitted 
light is assumed to be the same, i.e., obeys Lambert’s law. 
Theoretical8 and experimental9 support for this assump­
tion is available.10 The same fraction of emitted and re­
flected light is thus collected by the mirror set at a con­
stant, but arbitrary, angle. In practice the angle of the mir­
ror is adjusted to maximize the emission signal. The light 
collected by the mirror is analyzed both with respect to rel­
ative intensity and spectral distribution. Without changing 
any parameters, and depending on a constant exciting 
source intensity, a powdered sample known not to absorb 
any light is placed in the sample position and the diffuse 
reflected light analyzed for the sample. A presentation of 
the required information is shown in Figure 2 for 
[Et4N]2MnBr4. The luminescence quantum yield is just the 
ratio of the area under the corrected emission curve to the 
difference in corrected area under the diffuse reflectance 
curves for the sample and the nonabsorbing powder. The 
only prior instrumental calibration necessary is determina­
tion of the detector response as a function of energy.

Calibration of the relative excitation source intensity as a 
function of energy enables one to measure the lumines­
cence quantum yield of a powder without requiring a re­
flectance standard. This is achieved by the following proce­
dure: (1) measure the diffuse reflectance of the sample at 
an energy where it is known to be nonabsorbing (generally 
lower than the emission energy); (2) measure the diffuse re­
flected and emitted light at a second energy where some 
absorption occurs. The expected diffuse reflected light in­
tensity at the second energy (if no absorption had oc­
curred) is calculated from the measured value at the first 
energy and the relative output of the excitation source. The 
necessary experimental data for a luminescence yield de-
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Figure 1. Idealized drawing of apparatus for determination of lumi­
nescence quantum yields.
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Figure 2. Raw data necessary for determination of emission quan­
tum yield for [Et4N]2MrBr4: (----- ) diffuse reflectance of Na2S04;
(— ) diffuse reflectance of [Et4N]2MnBr4; (- — ) emission of 
[Et4N]2MnBr4 recorded at ten times the sensitivity of the reflectance 
measurements; (•••■ ) diffuse reflectance of [Et4N]2MnBr4 and 
Na2S04.

termination are included in Figure 2 and the luminescence 
yield is found as above.

In equation form, the luminescence quantum yield, <j>, is 
given by expression 1 where E is the area under the cor-

no. of photons emitted _  _____ E______
^ ~  no. of photons absorbed ~  (Rstd -  Rsmpl)

( 1 )

rected emission curve of the sample and Rstcj and Rsmp\ are 
the corrected areas under the diffuse reflectance curves of 
the nonabsorbing standard and the sample, respectively, at 
the excitation wavelength. For samples which do not ab­
sorb in the region of the emission no correction factor is ap­
propriate. If the sample absorbs in the luminescent region 

. then dilution with a nonabsorbing powder can be employed 
to minimize self-absorption. Otherwise, the luminescence 
quantum yield is to be multiplied by a correction factor to 
take into account self-absorption. The correction factor, C, 
is approximately given by expression 211 where R' is the re-

C =  2/(1 + R') (2)
flectivity of the sample in the region of luminescence.

The only limitation of the technique, in principle, is that

Wavelength , nm

Figure 3. Point-by-point reflectance spectrum of pure powdered 
[Et4N]2MnBr4; Na2S04 is the reflectance standard. Measurement 
was made every 10 nm except at 270-290 nm where data were 
taken every 5 nm.

TABLE I: R eflectance P rop erties o f  Pow ders

Relative diffuse reflectance intensity"

W ave­
length,

nm

Fresh
MgO'1
m irror

MgO
powder K B r N a ,S 0 4

300 0 .5 0.6 0.6 0.6
325 2.8 3.0 2 .7 2.8
350 13.7 12.4 14.0 13.7
375 35.0 36.0 36.0 35.0
400 66.0 67.0 72.0 64.0
425 91.0 90.0 86.0 87.0
450 116 118 102 109
475 124 126 134 118
500 108 110 109 101
525 106 109 107 98 .0
550 85.0 87.0 86.0 80.0
575 65.0 67.0 67.0 61.0
600 45.0 45.0 47.0 42.0
625 28.0 29.0 30.0 27.0
650 18.0 17.0 19.0 17.0
675 8.0 8.0 9 .0 8.0
“ Relative maxim um  output from Aminco detector from 

diffusely reflected excitation by placing the  powders in a 
cuvet in the solid sample accessory. Readings are uncorrected 
for variation in lamp output and detector sensitivity as a 
function of wavelength. h P repared by burning Mg in air.

the luminescent material must absorb a measureable frac­
tion of the excitation light. The validity of the technique 
can be established by (1) comparison of known quantum 
yields with our determinations; (2) obtaining point-by­
point reflectance spectra to make certain that relative ab­
sorbances can be accurately determined; (3) demonstrating 
that the luminescence yields are independent of the frac­
tion of light absorbed. The results of an investigation of 
these criteria are detailed below.

Results
a. Reflectance Spectra. A point-by-point (every 5 or 10 

nm) diffuse reflectance spectrum for the pure solid 
[Et4N]9MnBr4 is shown in Figure 3 using Na2S0 4 as the re­
flectance standard. This spectrum typifies similar determi­
nations for [bis(eis-l,2-bis(diphenylphosphino)ethylene)- 
rhodium(I)]+ and -[iridium(I)]+, Ru(2,2/-bipyridine)c2+, 
and ClRe(CO)3(l,10-phenanthroline) in that spectral band 
maxima and relative absorption intensities parallel previ­
ous transmission and.reflectance measurements for these
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TABLE II: L u m in escen ce D ata  for Pow dered Sam p les
Emission

Sample
% light 

absorbed
Excitation

nm
Emission 

max, kcm" 1
half-width,

cm-1 0 ±  25%»
[EtiN ];MnBr4 31.0 450 19.20 1800 0.57

22.7 450 19.20 1800 0.61
14.6 450 19.20 1800 0.68
47.6 460 19.20 1800 0.57, 0.50, 0.66
45.7 470 19.20 1800 0.60
33.1 450 19.20 1800 0.57
23.4 440 19.20 1800 0.55
3.3 430 19.20 1800 0.58

62.5 290 19.20 1800 0.23
36.5 254 19.20 1800 0.07

|ra-Pr.iNj.>MnBi\i 38.4 460 19.34 1500 0.56
[EtiNJoMnCL 25 .8 460 19.15 1600 0.32
[n-Bu-iNlîMnh 46.0 460 19.30 1660 0.29
|Me4N),MnI4 64.5 460 18.96 1850 0.27
Ir(2=phos)2Cl,’ 31.3 445 17.98 1170 0.24

18.9 465 17.98 1170 0.23
6.8 475 17.98 1170 0.26

Rh(2=phos)?Cli' 39.9 445 17.00 2000 0.02
13.8 505 17.00 2000 0.03

Ru(bipy)3Cl2c 38.6 450 16.95 1500 0.003
CIRe (CO) 3 (phen)d 69.7 420 18.38 2300 0.006-,

62.7 420 18.38 2300 0.005:,
56.0 420 18.38 2300 0.005,

Sodium salicylate 56.7 370 24.35 3800 0.62
90.1 340 24.35 3800 0.53

NBS 1021 phosphor 71.2 254 19.46 1500 0.60
23.3 290 19.46 1500 0.15

NBS 1028 phosphor 92.5 254 19.34 1640 0.41
58.3 290 19.34 1640 0.27

" For samples which luminesce part.ally below the region of corrected spectra (lower energy than 16.7 kcm-1) we have esti­
mated the yield by assuming gaussian emission peaks. b 2=phos is cis-1,2-bis(diphenylphosphino)ethylene. e bipy is 2,2'-bi- 
pyridine. d Phen is 1,10-phenanthroline.

Figure 4. Plot of per cent light absorbed against the relative area 
under the resulting luminescence curve for [Et4N]2MnBr4 (•) bis( c/s- 
1,2-bis(dlphenylphosphino)ethylene)lrldium(l) (O), and CIRe(CO)3( 1,10- 
phenanthroline (A). Variable per cent light absorbed was achieved 
either by dilution of the sample with KBr or by varying the excitation 
wavelength within one absorption band.

complexes.12 All of the complexes investigated except the 
[Et4N]2MnBr4 required dilution with KBr to diminish the 
absorptivity to a level where absorption bands could be dis­
cerned. Reflectance standards used were common inorganic 
salts such as KC1, Na2S0 4, or KBr which are essentially 
nonabsorbing in the region of interest. Table I gives evi­
dence in the 300-675-nm region supporting the notion that 
the reflectivity of KBr and Na2S04 are essentially the same 
as that of fresh MgO which has extremely high absolute re­
flectivity. Empirically, we find that particle size has little

bearing on the results. The matching of the reflectance of 
the standard and the sample at several wavelengths of 
lower energy than the emission has been our practical crite­
rion of matching reflectance properties. In general, grind­
ing the samples with mortar and pestle to similar consis­
tency yielded satisfactory results.

b. Luminescence Quantum Yields. Emission quantum 
yields for several powdered samples are given in Table II. 
As shown for several cases the emission quantum yield is 
independent of the per cent light absorbed at a given exci­
tation wavelength. An equivalent presentation of the data 
is given in Figure 4 where the per cent light absorbed is 
plotted against the relative luminescence area, and, as re­
quired, the plots are linear and extrapolation to zero light 
absorbed gives zero luminescence area.

The luminescence yields of two National Bureau of Stan­
dards phosphors which have been previously measured are 
included in Table II. We find 254-nm excitation yields of 
0.60 and 0.41 for NBS no. 1021 and no. 1028 phosphors, re­
spectively. Literature values for NBS no. 1021 are 0.45,5 
and 0.70,6 and for NBS no. 1028 are 0.68° and 0.68.h Also, 
sodium salicylate as a pure compound has been measured 
and has a wavelength-independent emission yield. Pre­
viously measured values are 0.50,13 0.64,14 and 0.999c and 
we find 0.53 and 0.62 upon 340- and 370-nm excitation, re­
spectively. We have also shown that the relative emission 
quantum yield is constant for several other data points be­
tween 340 and 375 nm.
Discussion

The results reveal that the proposed technique meets the
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criteria outlined above to test its validity. Agreement of the 
values for the phosphor quantum yields is fair, given the 
large variation in the literature values, and the fact that for 
the phosphors measured the luminescence yield is extreme­
ly wavelength dependent6 which may account for some dis­
crepancy. The agreement of the absolute yields for sodium 
salicylate is extremely good. The 0.99 value90 for this com­
pound is incorrect as it is known that the luminescence ef­
ficiency of sodium salicylate increases by at least 30%14 
upon cooling to 77CK. An independent determination15 of 
the emission quantum yield for [Et4N]2MnBr4 upon 460- 
nm excitation yields a value of 0.50 in excellent agreement 
with the values obtained here evidencing the ability of 
other workers to obtain consistent results. We find that the 
reproducibility of a given measurement is likely to be well 
within 10%. The error in the absolute yields, however, is 
likely to be much larger for the following reasons: (1) the 
measurement depends on knowing the relative response of 
the detector as a function of wavelength and we estimate at 
least ±5% and even worse at the extremes of the calibration 
range; (2) the absolute reflectivity of the salts used as stan­
dards is not unity as we have assumed and the reflectivity 
of samples in the luminescence region is also not unity; (3) 
the front surface of the cuvet holding the powder also gives 
a small amount of scattered light (<5% of the total diffuse 
reflected intensity); and (4) the real importance of particle 
size effects are beycnd the scope of our study and have 
been poorly assessed in the past.4 Thus, we estimate the 
absolute quantum yields to be ±25%.

In practice, the technique gives best results for highly lu­
minescent powders where an excitation wavelength close to 
the emission can be used. Weakly luminescent samples are 
difficult due to intense scattered light from the solid, sec­
ond-order grating effects, and poor monochromaticity of 
the excitation light. When an excitation line far removed 
from the emission is required relatively large differences in 
detector response may obtain, requiring careful calibration. 
This difficulty can be minimized by careful selection of 
photomultiplier tube and emission grating. In our experi­
ments differences in detector response were less than a fac­
tor of 3 over the range 250-600 nm using an R136 photo­
multiplier.

Though the technique requires no luminescence stan­
dards, we point out that [Et4N]2MnBr4 is easily synthe­
sized, is stable, has high luminescence efficiency, and can 
be used without dilution. Thus, to gain familiarity with the 
technique determination of its emission yield upon 460-nm 
excitation is suggested. The emission yield of the 
[Et4N]2MnBr4 is 0.55 ± 25%. Note that high-energy excita­
tion of this sample gives smaller yields which is due to di­
rect population of high-energy charge-transfer states which 
apparently neither emit nor fully decay via the ligand field 
excited states.16 When uv absorbing samples are to be mea­
sured sodium salicyclate should serve as a reasonable test 
standard.

Experimental Section
Emission Apparatus. An Aminco-Bowman SPF-2 emis­

sion spectrophotometer equipped with the front surface 
emission accessory from Aminco and an R136 or a 1P21 
photomultiplier tube was used for all studies. The pow­
dered sample was placed in a quartz square fluorescence 
cell. The relative excitation source (150-W xenon lamp) in­
tensity as a function of wavelength was determined by 
monitoring the front surface emission at 630 nm of an etha­

nol solution of Rhodamine B. Using this information rela­
tive detector response as a function of wavelength could 
then be determined for each photomultiplier after reflect­
ing the exciting light into the emission detection system 
and measuring the relative detector output. This calibra­
tion procedure is as reported in the literature.17 The diffuse 
reflected exciting light and the luminescence from pow­
dered samples are measured by simply scanning the emis­
sion monochromator through both the excitation and emis­
sion energy region.

Materials. Phosphors 1021 and 1028'were obtained from 
the National Bureau of Standards; tetrahalomanganese(II) 
salts were prepared by literature routes;18 ClRe(CO)3(l,10- 
phenanthroline) was prepared by heating benzene solu­
tions of Re(CO)sCl (from Pressure Chemical Co.) and 
1,10-phenanthroline to 60° followed by concentration by 
rotary evaporation and addition of n-pentane to precipi­
tate the product, and purification by recrystallization from 
CH2CI2 by addition of n- pentane; Ru(bipy)sCl2 was a gift 
from G. S. Patters.on; Ir(2=phos)2Cl and Rh(2=phos)2Cl 
were-those used in a previous st.udy;12a and the sodium sali­
cylate was obtained from Mallinckrodt Chemicals.

Typical Procedure for Emission Quantum Yield Deter­
mination. Emission quantum yields for powdered samples 
were determined using the following procedure given in de­
tail for Ir(2=phos)2Cl. Spectroquality KBr was ground 
with a mortar and pestle for 2-3 min and placed in one of 
two square fluorescence cells (1 cm X 1 cm). The cell was 
filled with KBr to a mark such that the excitation beam 
was fully below the top of the KBr when placed in the sam­
ple position in the Aminco. The front surface was also ex­
amined to ensure the absence of gross cracks and crevices 
in the powder. Such cracks and crevices were removed by 
gently tapping the cell or by gently pressing on the KBr 
with a spatula. The Ir(2=phos)2Cl was diluted with KBr 
and ground with a mortar and pestle for 2-3 min and the 
resulting powder was placed in the remaining cell. The ex­
citation wavelength of the Aminco was set to 600 nm and a 
0.5-mm slit was placed at the exit of the monochromator. A 
0.5-mm slit was also placed in each of the two slots for exci­
tation slits in the front surface emission accessory of the 
Aminco. A 2.0-mm slit was placed in each of the two slots 
for emission slits in the front surface emission accessory; a 
2.0-mm slit was placed at the entrance to the emission mo­
nochromator; and a 1.0-mm slit width was used at the en­
trance to the PMT housing. With the pure KBr sample in 
position the emission monochromator was scanned from 
550 to 650 nm to observe the diffusely reflected 600-nm ex­
citation light. The angle of the collecting mirror of the 
front surface emission accessory was varied to maximize 
the 600-nm signal. The pure KBr sample was then replaced 
with the Ir(2=phos)2Cl sample and the 550-650-nm emis­
sion region scanned to observe the 600-nm light. The signal 
at 600 nm from the KBr and the Ir(2=phos)2Cl was the 
same within 5%. The excitation monochromator was then 
set at 465 nm and the emission spectrum of Ir(2=phos)2Cl 
scanned as a function of the angle of the collecting mirror 
to check that the maximum emission intensity was 
achieved when diffusely reflected light intensity was max­
imized. The final data necessary for the quantum yield de­
terminations were then collected: (1) with the pure KBr 
sample in place the emission monochromator was scanned 
slowly from 400 to 650 nm to observe the diffusely reflected 
465-nm excitation light; (2) with the Ir(2=phos)2Cl sample 
in place the emission monochromator was scanned again
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from 400 to 650 nm recording both the diminished (com­
pared to pure KBr) diffusely reflected light at 465 nm and 
the Ir(2=phos)2Cl emission; and (3) 1 and 2 were repeated. 
The spectra were then plotted (relative intensity vs. cm^1) 
using appropriate emission dection system correction fac­
tors. The quantum yield is the corrected emission area di­
vided by the corrected area between the 465-nm reflectance 
peaks of pure KBr and the sample. The relative areas were 
determined by cutting and weighing the peaks. The quan­
tum yield of the sample was redetermined at excitation 
wavelengths of 445 and 475 nm using the same powder.
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This paper presents new evidence related to the spatial distribution and limiting concentration of 3-meth- 
ylpentyl radicals ir_ 7 -irradiated 3-methylpentane glass at 77°K. An esr signal at g = 4 attributable ta the 
AM s = 2 transition of radical pairs has been observed. The steady-state concentration of isolated radicals 
at a dose rate of 3 X 1018 eV g-! min-1 is ca. 0.4 mol % at 77°K, and is reached after a dose of ca. 2 X  1021 
eV g“1. The apparent value of the esr relaxation time, (T1T2)1/2, is nearly constant with dose to 1 X 1021 
eV g“1 or higher, implying small intrinsic spur sizes. Previous evidence on radical pairs in polycrystalline 
hexadecane has been confirmed and extended.

Introduction
Knowledge of the spatial distribution of the trapped 

reaction intermediates (radicals, electrons, cations, anions) 
produced by 7 -irradiation of organic solids2 is of value in 
deducing the events by which the energy of the radiation is 
deposited and produces chemical change. In the present 
work we have sought to answer three questions, stated 
below, about the distribution of radicals produced in glassy
3-methylpentane (3MP) at 77°K.

(1) Are some radicals produced in pairs? It has been sug­
gested3 that excited matrix molecules may eject hot hydro­

gen atoms which abstract H from adjacent molecules thus 
forming such pairs, and other mechanisms of pair forma­
tion may also be postulated. Radical pairs nave been ob­
served in polymers,4 crystalline hydrocarbons,5 and glassy 
squalane (CsoKfe)5 by their AMs = 2 esr spectra at G = 4, 
but have not been reported in short-chain hydrocarbon 
glasses.

(2) Does the electron spin resonance relaxation time 
(T ,T 2)1/2of the radicals decrease with increasing y dose in 
a manner indicating progressive overlapping of radical 
spurs, and allowing an estimate of spur size? Such mea­
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surements have been used to determine upper limits of the 
electron spur dimensions in several glasses6 and of the radi­
cal spur dimensions in 2-methyltetrahydrofuran (MTHF).7 
The latter suggest that the radical spur is smaller than the 
electron spur.

(3) What steady-state concentration of radicals is 
achieved at high doses during continued irradiation at 
77° K at a typical dose rate? This concentration can be con­
sidered as a lower limit on the limiting population density 
which might be achieved under optimum conditions of 
lower temperature and higher dose rate.

Earlier work has shown that the radicals produced by y- 
irradiation of 3MP glass at 77°K are predominately secon­
dary 3-methylpentyl radicals.8 The G value is 3.0 ± 0.3.9'10 
A population of these radicals produced with a y dose of 1 
X 1019 eV g_1 decays 50% in the first 5 hr and <5% in the 
next 15 hr,9 the relatively rapid decay being attributable to 
intraspur reaction and the slower decay to random second- 
order radical-radical reaction. The stable radiolysis prod­
ucts found on analysis include those expected from radical 
combination and disproportionation.11

Experimental Section
Phillips pure grade 3-methylpentane was further puri­

fied by passage through freshly activated silica gel, storage 
on the vacuum line over a sodium mirror, and degassing by 
pumping on the liquid. Esr measurements were made in 
the X-band with a Varian 4501 spectrometer using a V- 
4531 cavity, 105-Hz modulation, and a microwave power of 
0.4 mW, except as otherwise indicated. For relaxation time 
measurements, 400-Hz modulation frequency was used to 
obtain saturation curves. 7 -Irradiations were made with a 
6('Co source giving a dose rate of about 3 X 1018 eV g_1 
min-1.

Results
Radical Pairs. Figure 1 shows the AMs = 2 radical pair 

spectrum at g = 4 from 7 -irradiated 3MP glass. Measure­
ments were made on a Varian E-15 spectrometer at high 
gain, modulation amplitude, and power and using a Varian 
computer of average transients (CAT) to provide signal av­
eraging. The spectrum has at least five lines, with a split­
ting of ca. 9.6 G and line width of 4.5 G. After corrections 
for the spectrometer settings and the 100 CAT scans used 
for the g = 4 region, the ratio of the area under the inte­
grated first derivative AMs = 1 spectrum of the isolated 
radicals to that of the spectrum of Figure 1 is ca. 2 X 105. 
To the extent that decay of the radical pairs may have oc­
curred during the 50 min required for the 100 scans, the 
ratio is high. An estimate of the relative concentrations of 
the isolated radicals and radical pairs depends on the tran­
sition probabilities (see Discussion).

Preparatory to looking for radical pair spectra in 7 -irra­
diated 3MP glass, we have observed the AA/s = 2 and AMs 
= 1 spectra of radical pairs in 7-irradiated polycrystalline 
n-hexadecane at 77°K and the AA/S = 2 signal from glassy 
squalane at 77°K, which have been reported by Iwasaki 
and coworkers.4 The n-hexadecane signal in the AM s = 2 
region for a sample which had received a 7 dose of 4.6 X 
10-° eV g“ 1 was unsaturated up to 20 mW, slightly saturat­
ed at 60 mW, and about 20% saturated at 190 mW. The sig­
nal of the isolated radicals was somewhat saturated at all 
powers above 0.4 mW and remained nearly constant with 
increasing power above 40 mW, under fast passage condi­
tions. The AA/s = 2 signal from squalane was a well-de-

Figure 1. Esr spectra in 1620-G region: (A) radical pair signal from 
7 -irradiated 3-methylpentane; (B) signal from irradiated empty Su- 
prasil esr tube; (C) signal from unirradiated Suprasil esr tube. All 
scans 200 G; T =  77°K; dose = 2.7 X 1020 eV g_1; microwave 
power = 20 mW; modulation amplitude = 4 G; measurements made 
on E-15 spectrometer. Each spectrum is the sum of 100 scans with 
the computer of average transients.

Figure 2. Radical concentration as a function of dose during 7 -irra­
diation of 3-methylpentane glass at 77°K as Indicated by height of 
second peak from low-field end of esr spectrum. The sample was 
held at 77°K during the 9.5- and 11-hr interrupt ons of the irradiation.

fined line with AHms = 42 G centered at 1620 G with some 
indication of much weaker lines on the wings of the 400-G 
scan used.

Radical Concentration vs. 7 Dose. Figure 2 shows the 
change with 7 dose of the height of the second line of the 
first derivative esr signal of the isolated radicals produced 
in 3MP at 77°K. During the first 4 X 1020 eV g_1 the 
growth is approximately linear, as previously observed612 
for 3MP, 3-methyldecane, methylcyclohexane, and 2-meth­
yltetrahydrofuran. After ca. 2 X 10zl eV g-1 of continuous 
irradiation, the peak height reaches a steady state. During 
a 9-hr interruption after a dose of 1.9 X 1021 eV g-1, the 
peak height dropped by 52%, but grew to the former maxi­
mum with a further dose of 1 X 1021 eV g_1.

Since the ratio of the height of peak 2 of the first deriva­
tive spectrum of isolated 3-methylpentyl to the area ob­
tained by double integration of this spectrum increases by 
30-40%9 during the first few hours of cecay (in samples 
having received doses of 1019 eV g-1), it is expected that a 
plot of true radical concentration would fall somewhat 
below the curve of Figure 2.

Relaxation Times as a Function of 7 Dose. Esr relaxa­
tion time data, (T tT2)1/2, for isolated 3 -methylpentyl radi­
cals in 7 -irradiated 3MP at 77°K are plotted as a function
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Figure 3. Esr relaxation times of trapped species in 7 -irradiated 3- 
methylpentane as a function of radiation dose: (A) radicals at 77°k 
(this work); ( • )  electrons at 71°K (Lin and Kevan6). The dose rate 
for the electron experiments6 was 4 X 1017 eV g- 1  min- 1  and that 
for the radical experiments was 3 X 1018 eV g- 1  min-1 .

of radiation dose in Figure 3, together with analogous data 
of Lin and Kevan6 for trapped electrons in the same ma­
trix. The values of (TiTo)1/2 = 31/2/yHi/o, where T 1 is thè 
spin-lattice relaxation time, T 2 the spin-spin relaxation 
time, 7 the magnetogyric ratio of the electron (1.76 X 
107G-1 sec-1), and H the microwave power at which the 
intensity of the second line of the free radical esr signal is 
one-half of that which would be observed in the absence of 
saturation.

In the absence of complicating effects, the horizontal line 
of Figure 2 for (TiTo)172 of the isolated radicals would in­
dicate that they are produced in spurs of such small diame­
ter that they do not overlap significantly up to a dose of 
1021 eV g-1 or more. However, this interpretation is subject 
to considerable uncertainty due to unknown contributions 
to the measured (T \T 2 )112 which may accompany the 
change in the average age of the radical population during 
the 6.7-hr irradiation. These include the decrease in ratio 
of peak height to integrated area of the esr signal during 
initial radical decay and the decrease in ratio of relatively 
closely spaced radicals in spurs to randomly dispersed radi­
cals as the average age increases. In addition changes in 
spin-spin relaxation between the radicals and the changing 
population of trapped electrons and cations may Occur. 
The apparent values of (T iT2)1/2 for the radicals produced 
in 2-methyltetrahydrofuran by 7 -irradiation have also been 
observed to be independent of dose, up to a dose of 5 X IO20 
eV g-1 at a dose rate of 2.4 X 1019 eV g-1 hr-1.7

D iscussion
Radical Pairs. Determination of the concentration of the 

paired radicals relative to the isolated radicals requires a 
knowledge of the ratios of the transition probabilities of 
the AM a = 2 and A Ms = 1 transitions, which depend on 
the distance between radicals within the pairs. In a poly­
crystalline sample this intrapair distance may be estimated 
from the hyperfine splitting of the AM s = 1 paired radical 
spectrum, but glassy samples do not give such a spectrum.4 
The separation distance can also be estimated from data on

saturation as a function of microwave power, but the diffi­
culty of observing the AMs = 2 spectrum in 3MP has thus 
far precluded such measurements. For assumed intrapair 
separations of 5, 8, and 10 A, the estimated transition prob­
ability ratios are 2.5 X 10-3, 1.5 X 10-4, and 4 X 10-5, 
which give values for the percentage of radicals paired of 
0.4, 6.2, and 19%, respectively. The estimates are made 
using the relation P(AMS = 2)/P(AMs = 1) = (4.5fi2/r6H2) 
(sin2 6) derived for single crystals, where /! = the Bohr mag­
neton, r = the average radical separation distance in the 
pairs, H = the magnetic field at g = 2, and 6 is the conven­
tional angle in polar coordinates.

In polycrystalline n- hexadecane, saturation studies on 
the radical pair spectrum were possible. Assuming the 
maximum of the saturation curve, H imax, to be at 190 mW, 
the average relaxation time (T1 To)1/2 may be estimated to 
be 1.7 X 10-8 sec by the relation (T iT  2 ) 112 = 1/21/2- 
yH 1 max-13 The magnetogyric factor 7 here is 2(1.76 X 
107)G-1 sec-1 rather than 1.76 X 107G-1 sec-1, since the 
spectra were observed at g = 4 rather than g = 2. If the 
spin-lattice relaxation time is ca. 10-6 sec, as indicated by 
our experiments, the spin-spin relaxation time is ca. 10-1°. 
This is about two orders cf magnitude less than that of iso­
lated radicals. From this estimate of T2 the average dis­
tance between radicals in the radical pairs is estimated to 
be 5.1 A (T 2 = r3 /y 2h /2 7r),14 which gives a ratio of the esr 
transition probability for the radical pairs to that of the 
isolated radicals of 2.53 X 10-3. The ratio 1/11,000, for the 
areas under the esr absorption curves of the paired radicals 
at g = 4 and the isolatec radicals at g = 2, together with 
the transition probability indicates that 7% of all the radi­
cals are produced in pairs identifiable by the g = 4 spec­
trum. In the earlier work5 a separation of 5.75 A between 
the radicals in the pairs in hexadecane was calculated from 
the spectral splitting due to zero field coupling, estimated 
from the hyperfine structure of the AM s = 1 radical pair 
spectrum. The ratio of integrated intensities of the pair 
spectrum at g = 4 to the isolated radical spectrum at g = 2 
was 1/16,000 and the estimated percentage of paired radi­
cals was 12.

Limiting Radical Concentration. Taking the initial 
slope of the growth curve of Figure 2 to be proportional to 
the G value of 3.09'10 for production of isolated radicals, 
and assuming the peak height measurements to be propor­
tional to the concentration of these radicals (which intro­
duces some uncertainty), the plateau represents a concen­
tration of ca. 0.4 mol %. At this concentration the distance 
between centers of the radicals, if evenly spaced, would be
6-8 molecular diameters and the average distance of a new 
radical produced in the system from one previously there 
would be about 2 molecular diameters. If the (T^T-tV12 
data of Figure 3 can be correctly interpreted to mean that 
there is little overlapping of radical spurs up to a dose of at 
least 1 X 10 21 eV g-1, it can be reasoned from the concen­
trations achieved that intraspur radical distances are <15 
A. For the reasons cited, this value may be low. However, it 
is not highly implausible. The upper limits of the “spur 
radii” for electrons in 3MP, triethylamine, and 2-methylte­
trahydrofuran have been estimated6 from (T,17’2)1/2 os. 
dose measurements to be 130, 101, and 63 A, respectively. 
These are not the intrinsic spur radii but are expanded 
spur radii reflecting how far the electrons travel before 
being trapped.6 A much lower limit on the average inter­
radical than interelectron distance is to be expected be­
cause the radicals may be presumed to be trapped at their
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site of formation and to diffuse only slowly. 100-eV elec­
trons, presumed to be typical of the 8 electrons which pro­
duced spurs, have linear energy transfer of 3.3 eV A-1 ,15 
which would result in deposition of the energy along a path 
of <30 A.

Conclusion
Radical pairs are produced by y-irradiation of 3MP glass 

at 77°K. The mechanism of their formation is not yet 
known. Possibilities include: (1) abstraction by hot hydro­
gen atoms, as noted in the Introduction; (2) carbon-carbon 
bond rupture giving radicals of carbon number less than 6 
whose spectra at g = 2 are obscured by the 3-methylpentyl 
radical spectrum; (3) encounter of isolated radicals by dif­
fusion (a process which must occur for radicals to decay by 
combination and disproportionation). Experiments com­
paring the rate of decay of the pairs with that of the isolat­
ed radicals and experiments at 4°K should help to deter­
mine the source of the pairs.

The evidence from the measurements of (TxT^Y12 as a 
function of dose, and of the concentration of radicals at the 
steady state, is consistent with the conclusion that radicals 
are separated in the spurs by only a few molecular diame­
ters. A determination of the steady-state concentration of

radicals during irradiation at 4°K would presumably set a
higher limit than the 77°K experiments on the maximum
radical population density which the matrix can sustain.
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The hydrogen bonding of phenol, guaiacol, and catechol to the electron pair donors, dimethyl sulfoxide, te- 
trahydrofuran, and di-n-butyl sulfide, was studied in CCI4 solution at various temperatures by monitoring 
the hydroxyl stretching frequency at 3 p. Only dimethyl sulfoxide was found to disrupt the intramolecular 
hydrogen bond of guaiacol. The intramolecular bond strength for guaiacol was found to be —3.3 kcal mol-1. 
All donors disrupt the intramolecular bond in catechol with consequent formation of hydrogen bonded 
complexes containing one and two donor molecules. The frequency shifts and enthalpy changes for the for­
mation of the monodonor complex with catechol are larger than the corresponding properties for the phe­
nol complex and reflect the influence of the intramolecular hydrogen bond on intermolecular hydrogen 
bonding.

Introduction

A previous study1 has shown that hydroxybenzenes ca­
pable of intramolecular hydrogen bonding form intermo­
lecular complexes with diethyl ether having larger frequen­
cy shifts and enthalpies than those hydroxybenzenes that 
do not have intramolecular bonds. For compounds such as 
catechol (o-hydroxyphenol) the intramolecular hydrogen 
bond presumably changes the basicity of the oxygen of the 
free hydroxy group with a consequent increase in acidity of 
the proton of this group. This work continues the investiga­
tion of the influence of intramolecular bonding on intermo­

lecular bond properties. Phenol, catechol, and guaiacol (0- 
methoxyphenol) complexes with tetrahydrofuran (THF), 
dimethyl sulfoxide (DMSO), and di-n-butyl sulfide (n- 
BU9S) were investigated.

Several studies of the thermodynamic properties of the 
hydrogen bonded complexes of phenol with DMSO, THF, 
and n-Bu2S have been reported. Gramstad2 used ir mea­
surements to find the enthalpy change for the DMSO-phe- 
nol complex to be —8.00 kcal mol-1; the equilibrium con­
stant was reported to be 230.2 at 20°. Drago, Wayland, and 
Carlson3 investigating this same complex by uv techniques 
report AH as —6.5 kcal mol-1; the equilibrium constant at
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TABLE I: T h erm od yn am ic F u n ctio n s

ALT0 ,« A S°,
A 2 kcal m o l - 1  cal deg “ 1 m o l - 1

P heno l-T H F 2 0 13.5 AH  =  - 4 . 9  ±  0 .2 AS = - 1 2
30 1 0 . 0

40 7 .6
50 6 . 1

Phenol-D M SO 25 186 A H  =  - 6 .3 3  ±  0.07 AS = - 1 0 . 8
30 157
40 1 1 2

50 81
G uaiacol-D M SO 25 3.75 A H  = - 3 .0 4  ± 0 .1 4 AS = - 7 .5 7

30 3.43
40 2.87
50 2.53

Phenol-n-BuoS 2 0 1.9 A H  = - 3 . 3  ±  0 .5 AS = - 9 . 9
30 1.5
40 1 .4
50 1 . 1

C atechol-T H F 1 0 27.7 78 Äff, = - 8 . 6  ±  0 . 2 AS, = - 2 4
2 0 16.6 91 Affi = + 3 .6  ± 0 . 3 A S 2 = +  2 2
30 9 .9 1 2 0

40 6 .4 140
Catechol-DM SO 2 0 3.26 X 102 7 .7  X 102 Affi = - 9 . 4  ±  0 .9 AS, = - 2 1

25 2.60 X 102 1.22 X 102 Aff2 = + 5 .3  ±  1 .3 A S 2 = +  31
30 1.69 X 102 1.47 X 103

40 1.00 X 102 1.64 X 103

50 7 .7  X 10 1 2.05 X 103

C atechol-«-B u2S 2 0 1 . 2 2 8 A f f ,  = - 4 . 0  ±  0 .1 AS, = - 1 3
30 0.97 9 Aff2 = + 1 .1  ± 0 . 6 A S 2 = +  8
40 0.78 9

0 The precision reported was obtained from the error in the least-squares slope of a plot of log K  vs. T~K

TABLE II: F requ en cy  S h ifts“ for H ydroxybenzenes  
w ith  V arious E lectron  D onors

ra-BuiS T H F  ' DM SO
Phenol 266 287 354
H ydroquinone 251 265 339
Resorcinol 254 289 356
Guaiacol 360
Catechol 321 363 445

“ The frequency shift in cm - 1  is the difference between 
the free hydroxyl stretching frequency and th a t of the com­
plex in CCh solution. For guaiacol the complex frequency is 
compared to 3611 cm “ 1.

the other reagents for this work and details of the experi­
mental procedure have been previously described.1

The methods of calculation for the phenol and catechol 
complexes are the same as reported previously.1 The calcu­
lations for the guaiacol complex with DMSO are identical 
with the calculations for the phenol complexes. Molar ab- 
sorptivities for guaiacol, phenol, and catechol were deter­
mined as a function of temperature and were in agreement 
with those previously reported.9 Concentrations of the hy­
droxybenzenes were about 0.002 M and the THF and n- 
BU2S concentrations ranged from 0.1 to 0.2 M. The DMSO 
concentration was about 0.003 M.

25° was found to be 182. The phenol-THF complex has 
been studied by Gramstad4 who gives AH as —5.68 kcal 
mol”1 and K at 20° to be 12.90; Singh and Rao5 report AH 
to be —4.0 kcal mol”1 and K at 25° as 13.6; Dunken and 
Fritzsche6 give AH as —5.50 kcal mol”1 and K as 12.2 at 
20°; Bellamy, Eglington, and Morman7 report K to be 10.4 
at 29°; West, et al.,a used measurements on the free OH 
first overtone band and found AH to be —5.29 kcal mol“1 
and K  to be 19.0 at 20°. All the investigations on THF were 
conducted by ir methods and the reported frequency shifts 
range from 283 to 301 cm”1. West, et al.,s found the en­
thalpy change for the phenol-«-BuoS complex to be —4.19 
kcal mol”1 and K calculated from their data at 20° is 1.49.

Experimental Section
Mallinkrodt analytical reagent grade dimethyl sulfoxide 

was refluxed over CaO and fractionally distilled under dry 
nitrogen. Baker analyzed reagent grade tetrahydrofuran 
was fractionally distilled from dri-Na under dry nitrogen. 
Aldrich analyzed di-«-butyl sulfide was fractionally dis­
tilled under dry nitrogen atmosphere. The purification of

Results and Discussion
The thermodynamic properties and frequency shifts for 

the various complexes are given in Tables I and II, respec­
tively. The standard enthalpy change was found from the 
slope of a plot of log K vs. T ~1 and the entropy change was 
calculated from the intercept.

Spectra of solutions of guaiacol in CC14 solution show a 
single absorbance band at 3556 cm”1 corresponding to ab­
sorption by the intramolecular hydrogen bond. No cis- 
trans equilibrium is observed. No change in the molar ab­
sorptivity of this band other than that due to the normal 
temperature dependence was detected and no additional 
absorbance bands were found in solutions containing THF 
or n-Bu2S indicating that the intramolecular bond in guai­
acol persists at the electron donor concentrations used in 
this work. For solutions containing DMSO the molar ab­
sorptivity was found to decrease in proportion to the 
DMSO concentration and a second absorbance band at 
3251 cm”1 was observed indicating that DMSO is a suffi­
ciently strong electron donor to disrupt the intramolecular
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hydrogen bond in guaiacol with consequent formation of an 
intermolecular hydrogen bonded complex.

The equilibrium constants for the guaiacol-DMSO com­
plex (Table I) are less than those for the phenol-DMSO 
complex by a factor of nearly 50 and reflected the difficulty 
of disruption of the intramolecular bond. The frequency 
shift for the phenol-DMSO complex is 354 cm-1 as com­
pared to 360 cm-1 for the guaiacol-DMSO complex. The 
enthalpy change is —6.3 kcal mol-1 for the phenol complex 
while that for the guaiacol complex is —3.0 kcal mol-1. 
Such a large difference between the enthalpy changes 
would not be expected on the basis of the Badger-Bauer 
rule10 but this rule cannot be expected to apply to the guai­
acol-DMSO complex. The reason the rule fails in this in­
stance is that the frequency shift is an approximate mea­
sure of the strength of the interaction between donor and 
acceptor but the enthalpy change is a measure of the sum 
of all the interactions leading to hydrogen bond formation. 
The Badger-Bauer rule does not take into account the dis­
ruption of the intramolecular hydrogen bond in guaiacol 
which precedes the intermolecular association but this is 
reflected in the enthalpy change. The frequency shifts for 
the phenol-DMSO and guaiacol-DMSO complexes are 
nearly identical. This would be expected if the strength of 
the donor-acceptor interaction is not altered by the me- 
thoxy group ortho to the hydroxyl group. It seems reason­
able then to conclude that the strength of the intermolecu­
lar bond between guaiacol and DMSO is about the same as 
that between phenol and DMSO.

The enthalpy change for the formation of the guaiacol- 
DMSO complex may be considered to be given by the sum 
of the enthalpy change for the disruption of the intramo­
lecular bond, AH ¡ntra, and the enthalpy change resulting 
from formation of the intermolecular bond, AHlnter. If the 
enthalpy change for the formation of the intermolecular 
bond is about the same as that for the formation of the 
phenol-DMSO hydrogen bond, AH for the overall reaction 
is given by

AH =  Aifintra + AH inter fTl
—3 . 0  =  A i J i n t r a  — 6 . 3

which gives the enthalpy for disruption of the intramolecu­
lar bond as +3.3 kcal mol-1. All of the species participating 
in equilibria of this work are solvated to some extent. The 
above procedure should give a value for AH mlra which ap­
proximates a vapor-phase reaction because the solvation 
energies would be expected to nearly cancel by taking the 
difference AH — AHmteT.

The persistence of the intramolecular bond of guaiacol in 
solutions containing THF and n-BujS, for which the en­
thalpy change for the formation of intermolecular bonds 
with phenol is —4.9 and —3.3 kcal mol- 1,.respectively, must' 
be due to an unfavorable entropy change.11 If the equilibri­
um constant for the formation of the complexes of this 
work is much less than one, spectroscopic observation of 
the complex species becomes difficult. It is reasonable to 
suppose that THF and n-Bu2S form complexes with guaia­
col with overall enthalpy changes equal to the enthalpy re­
quired to disrupt the intramolecular bond plus the enthal­
py released as a result of the formation of the interbond. If 
the interbond enthalpy is approximately that of the corre­
sponding donor complex with phenol and if the intramolec­
ular bond energy is about 3.3 kcal, AH for the formation of 
THF and n-Bu2S complexes with guaiacol would be ex­

pected to be about —1.6 and 0 kcal mol-1, respectively. For 
entropy changes on the order of those of this work AG° is 
not sufficiently negative to allow spectroscopic observation 
of the equilibrium. The larger donor-acceptor interaction 
for the intermolecular DMSO-guaiacol hydrogen bond is 
sufficient to over shadow the unfavorable entropy change 
so that spectroscopic observation of this complex species is 
possible.

The spectra of solutions of catechol in CC14 show two ab­
sorbance bands corresponding to absorption by the free hy­
droxyl at 3611 cm-1 and the intramolecularly hydrogen 
bonded hydroxyl at 3558 cm-1. In the presence of DMSO, 
THF, and n-Bu2S the molar absorptivity of both bands de­
creases and a third absorption band at lower frequency is 
found. Complex formation between catechol and these 
electron donors was considered to occur in stepwise fash­
ion.1

Table II lists the frequency shifts obtained for the vari­
ous complexes with catechol. These shifts are seen to be 
considerably larger than those for the corresponding phe­
nol complex. Also included in Table II are frequency shifts 
for the complex formation of the dihydroxybenzenes, resor­
cinol and hydroquinone, with the various proton acceptors. 
These shifts indicate that the presence of two hydroxyl 
groups is not in itself sufficient to account for the differ­
ence in frequency shift observed between the phenol and 
catechol complexes. If the two hydroxyls are ortho so that 
intramolecular bonding may occur, the frequency shift and 
AHi, given in Table I, are seen to be significantly larger 
than those for the phenol complexes. Thus the intramolec­
ular bond acts to increase the availability of the free hy­
droxyl proton for intermolecular hydrogen bonding.

Just as the intramolecular bond in guaiacol persists in 
solutions containing THF and ra-Bu2S because of unfavor­
able entropy changes, the intramolecular bond in catechol 
is disrupted by all the electron donors of this work due to a 
favorable entropy change. On the basis of the guaiacol- 
DMSO data, AH9 for catechol complexes would be expect­
ed to be exothermic but less so than AH j. However, A Ho 
for all electron donors with catechol is positive.

The positive enthalpy change could conceivably result 
from a strengthening of the intramolecular bond in cate­
chol due to the increased basicity of the oxygen of the hy­
droxyl group which has its proton intermolecularly hydro­
gen bonded. Nishimura, Ke, and Li12 have accounted for 
the difference in K\ and K 2 for TBP-H20 complexes by 
considering that when one of the water hydrogens is bond­
ed to TBP, the water oxygen becomes more basic. If this 
occurs for the catechol complexes, the increased basicity of 
the oxygen of the intermolecularly bonded hydroxyl could 
produce a stronger intramolecular bond. If A Ho is viewed 
as a sum of the interactions necessary to break the intra-
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molecular bond and form the intermolecular bond, the in­
crease in the intramolecular bond strength due to increased 
oxygen basicity must be on the order of several kcal. Previ­
ous studies of the geometric relations between OH ••• O in­
tramolecular bond lengths and energies13 indicate that a 
change in energy of this magnitude must be accompanied 
by considerable changes in bond lengths and angles for the 
intrabond. Further, any changes sufficient to produce large 
energy differences in this bond would lead to a large fre­
quency shift for the intramolecularly bonded band at 3558 
cm“1. No such shift is observed. It is possible to maintain 
the frequency difference between the 3611- and 3558-cm“ 1 
bands constant by allowing the 0  • • ■ 0  and OH distances 
and angles of the intramolecular bond to vary, but at most 
only a few tenths of a kcal increase in bond strength can be 
realized in this fashion. Thus it appears that even if the ba­
sicity of the oxygen of the interbonded hydroxyl is in­
creased only a small change in intramolecular bond 
strength can be achieved. Therefore other factors such as 
solvation must be held accountable for the endothermicity 
of the second step.

The influence of solvation effects on AH 2 may be seen 
by consideration of the cyclic process

,D

AH2 is the enthalpy change determined in this work, 
AH2' is the enthalpy change for the reaction in the vapor 
phase, and the remaining terms are enthalpies of solvation 
or desolvation. AH A and AHd would be expected to be 
negative terms corresponding to an exothermic solvation 
process. AH a d  should be a positive term corresponding to 
the vaporization of the dicomplex from solution. Thus 
AH2 differs from AH2 by

AH2' -  AH2 =  | ahad | -  | ah a | -  | aHd | (5)

AH 2 would be expected to be negative because the en­
thalpy of the intermolecular bond formed following disrup­
tion of the intramolecular bond is greater than the enthal­
py required to break the intramolecular bond. Because 
AH 2 > 0, the difference in solvation enthalpies must be 
negative which means that the solvation enthalpies of the 
monocomplex, AHA, and donor, AHd, are greater than 
that of the dicomplex. In terms of the entropy changes, 
AS 2, this seems reasonable. A tighter more highly struc­
tured solvent orientation about the monocomplex and 
donor is indicated by the positive entropy change and this 
implies greater solvation enthalpies. This can be contrasted 
with the process corresponding to AHj. Equation 2 shows

Figure 1. A H  vs . A S  for the hydrogen bonding of various donors to 
the hydroxybenzenes. The data for diethyl ether was taken from ref 
1: 0, Et20; • ,  THF; □, DMSO; S, n-Bu2S. The solid line is the least- 
squares equation A/V(kcal) = 0.27AS(cal deg“ 1 mol“ 1) — 1.82. 
The coefficient of correlation is 0.98 and the standard deviation is 
0.98.

that the donor and monocomplex appear on different sides 
of the reaction equation thus the solvation enthalpies 
would partially cancel for AHj.

The difference | AHAd| — | AHa| is expected to be nearly 
constant for each donor. However AHD, the solvation en­
thalpy of the donor, will vary from donor to donor. The sol­
vation enthalpy of DMSO would be expected to be more 
negative than that of THF which in turn should have a 
more negative solvation enthalpy than n-Bu-jS.

If | AHad| — I AH a| is taken to be roughly the same for 
the three donors, AH2' — AH2 will vary from system to sys­
tem depending on the enthalpy of solvation of the donor, 
AH d - A more negative AHd  translates to a more positive 
AH2- For the systems studied here, the solvation effects, 
principally those of the donor, are evidently larger than the 
bonding interaction so that AH > is positive and becomes 
more positive as the solvation enthalpy of the donor in­
creases. It also follows from this analysis that deviations 
from the Badger-Bauer rule for a given electron pair accep­
tor with different donors may be observed due to differ­
ences in solvation enthalpies of the donor.

Pimentel and McClellan10 have shown that a linear rela­
tion exists between AH and AS for hydrogen bond forma­
tion. They explained this relationship by reasoning that a 
more negative AH implies stronger bonding with a more 
restricted configuration in the complex, hence a greater 
order and a larger negative value of AS. The results of this 
study and a prior study on the bonding of the hydroxyben­
zenes with diethyl ether1 have been used to plot AH vs. AS 
as shown in Figure 1. It is seen that a linear relation is im­
plied. The rationale of Pimentel and McClellan is reason­
able if AH represents only the interactions directly respon­
sible for formation of the hydrogen bond, however, for 
guaiacol this is not the case. As shown previously, there are 
interactions included in AH for the guaiacol-DMSO com­
plex which are not representative of the strength of the 
donor-acceptor interaction. Likewise, it seems that AH■> 
does not represent the strength of the donor-acceptor in­
teraction but rather may be largely influenced by solvation 
effects. The AH — AS relation like the Badger-Bauer rule 
does not permit a simple interpretation in terms of hydro­
gen bond strength. In particular, the fact that a given sys­
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tem follows the AH -  AS relation does not necessarily 
mean that inferences regarding the tightness of bonds in 
the complexes can be made.
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By assuming that the specifically adsorbed anions form a surface compound on the electrode surface, con­
siderations are developed for calculating the magnitude of the parameter, b, characteristic of the interac­
tions involved between the metal electrode and the anions. This interaction parameter takes into account 
both the heats of hydration of the anions and the covalent bond energy involved in the binding between the 
electrode and the anions. It is shown that the specific adsorbability of a large number of anions on mercury 
is related directly to the calculated values of the parameter b; i.e., higher specific adsorbability is associ­
ated with higher magnitudes of the interaction parameter. The analysis presented also permits the evalua­
tion of the interactions involved in the specific adsorption of a given anion on a series of metals and the 
correlation of these interactions with the specific adsorbability of the anion on these metals; the data avail­
able in the literature, however, are too scarce to allow a verification of the latter considerations.

I n t r o d u c t io n
Barclay1 has recently collected data on the potentials of

7.ero charge of mercury in 0.1 M aqueous solutions of nu­
merous salts covering a wide range of anions. His purpose 
was to examine the extent of specific adsorption of these 
anions, as shown by the departures of the potential of zero 
charge (pzc) in various solutions from the “reference value” 
of 437 mV (see) in fluoride solutions, in relation to the 
properties of these anions. Qualitatively good results were 
obtained in correlating the specific adsorption with the 
“softness” or the “hardness” of the ions as expounded in 
the theories of Pearson.2 It was further shown by Barclay' 
that his interpretations in terms of Pearson’s ideas2 quali­
tatively supported the concept of specific adsorption put 
forward by Grahame3 in which contact adsorption is as­
sumed to lead to a covalent bond between the electrode 
and the ion.

According to the criteria of Bockris, et al.y supported by 
Devanathan and Tilak,4 the degree and the type of ionic 
solvation determine predominantly the tendency of an ion 
to undergo contact adsorption. This viewpoint3-4 was criti­

cized by Barclay1 by maintaining that sulfide ions, which 
undergo strong contact adsorption,5 are strongly hydrated 
and hence should not adsorb specifically on the basis of cri­
terion of Bockris, et alA

The only attempt to estimate quantitatively the magni­
tude of the interaction involved between the electrode and 
the specifically adsorbed ions is due to Bockris, et alA They 
assumed a covalent bond (cf. Grahame") between the mer­
cury electrode and the specifically adsorbed halide ions and 
estimated the magnitude of the “bond energy” by means of 
the well-known Pauling equation.73 They found, however, 
that in the halide series, the order of specific adsorption 
was opposite to that of the magnitude of the MAX bond en­
ergy (where X is the halide) as estimated by the Pauling 
equation. As pointed out elsewhere,7 the Pauling equation 
gives an estimate of the bond dissociation energy of an iso­
lated gas-phase molecule and hence is really not too rele­
vant in the estimation of the interactions involved in the 
specific adsorption of anions.

It is clear from the foregoing that a clear-cut quantitative 
correlation between the specific adsorption tendencies of
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several anions and their various parameters has not yet 
been established. The object of the present paper is to ex­
plore this further by taking into account the previous 
suggestions3’4’6 that hydration of the ions and the energy of 
the covalent bond between the adsorbed anion and the 
electrode are the important factors involved.

Correlation between Specific Adsorption of Anions 
and Their Energies of Interaction w ith the Electrode

It has been noted1 that in fluoride solutions, in which the 
specific adsorption is absent (see, however, the evidence for 
slight contact adsorption of F-  ions in ref 7b), the —E pzc is 
437 mV (vs. see) and the specific adsorption of various an­
ions pushes this potential to more cathodic values. As a 
semiquantitative measure of the extent of specific adsorp­
tion tendency of an anion, one may take the parameter 
AE pzc, which is the difference between the pzc of mercury 
in the solution of a given anion and in the fluoride solution. 
Higher — AEpzc (minus sign denotes the more cathodic di­
rection of pzc resulting from the specific adsorption) values 
would thus indicate higher extent of specific adsorption.

In order to calculate the interaction energy, b, involved 
between the adsorbed anion, X- , and the metal electrode, 
M, we assume that the specifically adsorbed anion is close­
ly bound to the metal surface, thus leading to its demetalli­
zation8 by forming a surface compound, MX. In some pre­
vious work 8b, such bond formation in specific adsorption 
has been suggested by Andersen and Bockris whose ap­
proach to the present problem involved a detailed consid­
eration of dispersion energy. Our viewpoint involves the 
application of a Born-Haber cycle to the demetallized sur­
face and the appropriate reaction involved in this picture 
of specific adsorption is

X *"' + M (S/L) — » MX(S) + we (1)

Here S denotes that the surface compound MX is a solid; 
M(S/L) denotes that the metal is in its standard state, 
being solid S for most metals and liquid L for mercury; n~ 
is the valency of the anion forming MX.

During the desorption (or removal) of the surface com­
pound MX from the electrode, the reaction involved is op­
posite to that in eq 1, i.e.

MX(S) + we M (S/L) + X „" ' (2)

The enthalpy change in reaction 1 is equal to that in 
reaction 2 but opposite in sign; also this enthalpy change is 
the measure of the interaction energy, b, involved in the 
adsorption/desorption process taking place in the foregoing 
description of contact adsorption. The enthalpy change in 
reaction 2, i.e., the b can be shown, on the basis of an ap­
propriate Born-Haber cycle,73 to be given by

b =  ~AHt + (1/2 )AHdiss + A x_ + (AHh)x. + <p (3)

Where A H f  is the heat of formation (standard state) per 
anion of the surface compound MX formed (e.g., a metal 
halide); (%)AHdiss is half the heat of dissociation of a halide 
molecule (in the gas phase) to create the halide atom, X; 
A x- is the electron affinity of the X atom; ( AH h)x - is the 
heat of hydration of the halide ion, X- ; <j> is the work func­
tion of the metal and refers to the energetic quantity in­
volved in pulling out an electron from the conduction band 
of the metal and bringing it to the gas phase where it can 
react with X to give X- . For a given metal, e.g., Hg (as in 
this section), rj> is constant and hence may be ignored in the 
evaluation of the relative changes in the values of interac­

Effects of Anions on the Potentials of Zero Charge of Metals

tion energy of various anions on a given metal, viz., Hg. It is 
clear that if the MX involves an anion other than a halide, 
(^AHdiss will be replaced by an appropriate heat term 
needed to create that anion in its uncharged (i.e., atomic or 
molecular) state, e.g., S for the S2- anion. The following 
discussion on Hg is facilitated by adopting an example here 
in which X represents a halide atom and the term in <p ig­
nored for reasons stated above.

Now we define a quantity here, namely, the heat of for­
mation of X “  in the aqueous solution, ( A H f x - ) a q . This 
quantity is given by

(AHfJa* =  (1/2)AHdiss + A x_ + (AHh)x_ (4)

By combining eq 3 and 4, we get
b =  -AHf + (Aflfx_)aq (5)

The interaction parameter b as calculated by eq 5 and 
the values of (AHfx )aq for various anions discussed by Bar­
clay1 are given in Table I together with their source refer­
ences. A plot of this interaction parameter, b, against the 
—AEpZC values (plotted or. a log scale) for various anions on 
Hg shows (Figure 1) clearly that more cathodic A E pzc 

values tend to be associated with higher b values, i.e., high­
er specific adsorption tendency heralds stronger interac­
tion energy between the anion and the electrode, for the 
anions for which data are available. In order to explore the 
possibility of this correlation (Figure 1) for additional an­
ions for which A H f  values could not be found, we note that 
an approximate linear correlation exists (Figure 2) between 
the parameters b and ( A H f x - ) a q  of eq 5 ; hence, a plot be­
tween (AHfx-)aq and log (—A£pzc) would have the same 
rough significance as the plot between b and log (—AEpzc). 
The plot of log (—AEpzc) us. (AHfx_)aq values for 11 an­
ions is examined in Figure 3 which supports the trend ob­
served in Figure 1, which included eight anions only be­
cause of the unavailability of data for all anions.

It should be noted that the interaction parameter b of eq 
5 (i.e., the enthalpy change in reaction 1 or 2) incorporates 
both of the conceptual factors thought to be important in 
the specific adsorption of anions, i.e., the covalent bond 
formation and the hydration of the anions. In eq 3, the heat 
of hydration comes in explicitly; as regards the covalent 
bond energy, we note that the covalent bond involved in 
specific adsorption refers to the enthalpy of the reaction

MX(S) — >- M (S/L) + X (6 )

Reaction 6 is, of course, same as reaction 2 but involving 
only the rupture of the covalent bond of MX, without sub­
sequent hydrated anion formation from the X. The bond 
energy E, of the bond breaking involved in eq 6, is given by

E =  -AHf + I/2AHdiss (7)
In other words, the first two terms on the right-hand side 

of eq 3 give the covalent bond energy involved in the bond 
breaking (desorption) or making (adsorption) involved in 
the specific anion adsorption; the term (AHh)x- on the 
right-hand side of eq 3 refers to the appropriate hydration 
(or dehydration, as the case may be) involved; however, an 
additional term, Ax- (and work function, $, if different 
metal electrodes are being compared), also enters in the 
complete evaluation of this interaction parameter, b, as­
suming that specific anion adsorption and desorption pro­
ceeds by reactions 1 and 2, respectively.

In addition to the representation adopted here for the 
specific adsorption tendency of an anion, namely, AEpzc,
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TABLE I

Anion
( A^fx_)aq> 

kcal
- A  H t, 
kcal

b,
kcal

&E pzcj
mV

S 2“ 7.8 13.5 21.3 443
I - — 13.37 12.4 - 0 .9 7 256
C N - 36.1 -3 1 .2 4.9 208
C N S- -2 4 .0 152
B r- -2 8 .9 20.2 - 8 .9 98
N ,- -6 6 .5 72
NO.,- -4 9 .3 7 29.5 -1 9 .8 7 41
CIO,- -3 1 .4 1 33
C l- -4 0 .2 27.5 -1 2 .7 24
CH,COO- -1 1 6 .8 4 99.7 -1 7 .1 4 19
N O ,- 13
H CO ,- -1 6 5 .1 8 3
COT- -1 6 1 .6 3 3
so.,2- -2 1 6 .9 168.3 -4 8 .6 1
F - -7 8 .6 6 47.5 -3 1 .1 5 0

'* The (A-fih )aq values are per mole of the anions (i.e.
per anion) and are taken from Harvey and Porter.8a The 
AHi  values are also per anion  of the MX compound formed 
and refer to the divalent mercury (t.e., MX in its highest 
oxidation state) compound in the crystalline form. These 
values are from ref 9 except for crystalline HgF, for which 
the value could be found only in Sanderson.10 For the N O r , 
the value of —AH;  available for Hg(NO:i),-0.5H,O has 
been corrected by subtracting the heat of formation (in the 
liquid state) of 0.5H,O. The A H i  values for divalent Hg 
compounds have been used because (i) they refer to the 
stablest state of the demetallized Hg; (ii) AH{ values when 
taken as per equivalent (as here) are nearly identical for 
monovalent and divalent Hg compounds; c.g., — ( A H f)e for 
HgO (a divalent compound) is 10.8 kcal whereas for H g,0 
(a univalent compound), it is 10.9 kcal.9 The work function, 
<J, value for Hg is not included in the interaction parameter b 
(■cf . Eq. (3)) for reasons stated in the text.

Figure 1. A plot ot log (—A£pZC) vs. b; — AEp7C refers to the differ­
ence in the pzc of Hg in the 0.1 N solution of the shown anions and 
in 0.1 NF~  ion solutions and is a measure (see text) of the specific 
adsorbability of the anion, b is the magnitude of the interaction ener­
gy between the anion and the mercury electrode, as computed by 
eq 5. See Table I for data and their source references, and the text 
for the significance of this correlation.

the specific adsorbability can also be represented by the su­
perequivalent charge values determined on a metal in solu­
tions of various anions. These data have been given by 
Bockris, et  a l.,3 for the contact adsorption of halides on Hg.

Figure 2. A plot of b vs. (AH,x-)aq, the latter being the heat of forma­
tion of the shown ions in their aqueous solutions. See Table I and the 
text.

Figure 3. A plot of log (—AEpZC) vs. (A H x-)aq for the shown ions; 
these quantities are defined in the captions to Figures 1 and 2, and 
the text. The data are given in Table I.

Figure 4. A plot of superequivalent charge3 (which is a measure of 
the specific adsorbability) vs. the interaction parameter, b (Table I), 
for the halides on mercury in aqueous solutions.

When these superequivalent charge values are plotted 
against their interaction parameter, b, values (i.e., eq 5 and 
Table I), a rather smooth correlation is obtained (Figure 4). 
Higher superequivalent charge values (i.e., higher specific
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adsorption tendencies) are associated with stronger inter­
action energy between the anion and the electrode.

Specific Adsorption of a Given Anion on Various 
Metals

The foregoing considerations can also provide a way to 
explore the specific adsorption tendency (as represented by 
-AEpzc) of a given anion on a series of metals. For a given 
anion, eq 3 becomes

b =  AHt -F K. + (p (8 )
Here K is a constant for a given anion since it is the value 

of (Ai/fx-)aq as in eq 3 and 4. It follows that in the adsorp­
tion of a given anion, X ', on a series of metals, the differ­
ences in the magnitudes of the interaction parameter b are 
accounted for by the corresponding differences in the <j> 
values of metals and the —i\H[ values of the MX, M'X, and 
M"X, etc. formed. To examine this suggestion, we need to 
know the —AEpzc values on several metals under compara­
ble conditions; these data, however, for a given anion on a 
series of metals are believed to be unavailable.

Some Limitations of the Foregoing Approach and 
Related Comments

It should be stated that AEpzc as an indication of the rel­
ative degree of specific adsorption, as taken here, applies 
only to adsorption at the pzc, a case dealt with in this 
paper. At positively charged surfaces further removed from 
the pzc, some reversals in the trends cf contact adsorption 
can occur. The later case is not treated here although the 
considerations developed here can probably provide an 
analysis of positively charged surfaces also.

A major assumption in the theory is the covalent bond 
formation between the metal and the specifically adsorbed 
anion. Lorenz and coworkers1112 have presented some di­
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rect evidence for the partial transfer of charge of the ad­
sorbed anion to the electrode, thus confirming our assump­
tion of the formation of some sort of covalent bond. This 
work11-12 has been recently critically reviewed by Par­
sons.13 Also, from an intuitive point of view, when a dehy­
drated anion is within an interatomic distance of the elec­
trode, formation of a chemical bond is to be expected.

Finally, the application of our arguments (i.e., eq 8) to 
several metals can not be satisfactorily tested at the pres­
ent time owing to the lack of extensive reliable data.
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Results of a study of the solubility of silver iodide at 25° as a function of iodide ion concentration in water, 
in 10, 20, 30, 40, and 50% by weight methanol-water, ethanol-water, acetone-water, and dioxane-water 
mixtures, and in a 60% by weight dioxane-water mixture are presented. These results were obtained with 
previously established radiotracer techniques that are modified to include specific ion electrode measure­
ments. All observed solubilities are interpreted in terms of the presence of iododisilver(I) ions, silver ions, 
undissociated silver iodide molecules, diiodoargentate ions, and triiodoargentate ions. Values of the ther­
modynamic equilibrium constants relating the activities of these species to the iodide ion activity are ob­
tained by a least-squares treatment of the solubility data for each solvent mixture. The observed changes 
in these equilibrium constants are discussed in terms of electrostatics theory, solvation theory, and other 
specific solvent effects. It is notable that the formal solubility of silver iodide in “pure” solvent cannot be 
determined directly from its solubility product. The formation of stable iododisilver(I) ion increases the 
formal solubility of silver iodide to near that of silver chloride. The measured value of the solubility prod­
uct constant of silver iodide in water compares well with values determined previously.

Introduction
The work reported in this paper is a continuation1-3 of 

our study of the solubilities of slightly soluble silver salts as 
functions of anion concentration in aqueous-nonaqueous 
mixtures. The solubility of silver iodide and the various 
equilibria involved have been investigated in 0, 10, 20, 30, 
40, and 50% by weight ethanol-water, methanol-water, ace­
tone-water, and dioxane-water mixtures and in a 60% di­
oxane-water mixture at iodide ion concentrations between 
10-6 and 10-1 M. A radiotracer technique described pre­
viously3 was used to determine total silver concentrations. 
Silver ion activities were measured with an Orion Model 
94-16 silver sulfide specific ion electrode. Our purposes 
were to determine what silver-containing species were pres­
ent and to determine quantitatively the effects of the sol­
vent compositions on the concentrations and equilibrium 
constants for formation of these species in solution and to 
interpret these effects.

E xp erim en tal Section
All chemicals used were reagent grade. Solutions were 

prepared from doubly distilled water which had a specific 
conductance <1.3 X 10-6 ohm-1 cm-1 at 25°. Gas chroma­
tographic analysis of the four organic solvents used in solu­
tion preparations indicated the absence of water (<0.1%) 
and volatile organic impurities.

The method of solution preparation, equilibration, and 
analysis has been described.3 Solubility determinations 
(25), each at a different iodide ion concentration, were 
made in each aqueous-organic mixture. The solubility 
product constant, K s, was determined from measurements 
of silver ion activities in solutions containing excess iodide 
ion by means of a specific ion electrode. The associated sil­
ver iodide formation constant, K x, and the stepwise iodo- 
disilver(I), diiodoargentate(I), and triiodoargentate(I) ion 
formation constants, K Xz, K 2, and K 3, were calculated 
using the modified least-squares method of data treatment

previously outlined3-4 with the inclusion of an iterative pro­
cedure to avoid unequal weighting of data. The notation for 
the various equilibria is the generally accepted notation for 
consecutive or stepwise constants. The mass balance equa­
tion (eq la, lb, and lc) for these systems includes previous-

[ A g t o t a l l

[Aëtotal-I

[ A g t o t a l ]

2[Ag2r ] + [Ag+] + [Agl] + [Agl2‘] +
[ Agls2 ' ] (la)

2 K nK xKs2 + Ka
[ r ] ( n * )2

k xk 2k s[r ]  -

K & L +

A
IrJ (n*)2+ b  + c [ r

y 0
K XK ^ K S[ I']2 

(y 1*)2 
d [f ]2
(y i* )2

(lb)

(lc)

ly defined activity coefficients.2 As can be seen in eq lb and 
lc, Yo*> the activity coefficient of the uncharged species in 
any solvent mixture, is constrained to be unity. This con­
straint forces the effect of the solvent to appear as varia­
tions in B values.1 Values for the densities and dielectric 
constants of the solutions were obtained by interpolation of 
data as reported previously.2-3 The potential difference be­
tween an Orion Model 94-16 silver sulfide electrode (which 
senses free silver ion in solution and free sulfide ion when 
silver ions are absent) and a double-junction calomel refer­
ence electrode was measured in the equilibrated solutions. 
An Orion Model 801 digital pH meter was used to measure 
the potential differences. The silver sulfide electrode was 
calibrated to read silver ion concentrations by measure­
ments in standard AgNO:t solutions of the same organic 
solvent content as the equilibrated sample solutions. Cor­
rections for ionic strength effects were made.

The iodide ion concentrations were calculated from total 
iodide mass-balance equations. A value for the solubility 
product constant for Agl was calculated from the selective- 
ion-determined silver ion activity and the iodide ion activi-
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TABLE I: E q u ilib riu m  C on stan ts and S o lu b ility  Curve E q uation  C on stan ts in  Solvent M ixtures'1

Mole
Wt % fraction

nonaqueous Dielectric organic
component constant component Log K Vi — Log K s Log Ki Log K 3 -Log A — Log B %SD6

A. Ethanol-Water Mixtures
0.00 78.54 0 13.45 16.21 2.35 1.81 9.34 6.88 16.3
9.67 72 .99 0.0402 13.75 16.50 2.69 1.52 9.34 6.48 19.6

19.86 67.08 0.0885 14.14 17.23 2.20 2.10 9.67 6.34 12.1
34.47 58.37 0.1708 14.17 17.28 3.31 1.08 9.70 6.65 9.6
42.15 53.66 0.2220 13.33 16.76 3.65 0.74 10.01 6.41 18.7
54.23 46.66 0.3170 13.83 17.35 4.12 -1 .33 10.11 7.12 12.5

B. Methanol-Water Mixtures
9.47 74.36 0.0556 13.87 16.74 1.91 2.24 9.45 6.95 17.4

19.84 69.28 0.1223 14.34 17.35 1.33 2.94 9.60 6.51 9.2
34.48 62.19 0.2286 14.20 17.31 2.79 1.55 9.69 6.52 8.5
42.10 58.61 0.2905 13.60 17.00 2.72 1.75 9.98 5.79 10.6
54.20 52.88 0.3999 14.35 17.71 3.10 1.50 9.94 5.63 11.4

C. Acetone-Water Mixtures
9.64 73.28 0.0321 13.16 16.19 1.87 2.46 9.62 6.32 18.4

19.80 67.73 0.0712 13.04 16.50 3.07 1.45 10.04 6.84 18.9
34.43 59.17 0.1402 12.83 16.66 3.89 1.24 10.41 6.43 4.1
42.08 54.41 0.1841 12.05 16.38 4.47 0.27 10.91 6.48 10.8
54.15 46.87 0.2684 11.81 16.62 5.86 2.18 11.39 4.59 6.4

D. Dioxane-Water Mixtures
8.24 71.28 0.0181 12.80 15.84 1.66 2.63 9.62 6.58 18.3

20.47 60.37 0.0501 13.04 16.18 2.75 1.75 9.72 6.54 17.7
28.49 53.24 0.0754 12.43 15.97 3.44 1.06 10.13 7.50 11.5
40.75 42.33 0.1234 11.49 16.15 4.09 0.57 11.25 6.97 8.8
48.75 35.25 0.1630 11.69 16.28 4.58 - 0.68 11.17 6.99 2.3
60.73 25.24 0.2405 11.20 16.32 5.10 1.98 11.70 6.31 5.1

“ The assignment of meaningful values of uncertainties to be associated with our reported values of equilibrium constants is a 
difficult problem. The values we report here are given to what we consider to be a “reasonable” number of significant figures. 
b Relative (%) standard deviation of the experimental solubility data from the least-squares calculated solubility curve of 
eq 1.

ty in each of the equilibrated solutions. Values of Ks deter­
mined in this manner agreed with each other with an aver­
age deviation of only a few hundredths of a log unit until 
the mass-balance determination of free iodide ion became 
unreliably small. At low free iodide ion concentrations the 
concentrations of other iodide-containing species were no 
longer negligible in the determination of free iodide ion. 
Free iodide ion concentrations were calculated in this low 
concentration region using values of the mean solubility 
product constant and silver ion activities calculated from 
selective-ion electrode readings. Free iodide ion concentra­
tions and total silver concentrations5 were used to deter­
mine equilibrium constants by a least-squares fit of the 
data to eq lc as discussed previously.2-3 In the calculations 
it has been assumed that 72* = (t i*)4-
Results and Discussion

A, B, C, and D of eq lc were calculated by least-squares 
fitting of data to the solubility curves. The various stepwise 
formation constants were calculated from these constants 
and the solubility product constant determined through 
the use of the selective-ion electrode. The log values of A, 
B, K 1 2 , K s, K 2, and K 3 are listed in Table I. The deviation 
of B (the concentration of undissociated silver iodide 
species) from its value in pure water appears to be too large 
to be attributed to experimental error. In studies of solvent 
mixtures, variations in B caused by changes in the solvent 
mixture can be interpreted in terms either of variations in 
activity coefficient or variations in equilibrium constants. 
The former approach is used here. If it is supposed that

K \K S is constant in all solvent mixtures then variations in 
B can be interpreted in terms of differences between 70* 
and 70, where 70 is the activity coefficient of the uncharged 
species in water solvent. An assumed constancy of K iK s 
implies the choice of a solvent-independent standard state 
for undissociated silver iodide so that variations in the 
value of K 1 with solvent composition reflect changes in the 
sum of the standard chemical potentials of Ag+ and I- , 
while variations in the value of K 2 reflect changes in the 
difference between the standard chemical potentials of 1“ 
and Ag^ - .1 The effect of holding K \K s constant is to sub­
tract out nonlinear solvent effects that are apparently asso­
ciated with the uncharged species.6 Plots of log K 2 vs. 1/D 
show greatly improved linearity when K \K R is taken to be 
constant. Log K\ values are not tabulated inasmuch as 
they are readily calculable from log B and log K s values 
when K \K S constancy is assumed. Tabulated values of log 
K 2 are those arrived at using the KyKs constancy assump­
tion. The values of —log K s (log K 1), log K i 2, log Ko, and 
log K 3 vs. the reciprocal of the dielectric constant of the 
solvent mixtures are plotted in Figures 1-3.

It should be noted that the values tabulated for 20% 
methanol and for 50% ethanol, acetone, and dioxane 
mixtures (excluding log K s values) are less certain than 
those for the other mixtures. The experimental data for 
these four mixtures were uncertain at low free iodide con­
centrations.

The log K  values given in Table I for pure water solvent 
are in good agreement with values from the literature. Typ­
ical values of —log K s are 16.07,' 16.0,8 16.41,® and 16.0910
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Figure 1. Plots of <5,2 =  log /(^(solvent) — log /C12(water) +  3.00 
and 5S = log Ks (water) — log /("¡¡(solvent) according to Born electro­
static model:2 # , solvent = water; O, solvent =  ethanol-water 
mixtures; A, solvent =  methanol-water mixtures; X, solvent = ace- 
tone-water mixtures.

Figure 3. Plots of ¿12 =  log /<"t2(water) — log /C12(solvent) +  1.00, 
¿ 3  =  log K3(water) — log /(^(solvent) +  1.00, 5S =  log /("¡¡(water) — 
log /("¡¡(solvent), and &2 ~  log /C2(solvent) — log K 2(water) according 
to Born electrostatic model:2 • ,  solvent =  water; □  and ■ , solvent 
=  dioxane-water mixtures.

Figure 2. Plots of h 2 =  log K 2 (solvent) — log /C2(water) + 2.00 and 
53 =  log K3 (water) — log K3 (solvent) according to Born electrostatic 
model:2 • ,  solvent =  water; O, solvent =  ethanol-water mixtures; 
A, solvent =  methano-water mixtures; X, solvent =  acetone- 
water mixtures.

compared to our value of 16.21. Previous workers have re­
ported log K 1K 2 values of 10.77 and 11.211 compared to our 
value of 11.68. Our value of 13.49 for log K 1K 0K 3 compares 
with previously reported values of 13.4,7 14.00,9 and 
13.95.12

Kratohvil and Tezak9 report values of K s (estimated), 
K\K<i, and K 1K 2K 3 in 50% ethanol-water and in 48.5% ac­

etone-water that are in reasonable agreement with our 
values. They also give an estimated K s value in 62% metha­
nol-water.

The literature values of 13.2013 and IO.314 for log K 1K 12 
in pure water solvent are significantly different from each 
other and from our value of 22.78. Our data are in reason­
able agreement with those plotted by Kratohvil, Tezak, 
and Vouk15 through the concentration range that both of 
us studied. Our data, however, extend to much lower total 
silver concentrations, for we worked in excess 1“ while they 
worked in excess Ag+. Moreover, there was a large differ­
ence in ionic strengths used by us and by Leden and 
Parck.14 Those authors used 4 F NaC104 while we used 
ionic strengths below 0.1. The ionic strengths in our solu­
tions where Ag2I+ is predominant are less than 0.001. Kra­
tohvil, Tezak, and Vouk15 have already noted the large ef­
fect of ionic strength upon the solubility minimum, which 
is the region that leads to differences in K 1K i 2 values. 
The log of the formal concentration of dissolved silver is 
plotted us. the log of the free iodide concentration for pure 
water solvent in Figure 4. This plot is representative of 
data collected in all solvent mixtures and dramatically il­
lustrates the increased solubility of silver iodide because of 
the formation of the stable Ag2I+ species.

Log K 12, log K 1 (-log K s), log K 2, and log K 3 vs. 1 ID 
data fit straight lines constrained to pass through the water 
point fairly well. However the deviation from a straight- 
line fit is much more pronounced for log K 12 and log K\ 
data than for log K 2 and log K 3 data. The drastic effects of 
the initial disruption of the ordered pure water are notable 
in all instances.1 The slopes of these plots (Table II) indi­
cate that there are pronounced solvent effects which differ 
for each solvent system. It appears that both the molar vol­
ume of the organic component and its dipole moment may 
affect the rate of change of stability of a species, z'.e., the
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TABLE I I :  Slopes o f  P lo ts  o f  log  K  vs. 1 /D  (Figures 1-3)

Methanol Ethanol Acetone Dioxane
Log Ki2 
Log Ki and

147 55 -201 -139“

-log K. 262 151 55 1
Log K 2 1076 201 386 149“.“
Log K 3 -42 -178M — 22P 'd -138

“ The 60% point is omitted. '' The 20% point is omitted. 
‘ The 10% point is omitted. d The 50% point is omitted.

- iog[i i

Figure 4. Plot of Agl solubility as a function of [I ] in aqueous solu­
tion illustrating the effect of Ag2l+ formation at low [I- ]. (Compare 
eq 1.)

stability in a solvent mixture with a given dielectric con­
stant. It is interesting to note that plots of log if 12 and log 
K 1 vs. the product of the organic component mole fraction 
and the reciprocal of the dielectric constant of the solvent 
mixture (Figure 5) for the two alcohols are almost superim- 
posable.

Plots of the logs of the constants A, B, C, and D ap­
pearing in eq 1 vs. the mole fraction of the organic compo­
nent illustrate the similarities and dissimilarities in data 
obtained for OH and non OH containing organic solvents. 
Plots of log A, C, and D vs. organic component mole frac­
tion can be approximated by straight lines.

One might expect the slopes of plots of log K vs. 1 ID to 
be positive for equilibria involving electrostatic attraction 
between the reactants and negative for electrostatic repul­
sion. It is interesting that log K i2 vs. 1 ID has a positive 
slope for the two alcohols and a negative slope for mixtures 
containing organic components with no OH groups.

The magnitude of the slope of a plot of log K vs. solvent 
composition is a measure of the relative stabilities of the 
species at a given solvent-mixture dielectric strength. If 
the species involved were solvated to some extent by the 
organic component their effective radii would increase and 
the species formed by combination of these species should 
be less stable. This effect appears to be evident in equilib­
ria described by / t 12, K h and K 3, but is is reversed for the 
equilibrium described by K 2. The micro effect of electro­
static fields due to a large dipole moment for the organic 
component should diminish the electrostatic effects and 
make the complex species less stable. The dipole moments 
of methanol and ethanol are very nearly the same but that 
of acetone is much larger. This may in part explain the 
large changes in slope (stability at a given dielectric 
strength) when one compares mixtures containing metha­
nol or ethanol with those containing acetone. Dioxane is a

Figure 5. Plots of ¿12 =  log K"12(water) — log /0|2(solvent) and 8S =  
log /Cs(water) — log /("¡¡(solvent) illustrating similarities in effects of 
ethanol and methanol: • ,  solvent =  water; O, solvent =  ethanol- 
water mixtures; A, solvent =  methanol-water mixtures.

large molecule with two polar oxygens but with a very small 
molecular dipole moment. It would be possible for the 
micro effects of dioxane to be that of a single polar oxygen, 
of a nonpolar molecule, or of some intermediate.
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Pyrene in aqueous micellar solution, either sodium lauryl sulfate (NaLS) or dodecyl trimethylammonium 
chloride (DTAC) may be photoionized by a 10_8-nsec pulse of 347.1-nm light from a Q-switched ruby laser. 
The cation of pyrene is observed in the micelle phase and the electron in the aqueous phase as a hydrated 
electron. The reactions of the electron with solutes prior to thermalization and subsequent hydration are 
studied. The reactions of the hydrated electron with solutes on the micelle surface and the interior of the 
micelle are also studied. The reaction rates are subject to unusual salt effects. The data are discussed in 
terms of the double-layer theory of micelles, which also predicts a separation of 20-40 A between the elec­
tron and the micelle. Ions such as Cu2+ and Cd2+ adsorbed in the micellar Stern layer of NaLS micelles are 
much less reactive with eaq̂  than in the free state. Hence the adsorption equilibria of these cations with 
NaLS may be measured. The binding constants are K = 820 and 1400 M~’ at 296°K for Cd2+ and Cu2+, re­
spectively. The adsorption equilibria are well described by a Langmuir isotherm.

Introduction
Photoionization of aromatic hydrocarbons has been ob­

served in various polar and nonpolar liquids2 and consti­
tutes an important primary step in photochemical reac­
tions. Recent laser photolysis studies have shown that the 
formation of ions often occurs via a biphotonic mechanism 
involving a direct two-quantum absorption of the ground 
state to give an excited state which ionizes.3 Particular in­
terest in photoionization and subsequent electron-transfer 
reactions arises from their importance in biological sys­
tems, for example it is suggested that these events play a 
major role in photosynthesis and vision processes.'4 Surfac­
tant micelles serve as both structural and functional mod­
els for complex bioaggregates including proteins and bio­
membranes.5 Of particular use is the knowledge of their 
static and dynamic properties such as microviscosity, 
aggregation number, and surface potential. In an effort to 
elucidate the nature of photoionization and electron-trans­
fer processes in a biological environment we have initiated 
laser photolysis experiments with micellar model systems. 
Physical features of the photoionization of probes which 
reside in the hydrocarbon interior of micelles were reported 
in a previous communication.6 Information was obtained 
about the range and energy loss of photoelectrons inside 
the micelles. In the present study the kinetic behavior and 
fate of parent cations and electrons is investigated. Photo­
electrons which escape from the micelle become hydrated 
in the surrounding aqueous phase. The influence of the 
surface potential on the reactivity of hydrated electrons is 
analyzed and the electrical properties of the micellar dou­
ble layer are used to determine the thermalization distance 
of photoelectrons. Photoelectrons can be scavenged by 
suitable solutes residing in the periphery region of the mi­
celle. In such a system intramicellar electron transfer from 
the reduced form of the scavenger to the parent cation is 
observed.

Experim ental Section
Materials. Sodium dodecyl sulfate (Matheson Coleman 

and Bell, USP grade) and dodecyl trimethylammonium 
chloride (Eastman) were recrystallized from methanol. Py­

rene (Kodak) was passed through silica gel in cyclohexane 
solution and then recovered. Benzoic acid, copper sulfate, 
and cadmium sulfate were Baker reagent grade and used 
without further purification. Laboratory-distilled water 
was redistilled from potassium permanganate.

Sample Preparation. Pyrene was solubilized in freshly 
prepared aqueous NaLS (0.1 M) solution by stirring the 
mixtures at 70°. The concentration of solubilizate was 
checked by optical density measurements. All samples were 
deoxygenated by bubbling with nitrogen for 30 min.

Apparatus. Laser photolysis experiments were carried 
out with a frequency-doubled, Q-switched ruby laser with 
an output of 250 mj in the 347.1-nm line. The uv pulse had 
a duration of 20 nsec. Pulse radiolysis experiments were 
carried out using 1.5- or 15-nsec pulses of 2-MeV electrons 
from a Van de Graaff accelerator. Transients were detected 
by fast kinetic spectroscopy. Details of these techniques 
have been published elsewhere.7

Results and Discussion
A. Formation of Hydrated Electrons. Photoionization 

experiments were carried out in aqueous micellar solutions 
of sodium lauryl sulfate (NaLS) and dodecyl trimethylam­
monium chloride (DTAC). Pyrene which is quantitatively 
incorporated into these micelles was selected as the pho­
toactive probe. In these solutions the photoionization event 
always occurs in the hydrocarbon-like environment of the 
micellar core. The prominent feature of the ionization pro­
cess is that the photoejected electron has only to cross a 
short region of hydrocarbon phase, 10-20 A depending on 
the chain length of the surfactant molecule, in order to 
reach the micelle water boundary where it becomes ther- 
malized and hydrated

(e'Xj1 ■ (e  )h 2o
t h e r m a l i z a t i o n ( e th- ) H 2 0 hX d' 7 ! ^  e M -  ( 1 )

The events outlined in eq 1 occur on a very fast time scale. 
An upper limit for exit and thermalization time is estimat­
ed as 10~n sec and a value of 2 X 10~12 sec has recently 
been reported for the hydration time of the electron.8

The subsequent fate of the hydrated electron depends on 
the charge of the micelles. In the case of an anionic micellar
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solution such as NaLS, the reentry of eaq-  is prevented by 
the repulsive electrostatic surface potential. Here the only 
feasible reaction of the hydrated electron is

e aa" + e an’ ~ + 20HT (2)

which has a rate constant of 5 X 109 M -1 sec-1.9 It was 
pointed out earlier6 that the formation of hydrated elec­
trons occurs via a biphotonic process with a surprisingly 
large quantum yield. Typical concentrations of hydrated 
electrons achieved from the photolysis of a 10-4 M solution 
of pyrene in 0.1 M  NaLS are between 2 and 4 X 10-r> M. 
The calculated first half-lifetime of the eaq-  decay is 5-10 
/nsec in agreement with the experimental observations. The 
lifetime of the positive parent ion which is left behind in­
side the micelle is very much longer (~25 msec) due to its 
slow exit rate from the micellar interior into the aqueous 
phase.

The course of photoionization events changes if solutes 
capable of scavenging “dry” photoelectrons or hydrated 
electrons are added to the micellar solution. A prerequisite 
to understanding these scavenging reactions is the knowl­
edge of the electrical properties of the micellar double 
layer. Let us therefore briefly focus our attention on the 
potential distribution around a NaLS micelle.

B. Reactivity of Hydrated Electrons in NaLS Micellar 
Solution. 1. Potential Distance Function in the Diffuse 
Double Layer. The electrical potential ^ in a solution sur­
rounding a spherical charged micelle is governed by the 
nonlinear Poisson-Boltzmann equation.

(r‘2 d /d r )(r 2 d'F/dr) =  (8-nen+z+/<i) sinh { z ^ / k T )

(3)
where r is the distance from the center of the micelle, e is 
the elementary charge, n ± is the number of ions per cubic 
centimeter in the solution bulk, z+ = z_ is their charge, 
and e the dielectric constant. Solutions to this equation are 
required to satisfy the boundary conditions. \p(r0) = \p°, 
where ro is the radius of the micelle and \p° the surface po­
tential, and limr^„\t(r) = 0.

While eq 3 has no direct analytical solution, approxi­
mate10 and numerical11"12 solutions have been given. In 
Figure 1 potential distance functions for two different 
values of ionic strength /u are shown which were obtained 
from a comprehensive collection of calculated data.11 Pa­
rameters used are ro = 17 A, for = 0.008 M, \p° = —150 
mV13 and reciprocal Debye length 1 Ik = 30 A, and for fi = 
0.1 M, \p° = —75 mV and 1/x = 10 A. As is apparent from 
the figure the range of the Gouy-Chapman layer and the 
surface potential are greatly reduced upon addition of ex­
cess electrolyte.

The fact that the electrostatic potential in the Gouy- 
Chapman layer deviates from the potential in the bulk of 
the solution causes a gradient of ion concentration in the 
vicinity of the micelle described by Boltzmann’s law

c(r) =  cb exp[(T )z±e<F/kT] (4)

where c(r) is the concentration at a particular distance r -  
ro from the micellar surface and cb is the ion concentration 
in the bulk. Distribution functions constructed from the 
potential distance curves by means of eq 4 are also shown 
in Figure 1. They provide a rationale for the behavior of 
hydrated electrons in NaLS micellar solution. Here c(r)/cb 
represents the probability of finding a hydrated electron at 
a distance r — r0 from the micellar surface relative to the
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Figure 1. Left ordinate, potential distance function In the diffuse dou­
ble layer of NaLS micelles: (a) p. = 0.008 M;(b) n = 0.1 M. Right or­
dinate, distribution function for monovalent negative ions: (a') /u =  
0.008 M;(b')n = 0.1 M.

probability in the bulk phase, since the concentration of 
micelles usually outnumbers the concentration of hydrated 
electrons.

Kinetics of the reactions of eaq-  with various solutes in 
NaLS micellar solution have been extensively studied by 
pulse radiolysis techniques.14"15 In agreement with the 
probability function Figure la ' it was found that scaven­
gers solubilized exclusively in the micellar interior do not 
react with hydrated electrons. In cases where the scavenger 
is partitioning between the micellar and aqueous phase 
only the fraction present in water is reactive. This effect 
has been used as an analytical tool to determine distribu­
tion constants.16 Similarly it may be applied to explore ad­
sorption equilibria of various solutes which react with eaq- . 
Hydrated electrons are not expected to react with the ad­
sorbed fraction of solute as the probability of contact be­
tween eaq” and NaLS micelles is practically zero in the ab­
sence of excess electrolyte (cf. Figure la')- Parameters for 
the adsorption of Cu2+ and Cd2+ ions are needed in order 
to interpret the photoelectron-transfer measurements de­
scribed below.

2. Adsorption of Cu2~ and Cd2+ Ions at the Surface of 
NaLS Micelles. The pulse radiolysis technique was used to 
study the kinetics of reaction of hydrated electrons with 
Cu2+ or Cd2+ in aqueous micellar solutions of NaLS. Hy­
drated electrons are formed in homogeneous distribution 
by a 15-nsec pulse of high-energy radiation and their decay 
kinetics followed by fast kinetic spectroscopy (eaq- has a 
strong and characteristic absorption maximum at X 720 
nm). In these investigations the NaLS micelles usually did 
not contain solubilized pyrene; solutions with incorporated 
pyrene gave identical results. The half-lifetime of the decay 
r is related to the scavenger concentration in the aqueous 
phase [A]w by16

[A]w = (In 2 /fe)(l/r -  l / r 0) (5)

where r0 is the half-lifetime in the absence of scavenger 
and k is the rate constant for the reaction of eaq-  with Cd2+ 
or Cu2+. Literature values for fecu2+ and ^cd2+ are 4.4 X 
1010 and 6.4 X 1010 M -1 sec-1, respectively.17 After correct­
ing for a small salt effect from the monomeric surfactant 
ions ([NaLS]mon = 8 X 10-3 M) by means of eq 1 in ref 17 
one obtains &cu2+ = 3.1 X 1010 M-1 sec-1 and &cd2+ = 4.5 
X 1010 M-1 sec-1. These values were used in eq 5 to calcu-
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l/ [A]w xlO-4 [M-1]

Figure 2. Adsorption of Cu2+ and Cd2+ ions on the surface of NaLS 
micelles, shown by a Langmuir isotherm plot of pulse radiolysis data; 
[NaLS] = 0 .1  M.

late the amount of scavenger in the aqueous phase from the 
half-lifetime of the hydrated electron decay at different 
Cu2+ and Cd2+ concentrations. Subtraction of [A]w from 
the total analytical concentration yields the amount of ad­
sorbed scavengers [A]m- Plots of the functions 1/[A]m os. 
l/[A]w obtained from the above experiments are shown in 
Figure 2. The excellent linearity of the curves suggests that 
a Langmuir isotherm with the form

1/[A]m =  (1/AS)(1/[A]W) + l /S  (6 )

controls the adsorption process. This equation is derived 
from the more customary form of the Langmuir isotherm 8 
= [A]w/(1 /K  + [A]w) by expressing 8, the'fraction of free 
micellar surface covered with adsorbed molecules, as [A]m /  
S and rearranging. The common ordinate intercept of the 
curves in Figure 2 gives the amount of NaLS bound Cu2+ 
or Cd2+ ions at infinite concentration in the aqueous phase: 
Sc u2+ = Scd2+ = 2.1 X 10 2 M. The concentration of mi­
celles may be calculated from the total surfactant concen­
tration, with cmc = 0.008 M  and the aggregation number 
62.18 Hence on dividing the parameter Scu2+ or Scd2+ by the 
number of micelles it is possible to calculate the number of 
metal ions adsorbed on each micelle surface at monolayer 
saturation. The number found is 12 ions/micelle which cor­
responds to half the number of dissociated head groups of 
the micelle. Since this result is obtained by linear extrapo­
lation of data from dilute Cu2+ or Cd2+ solutions, it does 
not imply that at high concentrations all free charges are 
neutralized on the micellar surface and no Na+ is dis­
placed. A suitable interpretation is that in dilute solutions 
of Cu2+ or Cd2+ an NaLS micelle offers place for maximal 
12 bivalent ions in addition to its own atmosphere of Na+ 
ions.

From the slope of the straight lines in Figure 2 we obtain 
for the binding constants K cd2+ = 820 M~l and Kqu2+ — 
1400 M~l. In Langmuir’s19 derivation of eq 6 it is assumed 
that the adsorption process involves the formation of a mo­
nolayer of adsorbed molecules on the surface of the adsor­
bent and that the adsorption enthalpy is independent of 
the degree of covering 8. Our finding and previous observa­
tions20 indicate that both assumptions are good approxi­
mations for adsorption processes on micellar surfaces and 
underline the importance of the Langmuir isotherm in 
solubilization processes.

It should be noted that the half-lifetime of the hydrated

Figure 3. Effect of ionic strength on the observed rate constant for 
the reaction of Cd2+ and eaq~ in NaLS micellar solution; [NaLS] =  
0.05 M, [Cd2+] =  10-3  M, added electrolyte NaCI.

electrons reflects both its reaction with scavenger ion in the 
hulk solution and in the Gouy-Chapman layers. The latter 
contribution to the overall kinetics is neglected in deter­
mining the amount of adsorbed Cu2+ and Cd2+ ions by eq
5. However the error introduced by this approximation 
which may give rise to larger values of the binding constant 
is expected to be small, since the potential function is at its 
steepest close to the micellar surface.

It is concluded that both Cu2+ and Cd2+ are strongly ad­
sorbed on the surface of NaLS micelles in a similar fashion 
to other bivalent transition metal ions.21-23 The reason for 
this behavior may be found in electrostatic attraction and 
hydrophobic interaction of the ion and micelle. The latter 
phenomenon plays an important role in the kinetics of 
ester hydrolysis in NaLS micellar solution.5 Inhibitory ef­
fects exerted by adsorbed cations in these reactions in­
crease with the hydrophobicity of the ion indicating an in­
crease of adsorption affinity with increased hydrophobic 
nature of the cation. Alternatively pK  values of bulk ion 
pairing have been used as a measure of the “strength of 
binding” of cations in the Stern layer of NaLS.21

3. Effects of Ionic Strength. The pathway and kinetics 
of reactions in micellar solution and generally in multi­
phase systems containing charged interfaces are often ex­
tremely sensitive to salt effects. A suitable illustration of 
these interactions is the reaction of eaq~ with Cd2+ in an 
aqueous micellar solution of NaLS. In Figure 3 observed 
rate constants (k0 = In 2/(r[Cd2+]o)) obtained from pulse 
radiolysis studies are plotted as a function of ionic 
strength. A tenfold increase of k 0 is observed upon addition 
of 0.1 M  NaCI to the solution. It is important to note that 
this rate augmentation is a drastic inversion of a normal 
salt effect (in pure water the same amount of electrolyte 
would decrease k 0 by a factor of 2.6). These observations 
may be understood with the information from the previous 
section that Cd2+ ions are almost quantitatively adsorbed 
in the Stern layer of NaLS micelles. In the absence of NaCI 
hydrated .electrons can react only with nonadsorbed Cd2+; 
addition of electrolyte, on the other hand, makes it possible 
for eaq_ to approach the micellar surface and react with ad­
sorbed Cd2+ by decreasing the negative electrostatic sur­
face potential. While the encounter probability between 
eaq~ and NaLS micellar is practically zero in the absence of 
electrolyte, it is 30% at g = 0.1 for a reaction radius of 6 A 
as shown in Figure la ' and lb'. The observed rate constant 
in micellar solution at /t = 0.1 should then be about 3 times
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smaller than the value in micelle-free solutions as indeed it 
is.

It is unlikely that the salt effect is due to a replacement 
of adsorbed Cd2+ by Na+ ions. Double-layer theory pre­
dicts that monovalent ions are only effective in displacing 
divalent ones when they are present at 104 times higher 
concentration24 even if no specific binding of the divalent 
cation in the Stern layer occurs.

A further feature which has to be considered here is the 
effect of electrolyte on the concentration and structure of 
NaLS micelles in our solutions. Addition of 0.1 M  NaCl in­
creases the aggregation number of NaLS micelles from 62 
to 9525~27 and decreases the cmc from 8 X 10~3 to 1.5 X 
10-3 M.28 From these values one calculates a decrease in 
micelle concentration from 6.7 X 10-4 to 5.1 X 10-4 M if 0.1 
M  NaCl is added to 0.05 M  NaLS. It is unlikely that such a 
relatively small decrease in micellar shape can contribute 
significantly to the observed drastic rate augmentation.

An increased encounter probability of eaq~ and NaLS 
micelles in the presence of added electrolyte is also illus­
trated by the reaction rate of eaq“ with solutes dissolved 
exclusively in the interior of NaLS. For example the rate 
constant for eaq~ + pyrene which is smaller than 105 M~x 
sec-1 in electrolyte free NaLS solution increases to 8  X 107 

M~l sec-1 in the presence of 0.2 M Na^SCL.
The above examples may suffice zo demonstrate that the 

surface potential of a micelle has a decisive influence on the 
reactivity of hydrated electrons toward solubilized materi­
al. Double layers with potential gradients are frequently 
found in physiological solutions for example in the vicinity 
of polynucleotides (due to dissociated phosphate groups) 
and nerve membranes. Misleading results are then ob­
tained if investigations of the reactions of eaq~ with nucleo­
tides or constituents of nerve membranes are conducted in 
pure aqueous phase as the effect cf local electrostatic po­
tentials and ionic strength on these reactions is neglected.

C. Reactions of “Dry" Photoelectrons in NaLS Micelles. 
Intramicellar Electron Transfer. While reactions of hy­
drated electrons in aqueous solutions have been extensively 
studied, there is little information available on the chemi­
cal behavior of its precursor the “dry” or nonsolvated elec­
tron. Dry photoelectrons are produced during the pho­
toionization of hydrophobic probes in the micellar interior 
and become hydrated only after exiting into the aqueous 
phase. Hence photoionization experiments with micellar 
systems offer an excellent opportunity to investigate reac­
tions of dry electrons with other solubilized species. The ef­
ficiency of photoelectron scavenging by added solutes is re­
flected by the yield of hydrated electrons since the scav­
enging process is competing with exit and hydration of the 
electron outlined in eq 1. The detailed course of photoioni­
zation events will depend on both "he location of the scav­
enger within the micelle and the product of the scavenging 
reaction.

First a situation is considered where the scavenger is sol­
ubilized in the periphery region of the micelle and is there 
reduced by the dry electron according to

S + e ' — *- S' (7)

Subsequently intramicellar electron transfer from the re­
duced form of the scavenger to the parent cation may occur

S' + P + — ► F + S (8)

A schematic representation of these processes is given in 
Figure 4. Benzoic acid, Cd2+, and Cu2+ were found to be

k8

Figure 4. Schematic representation of photoelectron scavenging 
and subsequent electron transfer by solute S located in the periph­
ery region of an NaLS micelle.

Figure 5. Effect of benzoic acid on the hydrated electron yield and 
decay kinetics of pyrene positive ions, from laser photoionization of 
10-4  M pyrene in 0.1 /WNa.S; concentration of added benzoic acid 
from the top is 0, 2 X 10~3 M, and 4 X 10“ 3 M.

scavengers for dry electrons which illustrate the behavior 
suggested in the mechanism. Typical data obtained from 
the laser photoionization of 10~ 4  M  pyrene in 0.1 M NaLS 
and added benzoic acid are shown in Figure 5. Transient 
absorptions at 600 nm (left-hand side) and 453 nm (right- 
hand side) reflect the behavior of hydrated electrons and 
pyrene cation radicals, respectively. The optical density at 
600 nm immediately after the laser pulse decreases upon 
addition of 4 X 10- 3  M benzoic acid by a factor of 2 indicat­
ing that half of the photoelectrons are scavenged with an 
average of two or three benzoic acid molecules solubilized 
in one micelle. In addition the rate of eaq~ decay increases 
due to reaction with benzoic acid, benzoate, and H+ in the 
aqueous phase.

In the absence of a pnotoelectron scavenger, the absorp­
tion at 453 nm decays very slowly during the first 500 ^sec. 
The initial sharp decay at the beginning of the curve is due 
to a residual absorption of eaq_ at this wavelength. In the 
presence of benzoic acid the decay at 453 nm occurs in two 
steps, a fast part followed by a slow component similar to 
that observed in the absence of benzoic acid. The fraction 
of pyrene cations corresponding to the initial fast decay
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may be correlated with the decrease in hydrated electron 
yield. This initial decay increases with increasing benzoic 
acid concentration while the decay kinetics remain first 
order. This suggests that the fraction of photoelectrons 
scavenged by benzoic acid within the micelle is returned to 
the parent cations via the intramicellar electron-transfer 
process described by eq 8.

Cu2+ and Cd2+ ions adsorbed at the surface of NaLS mi­
celles are also capable of scavenging “dry” photoelectrons. 
The amount of ions needed to reduce the yield of eaq" by 
30% is ~2 X 10“2 M  in 0.1 M  NaLS which corresponds to 
about 12 adsorbed ions/micelle. This indicates that Cu2+ or 
Cd2+ ions interact much less efficiently with photoelec­
trons than benzoic acid. The surprisingly large scavenging 
cross section found for benzoic acid may be explained by its 
amphipatic character. While Cu2+ and Cd2+ are adsorbed 
in the Stern layer, benzoic acid is solubilized in such a way 
that the carboxylic group resides close to the NaLS head 
groups, the aromatic ring protruding into the palisade 
layer.20 The movement of photoelectrons exiting from the 
micelle is random in the inner-core and also in the outer- 
core region where the phenyl ring is located. However, once 
the Stern layer is reached (the site of Cu2+ or Cd2+ ions), 
the electron diffusion is no longer random since it travels in 
the surface potential gradient directed away from the mi­
celle. Hence the probability of reaction with ions located 
within the micellar Stern layer is expected to be small. An­
other contribution to the large difference in scavenging ef­
ficiency between benzoic acid and Cu2+ (Cd2+) ions may 
come from the fact that the former molecule, being partial­
ly solubilized, occupies a greater solid angle than a mole­
cule or ion of similar size in the Stern layer.

The reaction of photoelectrons with adsorbed Cu2+ or 
Cd2+ ions leads to the formation of Cu+ or Cd+ which have 
strong reducing properties and hence transfer the electron 
back to the pyrene parent ion. As in the case of the benzoic 
acid system the kinetics of this transfer reaction can be 
studied by measuring the transient absorption of pyrene 
positive ions at X 453 nm. From oscillograms similar to 
those shown in Figure 5 one obtains a half-lifetime of 17 
¿¿sec for the intramicellar reaction

Cu2* (Cd2*) + P+ —* Cu+ (Cd+) + P (8a)

from which a rate constant ksa = 4 X 10“4 sec“ 1 is evalu­
ated. This value is slightly lower than ks = 6 X 104 sec“1 
found for the benzoic acid system.

In order that electron transfer may occur, pyrene cations 
have to diffuse to the periphery of the micelle where the 
donor (S”) is located. Although this diffusion time may be 
as short as 80 nsec,29 a considerably longer time may elapse 
before a suitable encounter with the donor takes place, 
since the latter occupies only a small fraction of the sur­
face. This explains the relatively low values of electron- 
transfer rate constants which are observed.

Up to this point, we have limited the discussion of the 
reactions of photoelectrons to scavengers located in the pe­
riphery region of NaLS micelles and obeying the mecha­
nism outlined in eq 7 and 8. These investigations were ex­
tended to a variety of other scavenger systems. It was 
found that solutes which react rapidly with solvated elec­
trons are generally capable of scavenging photoelectrons 
unless solubilization occurs in the inner-core region of the 
micelle. Thus biphenyl which is an excellent scavenger for 
solvated electrons does not react with photoelectrons even 
if an average of 10 biphenyl molecules is present in one mi-

Figure 6. Effect of methylene iodide on the relative yield of hydrated 
electrons (A, measured at 600 nm) and pyrene cations (O, mea­
sured at 453 nm) from the laser photoionization of 10“ 4 M pyrene in 
0.1 M NaLS. Insert shows oscillograms of pyrene cation formation 
and decay at 453 nm: upper trace, [CH2 I2 ] =  2 X 10“ 3 M; lower 
trace, [CH2I2] =  6 X 10“ 3 M.

celle as is evident from the finding that solubilized biphen­
yl fails to decrease the hydrated electron yield. This inter­
esting effect may be due to a decrease of reaction probabili­
ty with increasing excess energy of the photoelectron. Pho­
toelectrons have their maximum excess energy in the inner 
core of the micelle where they are initially formed. As bi­
phenyl is solubilized in the same region, it encounters 
mainly nonthermalized electrons with which it does not 
react. If the electron scavenger is located further away from 
pyrene at distances where thermalization occurs, then elec­
tron capture takes place.

Benzene molecules situated within NaLS micelles fail to 
scavenge photoelectrons. Benzene has been suggested to 
react with dry electrons in alcohols.30

A solubilizate which shows unusual effectiveness in in­
teracting with photoelectrons is methylene iodide. Parti­
tioning of this solute between NaLS micelles and water has 
already been investigated, the distribution constant being 
K =  2.5 X 103 M“ 1 sec“ 1.16 Data obtained from the pho­
toionization of 10“4 M pyrene in 0.1 M  NaLS and added 
methylene iodide are shown in Figure 6. The yield of hy­
drated electrons drops sharply at an average concentration 
of only one CH2I2 molecule per micelle indicating efficient 
dry electron capture of solubilized CH2I2 according to

CH2I2 + e ' —*- CH2I + T (9)
Also in Figure 6 the yield of pyrene cations measured from 
the OD change at 453 nm immediately after the laser pulse 
is plotted as a function of CH2I2 concentration. This yield 
also decreases, but only at high concentrations of methy­
lene iodide. It is suggested that the decrease is due to a fast 
neutralization of parent cations by iodide formed in the mi­
cellar interior via reaction 9. It can be seen from the lower 
of the inserted oscillograms that most of the neutralization 
events occur during the laser pulse, and only the last por­
tion of the reaction is observed as a spike at the beginning 
of the trace. Neutralization of ions in nonpolar environ­
ment is expected to occur rapidly as the rate constant in 
hydrocarbon solution is about 1012 M“ 1 sec" 1.31

Rapid neutralization does not take place at lower CH2I2 
concentration. Iodide ions formed according to eq 9 seem to 
escape from the micelle rather than react with the parent
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cation. This effect may be explained by a change in dynam­
ic sites of solubilization of CH2I2 in NaLS micelles. The 
first few molecules solubilize preferentially in the outer- 
core region, while a shift toward the micellar interior occurs 
at higher CH2I2 concentration. Such a change in location is 
common in solubilization processes32 but usually occurs at 
higher solute concentration.

D. Thermalization Distance of Photoelectrons. An esti­
mate of the mean thermalization distance, (5), of photo­
electrons in water can be made by comparing hydrated 
electron lifetimes from pulse radiolysis and laser photolysis 
experiments with NaLS micellar solutions containing py­
rene in the micelles and NO3-  as a scavenger in the aque­
ous phase. The former technique produces a homogeneous 
distribution of eaq-  and reaction with NO3-  occurs mainly 
in the solution bulk. This is reflected by the observed half­
lifetime of 3 nsec in 2 X 10-2 M  nitrate solution which is 
also calculated from the scavenging rate constant 1.2 X 1010 
M -1 sec-1. Addition of 0.1 M  NaCl did not change the 
half-lifetime significantly. In the laser photolysis experi­
ments hydrated electrons are initially formed within the 
micellar Gouy-Chapman layer where they encounter a 
lower nitrate concentration (c/. Figure 1) than in the solu­
tion bulk. This results in a longer half-lifetime which de­
pends on the thermalization distance. Hydrated electrons 
formed by laser photolysis in NaLS micellar solution con­
taining 2 X 10-2 M  NO3-  have a half-lifetime of 5 nsec 
which compares to 3 nsec in the pulse radiolysis experi­
ments. This would indicate that thermalization mainly oc­
curs in the outer Gouy-Chapman layer at 20-40 A  from the 
micellar surface. Since the hydrated electron diffuses a 
considerable distance during its reaction time, the (8) 
value cannot be determined more accurately. In the laser 
experiments addition of 0.1 M  NaCl to the solution reduces 
the electron lifetime to 3 nsec, i.e., to the same half-lifetime 
found in pulse radiolysis experiments. The absence of a 
double-layer effect on the electron rate at an ionic strength 
/u = 0.12 indicates that the extension of the micellar Gouy- 
Chapman layer (cf. Figure lb') is smaller than the thermal­
ization range of the photoelectron.

The comparison of photoionization yields from solutions 
of aromatic molecules in anionic and cationic micelles also 
provides useful information on the thermalization distance 
of the photoejected electrons, through the micelle and into 
the aqueous phase. The potential in the vicinity of the cat­
ionic micelles is positive with respect to the solution bulk, 
and the potential distance function for a DTAC micelle cal­
culated from the Poisson-Boltzmann equation (eq 3) with 
parameters given in the figure caption is shown in Figure 7. 
The probability curve for the location of a negatively 
charged species such as the hydrated electron at a given 
distance r — ro from the micellar surface is also included in 
Figure 7. Contrary to the NaLS system the hydrated elec­
tron is strongly attracted toward DTAC micelles, the On- 
sager distance of interaction being 18 A. Photoelectrons 
which are thermalized and hydrated within the Onsager ra­
dius are retrapped by their parent micelles and recombine 
with the parent cations. Since this process is too fast to be 
followed on our time scale, these electrons are not expected 
to contribute to the observed yield of photoionization. It 
was found that yields of hydrated electrons formed by the 
laser photoionization of 10-4 M pyrene in 0.1 M DTAC so­
lution and 10-4 M pyrene in 0.1 M  NaLS were the same. It 
is concluded that the average thermalization distance of 
these photoelectrons in water is (0) > 18 A.

Figure 7. Left ordinate (solid line): potential distance function in the 
diffuse double layer of DTAC micelles, with r0 = 17 A, \f°e/kT =  5, 
and n  = 0.015.13 Right ordinate (dashed line): statistical distribution 
of a monovalent negative ion in the double layer.

The above data indicate that photoelectrons with an ex­
cess energy of only 1 eV can cross a considerable span of 
hydrocarbon and aqueous phase before becoming thermal­
ized and hydrated. This is in basic agreement with an esti­
mate of the range of photoelectrons ejected from mercury33 
(10-100 A). To narrow the range of uncertainty in the (8) 
values further, refinement of the micellar double-layer 
model is required. In particular, changes in the microscopic 
dielectric constant34 have to be accounted for in the calcu­
lation of potential distance functions. Efforts in this direc­
tion are under way and will be reported later.

Conclusion

Photoionization of aromatic hydrocarbons such as py­
rene in micellar solution occurs with a large cross section, 
the yields of ions obtained being much higher than in alco­
holic solution.3 Photoejected electrons may react with scav­
engers in the micellar interior or exit into the aqueous 
phase to become hydrated electrons. The subsequent be­
havior of hydrated electrons is controlled by the micellar 
surface potential leading to unusual ionic strength effects. 
Laser photolysis experiments with these micellar model 
systems yield significant information on the nature of pho­
toionization events in physiological solutions of organized 
bioaggregates. These studies are now extended to micellar 
solutions of biologically important compounds such as reti­
nal and /?-carotene. Preliminary work on the retinal-NaLS 
system shows significant yields of ions formed during 
347.1-nm laser photolysis.
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The catalytic activities of some transition metals in the hydrogenation of graphite crystals were investi­
gated. The topography of the graphite basal plane was determined by using an optical microscope. The hy­
drogenation was accompanied by the formation of channels lead by catalyst particles. Some of these chan­
nels were of irregular shape, and others were straight with a preferred orientation. Straight channels were 
observed mainly in the (1120) direction. The ratio of channel length in the (1120) direction to that in the 
(1010) direction ranged from 4.7 for the iron catalyst to 25.3 for the nickel catalyst. The ratio determined 
by the channel number which appeared in each direction ranged from 4.1 for iron to 14.8 for nickel. 
Straight channels often bend at an angle of 60 or 120°. The larger the catalyst particle, the greater the 
probability of curving channels. A mechanism which can account for the above observations was proposed 
from an atomistic point of view. The actual hydrogenation reactions were considered to consist of a few 
reactions at the {101/} faces of graphite and the subsequent zipper-like reactions at the {112/} faces. The or­
dering force producing a long straight channel was attributed to the presence of the specific active sites in 
the metal catalyst.

Introduction
The present paper reports a continuation of our study on 

the catalytic hydrogenation of carbons.1,2 In an earlier 
paper it was shown that the reaction pattern greatly de­
pended on the structure of carbon. In a thermogravimetric 
study, active carbon was gasified to methane in two or 
three stages as the temperature was raised to 1200° at a 
constant rate. On the other hand, the catalytic hydrogena­
tion of graphite took place only in one stage at high tem­
perature.

In order to understand the mechanism of these inter­
esting but complicated reactions, it was thought advisable 
to investigate the relatively simple reaction between graph­
ite and hydrogen in detail. In the absence of catalyst, a sim­
plified mechanism for this reaction was already presented 
by Hedden3 and Breisacher and Marx.4 The mechanism for 
the catalytic reaction is not as simple as proposed by them.

There are many problems to be solved: (1) the detailed 
mechanism of the catalytic function of a metal, (2) the an­
isotropy of the reaction rate with respect to c and a axes, or 
(1010) and (1120) directions on a basal plane, (3) the exis­
tence of a particular configuration with great reactivity on 
the carbon surface, as reported in the chemisorption of hy­
drogen on Graphon.5 For these purposes, the microscopic 
technique is thought to be most useful. This technique was 
successfully used in studies of the oxidation of graphite sin­
gle crystals.6 10 A reaction between graphite and atomic hy­
drogen was also investigated by this method.11 A topo­
graphic change was determined in this study for a natural 
graphite flake which was allowed to react with hydrogen 
molecules in the presence of several kinds of metal cata­
lysts.

The catalytic reactions of carbon with gases are also of 
interest, since these reactions provide unique examples of
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the solid-catalyzed solid-gas reactions. The metal-cata­
lyzed hydrogenation seems to be one of the most simple 
model reaction to elucidate this undeveloped field. On the 
other hand, oxidation reactions of carbon are somewhat 
more complicated, because the active species cannot be ex­
clusively decided. Both metal and metal oxide have catalyt­
ic activities.

Experimental Section
Materials. Natural crystals of flake graphite were pur­

chased from Kanto Chemical Co., and were purified by 
boiling in a concentrated solution of hydrogen chloride. 
Metal catalysts were added to these crystals by the impreg­
nation method. Aqueous solutions of metal chlorides were 
used as impregnating solutions. The final metal content 
after the reduction of salt to the metallic state was 4.8 wt 
%. In the experiment to determine the anisotropy, a drop of 
0.2 mM  solution of metal chloride was added to a few 
flakes of graphite which were cleaved by use of adhesive 
tape to expose fresh internal surfaces.

Procedure. Experimental conditions for TGA were al­
most identical with those reported elsewhere:1 heating rate, 
100°/hr; hydrogen flow rate, 60 ml/min; gas analysis, a gas 
chromatograph with a 2-m molecular sieve column.

Surface topographical change with time was determined 
as follows. A few flakes of graphite containing an iron cata­
lyst were mounted on a silica plate and set horizontally in a 
reactor. After the evacuation to 10-6 Torr, the temperature 
was raised to 870°, and hydrogen was admitted at a flow 
rate of 60 ml/min. After the required time for hydrogena­
tion, the system was evacuated again and cooled to a room 
temperature. A photograph of the particular area of the 
surface was taken, and the graphite was put into the reac­
tor again. The hydrogenation reactions were repeated in 
this manner for the same sample.

In the experiments to determine the reaction anisotropy, 
the temperature was maintained at 1050° for 3 hr. The 
temperature was raised in flowing helium instead of in 
vacuo.

Topographical features of the graphite surface were 
mainly examined by an optical microscope, an Olympus 
MF. Some crystals were also examined in a scanning micro­
scope (SEM), a JEOL-LSM-U3.

Results
TGA Experiments. The TGA curve of the rhodium-cat­

alyzed hydrogenation of graphite was reported in an earlier 
paper.1 In this study, we examined the catalytic effects of 
nickel and iron under the same experimental conditions. 
Only methane was detected as a product in all cases. The 
formation of methane became observable at 660, 770, and 
810° for rhodium, nickel, and iron, respectively. For the 
noncatalytic reaction, methane could not be detected below 
1000°. The methane content in the exit gas began to de­
crease at higher temperatures due mainly to an equilibrium 
restriction. The temperature of maximum methane forma­
tion was 925, 985, and 1050° for rhodium, nickel, and iron.

Figures 1 and 2 show a typical topograph of a graphite 
basal plane in the presence of iron catalysts. The hydroge­
nation was accompanied by the formation of channels lead 
by catalyst particles. An X-ray microanalysis shows that 
the particle found at the tip of channel is the iron catalyst. 
The channeling pattern sometimes shows a preferred orien­
tation with respect to the twin bands, or more usually a 
random behavior. The channels in Figure 1 and the chan-

Figure 1. Broad and irregular channels formed by Iron particles in 
the hydrogenation with rising temperature to 1100°.

' A /^T-'\yyy % ■'-¿A'~:‘y  '’' ’-¡'Ax'- mr r i.y  ■.

nel on the right side of Figure 2 are examples of the latter, 
and the left-side channel of 1.2 n width in Figure 2 is an ex­
ample of the former. This width is the upper limit for the 
straight channel observed in this study. This channel and a 
large majority of straight channels are perpendicular to one 
of the twin bands which appeared, for example, on the bot­
tom of Figure 2. As twin bands are in the < 1010 > direction,7 
the channels perpendicular to them must be in the (1120) 
direction. In the case of Figure 2, the total length of the 
channel in this direction was 168 /¿, and that in the (1010) 
direction was 9 fi. Therefore, 95% of the straight channels 
were perpendicular to the twin band.

Movement of Catalyst Particles. In order to clarify the 
curious movement of catalyst particles, it was thought of 
interest to take photographs from the same view from time 
to time during the hydrogenation. Figure 3 illustrates the 
result of the iron-catalyzed reaction at 870°. The following 
qualitative observations were obtained. (1) Particles ag­
glomerate or split frequently. (2) Small particles produced 
by such a splitting make straight channels. Thus, the 
straight channels begin to appear after a few hours under 
these conditions. (3) An irregular-shaped particle moves so 
as to maintain the largest contact area with the peripheral 
face of graphite. (4) There is no trouble for a catalyst to 
cross another channel. (5) The depth of the channel is dif­
ferent from particle to particle. (6) Generally speaking, the 
larger the catalyst the larger the forward rate. (7) The rate 
is not constant for catalysts larger than 2 in diameter.
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Figure 3. Catalytic channeling by iron particles at 870°. Numbers in­
dicate the reaction time.

The rate varies irregularly with time. (8) The particle trav­
elling from upper right to upper left in Figure 3 has an ex­
traordinary large rate of 70 g/hr on the average. (9) Smaller 
particles which produce straight channels move at relative­
ly constant rates. (10) There is, however, a rate distribution 
for the smaller particles ranging from 5 to 8 p/hr. (11) One 
catalyst particle (not shown in Figure 3) is found to change 
its direction from (1010) to (1120) after 3.2 hr. It may be 
noteworthy that the rate before and after bending is nearly 
equal. (12) There are many particles which stop moving 
after losing contact with graphite steps. Near the center of 
Figure 3, there is a particle which stopped moving after 2.5 
hr. Baker and Harris10 explained such a deactivation as a 
result of making a loop in their oxidation reaction study.

Reaction Anisotropy. Several isothermal reactions at 
1050° were carried out to investigate the reaction anisotro­
py more quantitatively. First, we will comment briefly on 
the anisotropy with respect to c and a axes. As no etch pits 
are observed, the hydrogenation along the c direction 
seems to be extremely slow. When the graphite crystal after 
the experiment was cleaved by adhesive tape, the exposed 
internal surface was found to be almost fresh. A limited 
amount of channels were found at the edge of the crystal 
and along grain boundaries. The ratio of the rate constants 
along and perpendicular to the basal plane might be much 
larger than unity.

The examples of the anisotropy within a basal plane are 
shown in Figures 4 and 5. Narrow channels with preferred 
orientations are dominant channels in the case of cobalt 
(Figure 4) and iron catalysts. Their widths are around 0.5 p. 
Most of these channels are perpendicular to the twin band. 
Figure 5 shows the channel produced by nickel catalysts. It 
can be seen that all channels started at steps. The angle at 
the bending points are frequently 60 or 120°. Thus, the 
channel direction is maintained to be (1120) even after 
bending. An SEM photograph is inserted in order to show 
the shape of catalyst and the straightness of the channel. 
The width of this channel is nearly equal to those indicated 
in the optical micrograph. For the nickel catalyst, most 
channels in other places are narrower than in this photo­
graph. In cases of rhodium, iridium, and platinum cata­
lysts, only short and narrow channels are observed at the 
vicinity of steps.

The degree of anisotropy may be estimated by compar­
ing the channel lengths in each direction. For this purpose, 
24 photographs were selected so as to include both straight

Figure 4. Straight channels formed by cobalt particles in the hydro­
genation at 1050° for 3 hr.

Figure 5. Channels formed by nickel particles In the hydrogenation 
at 1050° for 3 hr. An SEM photograph is inserted to show the tip of 
channel at a large magnification.

channels and twin bands. The total length of channels in 
each direction and their ratios are listed in Table I. The 
data in the last column give the ratios of channel numbers 
appearing in the (1120) direction to those in the (1010) di­
rection. In case of iron catalyst, the ratios determined by 
two methods are nearly identical. This means that the av­
erage channel length in the (1120) direction is nearly equal 
to that in the (1010) direction. The difference of the total 
lengths is ascribed to the difference of the probability of in­
itiating two anisotropic channel formations. Once the par­
ticle starts moving in any preferential direction, its velocity 
is independent of the crystal direction. This is in good 
agreement with the result (11) mentioned in the preceding 
section. Although the result for the rhodium catalyst is 
very similar to this case, the ratio of total lengths is almost 
two times of the ratio of channel numbers for the cobalt or 
nickel catalyst. In these cases, the average length in the 
(1120) direction is also two times of that in the (1010) di­
rection. In summary, the large difference of total length is 
not due to the difference of the reaction rates in two direc­
tions, but due mainly to the difference of the probability of 
initiating straight channeling. The anisotropy depends on 
the kind of catalyst, but the number of photographs might 
be too small to discuss this dependence.

Discussion
Catalyst Mobility. In catalytic hydrogenation as well as 

oxidation,7-8’10 all channels started at graphite steps. Parti-
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TABLE I: R eaction  A nisotropy w ith  R esp ect to  
th e  (1120) and  (1010) D irection s

Cat­
alyst

No.
of

photo­
graphs

Total length of 
channels, ¡j.

¿(1120)/ 
Z(ioîo>

71(1120)/

71(10T0)l{ 1120) 7< 1010'
Fe 5 2106 449 4.7 4.1
Co 1 0 5710 442 13.5 5.9
Ni 4 2476 98 25.3 14.8
Rh 5 3892 390 1 0 . 0 7.8

cles located on the flat basal plane are catalytically inac­
tive. The driving force for the catalyse particle mobility was 
discussed by Hennig,6 who explained this mobility due to 
the attractive force between a particle and the peripheral 
carbon atoms along the edge of the channel tip. This force 
should be much stronger than van der Waals force between 
a particle and the carbon atoms on a basal plane. This ex­
planation may be also applied to the hydrogenation reac­
tion. This is supported by the present observation that the 
leading side of a catalyst particle is always the longer side 
of the irregular-shaped particle. This observation shows 
that the resistance for a particle to proceed in the graphite 
lattice is not so large.

Elementary Chemical Processes. Structural changes of 
the graphite lattice during the hydrogenation will be dis­
cussed here from an atomistic point of view. Figure 6 illus­
trates three possible reaction paths. A reaction occurring at 
the ¡1121) face is termed a reaction of type A, and a reac­
tion site having such an armchair configuration is termed a 
site A. A reaction occurring at the ¡1011) face is termed a 
reaction of type B. A reaction of type C takes place at the 
cross point of two ¡1011) faces, and this might not occur as 
frequently as A or B. Zielke and Gorin12 proposed a hydro­
genation mechanism through reactions of type A, and it 
seems to be accepted generally.3-1314 It is quite reasonable 
that this reaction occurs most easily, because this reaction 
requires no arrangement of 7r-electron systems in the 
graphite lattice. On the other hand, a type B reaction re­
quires a complicated rearrangement of 7r-electron systems, 
and furthermore there is a large steric strain during this 
process as shown in Figure 6B. However, it is also true that 
channel formation cannot continue only through reactions 
of type A. This will be discussed below by using Figure 7.

Figure 7 shows a channel in the (1120) direction with a 
catalyst of 60 A diameter, together with a channel in the 
(1010) direction. The sides and the tip of the lower chan­
nel consist of {1011) faces. When the rate of reaction A is so 
fast that all possible sites A preferentially disappear, the 
shape of channel tip would have such a configuration. 
Channel formation would stop at this configuration, if 
some reactions of type B and/or C are not taking place. 
Only two reactions of type B at B2 and B3 or only one reac­
tion of type C at the extreme tip of the channel are suffi­
cient to cause the catalyst particle to proceed by one atom­
ic layer of graphite lattice, since these reactions may be fol­
lowed by a series of zipper-like reactions of type A in this 
row.

It should be noted that there are three simplifications in 
this model which are not true: (1) the diameter of an actual 
catalyst which produces a straight channel ranges from 103 
to 104 A, (2) the actual shape of catalyst should not be 
spherical, and (3) the shape of the tip is not part of a hexa­
gon. Such a geometrical structure cf a tip was never ob­
served experimentally. This means that sites A far from the

Figure 6. Three reaction types in the hydrogenation of graphite basal 
plane: (A) armchair face; (B) zigzag face; (C) cross point of two zig­
zag faces.

Figure 7. Schematic model for catalytic channeling. The lower chan­
nel is perpendicular to a twin band, and the upper right is parallel to 
a twin band.

catalyst are not as reactive. A certain fraction of an arm­
chair configuration must be included in the actual struc­
ture of a tip, and the corners of the tip must be rounded 
off. In spite of these approximations, the fundamental 
mechanism seems to be understood with this model.

Channel with a Preferred Orientation. Many examples 
of anisotropic reactions have been reported for the oxida­
tion of graphite single crystals. No detailed mechanism, 
however, has been proposed. Hennig7 considered that the 
anisotropy was induced by the force maintaining a maxi­
mum contact area between catalyst and graphite. In his 
idea, the channel direction must be perpendicular to one of 
the directions with the largest reactivity. Thomas8 reported 
a difference in the activation energy of 4 kcal/mol between 
the (1120) and (10Ï0) directions, and stated that this dif­
ference was too small to account for the great difference in 
the electronic configuration between the ¡101/) and ¡112/) 
faces. McKee9 suggested the possibility of the preferential 
adsorption of catalyst on certain sites in the carbon net­
work. These discussions are limited to the comparison of 
overall rates in each direction. The atomistic point of view 
is lacking in them. We present the mechanism of the reac­
tion anisotropy from this point of view. It would become 
clear that the actual atomistic reactions are nearly same for 
channel formation in two different directions.
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In this study, many characteristic points were observed 
as follows in connection with the reaction anisotropy. (1) A 
number of straight channels are found in many cases. (2) 
Their directions are almost parallel to the (1120) direction, 
and about 10% of them are parallel to the (1010) direction. 
(3) A channel often bends at an angle of 60 or 120°. (4) A 
catalyst smaller than 0.5 g in diameter generally produces a 
straight channel, and a channel produced by a large cata­
lyst tends to curve irregularly. (5) The forward rate of a 
particle in the (1010) direction is same as that in the 
(1120) direction for some catalysts. The dependence of 
rate on the crystal direction is much smaller than that on 
the particle size. Any mechanism must explain, or accord 
with, the above results.

As was seen in our simplified model, Figure 7, the cata­
lyst particle at the channel tip in the (1120) direction con­
tacts with four sites of type B in a graphite lattice. In order 
to move the particle by one atomic distance (2.46 A), at 
least two reactions of type B must take place. These ele­
mentary reactions are considered to determine both the 
overall rate and the geometrical pattern. Reactions at B2 
and B3 followed by a number of zipper-like reactions of 
type A cause a straight movement of catalyst. On the other 
hand, reactions at B] and B2 or at B3 and B4 would result 
in a bend at an angle of 120°. When such a bend occurs 
twice within the resolving power of the microscope, a bend­
ing at an angle of 60° can be observed. The direction of 
channel may be thus determined. The relative activity of 
the catalyst at these four B sites should be the most impor­
tant factor in determining the direction. If the catalyst is 
much more active near B2 and B3 than the other sites, the 
catalyst particle would move straight for long time. The 
longest straight channel observed in this study was 72 g, 
which corresponds to more than 105 atomic layers. Such a 
regularity is explained in this theory as due to the specific 
active sites of the catalyst. A catalyst having a complicated 
shape must contact with more than four sites of type B, 
and the catalyst must have many active sites in itself. 
Therefore, it might be difficult to maintain a constant 
channel direction in this case. This is the reason why the 
probability of channel bend increases with an increase of 
the particle size of catalyst, because the larger the size, the 
more complicated the shape of particle. A large and irregu­
lar-shaped particle usually moves randomly as shown in 
Figures 1-3.

It is interesting to discuss the difference of the reactivi­

ties in the (1120) and (1010) directions. In order to start 
channel formation, it is required for the particle to have 
suitable active sites at the contact points with graphite pe­
ripheral faces. Three sites are required for the channel for­
mation in the (1010) direction, and only two sites for the 
(1120) direction as can be seen in Figure 7. This difference 
may be one reason why the probability of channel forma­
tion is smaller in the (1010) direction. Furthermore, hydro­
gen should tend to attack more labile sites A located on the 
channel sides. Only when there is no active sites on the cat­
alyst near the ¡112/} faces of graphite, the catalyst particle 
could move in the (1010) direction. Once the particle starts 
to move in any straight direction, the forward rate is almost 
independent of the direction. This observation can be 
clearly understood by considering the elementary chemical 
reactions for both cases. When the discussion is limited to 
the simplified model in Figure 7, two type B reactions are 
required for the advance of catalyst by one carbon atomic 
distance in both cases. In the (1010) direction, three type 
B reactions seem to be responsible at the first glance, but, 
in fact, only two reactions, on the average, are necessary to 
cause particle to proceed by one carbon atomic distance 
(2.13 A). As these rate-determining reactions are followed 
by many type A reactions, elementary chemical reactions 
are nearly equal in both directions. This is one of the most 
important conclusions obtained from our hypothesis.

A part of this theory may be applied to the catalytic oxi­
dation of graphite crystals to account for the reaction an­
isotropy.
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The partition coefficients of ionized solutes between membranes and water have been calculated on the 
basis of electrostatics. The method of images was used. The calculated partition coefficients are insensitive 
to membrane thickness when this thickness exceeds 100 X 10~ 8 cm. Calculated partition coefficients for 
thinner membranes are strongly thickness dependent. This suggests a useful lower limit to the thickness of 
the solute rejecting layer in reverse osmosis studies.

Many uncharged membranes combine high permeability 
for water with low permeability for ions dissolved in water. 
These permselective membranes find application in such 
diverse fields as cell physiology and water purification. 
Small ionic concentrations in the membrane are largely re­
sponsible for low ionic permeability. This is reflected ex­
perimentally in small membrane-water partition coeffi­
cients of ionized solutes. The low ionic concentrations are 
best understood on the basis of electrostatic arguments.1-6 
Charged ions prefer to remain in a high dielectric constant 
medium, such as water, rather than pass into a low dielec­
tric constant medium, such as a membrane.

Several experimental studies have shown that ionic per­
meabilities and membrane-water partition coefficients are 
independent of membrane thickness.7-8 These studies were 
performed with desalination membranes whose effective 
thickness exceeded 1000 X 10~ 8 cm. Recent years have wit­
nessed advances in desalination technology based on com­
posite membranes with much thinner surface layers.9-10 
This makes it reasonable to question at what point ionic 
permeabilities become dependent on membrane thickness. 
The present communication deals wbh this issue.11

Our calculations involve only simple electrostatics— 
computation of the thermodynamic work required to bring 
a test charge up to an ion of radius b in a medium of dielec­
tric constant e. More elaborate electrostatic calculations 
might be made, e.g., using the Debye-Huckel theory and/ 
or pore models for the membrane.3“6 We only expect elec­
trostatic calculations to be qualitatively correct. They take 
no account of ion pairing in media of low dielectric con­
stant—a phenomenon that is both real and hard to calcu­
late exactly. For this reason, we do not view differences be­
tween simple and refined electrostatic calculations as over­
ly significant.

The present calculation considers the electrostatic ener­
gy of charged particles in media of different dielectric con­
stant. We should point out that a similar problem, involv­
ing the electrostatic energy of dipolar (but uncharged) mol­
ecules in media of different dielectric constant, can be 
treated by similar methods. Bell has implicitly solved the 
latter problem for membranes of infinite thickness.12

The electrostatic calculations assume the membrane-sol­
vent geometry shown in Figure 1. We compute the electro­
static energy of a spherical ion of radius b inside a mem­
brane of dielectric constant em. The ion is assumed to have

charge q ; the membrane has total thickness L. The center 
of the ion is located a distance xo from the center of the 
membrane. The solvent, of dielectric constant es, is pre­
sumed to extend to infinity on both sides of the membrane.

The method of image charges13 can be used to compute 
the electrostatic potential at an arbitrary point P in the 
membrane; P has coordinates (p,x). The finite thickness of 
the membrane forces us to consider multiple image charges 
in regions 1 and 3, i.e., in the solvent. All of these images 
occur on the line p  = 0. The x coordinates of successive im­
ages in region 1 are xn = nL + (—l)nxo; those of successive 
images in region 3 are xn = jnL + (—l)'I+1xoj. The electro­
static potentials can be expressed as

$ 1  =
s]/p2 + (x -  x 0)2

oo
£

+

Qn
n=i ésJ/p2 + [x + nL + (— 1)"+1a:0]2

_ h
y p 2 + (x -  x0)2

_2n_

$0 --

£  — p = _____________________
n+1 €81/p2 + [ x - n L  +  ( - l)" +1x 0]2

(I _____  ^

(1 )

y p 2 + (x  x 0)2
^  ____________ Vn_______________
"=1 €mJ/p2 + [x + nL + ( - l ) ntlx0]2

+

QnX  -----— ____________
"=1 € m J / p 2 + [x -  nL + ( - i r S ]2

The constants q, q o, qo, Qi, Qi are interrelated by the fol­
lowing boundary conditions: at x = (L/2), E ip = E 2p, Dlx 
= D2x; at x = ~(L/2), E 2p + E3p, D2x = D3x. The new pa­
rameters are defined as E \p = — (a<3?i/ap), Dlx = 
es[—(a$i/ax)], etc. After some mathematical manipulation, 
the following results are obtained
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Figure 1. The membrane-solvent geometry assumed in the electro­
static calculations of ionic partition coefficients.

*7 n Qn

=

€*-'•*771 ' -J
r(em- O l 7  2efl \

U LUm + es)J + e j *
o o  /

(i -  + y  q (
+ (x -  x 0)2 n=1 tm ' *“ 771

1 ---+
i p 2 + [x + nL + ( - l ) n+1*0]2

___________ 1____________

Vp2 + [x -  nL + ( - l )ml*0]!
(2 )

The potential of a charge spread uniformly over a spherical 
shell of radius b involves integrating (x — xo), p over a 
sphere. This task is simplified if we restrict ourselves to the 
situation where the sphere is completely within the mem­
brane; i.e., when |(L/2) — x| > b. The potential energy is 
found by multiplying the potential by dtp and integrating 
from zero to the actual value of the charge. The end result 
amounts to writing V(x,L) = (q/2)$2, if we interpret q as 
the actual charge on the ion. The first term in eq 2 gives the 
self-energy, q2/2emb. The contribution from the sum is 
equivalent to taking the limit of the sum as p —► 0, x —»• xo. 
This yields the expression

Vbc,L) = Q q
2€j> 2en 

l

£ (
n=1 X

x Q[l + (~l)n+1] -  nL] [x0[l + ( - l )n+1] -  nL]

2  emb
+ q2R  (3)

This can be approximated
~2 „2^•«“¿î + 6-{ta(îSSrl) +

- i ]] +

-(gm
3\€m + 6,m s  - 2 £mb + q2R ' (4)

We now introduce an electrical neutrality constraint and 
calculate E(xq,L), the mean potential energy per mole.

Consider an A;B; salt that dissociates completely into jA!+ 
and iB>~ ions (note that i and j  are themselves both posi­
tive). E(xo,L) is computed as

E(x0,L )  = (i + j)-i\i[(jef/(2€mK) + ijefR] +
j[(ie)2/{2<zmb.) + (;i e fR ]}

=  [{ije2)/{2ima)] + (ij^)R

=  [(ije2)/(2ema)] + (ilje2)R '

where R and R' are defined by eq 3-4. Cationic and anionic 
radii are designated b+ and b-, respectively. They are relat­
ed to a, the mean ionic radius, by the expression a-1 = [(£/ 
b+) + (j/b-)]/(i + j). The quantity e is the electronic 
charge. We note that E(xq,L) has the same functional form 
as V(xq,L) with (ye2) replacing q2 and a replacing b. Our 
entire calculation takes no account of interionic forces, and 
is strictly valid only at infinite dilution where individual 
charges remain at large distances from one another. Owing 
to the small ionic concentrations present in most mem­
brane systems, we feel justified in omitting such interac­
tions for the purpose of the present study. Our calculations 
might be modified, making use of the Debye-Hiickel theo­
ry, to treat finite concentrations more precisely.

The potential energy of a mole of dissociated solute at 
infinite distance from the membrane is E„ = (ye2)/(2esa). 
We adopt this as a standard state. The relative ionic con­
centration at a distance Xo from the interface is C(xq,L)- 
This is proportional to exp[—(E(xq,L) ~ Em)/RT],

The solute permeability at position xo, P(x0,L), is direct­
ly proportional to C(xq,L)- The overall permeability, P(L), 
is given by14

P (L )-1 =  D ; x [  {2TC(x„ L )Y x dx0 = {DJCsiL) } - 1
-T

(5)

where T = {(L/2) — a}. If one assumes that Ds, the solute 
diffusion coefficient in the membrane, is independent of 
membrane thickness, P(L) = DSKS(L). The effective mem­
brane-solvent partition coefficient, KS(L), is simply the re­
ciprocal of the integral appearing in eq 5.

Optimum reverse osmosis rejection occurs when the so­
lute permeability is minimal.8 This corresponds to minimal 
KS(L) values. Figures 2-4 show calculated KS(L) values ob­
tained by numerical integration of eq 5. In all of these cal­
culations, we chose es = 78, the dielectric constant of water 
at 25°.

It comes as no surprise that the smallest KS(L) values are 
associated with membranes of lowest dielectric constant 
(large ejem ratios), and with solutes of high valence (large ij 
products). Compare Figures 2 and 3. Our calculations indi­
cate that the greatest change in KS(L) with membrane 
thickness occur in the range below 100 X 10-8 cm. The cal­
culated KS(L) values of thicker membranes are insensitive 
to thickness.

The small salt partition coefficients calculated for 100 X 
10-8 cm thick membranes are consistent with the low salt 
permeabilities observed in studies of lipid bilayer mem­
branes where L a  80 X 10-8 cm. Our calculations suggest a 
steep dependence of permeability upon thickness in this 
range; it might prove interesting to speculate about the ef­
fects of stochastic fluctuations in membrane thickness 
upon membrane transport properties.
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Figure 2. Effective (membrane-solvent) partition coefficients for 1:1 
electrolytes as a function of membrane thickness. The a values give 
the mean ionic radii (in cm X 10s) assumed in the calculation: i s =  
78, = 13.

Figure 3. Effective (membrane-solvent) partition coefficients as a 
function of membrane thickness. The mean ionic radius is taken to 
be 4 X 10-8 cm. The ij values denote the product of cation and 
anion valence: f s =  78, =  13.

Our calculations indicate that membrane-water parti­
tion coefficients should increase with increasing ionic size: 
note the size dependence of Ks for very thick membranes in 
Figures 2-4. Scatchard’s analysis1 also predicts such a 
trend. Various pore model calculations3-6 of ionic partition 
coefficients result in a functional form similar to Eq 3-4 
with a pore radius replacing a. As long as a is less than the 
pore radius, partition coefficients calculated from pore 
models are insensitive to solute size. The difference be­
tween these calculations can be traced to the self-energy 
terms appearing in eq 3-5. In a pore model, the liquid in 
the pore is presumed to have the same physical properties 
as the bulk solvent. This causes the self-energy of an ion in 
the pore liquid and in the bulk solvent to be identical. The 
self-energy term disappears, by subtraction, when the par­
tition coefficient is calculated. Our use of a dielectric con­
tinuum assumes implicitly that the intimate mixing of sol­
vent and polymer causes both constituents to lose their

Figure 4. Effective (membrane-solvent) partition coefficients with es 
=  78 and em = 26. Calculatec data are shown for a =  2,4 X 10-8 
cm; ij = 1,2. Note that the curves for a = 2 X 10-8 cm, ij = 1 and 
for a =  4 X 10-8  cm, ij = 2, merge as L becomes large. This is a 
general result. For large L, one need only consider a reduced solute 
size (a///).

bulk properties. Thus, we consider a spatially homogeneous 
continuum with its own dielectric characteristics. This 
leads to a membrane self-energy, [ije2/(2 tma)], different 
from that of the bulk solvent, and to a size-dependent par­
tition coefficient.

It is by no means clear where the dividing line between 
homogeneous and heterogeneous dielectrics should be 
drawn—which spatial arrangements of solvent and poly­
mer (i.e., membranes) should be viewed as a continuum, 
and which must be treated as a two-phase system. It is our 
belief that a dielectric continuum approximation is the 
more reasonable when spatial heterogeneities in the mem­
brane (“pore dimensions’") only extend over distances com­
parable to the range of surface forces, e.g., 10-7 cm or less.

In a parallel report,1£ we present experimental data 
showing that the mean partition coefficients of NaCl, 
NaBr, Nal, and NaClOi between “fully dense” cellulose ac­
etate membranes and water are 0.013, 0.036, 0.077, and 0.35 
[(grams of salt/milliliter of CA membrane)/(grams of salt/ 
milliliter of water solution)]; the partition coefficients in­
crease with the size of the anion. This supports the size- 
dependence prediction of the present calculations.16 The 
membranes used in these experiments were typically 5-12 
X 10-3 cm thick; thickness dependence was not examined. 
Corresponding studies of size effects for salts with a com­
mon anion are difficult. Not only do cations hydrate to 
varying degrees (thereby changing their effective dimen­
sions), but the extent of their hydration depends on the 
medium in which they are immersed. For this reason, one is 
safer comparing salts with a common anion, as described 
above; anions do not hydrate appreciably.

We know of no corresponding pore model calculations 
concerning the effects o: membrane thickness on solute 
permeability.

In summary, electrostatic calculations indicate that 
membranes with effective thickness greater than 50 X 10~8 
cm should have useful desalination properties. This mini­
mum thickness is a factor of 4-8 smaller than the surface 
layers of current composite membranes,9-10 and should 
serve as a useful goal for experimental work. The reader is
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referred to other calculations17 which suggest that mem­
branes with effective thicknesses in this range cannot be 
prepared from asymmetric films.

Acknowledgment. We are grateful to our colleague, Rob­
ert Ullman, for constructive criticism in the course of this 
work.
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The variation of interfacial tension with hydrostatic pressure has been determined fcr a number of gas- 
water systems at 25° using the capillary-rise method. Measurements are reported for water with He, H2, 
O2, N2, Ar, CO, CO2, N2O, CH4, C2H4, C2H6, C3H8, and n-C^io. Adsorption isotherms are derived from 
polynomial fits to the data through the Gibbs equation. Depending upon the gas, adsorption isotherms of 
types I and III are found2 with low molecular weight gases exhibiting type I behavior and the more polari­
zable gases yielding type III isotherms. In general, the degree of adsorption increases monatonically with 
polarizability of the gas. At low surface coverages however, it is found that adsorption coefficients for CO2, 
N2O, and C2H4 are abnormally large. This is interpreted as indicating that in addition to van der Waals 
forces, weak interactions, either electrostatic or chemical in nature, exist between molecules of these gases 
and the aqueous surface. It is also found that in the zero-coverage limit, the free energy of adsorption for 
the n- alkanes is a linear function of the number of methylene groups indicating correspondence with 
Traube’s rule. Values extrapolated to higher members of this series agree well with those determined ex­
perimentally using gas chromatographic methods.3

Introduction

In recent years there has been a resurgence in interest 
concerning bulk and surface properties of water.4 One area 
of research that has received comparatively little attention 
concerns the effect of pressure on the surface tension of 
water. This is somewhat surprising since such experiments 
are capable of providing a great deal of information con­
cerning adsorption of low molecular weight species at aque­
ous surfaces. To these authors’ knowledge, ref 5-11 consti­
tute a complete bibliography on this subject.

This paper reports results obtained in measuring interfa­

cial tension as a function of pressure for a wide variety of 
gas-water systems at 25°. The data for the hydrocarbon 
gases represent an extension to lower carbon numbers of 
earlier work by Cutting and Jones.12 The isotherms derived 
from these data also complement recent studies by Karger, 
et al.,3 in which net retention volumes of various hydrocar­
bons chromatographed on columns having water as the sta­
tionary liquid phase are used to determine isotherms di­
rectly at low surface coverages.

The systems involving water with carbon dioxide and ni­
trous oxide were of particular interest since it is known that 
on one hand these gases are more soluble than expected in
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bulk water13 while on the other hand water is abnormally 
soluble in compressed C02 and N20 14 leading to the ques­
tion of whether a corresponding anomaly is to be found 
with respect to adsorption at the interface of water with 
these two gases.

Experimental Section
The changes in surface tension of water under dense gas 

atmospheres were determined using the capillary-rise tech­
nique. The experiments were carried out in a thermostated 
cylindrical brass bomb having an internal diameter of 1.75 
in. and a length of 8 in. A single capillary (0.3-mm i.d.) was 
suspended from a polished 0.125-in. diameter stainless 
steel rod which passes through an “0 ” ring in the top clo­
sure. This rod was connected to a micrometer drive mount­
ed on the outside of the closure thus allowing the suspend­
ed capillary to be raised or lowered while the system is 
under pressure. This permitted a series of capillary-rise de­
terminations to be made using the same section of capillary 
bore at all pressures. A thin-walled glass liner was used to 
contain the liquid at the bottom of the bomb. The bomb 
was equipped with a 0.5 in. thick Plexiglas window provid­
ing a 0.75 X 3.5 in. viewing area along one side. Capillary 
rise was measured to 0.03 mm with a cathetometer, and 
pressures were measured with Bourdon gauges which were 
periodically calibrated against a dead-weight tester. The 
system was designed with a safety factor of 2 at the upper 
limit in pressure of 1000 psi. The temperature of the bomb 
was controlled to within ±0.2°, and all measurements re­
ported here were made at 25° as determined by a thermo­
couple located in the central cavity of the bomb.

Surface tensions were calculated using the relation15
7  =  lArg(h +  r/3)(pi -  pg) (1)

where y is the surface tension, g the acceleration of gravity, 
and h the capillary rise, with pi and pg being the densities 
of the bulk liquid and gas phases, respectively. The radius r 
of the section of capillary used in a given series of measure­
ments was determined from eq 1 using a value of h extrapo­
lated to zero pressure and a value of yo = 71.98 dyn/cm,16 
for the surface tension of water in equilibrium with its pure 
vapor at 25°.

Gas densities were .calculated from PVT data found in 
ref 17-28 while that for water was assumed constant over 
the pressures of this work. All gases used in these experi­
ments were CP grade or the equivalent having quoted puri­
ties of 99.0% or higher for the hydrocarbon gases and 99.5% 
or higher for the others. Laboratory-distilled water was 
used without further purification.

Results and Discussion
A representative sample of the experimental data is 

shown in Figure 1 where the relative surface tension, y/y0, 
of water is shown plotted against total pressure. The exper­
imental surface tension data for each H20-gas system were 
fit to a polynomial expansion in pressure and the results 
are shown in Table I. The curves generated by the polyno­
mials in Table I are capable of reproducing the experimen­
tal results within an average deviation of ± 0.2 dyn/cm for 
C02 and N20  and ±0.06 dyn/cm for all other gases. The de­
creased precision of the C02 and NvO data reflects the in­
creased experimental error associated with systems for 
which gas solubility in the liquid phase is significant. Poly­
nomial expansions of degree 2 or less provided a satisfacto­
ry fit to all data except those involving C02 and N20. The

TABLE I: In terfacia l T en sion  as F u n ctio n  o f  Pressure 
for Pure W ater w ith  V arious G ases a t 25 0,1

7  =  70 + BP + CP2 + DP3

B, C, D,
Gas dyn /cm  atm  dyn/cm  a tm 2 dyn/cm  a tm 3

He 0.0000
H, -0 .0 2 5 0
o 2 -0 .0 7 7 9
n 2 -0 .0 8 3 5
Ar -0 .0 8 4 0
CO -0 .1 0 4 1
CH, -0 .1 5 4 7
C2H 4 -0 .6 3 5 3
C,He -0 .4 3 7 6
C,)HS -0 .9 6 8 1
NoO -0 .6 2 3 1
COo -0 .7 7 8 9
n-C4H,„ - 2 .3 3 5

+  0.000104 
+  0.000194 
+  0.000194 
+  0.000239 
+  0.000456 
+  0.00316 
-0 .0 0 1 5 7  
-  0.0589
+  0.00287 -0 .0 0 0 0 4 0
+  0.00543 -0 .000042
- 0 .5 9 1

" All coefficients are quoted to  one extra significant figure 
in order to minimize effects of round-off error in generating 
values for 7.

0  10 20  30  4 0  5 0  6 0  70 8 0

P  ( a t m )

Figure 1. Relative surface tension as a function of pressure for vari­
ous gas-water systems at 25c.

y-P  curves for the latter two gases exhibited a point of in­
flection at about 30 atm necessitating the cubic terms 
found in Table I. Similar measurements involving water 
with He, H2, N2, CH4, CC2, and C2Hg at room temperature, 
approximately 25°, have been reported in graphical form 
by Slowinski, et al.1  More precise measurements were sub­
sequently carried out for the systems water-N2 and water- 
Ar, at 30°, by Masterton, Bianchi, and Slowinski.8 Hough 
and coworkers10 have used the pendent-drop method to de­
termine the surface tension of water in the presence of 
compressed C02 at temperatures of 100°F and greater. The 
data obtained here for water with He, H2, N2, CH4, C02, 
and C2H6 at 25° agree well with those shown in ref 7. A 
comparison of the N2, Ar, and C02 data with those taken at 
higher temperature8'10 indicates that the drop in surface 
tension with pressure is somewhat larger at the lower tem­
perature of this work as would be expected where positive 
adsorption of gas occurs at the aqueous interface. No mini­
mum is found in the surface tension data for water with 
C02 at 25° over the range of pressures encountered here.

The Journal or Physical Chemistry, Voi. 78. No. 22. 1974'



2264 R. Massoudi and A. D. King, Jr.

TABLE II: Surface Excess (r2(l)) for V arious G ases on  W ater at 25° (m o le cu le s /cm 2 X 10-14)

p,
atm h 2 0 2 n 2 Ar CO

10 0.06 0.18 0.19 0 . 2 0 0.25
20 0.12 0.36 0.37 0 . 3 7 0.46
30 0.18 0.53 0.53 0 . 5 4 0.66
40 0.23 0.69 0.66 0 . 6 8 0.83
50 0.29 0.84 0.78 0.80 0.98
60 0.35 0.99 0.88 0.91 1.1
70 0.40 1.1 0.96 1.0 1 .2
80 1.0 1.1 1.3

A C' A = 0 .5  kcal/m ol AGa = — 0 .2  kcal/m ol AGa — — 0 .2  kcal/m ol AGa = — 0 .2  kcal/m ol AGA = — 0 .3  kcal/m oj

p ,
atm C E , c ,h 4 CO» n 2o C2H 6
10 0.36 1.5 1.8 1.5 1 .2
20 0.69 2 .8 3 .4 3.1 3 .0
30 0.98 4 .0 5 .0 5 .0 5 .5
40 1.2 5 .2 7.1 7 .8 10
50 1.4 6 .3 10 12
60 1.6 7 .8 15
70 1.7

AG A = — 0 .6  kcal/m ol AGa = — 1 .4  kcal/m ol AGa = — 1 .5  kcal/m ol AGa = — 1 .4  kcal/m ol AGa = — 1 .2  kcal/m ol
P, atm CßHc P, atm c 4h ,„

2 0.60 0 .5 0.36
4 1.5 1 .0 0.88
6 2 .7 1.5 1.6
8 4 .4

aGa = — 1 .7 k ca l/m o l AG a = — 2 .2 k ca l/m o l

Such minima have been reported in data taken at higher 
pressures and temperature.10

Surface excesses for the various gases, P2(1), have been 
calculated according to the common convention which 
places the Gibbs plane such that the surface excess of water 
equals zero using the equation

Here Z represents the compressibility factor of the pure 
gas at pressure P and temperature T while k designates 
the Boltzmann constant. The surface excesses listed in 
Table lb were calculated using eq 2 with values of (dy/dP)r 
derived from the appropriate polynomial expansion from 
Table I. Values of Z were taken from ref 17-28.

Figure 2 shows the surface excess r 2(1> as a function of 
gas concentration for a representative sample of gases. 
While not shown, the isotherm for nitrous oxide parallels 
that of the C 02 while r 2<1) for CO, N 2, and 0 2 nearly coin­
cide with the data for argon. Since the molecular areas of 
the gases are typically of the order of 20 Â2 per molecule, a 
coverage of 5 X 10+14 molecules/cm2 approximates com­
plete monolayer coverage for these gases. Thus it is seen 
that the adsorption behavior of the gases fall into two gen­
eral categories. The gases having critical temperatures well 
below 25° all exhibit type I isotherms and appear to ap­
proach saturation coverages corresponding to 50% or less of 
monolayer coverage. On the other hand, the higher molecu­
lar weight hydrocarbon gases having critical temperatures 
above 25° exhibit type III behavior with isotherms that are 
concave upward and pass smoothly through the monolayer 
region. The isotherms do not, however, become asymptotic 
to their saturated vapor concentration in agreement with 
earlier investigations concerning the adsorption of higher 
molecular weight alkanes on water by Cutting and Jones.12

Ethylene appears to occupy a position intermediate to the 
other gases in that its isotherm is concave to the concentra­
tion axis and yet passes smoothly to values exceeding those 
expected for monolayer coverage.

Both C 02 and N 20  are unique among the gases studied 
here in that their isotherms exhibit points of inflection 
which occur in the vicinity of r 2(1) = 5 X 1014 cm~2, that is, 
at conditions of approximately 100% monolayer coverage. 
This suggests that the overall mechanism for adsorption at 
low coverages differs from that responsible for multilayer 
adsorption for these two gases. At the right of this point of 
inflection in the multilayer adsorption region the surface 
excesses at a given gas concentration arrange themselves in 
an ascending order with increasing gas polarizability (a) as 
might be expected if London dispersion forces were the 
dominant mode of attraction while to the left at low cover­
ages the order relative to ethane (a  = 4.5 A2) is reversed in 
the case of C 02 (a  = 2.7 A2), N20  (a  = 3.0 A2), and even 
C2H4 (or = 4.3 A2). The anomalous behavior of these gases is 
revealed quite clearly in Figure 3 which shows the adsorp­
tion coefficient at zero coverage

plotted against gas polarizability for each gas. It is appar­
ent that in the zero-coverage limit the adsorption isotherms 
of these three gases differ significantly from the rest.

The absence of information regarding enthalpies and en­
tropies of adsorption of these gases precludes any detailed 
discussion concerning likely causes for the anomalous ad­
sorption of C 02 and N20. Nevertheless, a qualitative pic­
ture emerges in which at monolayer coverages or less, C 02 
and N 20  are adsorbed at the aqueous interface to a greater 
extent than would be expected if van der Waals forces were 
the sole cause of attraction between water and these gases.
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C j ( c r r r 3 ) X 1 0 - 2 0

Figure 2. Surface excess as a function of gas concentration for var­
ious gas-water systems at 25°. Estimated error in r 2(1): ±3%.

Figure 3. Adsorption coefficient at zero coverage vs. average polari­
zability of gaseous component.

In this sense the enhanced adsorption of these gases at low 
coverages parallels earlier observations that mutual solubil­
ities of these gases with water are unusually large both in 
the liquid phase13 and the gas phase.11 On the other hand, 
multilayer adsorption of these three gases appears to in­
volve a mechanism more in common with the other gases.

There is considerable evidence suggesting that a high de­
gree of order exists at the surface of hydrogen-bonded liq­
uids.29 In the case of water it is thought that a preponder­
ance of the molecules near the surface are oriented with 
their hydrogen atoms directed toward the gas phase.30-31 
This suggests that the anomalous adsorption of these gases 
at low coverages may be the result of hydrogen bonding 
with the highly oriented water molecules acting as proton 
donors to the carbonyl-like functions of C02 and N20. 
Such a mechanism also explains the enhanced adsorption 
of ethylene at low coverages since olefins are known to 
serve as proton acceptors in hydrogen bonds.32 Karger and 
coworkers have invoked a similar argument to explain the 
enhanced adsorption of di-u-propyl ether on water at low 
coverages.33 Such a model is consistent with the observed 
rearrangement in the order of I V11 for C02 and N20  rela­
tive to the other gases shown in Figure 3 since beyond a 
monolayer coverage only physical interactions of a van der 
Waals type can be effective in determining the degree of 
adsorption for these gases. It should be pointed out that 
other factors such as dipole-quadrupole interactions or the 
known acidity of C02 may also play a significant role in de­
termining the adsorption behavior of these gases.34

The idea that at low coverage specific interactions exist 
between water and certain gases in addition to dispersion 
forces is supported in the case of C02 by other data of 
Slowinski, et al.,1  which show that, in contrast to the data 
of Figure 1, the surface tensions of «-hexane with C02 lie 
intermediate to those of n-hexane with methane and eth­
ane at all pressures as would be expected if London disper­
sion forces alone were effective.

Standard free energies of adsorption at zero coverage, 
AG a , have been calculated for the various gases using 1 
atm and the Kemball-Rideal35 convention as standard 
states. The results are listed in Table II. It is seen that be­
ginning with ethane, AG a increases by a constant incre­
ment of —0.5 kcal/mol per methylene group indicating a 
correspondence with Traube’s rule. The free energy incre­
ment calculated here is in exact agreement with those ob­
tained by Posner, et al. 36 In addition, extrapolation to the 
next higher member this series, n- pentane, yields AG a = 
—2.7 kcal/mol, which when corrected to 12.5° using the 
Gibbs-Helmholtz equation and a value of AHA = —5.7 
kcal/mol3 becomes AG a = —2.8 kcal/mol, agreeing with the 
value obtained by Karger, et al., using gas chromatograph­
ic techniques.3 The excellent correlation between the free 
energies obtained in this work and those derived from the 
direct determination of surface excesses at low coverages 
by Karger, et al., is very encouraging and supports the va­
lidity of the extrapolations to zero surface coverage used 
here.
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It has been observed that compression or decompression of bovine serum albumin monolayers spread on an 
aqueous substrate near the isoelectric point will produce surface pressures that are dependent on the dis­
tance between the measuring device and the compression barrier. As the pH of the substrate is varied, ei­
ther above or below the isoelectric point, the effect diminishes. Similar results have been observed with d 
casein. This phenomena fails to appear for small molecules (myristic acid, eicosyl sodium sulfate) even 
when the substrate contains substituted alkanol amines. A theory is provided which suggests that the 
major effect is due to a surface drag viscosity.

Introduction
Proteins are often used in emulsion and foam formula­

tions because of their stabilizing properties. A useful meth­
od to correlate the effects of proteins on the above systems 
is to study the properties of protein monolayers on liquid 
substrates. As can be expected, the surface behavior of 
these macromolecules are quite different from ordinary low 
molecular weight compounds.

This paper is concerned with an interesting series of ef­
fects observed with bovine serum albumin (BSA) when 
spread on a clean liquid surface.

Experim ental Section
The experimental apparatus for measuring surface pres­

sures has previously been described by Christodoulou and

Rosano.1 The compression and expansion rates were varied 
between 0.009 and 0.03 cm/sec. Isotherms were determined 
by compressing (and expanding) for short durations of time 
and then allowing the system to reach equilibrium.

The surface pressures were determined from surface ten­
sion measurements which were made by suspending a wet- 
table sand-blasted platinum blade from a microforce trans­
ducer-amplifier system (Model 311 A, The Sanborn Co., 
Waltham, Mass.). The transducer output was recorded 
continuously on an x-y recorder (Model 370, Keithley In­
struments, Inc., Cleveland, Ohio). The surface tensions 
were reproducible within ± 0.1 dyn.

An aqueous protein solution containing 0.5% of 1-penta- 
nol was deposited onto the aqueous substrate with an Agla 
micrometer syringe (Burroughs Wellcome Co., Tuckahoe,
N.Y.). The substrate and film were retained in an edge par­
affin coated silica trough (65 X 14 X 2 cm).
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The surface was cleaned by dusting calcinated talcum 
powder on the substrate and removing it with the aid of a 
hollow glass tip connected to an aspirator.

The bovine serum albumin crystals were purchased from 
the Nutritional Biochemicals Corporation, Cleveland, 
Ohio. A solution was prepared by dissolving about 50 mg of 
protein in a 10 ml solution of 0.5% 1-pentanol (Fisher Sci­
entific Co., Fairlawn, N.J.).

The water for the substrate was distilled from a Stokes 
still and foamed in a 600-ml medium-porosity sintered 
glass funnel. The foam was removed several times by 
sweeping the surface to remove surface active impurities.1

Results
Bovine serum albumin was spread on an isoelectric sub­

strate (pH 5.3) and initially compressed to a pressure (w) of 
5 dyn/cm. The molecular weight of the protein was deter­
mined to be 66,590 g/mol (pH 5.35 at 26°) with a cosurface 
of 12,000 A2/molecule. This was determined by using a sur­
face micromanometer.2 The moving barrier compressed the 
monolayer at a constant rate of 1.96 X 10~2 cm/sec for an 
interval of 70 sec while the surface pressure was contin­
uously recorded at various positions ir. the trough. Figure 1 
describes the results of ir u s . time at various distances from 
the moving barrier. It is obvious that the surface pressure 
recorded is dependent on the distance between the wetta- 
ble plate and the moving barrier. In addition, the further 
away from the barrier the pressure is recorded the smaller 
is the slope (dir/aT).

The horizontal lines (in Figure 1) indicate that the pres­
sure at each distance X  remained constant after the barrier 
had compressed the monolayer (surface) for a period of 70 
sec and was then stopped.

A hysteresis phenomenon is observed when one expands 
the monolayer after it has been compressed for 70 sec. In­
creasing the rate of compression yields a set of ir us. T 
curves similar to Figure 1 only with slopes of air/dT which 
are larger. The rate of compression had little or no effect on 
the pressure when measured at a fixed distance providing 
the monolayer was compressed to the same area.

Figure 2 describes the effect of pH on the surface pres­
sure (ir) of bovine serum albumen monolayers when deter­
mined at various distances from the moving barrier. Each 
reading was taken after the barrier was compressed at a 
rate of 1.96 X 10-2 cm/sec for 60 sec. The initial pressure of 
the system was 5 dyn/cm. The pH was altered by mixing an 
appropriate amount of 0.1 N  HC1 and 0.1 N  NaOH. Al­
though the pH was varied the ionic strength was kept con­
stant. When the ionic strength of the aqueous substrate 
was varied from 0.001 to 0.1 N  by adding NaCl, the effect 
was obvious in all cases but the greatest effect appeared at 
the lowest ionic strength.

Recent experiments in this laboratory indicate similar 
effects for ft casein when spread on distilled water (pH 5.5, 
23.5°)-6 N  urea (pH 6.5, 24.5°), at various ionic strengths 
and over different pH ranges.

When a monolayer of myristic acid spread on 0.01 N  HC1 
was used over the same pressure range (5 dyn/cm), the 
change in pressure on compression and expansion was in­
dependent of the position of the wettable blade from the 
moving barrier.

Additional experiments were conducted on eicosyl sodi­
um sulfate monolayers spread over (1) 0.1 N  2-amino-2- 
methyl-1 -propanol (pH 9.65, 24.5°) and (2) 0.1 N  2-amino-
1-butanol solution (pH 8.5, 24.5°). In all cases of compres-

Figure 1. Bovine serum albumin monolayer on water (pH 5.2, 24°) 
compressed first at 5.0 dyn/cm; rate of compression (or decom­
pression) 1.5 cm/min.

Figure 2. Effect of pH on surface pressure measured at various dis­
tances from the compression barrier. Measurements taken after 
compressing at a rate of 1.96 X 10-2 cm/sec for 60 sec. Initial 
pressure 5 dyn/cm: □, —5 cm; 0 , - 1 5  cm; V, —25 cm; o , —35 
cm.

sion or decompression, the measured surface pressures 
were independent of the distance between the measuring 
device and the compression barrier.

Interpretation
The surface properties of macromolecules is most likely 

due to the unfolding of the long chains in the surface re­
gion. Flory and Huggins3 developed a theory in 1942 for 
polymer solutions and Singer4 later applied it to surface 
films. Since then Frish and Simha5 and Silberberg6 have 
proposed additional models which take into account that 
the portions of the polymer chain will be pushed into the 
bulk phase or even lifted off the surface as compression 
takes place.
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In the case of protein this phenomena of chain unfolding 
and coiling is known as denaturation.

This denaturation effect is most likely responsible for 
the results appearing in Figure 1. As the monolayer is com­
pressed, the long chains of the protein reorient themselves 
in the monolayer and, therefore, the surface viscosity will 
be affected. The region of greatest reorientation will be 
near the barrier, thus one should expect the most dramatic 
change in the viscosity coefficient in this region.

This behavior is easiest to understand if each individual 
protein molecule is considered equivalent to an elastic 
spring and a dashpot in parallel (Kelvin model). As the 
barrier is compressed a force is developed on the mechani­
cal model. The dashpot begins to compress and exerts a re­
sisting force (this is analogous to the surface viscosity force 
between the protein and bulk phase). As the piston is com­
pressed the spring will also begin to apply a force (this 
being analogous to the viscosity force developed within the 
protein molecule as it coils). Finally, as the entire “Kelvin 
solid” is moved, the force will be transferred to the models 
right behind it which is analogous to the viscosity within 
the monolayer produced by intensity models. With this 
type of model the pressure will be dependent on position.

From the above model, it may be assumed that the resis­
tance to the moving barrier may be due to a viscosity effect 
which is developed in the following ways: (1) the viscosity 
within the monolayer itself which can be attributed to the 
coiling of the molecule and protein protein interaction; (2) 
the viscosity developed between the sheath of water mole­
cules bound to the monolayer and the bulk phase (surface 
drag viscosity). Numerous authors have conducted experi­
ments on this phenomena by determining the amount of 
substrate carried by a moving monolayer (Crisp,7 Pak and 
Gershfeld8). For example, Schulman and Teorell9 have es­
timated that the thickness of the aqueous bulk layer 
dragged with a moving monolayer of oleic acid is around 
0.03 mm. Rosano10 has determined for an 0.15 M Na2S0 4- 
1-butanol-water cell that the diffusion layer at the inter­
face is of the order of 300 fi. With this concept in mind the 
following mathematical model is proposed with the objec­
tive of explaining if the phenomena is due to the protein 
monolayer or the surface drag viscosity effect.

A small and local pressure change is produced in a mono- 
layer by compressing at a constant rate. The propagation of 
the surface pressure is detected at various distances from 
the point of surface perturbation.

Consider a small element of the monolayer (length M, 
width ax) perpendicular to the x axis. At time t = 0 the per­
turbation is produced by the moving barrier. At time t the 
perturbation has reached the small element of the mono- 
layer Max (where M  is the width of the trough). Let us call 
air the difference in surface pressure on each side of the 
surface element Max and u the velocity of the perturbation. 
The forces acting on this small element of surface are the 
following: (1) the force due to the surface pressure

3f x =  3trM (1)

(2) the force due to the two-dimensional surface viscosity 
and the friction between the surface film and the subphase 
(â/2). These two forces equal the inertial force of the surface 
element of mass am.

9/i -  9/2 =  9/ (3)
substituting and dividing by Max

dir dm 3 U
Tx ~ = Mdx a t

but am/Max equals the surface density <5 thus

97T S/; . 3U
dx Mdx ~  9t

Let us define
d f jM d x

(4)

(5)

Our first objective must be to determine Y. Later we will 
try to analyze our results to define cases when one of the 
two viscosity factors is predominant. Equation 6 becomes

5
dU
dt

From the continuity equation it can be shown that 
35 3(5 U)
at dx

(6)

95
at

d̂ u 5 r  =  °dx
For a small perturbation the surface film density remains 
practically constant and

35
at

djj
dx 0

3 In 5 au
at dX

Gibbs11 pointed out that there is an elasticity associated 
with a liquid film if the surface tension varies with the area 
of the surface; for a thin liquid film of area s, the Gibbs 
elasticity is given by

E = cr(dy/d<r)
where E is the film elasticity, a the molecular area, y the 
surface tension, and <5 the surface density. Since

but

a =  1/5

3ct =  --L  35 5

E  =

3y =  -dir

Therefore
E =  dn/d In 5

introducing Gibb’s elasticity coefficient E which equals 
air/a In <5 in the above equation one obtains

1 3£ _  au
E at dx

3/ =  dm (3 U/ 31) (2)

t being the time. Therefore
1 d- l  dx 
e  at
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TABLE 1«

x, àw/àx, S(òU/6x), Y, 77e=50Ä,
cm dyn/cm2 dyn/cm2 dyn/cm2 cP
6 .4  - 6 .1 6  X lCT2

10.7 - 3 .8 1  X 1 0 "2
18.5 - 7 .8 4  X 1 0 "3
27.7  - 4 .4 5  X 1 0 "3

IO“ 11 6.16 X 10"2
1 0 "11 3.81 X 10"2
1 0 "11 7.84 X 10"3
1 0 - "  4 .45 X 1 0 " 3

Initial pressure = 9.3 dyn/cm. Bovine serum albumin on water (pH = 5.2, 24.0°).

5.41 X 10-* 
3.44 X 1 0 "4 
8.83 X 10"4 
7.07 X 10~5

i ) ( = 5 X 1 0 '2cm,
cP

54.1
34.4

8.83
7.07

Experimental Determ ination of Y
(a) The elasticity coefficient E and the surface density 5 

is determined directly from the compression isotherm (ir
VS. a ) .

(b) The monolayer is compressed from a given surface 
pressure with the position of the wettable blade at a dis­
tance X  from the compression barrier, i.e., compressed 
from 5.0 to 5.5 dyn/cm. Graphs of t  u s . time plotted for 
various positions of the blade (distance X) compressing 
over the same area. Figure 1 is the representation of a fami­
ly of curves for bovine serum albumin

Once Btt/bT has been calculated from Figure 1 it is then 
possible to determine U(t). This is accomplished by graphi­
cally intergrating (1/E)(btt/bT) v s . X. From U(t) it is possi­
ble to find dU(t)/dT. Next, cross plotting Figure 1 at con­
stant time Btt/bX t can be calculated. Substitution in eq 6 of 
Bir/dX and 5(bU/bT) yields Y.

According to Table I the term S(bU/bT) is negligible as 
compared to (dir/dx). This would indicate that the inertial 
force due to the monolayer is negligible and the shear Y 
(dyn/cm2) due to friction is equal to Bir/ax. If it is assumed 
that the local velocity gradient decreases linearly perpen­
dicular to the interface (Newtonian profile at each point X) 
it is then possible to compare what the average three-di­
mensional viscosity for a film thickness i = 50 A and a sit­
uation where water is dragged along during the perturba­
tion t = 0.05 cm.10 In case 1 the calculated viscosity varies 
between 7.07 X 10-5 and 5.41 X 10-4 cP while in the second 
case it varies from 54 to 8 cP (with increasing distance from 
the barrier). Therefore, it must be concluded that the con­
tribution of the surface viscosity is negligible and the ob­
served effect must be attributed to the water bound to the 
monolayer.

Discussion
In previous experiments,7"9 it has oeen observed that a 

moving monolayer can drag along a considerable amount of 
substrate. The experiments conducted in this paper deal 
only with the compression and expansion of the monolayer. 
From these observations, we conclude that not only is the 
coiling of the protein monolayer important in the observed 
effect but the structure of the sheath of bound water imme­
diately below the monolayer (subphase) and the extent to 
which it is bound to the monolayer plays a role in the sur­
face viscosity. This leads us to advance the following hy­
pothesis of a nonstructured and a structured subphase.

For example, in the case of myristic acid and eicosyl so­
dium sulfate spread on aqueous substrates and substrates 
containing alkanol amines, the subphase is oriented due to 
dipole-dipole interactions but is still in the liquid state. 
This orientation has been accounted for in many mono- 
layer studies concerned with surface potential. 12"14 Upon 
compression, the substrate molecules although oriented 
can slip or be squeezed into the bulk thus the transmission

of surface pressure will be instantaneous and independent 
of the position of the device for measuring the surface pres­
sure. In the case of the protein monolayers the subphase is 
bound strongly to the protein15 and produces a “pseudo 
gel” phase as described by Colacicco, et al.ie This helps to 
explain our observed phenomenon since, on compression, 
the gel will deform and drag along the monolayer. This idea 
of a structured subphase explains why protein solutions, 
while not necessarily good foaming agents, are usually good 
foam stabilizers. Blank and Lee17 have also reported the 
existence of surface tension gradients when studying films 
of lung extract.

Lastly, the observed decrease in the effect with bovine 
serum albumin above and below the isoelectric point indi­
cates that, as the protein becomes ionized, the gel subphase 
breaks down to become similar to that of the myristic acid 
subphase.

In conclusion, a phenomenon has been observed which 
appears only noticeable on protein monolayers. We hy­
pothesize that not only is the protein monolayer responsi­
ble for the effect but the subphase structure also plays an 
important role. It should also be noted that experiments 
concerned with the transfer of surface films (Abribat, Ro- 
sano, and Vaillet18 and La Mer and Blank19) and surface 
viscosity experiments7"9 involve the concomitant move­
ment of an underlying layer of bound water. However, if 
the monolayer is in a twc-dimensional rigid structure no 
transfer of the film of bound water is to be expected. This 
erroneously implies that there exists no subphase. Our 
technique demonstrates that the subphase does indeed 
exist and produces an effect when the monolayer is com­
pressed. Nevertheless, no matter how one interprets the 
theory, the implications of this experiment are by far more 
important and should be understood and taken into ac­
count for future work on macromolecular monolayer sys­
tems. We stress the use of an additional variable, the dis­
tance the surface pressure measuring device is from the 
point of perturbation, which must be included in future 
work to assure accuracy and reproducibility of monolayer 
studies.

Acknowledgment. We are indebted to Dr. Ivan Panaio- 
tov of the University of Sofia, Bulgaria, for his helpful 
suggestions and theoretical interpretation on surface vis­
cosity. H.L.R. expresses his gratitude to Professor A. Sche- 
ludko, The Bulgarian Academy of Sciences and the NSF 
for making the scientific excursion to Bulgaria possible.

R eferences and Notes
(1) A. P. Christodoulou and H. L. Rosano, A d va n . C hem ., Ser.. No. 84 

(1968).
(2) A. P. Christodoulou, Ph.D. Dssertation, City University of New York, 

New York, N. Y „ 1968.
(3) P. J. Flory, "Principles of Polymer Chemistry," Cornell University Press, 

Ithaca, N. Y „ 1953.

The Journal of Physical Chemistry. VoI. 78. No. 22, 1974



2270 J. C. D. Brand and D. S. Liu

(4) S. J. Singer, J. C hem . Phys., 16, 872 (1948).
(5) H. L. Frish and R. Simha, J. C hem . Phys., 27, 702 (1957).
(6) A. Silberberg, J. Phys. C hem ., 66, 1872 (1962).
(7) D. J. Crisp, Trans. F a ra d a y  S oc., 42, 619 (1946).
(8) C. Y. Pak and N. L. Gershfeld, N a tu re  (London), 214, 888 (1967).
(9) J. H. Schulman and T. Teorell, Trans. F a ra da y  S o c ., 34, 1337 (1938).

(10) H. L. Rosano, J. C o llo id  In te rfa ce  S ci., 23, 73 (1967).
(11) J. W. Gibbs, “ Collected Works," Vol. I, Yale University Press, New 

Haven, Conn., 1936, p 301.
(12) G. L. Gaines, ' ‘Interscience Monographs on Physical Chemistry,”  Inter­

science, New York, N. Y., 1966, Chapter 4.

(13) J. T. Davies and E. K. Rideal, “ Interfacial Phenomena," Academie 
Press, New York, N. Y., 1963, Chapter 5.

(14) A. W. Adamson, "Physical Chemistry of Surfaces,”  2nd ed, Inter­
science, New York, N. Y., 1967, pp 123-136.

(15) M. Karel, J. F o o d  Sci., 38, 756 (1973).
(16) G. Colacicco, À. R. Buckelew, Jr., and E. M. Scarpelli, J. C o llo id  In te r­

fa c e  Sci., 46, 147 (1974).
(17) M. Blank and B. Lee, J. C o llo id  In te rfa ce  Sci., 36, 1 (1971).
(18) M. Abribat, H. L. Rosano, and G. Vaillet, C. Ft. A cad . S c i., 238, 1219 

(1954).
(19) V. K. La Mer and M. Blank, J. C o llo id  In te rfa ce  S ci., 11, 608 (1956).

Singlet-Triplet Intersystem Coupling in Formaldehyde
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P ub lica tion  co s ts  a ss is te d  b y  the  P e tro le u m  R e se a rch  Fund

A number of rotational transitions in the 2r2/ + v /  (2o2401) vibronic band of the Si <— So electronic system 
of CH2O show a Zeeman effect in external magnetic fields of 1-13 kG. An analysis of this magnetically sen­
sitive perturbation, combined with measurements of the magnetic rotation spectrum in the same spectral 
region, leads to a determination of the coupling constants for spin-rotation and spin-spin coupling in the 
principal perturbing level, namely, the 112241 vibrational level of the T j(3A2) state. The magnetic spin- 
rotation interaction in the Ti state depends strongly on the vibrational energy in that state, indicating that 
Ti is itself coupled to the next-higher T2 state of the triplet manifold. A tentative analysis of the vibration­
al dependence of spin-rotation coupling shows (i) that the T2 state is uniquely identified as a 3Ai state (i.e., 
the state which correlates with the 3xir* configuration of planar CH2O), and (ii) that the energy separation 
of the coupled triplet states is small, approximately 1.1 eV.

Introduction
The electronic states of polyatomic molecules are nor­

mally weakly coupled to one another through vibronic, 
spin-orbit, or other terms in the Hamiltonian. These cou­
plings give rise to the photophysical and simple photo­
chemical channels open to molecules in optically excited 
states and are therefore important to the interpretation of 
rate and lifetime measurements.2’3 To the present relative­
ly little use has been made of the optical spectra them­
selves in studying these couplings even though the effects 
of vibronic, rotational-electronic, and spin-orbit coupling 
are often observed and characterized in the ordinary course 
of spectral analysis. In vapor spectra, these couplings are 
observed when the rotational fine structure of the spec­
trum is resolved: the CH20  molecule meets this prescrip­
tion and has the further advantage that the rotational 
structure of several bands in the Si <— Sq and Ti •«— So sys­
tems has been analyzed in detail.4“7 This paper examines 
certain aspects of the interactions between the triplet and 
singlet states of the first excited electronic configuration of 
CH2O, Tt(3A2) Sy(1A2), in regions where the potential
surfaces of Si and Ti intersect, causing perturbations to 
appear in bands of the Si ■«— So system.

An analysis of the triplet-singlet perturbations observed 
in absence of external fields has been given in previous pa­
pers.8’9 The effects of coupling are most visible in the 21>-/ + 
t’4 (224') vibrational level of the Si state-which interacts

weakly by spin-rotation coupling with the 112241 vibration­
al level, and by vibronic spin-orbit coupling with the 1122 
vibrational level of T i.9 The present paper analyzes the ef­
fect on the interaction of an external magnetic (Zeeman) 
field which can be used to “tune” the coupling between in­
dividual rotational levels into resonance. In the course of 
analysis further couplings are detected within the triplet 
manifold which enables us to form a rough estimate of the 
location of the T2(3Ai) state.

E xp erim en tal S ection
The experiments record the 2024o1 band of the Si <— So 

system of CH20, near 3260 Â, in absorption in an external 
magnetic field whose axis is parallel to the axis of the ab­
sorption cell. Perturbations of the 2241 upper state of the 
transitions by levels of the Ti state are detected by the 
presence of magnetically sensitive lines which broaden or 
shift in frequency when the external field is applied. In 
these experiments the Sx — S0 transition carries the oscil­
lator strength, and the coupling with the T] state is sensed 
through the response of these mainly singlet-singlet transi­
tions to the Zeeman field.

The apparatus was similar to that previously described,9 
modified to improve the field homogeneity. Magnetic fields 
were obtained by a capacitor discharge through a solenoid 
90 cm in length by 6 cm in diameter, the pitch of the coil 
being adjusted so that the field strength was uniform to
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±0.5% over 70 cm. The source was a capillary discharge 
timed to coincide with the peak of the field pulse. Spectra 
were photographed with 2.1 Torr of CH20  vapor in a 70-cm 
cell mounted coaxially with the solenoid, using a 3.4-m 
spectrograph with reciprocal linear dispersion of about 3 
Â/cm. Frequency measurements were referred to Fe hol­
low-cathode standards, and the field strength was moni­
tored periodically by coils mounted on the absorption cell. 
A section of the 2o24o1 band (Si <— So system) recorded at 
four values of the field strength is shown in Figure 1. A 
total of some 70 magnetically sensitive lines were observed 
in this band, representing about 10% of the rotational tran­
sitions developed under the pressure-path conditions of the 
experiment. Using a single field strength, 13.0 kG, Brand 
and Stevens9 recorded 29 sensitive lines all of which are 
confirmed in the present work.

Besides the Zeeman spectra, a magnetic rotation spec­
trum (MRS) of the same wavelength regions was made 
available to us by Dr. J. M. Brown and Dr. D. A. Ramsay.10 
This high-resolution spectrum, comprising about 40 sharp 
lines, was photographed at a field strength of 1.2 kG. The 
existence of an MRS in this region was first established by 
Kusch and Loomis in 1939.11

Even a casual inspection of the Zeeman and MRS data 
shows that the spectra are not duplicates of one another. 
MRS lines occur close to the Zeeman-sensitive absorption 
lines but coincidences are rare; typically the relative fre­
quency shift ranges up to 0.5 cm-1. Discrepancies of this 
size cannot possibly arise from measurement errors. The 
MRS and absorption (Zeeman) spectra must therefore rep­
resent different rovibronic transitions.
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Zeeman Spectra
The system considered is that of a set of rotational levels 

of the Si state coupled by matrix elements of the singlet- 
triplet interaction to a similar set of levels of Tj. An exter­
nal magnetic field acts upon the Ti set in competition with 
the internal magnetic interactions of spin-spin and spin- 
rotation coupling in that state. Its effects are then trans­
mitted by the coupling to levels of the Si set and are ob­
served as a broadening or shift of lines in the Si •<— So ab­
sorption.

The Van Vleck effective Hamiltonian for a nondegener­
ate electronic state of an asymmetric rotor is, ignoring cen­
trifugal terms12

JCrot =  N-B-N + S-€-N + S-D’S (1)

Here, N = J  — S is the total angular momentum excluding 
spin and D, t, and B = h/(8w2cl) are respectively the ten­
sors of spin-spin coupling, spin-rotation coupling, and 
overall rotation of the molecule. In molecules of ortho­
rhombic symmetry, including planar CHaO, D and t are di­
agonal in the principal axis system. The Tx state of CH20 
is nonplanar,6’7 therefore not orthorhombic, but the off- 
diagonal elements of D and c are expected to average to 
zero because the inversion frequency is much higher than 
the spin splittings.

The Zeeman operator is13

3Czm =  — ¿is PHzSz (2)

where Hz is the field strength along the axis Z of a space- 
fixed set XYZ, ¡3 = eh/2mec is the Bohr magneton, gs ^  
2.0, and Sz is the component of the spin operator along the 
field axis. Since 3Czm operates in the space of the spin,

Figure 1. Zeeman effects nea- (A) 3267 and (B) 3254 A. Strips 2-5 
are recorded at field strength of 1.25, 5.55, 9.01, and 13.0 kG, re­
spectively, as Indicated on the right of the diagram. Zero-field refer­
ence spectra are shown in strips 1 and 6. Magnetically sensitive 
lines are indicated by arrows a: the foot of the spectra.

which is only loosely coupled to the molecular rotation, the 
field is not expected to induce new singlet-triplet interac­
tions over and above those already present at zero field.

To a good approximation the matrix of 3Crot + 3Czm for a 
near-case (b) triplet state is diagonal in N, K, and t = K -1 
— K  i, except in those K submanifolds where asymmetry 
effects are large. The external field then acts on each rovi­
bronic level N K t in the manner shown schematically in 
Figure 2 for the case (b) limit. In this diagram the energy 
gradients are approximately 2 f}M$, where M$ = 0, ±1 is 
the projection quantum number for space-fixed spin func­
tions, and the figure is effectively equivalent to that used to 
discuss esr transitions of a free-spin system with S = 1. In 
the rotating molecule however each Ms sublevel is (21V + 
l)-fold degenerate, the components of the degeneracy 
being indexed by Myy. When the internal magnetic interac­
tions due to spin-spin and spin-rotation coupling are dif­
ferent from zero this degeneracy is lifted to an extent de­
pendent on the magnitude of the zero-field splitting.

Zeeman effects in a triplet state are communicated indi­
rectly to a neighboring singlet state by elements of the sin­
glet-triplet interaction, as described previously.8 In Figure 
2 the coupled singlet rovibronic level is energetically higher 
than the triplet level and the interaction matrix element is 
assumed small, on the order of 0.1 cm-1. As illustrated, the 
Zeeman field tunes the Ms triplet sublevel into resonance 
with the singlet in a field of about 5.5 kG; in lower or higher 
fields, the singlet level is shifted up or down in energy.
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TABLE I: Zeem an Effects A ssigned  to  2241(S i) - l12241(Ti) In teraction s

ï'obsdj
cm^1

Z eem an effect“
A ssignm ent ------------------------------------------------------
A K * j K " ( J " )  J ' ,  K '  1.25 kG  5.55 kG  9.01 kG 13.0 kG R em ark s6

3 0 ,6 0 3 ,70vw r>P  1 d (12) 11, 0 < ----------------------------- Vaniishes-------------- -------------- > ‘E x tra ’ line (D)
3 0 ,6 0 5 .1 8 4 s "Pu, (12) 11, 0 ( +  ) b F igu re  1A (A)
3 0 ,6 2 1 ,15w pQ .c (ll) 11, 0 < ----------------------------- V anishes ----------- ‘E x tra ’ line (D)
3 0 ,6 2 2 .6 6 1 vs >>Q,c(H) 11, 0 ( +  ) + 0.05 F igu re  1A (D)
3 0 ,6 5 8 ,960vs »Rid (10) 11, 0 b B lended  line (C)
30 ,5 9 8 .8 8 8 s »P.d(13) 12, 0 b F igu re  1A (A)
30 ,6 1 6 .7 8 7 s ”Q.o(12) 12, 0 - 0 . 05 F igu re  1A (C)
3 0 ,6 5 7 ,30vw »Rid (11) 12, 0 b (C)
3 0 ,5 6 3 ,818vw »P3,i(12) 11, 2c — V anishes— > ( - ) ‘E x tra ’ line (B)
3 0 ,5 64 .308m »P :id (12) 11, 2c b (A)
3 0 ,6 2 0 ,262w »RSd(io) 11, 2c ( - ) ( - ) (B)
3 0 ,5 6 3 .4 0 5 vs pP 3e(12) 11, 2d b (B)
3 0 ,5 5 7 .884vw »P:i,i(13) 12, 2c b - 0 . 1 0 -0 .08 ( - ) (B)
30 ,5 8 9 .4 0 9 s pQ3c(12) 12, 2c ( - ) ( - ) (A)
30 ,5 8 9 .8 7 2 m pQsc(12) 12, 2c b - 0 . 1 3 - 0 . 1 5 -0 .15 ‘E x tr a ’ line (D)
3 0 ,6 7 8 .584w rR ,d( l l ) 12, 2c b (B)
3 0 ,6 7 8 .802w rR ,d( l l ) 12, 2c b b b b ‘E x tra ’ line (B)
30 ,6 9 0 .0 2 1 s rR id ( l l) 12, 2c b ( - ) ( - ) (B)
3 0 ,5 5 6 .53vw PP 3 c (13) 12, 2d -0 .05 b (C)
3 0 ,5 8 8 .325m pQ:id(12) 12, 2d b +  0 .0 9 + 0.05 F igure  1A (B)
3 0 ,6 1 6 ,509w rP lc(13) 12, 2d b b b b (C)
3 0 ,6 6 0 .8 0 6 vs rQ>d(12) 12, 2d b b b b B lended  line (B)
3 0 ,6 6 1 ,350vw rQi,i(12) 12, 2d b b b b ‘E x tr a ’ line (D)
3 0 ,5 3 1 .132w »Pio (14) 13, 3c ( +  ) ( +  ) (D)
3 0 ,6 6 0 ,590vw rQ2c(13) 13, 3c +  0 .0 5 +  0 .0 5 b (C)
30 ,6 9 5 .3 9 8 s rR Cd(12) 13, 3c b B lended  line (A)
3 0 ,6 6 3 .75vw rQi,i(13) 13, 3d ( - ) (D)
3 0 ,6 9 3 .1 6 m rR 3c(12) 13, 3d b +  0 .0 3 +  0 .0 6 (A)
3 0 ,5 1 7 .7 7 4 s pPi(13) 12, 4 ( - ) ( - ) B lended  line (A)
3 0 ,5 4 9 .0 2 pQi(12) 12, 4 Induced ‘E x tra ’ line
3 0 ,5 4 9 .3 6 0 s pQr,(12) 12, 4 ( + ) - 0 . 0 9 (A)
3 0 ,5 7 8 ,537w pR .i(ll) 12, 4 b b ( - ) B lended  line (B)
3 0 ,6 7 9 .7 8 1 s rQ3d(12) 12, 4 ( +  ) b (C)
3 0 ,7 0 8 .9 7 0 s rR 3( l l ) 12, 4 ( + ) - 0 . 0 7 F igu re  IB  (A)
3 0 ,5 1 0 .8 9 8 s pPs(14) 13, 4 (+) ( +  ) (A)

" b =  broadened  line. F requency  sh ifts  a re  specified (in c m -1) for sh ifts  >0.05 c m “ 1; if th e  sh ift is <0.05 c m “ 1 its  sense is 
ind ica ted  by  ± .  6 T he c la rity  of Zeem an effects is assessed A (good) to  D  (poor), depending upon  line s tre n g th  and  freedom  
from  in terference by o th e r lines.

Figure 2. Resonance “tuning” of a singlet-triplet interaction. Al­
though the intersystem coupling matrix element is independent of 
field strength, the gradient of the Ms = +1 sublevel induces a fre­
quency shift in the singlet term as indicated by the broken line.

Near resonance, the singlet level also broadens if the Af/y 
degeneracy of the triplet is lifted by the internal magnetic 
interactions. This figure explains schematically the behav­
ior of the singlet transition rR4(12) in Figure IB; this tran­
sition shows a small high-frequency shift at 1.25 kG, broad­
ens at 5.5 kG, and is again sharp but shifted toward lower 
frequency in the 9.0- and 13.0-kG spectra.14 This discus­

sion is given in order to show that Zeeman tuning assists in 
locating the perturbing triplet system when the latter are 
too weak to observe directly in absorption.15 A resonance 
near H = 5.5 kG signifies that the center of gravity of the 
perturbing triplet must lie 2 ftH ^  0.5 cm“ 1 from the per­
turbed singlet level. This is considerably more precise than 
the information9 available from the zero-field perturbation 
alone.

Figure 3 gives the computed profiles of the pQi(ll), 
pPi(12), pQi(12), and pPi(13) transitions of the 2o2401(Si 
•*-- So) vibronic band. The upper state of the first two tran­
sitions has J', K' = 11, 0 while that of the latter pair is 12,
0. In the recorded spectrum, Figure 1A, the pP1(12) and 
pPi(13) transitions are unblended and their Zeeman ef­
fects are correspondingly more distinct that for the Q- 
branch lines. The calculation satisfactorily reproduces the 
low-field (1.25 kG) broadening of pPx(13) and the high- 
field (13.0 kG) broadening of pPj(12), though the high-fre­
quency shift calculated for the 11,0 term at 9.0 kG is larger 
than observed. These profiles are computed without ap­
proximation following full-matrix diagonalization. Details 
will be given elsewhere.16

Table I summarizes the Zeeman effects observed in the 
2<r401(Si S0) vibronic band, attributed to the spin-rota­
tion coupling of 202401(S j) with l 12241(Ti )- This table in­
cludes about 40% of the magnetically sensitive lines pres­
ent. From the Zeeman effects listed one may deduce values
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Figure 3. Computed line profiles for the perturbed singlet-singlet 
transitions < (̂12), PQ^H), PP^IS), and PQ412). The separation of 
interacting levels is computed using Parkin’s constants (see ref 4) 
for S,(2241), the data of Table II for T,(112241), and the intersystem 
coupling parameter (axx + ayy) = 0.023 cm“ 1.9 Each curve is an 
envelope of overlapping Mj components assigned a gaussian profile 
with full-width at half-height of 0.05 cm“ 1.

TABLE I I :  C on stan ts o f  th e  3A, S ta te  (in cm  ')

0 +  , ‘ V 2 H 1

T „ 25,194.355 30,649.7,
A 8 .6726 8.5»1
B 1.1556 1.166
C 1.041, 1.04,
10,Dk 0.04„ 0.08,
I O R L v a - 0 ,58 0.3s
I O I D a 7.5V 10.0s
Caa -  0.07, -0.25s
€bb ¿cc - 0 .010/ - O . O l s'IsCOII

C) 0.14» 0 .8,
“ Reference 7. b Constants A - D k transferred from ref 9. 

r 5k and 5j also determined. d m and ecc obtained individually. 
e E = '/z{Dbb — Dcc) also determined.

for the spin-spin coupling constant a and the spin-rotation 
coupling constants o and a0 for the vibrational level
of the T] state. The procedure involves matching the pro­
file of the magnetically sensitive lines to the observed line 
shapes, as in Figure 3, varying the constants D, taa, and 
(ttb + fee) in order to optimize the fit. The results are given 
in Table II, where the constants, A, B, C, D̂ i, D^k , and Du, 
have been transferred without change from the zero-field 
analysis.9 For comparison, the table includes also the con­
stants of the 0+ vibrational level of Ti determined recently 
by Birss, Dong, and Ramsay.7

Magnetic Rotation Spectrum
MRS lines lie near magnetically sensitive absorption 

lines, but the two spectra do not coincide.17 However, using 
the results in Table II one may calculate the frequency of

Vibrational E n e r g y , c m  1
0  2 0 0 0  4 0 0 0

Figure 4. Vibrational dependence of the spin-rotation coupling con­
stants t aa and (ebb +  t cc).

rovibronic lines of. the transition from the ground state to 
the triplet state of the coupled system; when this is done 
(see Table III) a majority of the MRS transitions are ac­
counted for. The MRS therefore marks transitions to the 
triplet state of the perturbed system which in absorption 
appear only as weak “extra” lines of the perturbation.

It should be emphasized that Table III is not a calcula­
tion of MRS intensity. Instead we have calculated the fre­
quency, for zero external field, of transitions to the FRJ = 
N  + 1), F<>(J = N), and F3(J = N  — 1) components of the 
triplet state using the constants given in the third column 
of Table II. A magnetic field mixes Fj, F2, and F3, and 
splits them into bands of sublevels Mj = M/v + Ms whose 
width in a field of ~1.2 kG ranges up to ±0.06 cm“1. Since 
the MRS line must lie within the spread of Zeeman sub- 
levels, the zero-field calculation may be in error by this 
amount. The precise MRS line position and intensity, 
which depends in complex fashion on the magnetic circular 
dichroism and rotary dispersion,19 was not calculated in 
this work.

Vibrational Dependence of Spin-Rotation Coupling
The data in Table II show a strong dependence of eaa 

and D = Daa — lk{Dbb + Dcc) on vibrational energy in the 
Ti state. This is further illustrated in Figure 4 which in­
cludes also the data7 available for the 42 vibrational level. 
The smooth curve connecting the points is schematic since 
the effects must depend to some extent on the vibrational 
quantum number, not just the gross vibrational energy. 
The strong dependence found for eoa is sharply differen­
tiated from the almost-constant values obtained for (ebb + 
£«.). Behavior of this sort is expected if Ti is spin-orbit 
coupled to a higher state T2 of the triplet manifold, the en­
ergy gap E t, — E Ti being of the same order of magnitude 
as the vibrational energy range of Figure 4.

Spin-rotation coupling in multiplet states of an asym­
metric rotor is a second-order coupling, in which rotation 
excites orbital angular momentum which then couples to 
the spin by spin-orbit coupling.12 In this case we expect 
that e„a will encompass a vibrationally dependent contri­
bution from T ) ("’Aa)—T2(3Ai) coupling, because T2 proba-
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TABLE III: M RS A ssign m en ts

J'obsd j Cm *
Resonance with 

(S, -  S„)
224>(S,) 
J ’, K ’

l^H'OT,)
N',K'(Fi) Pealedj CHI *

A v, cm 1 
(obsd — calcd)

30,531,639m pP.i (14) 13, 3c 13, 3c (FO 30,531.584 + 0.055
30,556.383w pP3c(13) 12, 2d 12, 2d (F3) 30,556.397 -0.014
30,556.729s pP3„(13) 12, 2d 12, 2d (F») 30,556.734 -0.005
30,557.730m pPSd(13) 12, 2c 12, 2c (Ff) 30,557.743 -0.013
30,557.966s pPa <i (13) 12, 2c 12, 2c (Fa) 30,557.987 - 0.021
30,558.359s pP3,i(13) 12, 2c 12, 2c (F2) 30,558.383 -0.024
30,588.015w pQ3d(12) 12, 2d 12, 2d (F,) 30,587.915 + 0.100
30,616.067s pR3c(13) 14, 2d 14, 2d (F,) 30,615.988 + 0.079
30,617,391w pR3c(10) 11, 2d 11, 2d (F,) 30,617.462 -0.071

or pR 3c( l l ) 12, 2d 12, 2d (F3) 30,617.341 + 0.050
30,617.700w pR3c(10) 11, 2d 1 1 , 2d (Fa) 30,617.742 -0.042

or rPlc (13) 12, 2d 12, 2d (F2) 30,617.678 + 0.022
30,618.600vw pR ;id (ll) 12, 2c 12, 2c (F,) 30,618.569 + 0.031
30,618.788m pR 3d ( l l) 12, 2c 12, 2c (F3) 30,618.823 -0.035
30,619.062m pRsd(10) 11, 2c 11, 2c (F2) 30,619.052 - 0.010
30,625,892m rP.3d(15) 14, 3c 14, 3c (F») 30,625.988 -0.096
30,631.859vw rPid (13) 12, 2c 12, 2c (Fa) 30,631.791 + 0.068
30,632.108w rP,d(13) 12, 2c 12, 2c (F2) 30,632.187 -0.079
30,667.490w rQ2d(12) 12, 3d 12, 3d (Fa) 30,667.515 -0.025
30,678.486s rR ic ( l l) 12, 2d 12, 2d (Fa) 30,678.500 -0.014
30,689.879m rR id ( l l) 12, 2c 12, 2c (F,) 30,689.896 -0.017
30,693.641w rR2c(12) (?) 13, 3d 13, 3d (Fa) 30,693.496 + 0.145
30,695,284ww rR2d(13) 14, 3c 14, 3c (F,) 30,695.362 -0.078
30,695.892s pR2d(12) 13, 3c 13, 3c (Fi) 30,695.833 +  0.059

bly lies quite close to T 1; plus a smaller almost-constant 
contribution from remote states of the triplet manifold 
having the same orbital symmetry as T2. The variable part 
is given by an expression similar to eq 11 of ref 8, namely

2H r t, (+ |-ffso I r 2, k2){v2, k2 \h ot [ r „  k j  x
k 2

(v kt I Vk2)(Vk2\ Vki)A E u k \ -  E2, k 2) (3)

where k \  and k 2 denote the vibrational quantum numbers 
in the Ti (r i ) and T2( r2) states, respectively, and the nota­
tion otherwise is transferred from ref 8. If the spin-elec­
tronic integrals in the numerator of eq 3 are abbreviated as 
L i,2 the complete expression for taa, including an almost- 
constant contribution taa' from remote states, becomes

e«« = + Z  L u 2(Vk I Vk ){vk \ v k ) /
k2 1 2 2 1

(E2, k 2 -  !+ ,/+ ) (4)

Not knowing the Franck-Condon integrals we make the 
heuristic assumption that overlap is most important for 
low-lying vibrational levels of To. Granted this, the denom­
inator in eq 4 is effectively constant and the expression 
simplifies to

¿aa  =  € aa '  +  ^ 1 ,  2/ ( ^ 2, 0 ~  E l , k ] ) (5)

where E 2,o is the electronic energy of the T2 state. The 
curve connecting the <aQ values in Figure 4 is calculated 
from the parameters tal,'/A = 0.0030 cm-1, L i2/A = —100 
cm-1, and E->o — .Ego = 8500 cm“ 1 (1.05 eV). Given the 
limitations of the model the numerical values should not be 
taken too seriously.20

In order to contribute to eao, T2 must be a :,Ai state. Fur­
ther, treating 3Cso as a one-electron operator, 3Cso = 
s„ the sign22-23 of the spin integrals is such that L i 2 is 
negative (as found) if the excitation Ti —► T2 occurs by pro­
motion of one electron from a filled to half-filled orbital.

Consequently the Tj —► T2 promotion must be 7r —► n, and 
the state T2 is uniquely identified with the electron config­
uration that correlates with :Vir* of planar CH20. Ab initio 
calculations identify 3Ai as a low-lying state of the triplet 
manifold24 though the state has never been directly ob­
served. The most recent calculation24d places the T2 state
2.2 eV higher in energy than Ti at the ground state geome­
try.

The spin-spin parameter D has a large first-order dipo­
lar contribution besides second-order spin-orbit terms. 
The vibrational dependence of D (see Table II) is not less 
sharp than that of tan, but the spin-orbit contribution to D 
arising from T j-T 2 coupling is expected to be negative 
whereas a positive trend is observed. We have no solution 
to this paradox at present. The data are such that the value 
of D is determined largely by the K' = 0 resonance, while 
(aa is derived from resonances in the K' = 2, 3, and 4 mani­
folds. Possibly the K = 0 manifold is subject to some other 
perturbation which interferes with the determination of D.

Conclusion
This analysis attempts to account for details of the Sj- 

Ti intersystem coupling in the lower manifold of states of 
CH20, using conventional spectroscopic methods to probe 
the interaction. It is shown that the triplet state of the cou­
pling is the ^ ( T O  state, since the rotational constants ob­
tained for the coupled state serve as a fingerprint of that 
state. The example studied is one of weak coupling and is 
therefore unlikely to be of importance to the photophysical 
rate processes of excited CH20, though it is of possible sig­
nificance as a prototype for interactions between states of 
different multiplicity. Strong interactions, whether they in­
volve states of the same or different multiplicity, may be 
extremely difficult to analyze by ordinary spectroscopic 
methods because the organization of the spectrum is then 
concealed by the large, irregular perturbations. In fact this 
appears to be the main obstacle to analysis of, for example, 
the visible absorption bands of N 02.25

The spin-rotation coupling constant caa of the 3A2 state

The Journal of Physical Chemistry, Vol. 78, No. 22, 1974



Self-Diffusion of Solid and Liquid Sodium 2275

has a strong vibrational dependence attributed to the cou­
pling of 3A2 with the next-higher 3Aj state of the triplet 
manifold, leading to a rough estimate of the energy of the 
latter state, E T.2 = £ Tl + 1.05 eV = 4.17 eV.
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Self-Diffusion of Solid and Liquid Sodium1

D. E. O’Reilly

A rg o n n e  N a tio n a l La b o ra to ry , A rg on n e , Illino is 6 0 4 3 9  (R e ce ive d  J a n u a ry  7, 1974) 

P ub lica tion  co s ts  a ss is te d  b y  A rg o n n e  N a tio n a l La b o ra to ry

The two processes of self-diffusion in solid sodium observed recently by Mundy are tentatively interpreted 
in terms of nearest-neighbor and next-nearest-neighbor vacancy diffusion. Preexponential factors are eval­
uated for both processes and compared with experiment. Experiments and computer calculations are sug­
gested to corroborate the proposed mechanisms. Self-diffusion data for liquid sodium are interpreted by 
means of a primitive quasilattice model and also an extended quasilattice model which has recently been 
formulated. The agreement of the predictions of the model with experiments is good and volumes of acti­
vation for self-diffusion are calculated which may be compared with experimental results when they be­
come available. Theoretical preexponential factors and activation energies for viscosity are calculated and 
compared with experiment. The hard-sphere model of self-diffusion in metals is compared with the present 
models and experiments are proposed to clarify the nature of self-diffusion in liquid sodium metal.

I. Introduction
Self-diffusion in solid2 and liquic3a’b sodium has been 

studied extensively by the radioactive tracer method. For 
the solid, a non-Arrhenius behavior of the temperature de­
pendence of the coefficient of self-diffusion was observed 
by Mundy.2a This result was interpreted23 as due to two 
(possibly three) diffusion processes and volumes of activa­
tion were determined for the two diffusion mechanisms. In 
the present work we will give a refined version of an ear­
lier38 theory of self-diffusion in solids and calculate preex­

ponential factors for two types of vacancy diffusion in sodi­
um metal. Entropies of activation will be derived from ex­
perimental volumes of activation using an approximate ex­
pression given earlier4 (section II).

Coefficients of self-diffusion in liquid sodium will be in­
terpreted with a primitive quasilattice model5 and also an 
extended quasilattice model6 for self-diffusion in liquids. 
The work required to create a vacancy in the liquid is eval­
uated from (1) liquid density,7 (2) isothermal compressibil­
ity,7 and (3) the scaled particle theory8 (section III). The
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quasilattice model is compared with the hard-sphere model 
of self-diffusion proposed by Dymond and Alder9 and ap­
plied to liquid sodium by Protopapas, et a /.10 (section V).

II. D iffu sion  in Solid  Sodium
A. Theory. In the following we will explicitly consider va­

cancy diffusion although the results will apply to other 
types of diffusion as well. Our starting point is the relation­
ship11 between the coefficient of self-diffusion D and the 
velocity autocorrelation function \j/(r)

D  =  i  |  <v (0*v (t )> dT (1)

where v is linear velocity and the brackets in the integrand 
of eq 1 signify either an average over all initial times (r = 0) 
or a thermal (ensemble) average for a specific molecule. We 
will restrict the discussion to face centered cubic (fee) or 
body centered cubic (bcc) lattices with one type of diffus­
ing unit. This assumption will ensure that ip(r) vanishes 
after a single jump to a vacancy (neglecting correlation 
which we will take into account later). First we will evalu­
ate ip(r) by performing an average over all initial times and 
then consider the thermal average. Let the mean time du­
ration of a jump be t c , the mean time between jumps is t o  

and the average mean square velocity during a jump is 
(v 2 >. Then ŷ (r) is given by (Appendix A)

¡Mr) = (y2)(TcA 0)[l -  ( r / r c)] (2)

for 0 < t  < t c . Hence

D  = |  J  4>{t )dr =  (d2)tc2/ 6 t0 =  Z2/6 t0 (3)

where l is the jump distance. Equation 3 is the familiar 
Einstein relationship11’12 between D, l, and t o .

Now let us evaluate D by performing a thermal average 
in the evaluation of \p(r). We will assume that the Maxwell- 
Boltzmann distribution of molecular velocities is valid for 
the molecules of the solid. This assumption will be valid for 
most solids at moderately low temperatures and especially 
at high temperature. In the evaluation of the “sliding” 
part3c of i/dr) we consider the probability of those states of 
a molecule where (1) the molecule has a mean square veloc­
ity greater than 2e0/m (eo = translational energy barrier, m 
= molecular mass) and (2) there is a vacancy at a neigh­
boring site subtended by the direction of v. We denote the 
probability mean square velocity greater than 2t0/m by 
(u2)t0 and the probability of a molecular vacancy by pv. 
With the aid of the cosine approximation3c’5 to the velocity 
profile in traversing the potential energy barrier one ob­
tains

0s(t ) = {v2)efj[ct + /3 cos (2i7t / t c)]£t (1 -  t / tc)

(4)

where53 a ~ 1 and f3 «  a and, as above, 0 < t  < rc. Equa­
tion 4 results from the assessment of the initial probability 
mean square velocity for diffusion and the time depen­
dence evaluated in connection with eq 2. Placing the above 
expression for \f/s{r) in eq 1, integrating, and using the ap­
proximation that the potential barrier has a cosine depen­
dence on distance33’5 one obtains the following expression 
for D

( l  + l exp[(s0 + s v)/k] exp ~ (€(?

(5)

where ko is the correlation factor. Equation 5 is essentially 
the same as eq 18 of ref 3c except D is a factor of one-half 
smaller here due to the more accurate evaluation of ^ ( t). 
In eq 5 so and sv are the entropy terms associated with eo 
and w. w is the work of vacancy formation and pv = 
exp(—w/kT).

Now we consider the temperature and pressure depen­
dence of AEd = eo + w. In a first approximation, ADd is a 
function of the lattice parameter d only3c which depends on 
pressure and temperature. By definition sd = so + sv = 
(dAEp/dT)p = (dAEp/dd)p{dd/dT)p and the volume of ac­
tivation AVd is equal to (dAEp)/dP)T = (dAEp/ 
dd)T(dd/dP)T. Hence in the approximation that AEp is a 
function of d only, one obtains

AVd — s p(3/k (6 )
where (3 is the isothermal compressibility and x is the coef­
ficient of volume expansion of the crystal. From experi­
mental values of A V d , values of sd may be estimated from 
eq 6; theoretical values of w are available for solid sodium 
and hence theoretical preexponential factors may be calcu­
lated using eq 5.

B. Comparison with Experiment. In the following we 
shall interpret the two diffusion processes observed in solid 
sodium as due to vacancy diffusion to nearest-neighbor and 
next-nearest-neighbor vacancies. In the bcc lattice there 
are six nearest neighbors at the saddle point for diffusion 
to a nearest-neighbor vacancy and the distance to nearest 
neighbors at the saddle point is (VTl/4)ci = 0.828d in the 
rigid lattice. For diffusion to a next-nearest-neighbor va­
cancy, there are four nearest neighbors at the saddle point 
and the distance to nearest neighbors at the saddle point is 
( \ /2/2)d = O.lQld in the rigid lattice. It is very likely that 
the diffusion process to a next-nearest-neighbor vacancy 
has the larger value of e0 and we will tentatively assign this 
process to the component with the larger value of AEp, = c0 
+ w observed by Mundy. Values of eo and w were calculated 
for nearest neighbor vacancy diffusion by Worster, et al.,13 
using the pair potential of Paskin and Rahman.14 For the 
potential LRO-2,15 eo = 1.27«; and the sum e0 + w is very 
nearly equal to the smaller value of AEp, observed by 
Mundy. Assuming that the diffusion process observed to be 
dominant at low temperatures is due to vacancy diffusion 
to a nearest-neighbor vacancy, we calculate that w = 3.8 
kcal mol-1. Values of sd for each of the processes consid­
ered here were calculated from the observed coefficient of 
cubical expansion16 (x = 1.92 X 10-4 K-1) and isothermal 
compressibility16 (¡3 = 1.6 X 10-11 dyn-1 cm2) and the obs­
erved23 volumes of activation using eq 6 and are listed in 
Table I. Also given in Table I are values of e0 (computed 
from the value of w given above and values of AEp, given in 
ref 2a) and preexponential factors calculated using eq 5. 
The calculated value of Do is in good agreement with exper­
iment for process I but is an order of magnitude smaller 
than the observed value of D0 for process II. Part of this 
latter difference may result from the inherent error in the 
experimental value of D0 which is estimated to be about a 
factor of 3 larger or smaller than the value quoted in ref 2a.
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TABLE I: E ntropy o f  A ctivation  (sD), Barrier H eight  
(to), and P reexp onentia l F actors (Z)0) for 
S elf-D iffu sion  in  Solid  S odium

S d ,

cal e0,
K 1 kcal calcd D0, obsd“ D0, 

Process mol"1 mol“1 cm2 sec“1 cm2 sec“1
I

First-nearest- 2.0 .4.7 5.8 X  10“3 5.7 X  10“3
neighbor vacancy
diffusion

II
Second-nearest- 4.7 7.7 4.9 X  10“2 7.2 X  10“1
neighbor vacancy
diffusion

“ Reference 2a.

Another, perhaps more important, reason for the discrep­
ancy may be due to a contribution to .sD in addition to that 
calculated from eq 6. This contribution to sd could be eval­
uated by accurate measurements of D at constant volume 
and variable temperature and evaluation of D0 from the 
data.

III. D iffu sion  in Liquid Sodium

A. Evaluation of Work Required to Create a Vacancy. 
The density of liquid sodium (pi) may be expressed as fol­
lows7 in the quasilattice approximation

Pi =  Ps[ 1 ~ /o  exp(s„/R) exp (-w/kT)\  (7)

where ps is the temperature-dependent density of the solid, 
f o  is the fraction of the molecular volume (Vm) occupied by 
a vacancy, sw is the entropy associated with w (sw = —{aw/ 
aT)-p), and w is the mean work required to create a vacancy. 
By plotting log [(ps — pi)/ps] vs. 1 IT, w and the product f o  

exp(sw/R) may be determined. The densities of liquid and 
solid sodium are represented by16

ps = 0.985 -  1.89 x 10"4(T -  273) g cm-3
(8a)

Pi = 0.928 -  2 . 58 x 10‘4(T -  373) g cm"3
(8b)

where T is the absolute temperature. Log [(ps — pi)/ps] is 
plotted in Figure 1 vs. reciprocal temperature over the tem­
perature range 373-623°K. One obtains w = 0.78 kcal 
mol“ 1 and fo exp(sw/R) = 0.11. As will be seen below this 
value of fo exp(sw/R) leads to a value of fo = 0.40. This re­
sult seems unreasonable and the reason for the difficulty is 
that it appears that a better approximation to the structure 
of liquid sodium is attained with a fee quasilattice rather 
than a bcc quasilattice as has been assumed above. This is 
indicated by integration of the radial distribution function 
g(r) of liquid Na obtained by molecular dynamics17 out to 
the first minimum of g(r). One obtains a mean number of 
nearest neighbors equal to about 12 which is more sugges­
tive of a fee structure than a bcc structure. Thus in com­
puting fo and w from eq 7, for ps one should use a density 
and coefficient of expansion for fee solid sodium. Such data 
do not appear to be available at various temperatures but 
we expect that such an analysis would yield a value of fo 
closer to unity as found for van der Waals liquids.18

The quantity w may also be estimated7 from the temper­
ature dependence of the isothermal compressibility19 f3.

Figure 1. The quantity (ps — pi)/ps vs. reciprocai absolute tempera­
ture tor liquid sodium.

I00 0 /T , °K~

Figure 2. Product of the isothermal compressibility (8) and absolute 
temperature (7) vs. reciprocal temperature for liquid sodium.

Following the procedure given in ref 7 one obtains the fol­
lowing approximate expression for f3 in a fee quasilattice

R ^  exp(-w/RT)  exp ( s j R ) V m , .
P ~  3.25R T  w

Log /3 is plotted vs. reciprocal temperature in Figure 2 
over the temperature range 373-523°K. At the higher tem­
peratures the data deviate from a straight line as found 
with van der Waals liquids.18 From the data of Figure 2 one 
obtains w = 1.06 kcal mol“1 and exp(sw/B) ~ 0.33.

A final source of w for liquid sodium may be obtained 
from the scaled particle theory of liquids.20 The collision 
diameter17 a of sodium in the liquid is 3.30 A and values of 
w were calculated at constant pressure at 400, 500, and 
600°K for a cavity radius r = 2.1 A where f  = (3 Vm/4-jr)173. 
Over this temperature range the apparent value of w is 0.43 
kcal mol“ 1 and sw/R = —1.29, i.e., w increases with increase 
in temperature. At 400°K w = 1.36 kcal mol“1. The appar­
ent value of w was obtained by plotting w/kT vs. 1 IT  and 
calculating the slope of the resulting straight line. The 
value of sw/R derived from this procedure is deemed to be 
more reliable than that obtained above from the compressi­
bility. Using sw/R = —1.29, one obtains fo = 0.40 from the 
density data. That is, the volume of a vacancy in liquid so­
dium is calculated to be 40% of the molecular volume as 
noted above, this value seems somewhat small and it must 
be pointed out that it depends in a sensitive way on the 
temperature dependence of the density of the liquid and 
solid. The arithmetic mean value of w is 0.75 ± 0.23 kcal 
mol“1. The values of w and (aw/aT)p calculated from the 
scaled particle theory depend in a sensitive manner on the
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Figure 3. Self-diffusion coefficient (D) of liquid sodium at constant 
volume vs. reciprocal temperature (ref 3b).

values of r and a that are chosen, a appears to be rather ac­
curately known10’11 but may depend slightly on tempera­
ture.10 Placing r = (3Vm/4Tr)1/3 yields good results for van 
der Waals and polar liquids but the precise value that one 
should use is uncertain by about 10%.

B. Preexponential Factors for Self-Diffusion. Let us 
first evaluate Do for liquid sodium using a primitive quasil­
attice model which has been formulated recently.5 Do is 
given by the following expression

4 /2 kT  V1/2/  -z \
f-SL]i 2 [ 5 l + L +

2 * „ / L  m 2m \

kT  y  
2*o/■

■I 1 /2
l exp (.?„//?) (10)

D° ~ 9 W

where eo is the mean barrier height in the liquid, l is the 
mean distance between lattice sites, and so is a mean en­
tropy. so = sw + se where sw is defined above and s t is the 
entropy associated with «0 (he., s ( = -{di0/sT)p). As was 
noted in ref 5a, to is expected to depend on temperature as 
follows for a liquid quasilattice

e0 = €l[1 -  fo exp(%/R) exp(-w/RT)]  (11)
where cl is a mean barrier height for a hypothetical liquid 
without vacancies and w is constant, independent of tem­
perature. From eq 11 it follows that5b

s 6 =  €0'w p v% /R T m2(l ~ fop /)  (12)
where pv = exp(sw/R) exp(—w/R), Tm is the absolute melt­
ing temperature and the prime on c0 and pv signifies that 
these quantities are to be evaluated at Tm. Meyer and Na- 
chtrieb3a reported that the coefficient of self-diffusion of 
liquid sodium is given by

D — 1 . 1 0  x 1CT3 exp(-2.43/1?T) cm 2 sec ' 1 (13)
Hence D0 may be calculated by calculation of e0; the calcu­
lated value of D0 is 0.49 X 10-3 cm2 sec-1 (fo = 0.40) which 
is somewhat smaller than the observed value. For f0 = 1, 
one obtains Do =  0.58 X 10-3 cm2 sec-1.

The self-diffusion coefficients of liquid sodium were re­
ported by Ozelton and Swalin3b at constant volume over 
the temperature range 381-552° K and are shown in Figure 
3 with the errors in D given. The data are represented by
D = (5 . 5 ± 2.4) x

10" 4 exp[-(1.95 ± 0.51)/i?T] cm2 sec - 1  (14)

The quasilattice model for self-diffusion predicts that the 
activation energy for D at constant volume ((AE d )v ) is re­
lated to the activation energy for D at constant pressure 
((AE d )p ) by the following equation

(A-Ej})p — (AE^)y + w (15)
since there is a constant density and variable temperature 
the quantity exp(—w/RT) will be constant as predicted by 
eq 7. The quantity w/RT was calculated using the scaled 
particle theory at temperatures ranging from 400 to 600°K 
and at constant density and found to be strictly indepen­
dent of temperature. The quasilattice model yields (AE d )v 
= 1.68 ± 0.23 kcal mol-1 and Do at constant pressure equal 
to 2.5 X 10-4 cm2 sec-1. These values are in good agree­
ment with experiment (eq 14).

Also of interest is the volume of activation (A V d ) for 
self-diffusion in the liquid. The method of derivation of an 
expression for AVd follows that given earlier53 and here we 
give only the result as follows

AVd
R T f . ____ foPj_\ 3 1 (3 S p

faP? \  1 ~ f a p J l  Ps
(16)

where pv = exp (sw/R) exp (—w/RT) and di and ds are the 
isothermal compressibility of the liquid and solid, respec­
tively. At 400°K one calculates AVd = 2.6 cm3 mol-1 (fo =
0.40) which is 11% of the molar volume and 1.0 cm3 mol-1 
for fo = 1 which is only 4% of the molar volume. An experi­
mental value for this quantity does not appear to have been 
reported in the literature, so that no comparison between 
theory and experiment can be made here. In the derivation 
of eq 16 we have neglected the pressure dependence of fo, 
tL, and exp(sw/R).

The quasilattice model of self-diffusion in liquids has re­
cently been reexamined under less restrictive conditions.6 
The result for D in this extended quasilattice model is as 
follows6

D = ¿ ^ r ( fr )  (Jkf) [?0 + \kT(l +

|=r- jJexp(s/<R) exp(-(?o -  e0' + w)/RT)  (17)

where p\ is the number density, to is the mean energy bar­
rier height in the liquid, and s = s( — so' + sw is the mean 
entropy of activation. se = -(ae0/aT)p and s0' = -(ai0'/oT)p 
where e</ is the mean potential energy of interaction of a 
pair of sodium atoms at closest approach during a hard col­
lision. In the derivation of eq 17 the “rattling” contribution 
to D has been neglected.6

To evaluate the preexponential factor in eq 11 it is neces­
sary to evaluate the quantity e0'. This is carried out ap­
proximately in the Appendix B. The result is as follows

So' = \ k T + f -  -  € (18)
where e is the depth of the minimum in the pair potential 
between atoms (t is equal20 to 0.84 kcal mol-1). Hence s0' 
— (3/2)A + (s/2)c, AEd ca (io/2) + c + w and thus to =
1.7 kcal mol-1. Evaluating st from eq 12 and using the value 
of sw obtained from the scaled particle theory above one 
obtains D0 = 1.6 X 10-3 cm2 sec-1 (f0 = 0.40) and D0 = 1.7 
X 10-3 cm2 sec-1 (fo = 1.0). These values of Do are some­
what higher than the experimental value (1.10 X 10-3 cm2 
sec-1). Equation 15 is valid to good approximation for the 
extended quasilattice model also and the agreement of the
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model with the results at constant volume is reasonably 
good.

The volume of activation for self-diffusion in the extend­
ed quasilattice model may be derived by noting that the 
dependence of D on pv is essentially as follows

f 0pv)}/2RT}) (19)
From the definition of A F d , i.e.

AFd =  -RT(d  In D/BP)t (20)
it follows that

AFd = RTß  s +
I 2 f o P . t

fnPv
2(1 - M

x

El(1 - / oPv) 1 ^ 0 (3/2)R T \]}  pa {ßl ßa) (21)
where as in the derivation of eq 16 we have neglected the 
pressure dependence of exp(sw/R), f{), and ti, and have eval­
uated (apv/dP)t from eq 7. At 400°K, one obtains AFd =
7.1 cm3 mol-1 (/o = 0.40) which is nearly a factor of 3 larger 
than the value of AFd given by the primitive quasilattice 
model (AFd = 2.6 cm3 mol-1). For fo = 1.0, AFd = 5.5 cm3 
mol-1.

IV. Viscosity of Liquid Sodium
The viscosity21 of liquid sodium is well represented by an 

Arrhenius equation
n = (8 . 8  ± 0.3) X

10' 4 exp{-{(l. 56 ± 0 .04)/i?T]} P (22)
where the average of the preexponential factors (7/0) and ac­
tivation energies (AAy) from ref 21 are given. There are 
three approximate relationships between D and 7/ which are 
useful in the estimation of 77 from theoretical models of 
self-diffusion such as the quasilattice models discussed in 
section III. These are as follows

T) = kT/AirDa
(modified Stokes-Einstein relation22) (23) 

77 =  k T p , \2/ 24A (cubical cell model23) (24) 
rj = 2a2plkl/f)D (hard spheres24) (25)

where a is an effective hydrodynamic radius in eq 23 and is 
the hard-sphere radius in eq 25. p\ is the number density 
and A is the effective dimension of the cubic unit cell in the 
liquid. All three of the above equations predict that 7/ de­
pends on temperature essentially as T/D. Over the temper­
ature range of measurement2111 of 7/(400-1100°K) T  is well 
represented by T s  1.7 X 103 exp(—1.25/RT) °K and hence 
we expect that AAd = AAV + 1.25 = 2.81 kcal mol-1. This 
estimate is not much larger than the observed38 value of 
AAd (2.43 kcal mol-1). Values of the preexponential factor 
7/o calculated from eq 23-25 using D0 from eq 13 are given 
in Table II and compared with the experimental value (eq 
22). The agreement is good, especially for the cubical cell 
model.

V. Discussion
The two processes of vacancy diffusion proposed for 

solid sodium require additional support from computer cal­
culations of 60 and also w using more accurate potentials

TABLE II: Theoretical Values of i/0 for Three 
Approximate Relationships between 1/ and D

Relationship ij0 X 104, P
Stokes-Einstein, eq 23, a = <r/2 10.3
Cubical cell model, eq 24, X = 2<r 9.4
Hard spheres, eq 25, a = <7/2 5.6
Experiment, eq 22 8.8 ±  0.3

such as that proposed by Shyu, Singwi, and Tosi.25 In addi­
tion, accurate measurements of D vs. T  at constant volume 
would be very useful. It appears likely that the low-temper­
ature process proceeds by a relaxed vacancy diffusion 
mechanism but the nature of the high-temperature process 
is in considerable doubt.

In the liquid state, the scaled particle theory yields a 
considerably smaller value of w than the values obtained 
from the analysis of density and compressibility data. 
However, this value of w is a very sensitive function of the 
effective collision diameter used and is regarded as being 
somewhat uncertain. Both quasilattice models are in fairly 
good agreement with the experimental values of D0 at con­
stant pressure and constant volume and ( A d ) v - Likewise 
the temperature dependence of the coefficient of shear vis­
cosity is accurately given by the cubical cell model. It 
would be of considerable interest to experimentally deter­
mine the volume of activation in liquid Na at several tem­
peratures.

The model for self-diffusion based on the theory for hard 
spheres6’9,24 has been applied to sodium metal recently by 
Protopapas, Andersen, and Parlee.10 These authors use a 
semiempirical expression for the temperature dependence 
of the effective hard-sphere diameter and have calculated 
values of D that agree remarkably well with the experimen­
tal data. However, volumes of activation and values of D at 
constant volume should be calculated for this model for 
further corroboration. An obvious criticism of the hard- 
sphere model is that the velocity autocorrelation function 
1p(r) for hard spheres decays exponentially,6 yet molecular 
dynamics calculations17 on liquid Na yield a highly nonex­
ponential behavior for i/4r). The nonexponential behavior 
of ip(r) may be explained using the quasilattice model.58 By 
a careful comparison of the predictions of the hard sphere 
and quasilattice models with the experimental temperature 
and pressure dependence of D and the results of molecular 
dynamics calculations (1/■(r), isotope effect6) it should be 
possible to conclude which model (if either) is most repre­
sentative of the nature of self-diffusion in liquid metals. Of 
particular interest is the self-diffusion coefficient of light or 
heavy sodium atoms in ordinary sodium. The hard-sphere 
model predicts6 that D will be strictly inversely proportion­
al to the square root of reduced mass while experiments on 
van der Waals liquids26’27 have shown that D is nearly in­
dependent of the mass of the foreign molecule.

Appendix A
Velocity Autocorrelation Function for Jump Diffusion. 

The mean time duration of a jump is rc, the mean time be­
tween jumps is ro, and the average mean square velocity 
during a jump is (v2). During the time intervals between 
jumps the average velocity is equal to zero. We wish to con­
struct i/'jr), i.e.

4>(t ) =  (v (t )*v (0 )) (A l)
For r > tc, \P(t) = 0 since after the initial jump the average 
value of the dot product (in fee or bcc symmetry) will be
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equal to zero (neglecting correlation). Consider the brack­
ets in eq A1 as an average over all initial times. The proba­
bility that v(0) is not equal to zero is equal to rc/ro since 
the jumps occur at random. We will reckon time from the 
beginning of a pulse (t = 0) and find the average value of 
■¡P(t) as follows. Let rc — t = r, then

¡MT>Ti) =  (u2)(tc/ t0) 0 <  T <  T,
and

lPi(r,Ti) =  0 T, <  T <  r c 
hence \p(r) is given by an average of over all initial
times t.

normally occupy in the quasilattice and at the point of clos­
est approach during a hard collision is approximately equal 
to e</ + e, neglecting the change in potential energy be­
tween molecules 1 and 2 and all the remaining molecules in 
the liquid. Hence to' is, by conservation of energy, given as 
follows

(V2) -  € (B3)

Î1L + -b T  -  e 
2 2

(B4)

as given by eq 18. 
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4>(t) =  — r  ciMT>Ti) dTi ^ 2)
Tc J T

since 4>i(T,Ti) is different from zero only for r < r; < rc- Per­
forming the integral in eq A2 one obtains

¡Mr) =  (A3)

as given in eq 2.

Appendix B
Approximate Evaluation of the Potential Energy («o') 

at Closest Approach during a Hard Collision. In the fol­
lowing we will consider a hard-core collision between a 
“hot” molecule (1) with another molecule (2) with average 
velocity. At the point of closest approach between the two 
molecules the incident relative kinetic energy (1/4)mV2 
will be completely converted to potential energy, where V 
= Vi — V2 and v is linear velocity. The hard collisions that 
are of interest are those which occur when molecule 1 has 
sufficient kinetic energy to surmount the mean potential 
energy barrier encounted in self-diffusion. The mean 
square velocity {v2) i0° of the hot molecule 1 is readily 
shown as follows

2en 3 kT
m m (Bl)

using the Maxwell-Boltzmann distribution as in ref 5a. In 
deriving eq Bl we have simplified the result by assuming 
that (Q »  kT/2. The mean value of the incident relative ki­
netic energy is given by

i m ( V 2) =  ^ m \{ v x (B2)

where we have dropped the cross term — 2(vi • V2) which is 
small compared to (oi2)r0°.
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On the Determination of Cross-Term Diffusion Coefficients in Ternary Systems by the 
Capillary Cell Method

Kazuo Toukubo and Koichiro Nakanishi*

D e p a rtm e n t o f  Industria l C he m is try , K yo to  U n ive rs ity , K yo to  606 , Ja pa n  (R e ce ive d  A p r il 22 , 1974)

The extended Fick equation for the diffusion in ternary systems has heen solved with the initial and 
boundary conditions pertinent to the open-ended capillary cell method. An analytical solution has been ob­
tained which makes it possible to convert the experimentally measurable quantities to the four (main and 
cross) diffusion coefficients without introducing either mathematical or physical approximations. Applica­
tion of this technique to the determination of the diffusion coefficients in dilute solutions is discussed.

Introduction
Coupled diffusion with interacting flow in ternary sys­

tems may be expressed by the extended Fick equation1

V J <  =

. V J „  =

8 c l  _
31

9c2
at

= D119 C‘ +  D
I F  12

=  D.21"
L£i
3x2 +  D.22 "

q2„3_£2
3X2

3 2q
SX2

(1 )

where J, is the flux relative to the volume averaged velocity 
and c, is the concentration, both of species i. The Dq’s rep­
resent the ternary diffusion coefficients. The four Dq’s ap­
pearing in eq 1 have been determined by the Gouy dif- 
fusiometer1-2 or the diaphragm cell method.3 In an earlier 
stage in the studies on ternary diffusion, effort had been 
devoted to the verification of the validity of the Onsager re­
ciprocal relation (ORR) which insists the equality of the 
cross-term phenomenological coefficients, Lx2 =  ¿ 21- The 
principle contribution comes from the studies of Gosting 
and coworkers who established elaborate experimental 
technique for Gouy’s diffusiometer and the method of cal­
culation of Dij s from the experimentally measurable quan­
tities.1

Recently much attention has been paid to the systems 
where there is a strong interacting flow and accordingly the 
absolute values of the cross diffusion coefficients, DX2 and/ 
or D21, are fairly large.4 It seems therefore desirable to es­
tablish simple yet reasonably accurate method to obtain 
the cross coefficients. In this paper, we present an analyti­
cal solution of eq 1 with a boundary condition pertinent to 
the open-ended capillary cell experiment.2’5 This solution 
has been obtained without any mathematical and physical 
approximations and allows the calculation of four diffusion 
coefficients from two independent measurements with dif­
ferent times of diffusion.
Solution o f the Diffusion Equation

Equation 1 may be solved with the boundary conditions 
of the capillary cell method as follows. Let the components 
1 and 2 be the diffusing species, the component 3 be a sol­
vent, and the concentration of each component outside the 
capillary is assumed constant throughout the measure­
ment. Then the initial and boundary conditions become: 
initial conditions, t = 0

0  %,’x  =  a; q  = q°, c2 =  c2° 

x  >  a; q  = q ', c2 =  c2
(2)

boundary conditions, t > 0
x =  0 ; 3 q /3 x  = 3c2/3 x  = 0

x = a; q  =  q ', c2 =  c2'
(3)

where a is the length of capillary.
In order to satisfy the boundary conditions, c, and c2 

may be expressed by the following equations

Cl
, y ' (2  n + 1 )ttq  = 2 - ,  c o s ----- -— —x

7T=0 2a [ a „6

a„e

r ( 2 n + l ) i T  
-{"2a f R t

S t

+

(4)

,  Y  ( 2 w  + 1 ) 7 7
c2 — c2 = 2 -j c o s ------s------- x

n=0 2 a
+L B ne X 2a r

j  (5)

where An, Bn, ant and bn are the coefficients to be deter­
mined from the initial conditions, and

R  =  [ ( D n  +  D 22) +  J ( D n  -  D 22f  +  4D12D21]/2

(6)

S =  [ ( ^ 1 1  +  ^ 2 2 ) _  V(DU — D 22)2 +  4D12D21]/2

(7)
Substituting the initial conditions, cx = cx° and c2 = c2° at t 
= 0 into eq 4 and 5 and using the Fourier analysis, the fol­
lowing expressions are obtained

A ’ + “■ = (2n + 1)17 “  c‘3

+ b- = s r f ) 7 l c '  -  <9)
On the other hand, substitution of eq 4 and 5 into eq 1 
must lead to equations valid for any values of x and t. From 
this condition

A J i  =  DnA n +  Dl2B n (10)

a„S =  Dn a„ +  Dn b„ (H )
If we set the ratio An/Bn and an/bn as P and Q, then the fol­
lowing equations are obtained by eliminating R and S from 
eq 6 and 7.
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P  =  A j B n =  [(Dn  -  D22) +

J(Dn  -  D22f  + 4D12D2 1]/2D 21 (12)

Q =  a j b n =  [(Du -  D22) -

V 0 i i  — D22)̂  + 4D12D2 1 ]/2D 21 (13)
Equations 8, 9, 12, and 13 can easily be solved to give An, 

Bn, an, and bn. These are then substituted into eq 4 and 5 
to obtain the following solution which satisfies the original 
equation (eq 1).

q -  q ' =  1 -n- E  In cos ft„*{P[(q0 -  q ')  -
B — h? n=0

~kn Rt
Q(q° -  C2')k  -  Q[(ci° -  q ')  -

2

P(c2° -  c2')\e " } (14)

q  -  q ' =  p---- 77 E  l„ cos fe„x{[(q° -  q ')  -r  — n=0
- k 2R t

Q(q° -  c2')]e — [(q  -  q ')  -
2

P (q° -  c2')]e " } (15)
where

l„ =  4 (-l)" /(2 «  + l)ir (16)

kn =  (2 n + l)ir/2a (17)

In the capillary cell experiments, it is a common practice to 
determine the average concentration of solutes cav in the 
capillary after the time of duration t. Since

i  r
c„{t) = — I c(t ,x) dx (18)

a J  o
eq 14 and 15 are integrated to give the final equation

-  q '  =  ^ 7  E  hn{p\(q° -  q ')  -B V n=0

-k 2Rt
Q(q° -  c2'))e -  Q[(q° -  q ') -

2

P(c2° -  c2' ) ] e kn St} (19)

1
c 2 , a y  ~ c2 ~ T> n  E  —  cl') ~B  V n=0

- k  2 R t

Q(C2° -  c2')]e n -  [(q° -  q ') -

k 2
P(c2° -  c2 )]e " Sf} (2 0 )

where
hn = 8 / [ ( 2  n + 1 )V ]  (2 1 )

and P, Q, R, S, and kn are given by eq 12, 13, 6, 7, and 17, 
respectively. The four diffusion coefficients to be calculat­
ed can be expressed by the combination of P, Q, R, and S 
as in the following equations.

2282

TABLE II: Cross C oefficients and C orresponding  
C on cen tration  D ecrease in  th e  C apillary  
Cell E xperim ent

Kazuo Toukubo and Koichiro Nakanishi

In p u t d a ta O u tp u t results^

D o“ D na Cl.av C2..1V

a = 7.00 cm 0.01 0.10 0.1928 0.1516
t = 1.728 X 105 sec 0.05 0.10 0.1919 0.1516
ci° =0.25 0.10 0.10 0.1908 0.1516
c2° = 0.20 0.20 0.10 0.1886 0.1517
e / = c2' = 0 0.50 0.10 0.1819 0.1518
Dn — D22 — 1 .00° 0.50 0.50 0.1831 0.1412

a IO5 cm 2 sec ~1. b C alculated from  eq 19 and  20.

Du =  (PR -  s q )/(p  --  Q)

Du  - [Cs - R)PQ]/(P -  Q)
(22)

Dn =  {R -  S)/(P - Q)

P 22 = {PS --  QR)/(P --  Q)

Equations 19 and 20 are valid irrespective of whether c,° > 
c/ or c,° < ci. For the measurements in dilute solutions, ei­
ther c;° or ci can be set to zero in all the equations given in 
this section.

C alcu lation  o f D iffu sion  C oefficients

In the capillary cell experiments, the initial and average 
concentrations of components 1 and 2, c i0 and C20 (or C\ 
and c20 at t = 0, and ci av and c2,av at t = t, are experimen­
tally determined; Since one diffusion run yields two equa­
tions (eq 19 and 20), two runs with the same initial concen­
tration and different t suffice to determine four unknown 
variables, i.e., P, Q, R, and S.

Equations 19 and 20 indicate that the cav can be ex­
pressed as the sum of an infinite series. Preliminary calcu­
lation shows that this series converges rather rapidly under 
usual experimental conditions and only the first four terms 
are necessary for calculating the D,/s with an accuracy of
0.1%.

In order to obtain the four diffusion coefficients from the 
experimentally measurable quantities, the four-variable 
Newton-Raphson method may be used. A computer pro­
gram in fortran language has been prepared as shown in 
Table I.6 This program was proved to work well with re­
verse calculated data.

D iscussion
The capillary cell method has been widely used for the 

determination of the intradiffusion coefficients with ra­
dioactive tracer.2-5 It is also applied to the determination of 
the mutual diffusion coefficients of diluted solute in binary 
or ternary solutions.7 The measurements with this method 
may be classified into two types according to the relative 
magnitude of c0 to c'. If cq > c', then it is conventional “dif­
fuse out” type measurement. On the other hand, c0 < c' 
may be termed as “diffuse in” type, which has been adopt­
ed by Bockris and Hooper.8 Relative merit of one of these 
two techniques over another would be judged by the ease 
with which the method chosen can be fitted more rigorous­
ly to the boundary conditions imposed.

In ternary nonideal solutions, it is ultimately desirable to 
obtain the values of the four diffusion coefficients over the 
whole composition range. However, most of the available 
data, especially those for aqueous solutions of electrolytes
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or nonelectrolytes, have been obtained in a corner area of 
triangle coordinate for ternary systems where two solutes 
are diluted in a solvent. Since the mutual diffusion coeffi­
cient is essentially equal to the intradiffusion coefficient of 
solute in this corner area, the present method may best be 
applied to the measurements in such dilute solutions.

It is interesting to examine how far the small difference 
in concentration should be detected for the cases that the 
cross coefficients, D12 and D21, are relatively smaller than 
the main coefficients, Dn  and D22. Table II shows several 
examples of test calculations, in which Cav’s are directly 
calculated by eq 19 and 20 with appropriate input data. It 
is seen that the errors in concentration determination 
should not exceed 0.1%, when Di2 and D2i are less than one 
tenth of Du and D22. This is a very difficult assignment 
and special experimentation must be necessary. However, 
if the main and cross coefficients are of comparable magni­
tude, such demands for higher accuracy will be greatly re­
duced.

In conclusion, if the absolute values of the cross coeffi­
cients are fairly large, the capillary cell method should fur­
nish a simple device to estimate the cross diffusion coeffi­
cients in ternary systems. Furthermore, a test of the ORR 
for ternary molten salt mixtures with a common ion9 may 
be possible, provided that very high accuracy at higher 
temperature could be achieved. To this end, preliminary 
measurements are currently in progress.
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P ub lica tion  co s ts  a ss is te d  b y  the  N a tio n a l R e se a rch  C ou n c il o f  C anada

The intradiffusivities for three binary liquid systems n- hexane + toluene, carbon tetrachloride + n- hex­
ane, and toluene + carbon tetrachloride and mutual diffusivities for two systems n- hexane + carbon tetra­
chloride and toluene + carbon tetrachloride have been measured at 25° and ambient pressure, covering the 
complete composition range. The diaphragm-cell technique was employed for these measurements. The 
density and viscosity values were also determined for each of these systems. The data have been used to 
test the validity of various diffusivity equations proposed in the literature. It has been concluded that these 
probably apply only in ideal solutions. The comparison of the limiting mutual and intradiffusion coeffi­
cients did not indicate an isotope effect on the rate of diffusion.

Introduction
As is well known, two types of diffusion coefficients are 

commonly used in diffusional theories of binary mixtures: 
one mutual diffusion coefficient, DAb , and two intradiffu­
sion coefficients, D A* and D B*. In a mutual diffusion pro­
cess, components A and B interdiffuse into each other in 
such a way as to smooth out the inequalities in the concen­

trations. Intradiffusion is unlike mutual diffusion in that it 
takes place in a chemically homogeneous mixture; the 
transport due to random motion of molecules is determined 
with the aid of trace amounts of tagged molecules A or B.

Various relations have been proposed between mutual 
and intradiffusion coefficients.2 Those originating from 
Darken3 and Hartley and Crank4 have been used most ex­
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tensively. According to Darken

Z)Ab =  (*aDb* ^  %bDa*)P (1)
where xA and xb are mole fractions of components A and 
B, and f} is a thermodynamic factor, given by

8 = d In Oj/d In i =  A , B (2)

a i is the activity of component i. An assumption of equal 
molal volumes of components A and B (that is V = P a = 
Vb) has been made in the derivation of eq 1.

The Hartley-Crank equation is
-Dab = O/U-Db* + i/,B-DA*)/3 (3)

The only difference between eq 3 and 1 is that the former 
contains volume fractions t/-A and i/'b instead of mole frac­
tions. Evidently, eq 3 becomes identical with eq 1 if V = 
P a = Vb- Equation 3 was originally derived for the case 
when the partial molal volumes of the constituents are 
composition independent. However, this equation can be 
developed without making such an assumption.5

Another form of the Hartley-Crank equation was ob­
tained by Carman and Stein.6

where a is usually called the “friction factor,” rj is the vis­
cosity, and T is the absolute temperature.

The central idea, common to both the Darken and the 
Hartley-Crank theory, the postulate of independent intrin­
sic mobilities for the components and a compensating bulk 
flow, seems to lack physical reality in the case of liquids.2 
These equations, however, have been used very widely in 
the literature.2 Any deviation of the experimental data 
from these diffusional models has been generally rational­
ized by assuming that the kinetic units are molecular ag­
gregates rather than the individual molecules,7-8 although 
this assumption is az variance with some experimental 
facts.9-10

The statistical-mechanical theory of Bearman and Kirk­
wood11 and the irreversible thermodynamic formalism12 
also led to Darken’s equation for a certain class of solutions 
where the radial distribution function is assumed to be in­
dependent of composition (“regular” solutions).

Three binary systems of simple, nonpolar, organic com­
pounds were chosen to test these models accurately, name­
ly, n- hexane + toluene, toluene + carbon tetrachloride, 
and n-hexane + carbon tetrachloride.5 The components in 
these systems do not associate or form complexes. The mol­
ecules are geometrically simple and of similar size; carbon 
tetrachloride can be treated as a quasispherical molecule. 
Mutual diffusion coefficients were available for CC14 + n- 
hexane, and isothermal activity data for all three systems. 
Mutual diffusivities for the other two systems and intradif­
fusion coefficients, viscosities, and densities for all three 
systems were measured in this work.

Experimental Section
Diffusion Measurements. The diaphragm cell was used 

to measure mutual, self-, and intradiffusivities. For the de­
termination of self- and intradiffusivities, a small fraction 
of tagged molecules, labeled with radioactive isotope, was 
used.

Two different types of Stokes diaphragm cells13 were 
used in this study. One was developed by Dullien and co­
workers,14 and the other by Albright and Mills.15

Fine grade diaphragms of 2-5-m pore size were used to 
reduce bulk flow to a negligible level.16-17 Too small a pore 
size might cause hindrance to the diffusion process.18 The 
diaphragm and the other components of the cell were made 
of Pyrex glass.

It is well known 13>16-17-19 that with this kind of cells the 
speed of stirring does not influence the measured diffusivi- 
ty over a wide range of speeds. A rate of 60 rpm was em­
ployed in this study.

A prediffusion step has been generally employed to es­
tablish a “linear” concentration gradient at the start of the 
experiment. It has been verified experimentally,16-20 how­
ever, that the solution filled technique, employed in this 
study both for calibrations and subsequent runs, does not 
introduce any significant error if the compartment volumes 
are nearly equal and the diaphragm volume is sufficiently 
small. The chief advantage of this method lies in saving 
costly chemicals.

The diffusion equation for the solution filled technique 
is

= i i j l n $ £ (1 - x /6 )}  <5)
where D Ab is the integral diffusivity, t is the time of a dif­
fusion run, C A the concentration of component A, and /3C is 
the cell constant given by

0 e =  l { v l  + p~}-1 ~~ X/ 6) (6)
A appearing in eq 5 and 6 is

X = 2 PD/(P L + Vv) (7)
where P d is the volume of the diaphragm; Vb and Pu are, 
respectively, the volumes of the lower and upper compart­
ments; A is the effective cross-sectional area, and l is the 
effective diffusion path length in the diaphragm. The su­
perscripts i and f represent initial and final conditions in 
the diaphragm.

The diaphragm cells were calibrated by following diffu­
sion of an aqueous 0.5 M KC1 solution diffusing into pure 
water. The KC1 concentrations were measured gravimetri- 
cally by evaporating these solutions to dryness. The organic 
solutions were analyzed by density measurements for the 
mutual diffusion runs. The cell constants of the cells em­
ployed in this study ranged from 0.07 to 0.35 cm~2. Their 
values did not change during the duration of this study.

As the overall chemical concentrations remain constant 
during self- and intradiffusion experiments, in this case eq 
5 gives “differential” diffusivities, i.e.

- A /6)} i = A - B ®>

where D j* is the self- or intradiffusivity of component j and 
Cj is the tracer concentration. The lower compartment and 
the diaphragm were initially filled with a nonradioactive 
solution, and the upper compartment with a radioactive so­
lution. Therefore, Cjl1 = 0. When a component mass bal­
ance equation is used in conjunction with eq 8, the fol­
lowing equation is obtained
.Dj* =

J _  in f(C.inVCiif)(l + *72) + ( V j V y  + XV2)
P J  * c jxjf / c iLf -  1

(1 -  A/6)j> (9)
where X' = P d/P u-
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Equation 9 shows that a knowledge of the absolute 
values of the radioactivities is not required for the determi­
nation of self- and intradiffusivities. Only the concentra­
tion ratio Cjuf/CjLf needs to be evaluated.

The diffusion time for which analytical errors become 
minimum is given by Robinson’s rule21

tovt =  1. 2//3(rD (10)

Since some cell constants were very low, diffusion runs 
were also conducted for shorter lengths of time. The maxi­
mum increase in expected error was 20% for f/f opt = 0.6.

Gordon22 pointed out that if the ratio f /topt for calibra­
tion and subsequent runs is kept the same, the error re­
mains very close to the minimum value. Therefore, the 
same f/fopt was used in the calibration and subsequent 
runs.

All diffusivity measurements were at 25 ± 0.01°.
Viscosity. Glass capillary viscometers of the Cannon- 

Ubbelohde type were used. The method of operation and 
the equations used for the determination of viscosities have 
been reported in an earlier publication.23 The measure­
ments were done at 25 ± 0.01°.

Density. A digital precision density meter (purchased 
from Anton Paar K.G., Model No. DMA 02C 113X) was 
employed for the determination of densities.5-14 This elec­
tronic instrument utilizes the principle of variation of the 
natural frequency of a hollow oscillator when filled with 
different fluids. The following three-parameter equation 
was used for the determination of densities

A t  5
P = 1 -  B t J  ~ C ^

where p is the density and i s is the period of oscillation. 
The values of parameters A, B, and C were determined at 
25° from the known density values of five substances. The 
density values used for the calibration were either mea­
sured in this study using pycnometers or taken from the 
literature. The densities were determined at 25 ± 0.01°.

Liquid Scintillation Counter. A liquid scintillation 
counter was set up in order to analyze the radioactive solu­
tions. The method of analysis was essentially the same as 
that suggested by Mills and Woolf.16 The details of the 
equipment and the procedure have been described in ref 5. 
The background count rate in these experiments was 
smaller by 2 to 4 orders of magnitude than the sample 
count rate. Since the fractional error in the total count rate 
depends on the total number of counts, an attempt was 
made to count approximately 106 counts so that the errors 
due to statistical fluctuations were not more than 0.1%. 
The precision in the ratio of the counts of the upper and 
lower compartment solutions was estimated to be 0.2% for 
106 counts. However, in the case of CCI4 and CCI4 mixtures, 
this precision was not obtained because CCI4 is a severe 
quencher. A period of 2-3 hr was generally used, and 105 
counts were obtained for these samples.

In order to determine the ratio of the counts for eq 9 ac­
curately, the upper compartment solution (always more ac­
tive in these experiments) was diluted with enough carrier 
solution to equalize the activities in the two solutions. A 
carrier solution is one which is of the same chemical com­
position, but is nonradioactive. All the dilutions were car­
ried out gravimetrically.

Materials. All the organic chemicals used in this study 
were of ACS grade, and were purchased from Fisher Scien­

tific Co. In addition, carbon tetrachloride and toluene of 
spectrophotometric quality were purchased from J. T. 
Baker Chemical Co. Chromatoquality n- hexane was 
bought from Matheson Coleman and Bell.

Radiochemicals benzene-I-14C, carbon tetrachloride- 
14C, and toluene-I-14C were bought from Amersham/ 
Searle Corp. n- Hexane-I- 14C was supplied by ICN Chem­
ical & Radioisotope Division.

The stated purity of all these chemicals was minimum 99 
mol %. They were used without any further purification.

The KC1 supplied by Baker Chemical Co. was 99.9 wt %.

R esu lts

The experimental density and viscosity values of the bi­
nary systems measured in this study and those reported 
earlier23 were fitted to equations of the form

P  =  H A i i v  a1 (12)
i=0

and

V =  Y . a ix a  (13)
¡=0

where w a and x a are, respectively, mass and mole fractions 
of component A. The values of parameters A,-, calculated 
by the method of least squares, are reported in Tables I 
and II. The average per cqnt deviation of the computed 
values from the experimental ones is also reported in these 
tables for each system.

The density values for the systems n-hexane + toluene 
and toluene + CC14 were measured by the density meter. 
All other density values were obtained using pycnometers.

The mutual diffusivities for the systems n- hexane + tol­
uene and toluene + carbon tetrachloride were measured at 
25° over the complete composition range. The differential 
diffusion coefficients Dab were calculated from the integral 
values in the usual way.5 The raw data may be found also 
in this reference. The mutual diffusivity data for the sys­
tem carbon tetrachloride + n-hexane were available.24-25 
The least-squares constants of the equation

-Dab = Z  A i x A (14)
¿=0

best fitting the experimental data together with the per 
cent average deviations are shown in Table III.

The self-diffusion coefficient of benzene was measured 
eight times at 25°. All the measured values and their aver­
ages are presented in Table IV. The self-diffusion coeffi­
cients of n- hexane, carbon tetrachloride, and toluene, de­
termined in this work, are also presented in Table IV.

The intradiffusivities of components A and B in the 
three binary mixtures are shown in Figures 1-3, together 
with the mutual diffusivities. The values of the parameters 
Ai in equations of the form of eq 14, which best fit the ex­
perimental intradiffusivity data, are reported in Table V.

D iscussion
Experimental Accuracy and Precision. The densities 

measured with the density meter were found to be repro­
ducible within ±5 X 10~6 g/cm3 even for the systems con­
sisting of volatile components. Since the density of the 
sample is measured in a closed quartz or glass tube, the 
evaporation problem experienced with the pycnometers
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TABLE I: L east-S qu ares C on stan ts for th e  E q u ation “ p = ZîA îWa'

System •̂ ■0 At A2 « ^3 a 4
% av 

deviation
rrc-Bromotoluene +  toluene 0.86194 0.34323 0.08464 0.11246 0.038
n-Hexane +  toluene 0.86147 -0.26837 0.07497 -0.01319 0.033
p-Xylene +  toluene 0.86225 -0.00629 0.00073 0.003
Carbon disulfide +  toluene 0.86239 0.25225 0.07629 0.06496 0.050
CCh +  n-hexane5 0.65162 0.48486 -  0.18986 0.62958 0.410
Toluene +  CC14 1.58431 -1.31619 1.01326 -0.58862 0.16916 0.008
Mesitylene +  CC14 p = 1/(0.631412 +  0.54439«; a --  0.013933JCA2) 0.008

“ The units of p are g cm-3. h Reference 21.

TABLE II: L east-S qu ares C on stan ts for th e  E q u ation “ r; = 2, A,x A-

% av
System Ao A\ A2 A3 a 4 deviation

CBr4 +  benzene 0.6029 1.9026 3.9669 -2.4859 0.05
m-Bromotoluene +  toluene. 0.5534 0.4391 0.0776 0.1374 -0.0540 0.03
/i-Hexane +  toluene 0.5530 -0.5592 0.5395 -0.3425 0.1050 0.05
p-Xylene +  toluene 0.5538 0.0577 -0.0111 0.0089 -0.0047 0.02
Carbon disulfide +  toluene 0.5530 -0.2364 0.0064 0.0415 -0.0059 0.28
p-Xylene +  CC14 0.9077 -0.3849 0.0691 0.0626 -0.0500 0.10
Mesitylene + CC14 0.9074 -0.5615 0.7299 -0.6558 0.2390 0.06
CC14 + n-hexane 0.2969 0.1643 0.4177 -0.5107 0.5376 0.31
Carbon disulfide + CC14 0.9089 -1.3840 2.4202 -2.8903 1.3069 0.67
Toluene + CC14 0.9098 -0.4668 0.1181 -0.0081 0.06
1-Propanol + toluene 0.5545 -0.1273 1.7989 -1.9609 1.6891 0.38
Benzene + toluene 0.5535 0.0059 0.0482 -0.0053 0.04

“ Units of ij are cP.

TABLE III: L east-Squares C on stan ts for th e  E q u ation  Dab = 2, A pcAi
% av

System Aq A\ A2 A3 deviation
rc-Hexane(A) -f toluene (B) 2.4786 -0.6466 2.3070 0.1963 0.11
Toluene(A) + CC14(B) 1.4794 0.2345 0.9421 0.5129 0.22
CC14(A) + n-hexaneiB)6 3.8663 -3.2599 1.1059 - 0.2445 0.30

“ Units of D a b  are 10 5 cm8/sec. & Using the data of Bidlack and Anderson.25

TABLE IV: Self-D ifFusivities o f  B enzen e, rc-Hexane, 
CCL, and T o lu en e (10—5 c m 2/sec) at 25°

Cell
no. Benzene n-Hexane CC14 Toluene

1 2.208 4.223 1.283 2.293
2 2.200 4.205 1.291 2.2616
3 2.173“ 4.193 1.300 2.287
4 2.214“
5 2.202
6 2.205
7 2.210
8 2.203

Av value 2.204 4.208 1.291 2.290
° This value was ignored because the cell with which this 

value was determined (cell No. 5 “old”) was later found to 
be malfunctioning. 6 These values were ignored because they 
were obtained with the top plug left open. Evaporation 
was found to take place.

was not encountered here. The accuracy of the density 
meter is subject to the accuracy of the densities of the stan­
dard liquids used for calibration. Three highly accurate 
density values are required since there are three unknowns 
in the density meter equation, eq 11. Very accurate density 
values were not available except for water. In order to mini­
mize errors due to uncertainty in the densities of the stan­
dard liquids, five substances, as mentioned earlier, were 
chosen for calibration.

Figure 1. Mutual and intradiffusion coefficients vs. mole fraction ( t =  
25°) for n-hexane(A) + toluene(B).

The reproducibility of the viscosities both of pure com­
ponents and mixtures was found to be better than 0.1% in 
most cases. Details of this work may be found in ref 23.
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TABLE V: L east-S qu ares C on stan ts for th e  Equation® Dj* =  ZiAiXiC, j =  A, B
n-Hexane(A) +  toluene(B) Toluene(A) ±  CC14(B) CC14(A) + n-hexane(B)

Da* D B * Da* D B * Da* Db*
Ao 2 .5 3 0 , 2 .2 9 0 , 1 .4 6 9 , 1 .295s 3 .9 3 1 , 4 .2 2 0 ,
A, 1 .8 6 8 6 2 .8 5 9 3 0 .2 9 7 , 0 .6 0 9 , - 2 . 6 2 6 , - 4 . 0 3 9 8
A-2 - 0 ,491„ - 1 . 2 1 9 4 0 .7 4 7 , 0 .3 4 7 , — 0 . 392i 2 .6 7 7 3
A3 0 .3 0 9 , 0 .4 1 3 6 —  0.2236 0 .1 0 0 , 0 .3 7 1 4 - 1 . 4 2 6 ,
%  av deviation 0 .2 6 0 .3 3 0 .4 4 0 .4 8 0 .6 7 0 .9 1

“ Units of Dj* are 10 6 cm'V’sec.

TABLE VI: L im itin g  D iffu sion  C oefficients (10 5 c m 2/sec)

System Dab0 Dab“ Da*° Da*” Db*“ Db*°
Toluene (A) +  CC14(B) 1 .4 7 9 2 .1 4 3 1 .4 7 0 2 .2 9 0 1 .2 9 1 2 .1 5 2
CCLi(A) +  n-hexane(B) 3 .8 6 6 1 .4 6 8 3 .9 3 1 1 .2 9 1 4 .2 0 8 1 .4 3 1
n-Hexane(A) ± toluene (B) 2 .4 7 9 4 .3 3 5 2 .5 3 1 4 .2 0 8 2 .2 9 0 4 .3 4 4

Figure 2. Mutual and Intradiffusion coefficients vs. mole fraction (f = 
25°) for CCI4(A) + n-hexane(B).

By repetitive measurements of the self-diffusion coeffi­
cient of benzene, the experimental precision was found to 
be ±0.3% (c/. Table IV). The mean value of 2.204 X 10~5 
cm2/sec of the self-diffusivity of benzene is in good agree­
ment with Mills’ value of 2.207 X 10~5,26 Harris and Dun­
lop’s 2.210 X 10-5,20 and Eppsteir. and Albright’s 2.19 ±
0.005,27 all obtained by the diaphragm cell technique, and 
with Ertl and Dullien’s value of 2.21 X 10~5,28 determined 
by the nmr technique.

The self-diffusivity of n- hexane was found to be 4.208 X 
10-5  cm2/sec. Shieh and Lyons29 reported 4.131 ±  0.047, 
Albright and Aoyagi,30 4.105, and Dunlop and coworkers20 
4.263 X 10-5  for the self-diffusion of n- hexane. The value 
obtained in this study falls about 1% below that of Dunlop, 
but is higher than those of Shieh and Lyons and of Albright 
and Aoyagi by about 2%. Douglass and McCall,31 using the 
spin-echo method, obtained 4.21 X 70-5  em 2/sec.

The self-diffusivity value of carbon tetrachloride, 1.291 
X 10-5  cm2/sec, as obtained here, agrees very well with a 
value of 1.296 obtained by Codings and Mills.32 The level of 
precision for carbon tetrachloride measurements is poorer 
than that for benzene and n- hexane because the strong 
quenching in carbon tetrachloride solutions reduces the 
counts drastically. It should be noted that Codings and 
Mills32 also reported increased uncertainty (±0.4% ) in their 
CCL measurements.

The average value of the self-diffusivity of toluene has 
been found to be 2.290 X 10-5  cm2/sec in this study. The

XA

Figure 3. Mutual and intradiffusion coefficients vs. mole fraction (f = 
25°) for toluene(A) ± CCI4(B).

only published value with which our value can be compared 
is due to Kamal and McLaughlin,33 who obtained 2.23 X 
10~5 cm2/sec. Their value fads about 3% below our value. 
The reason for this discrepancy is unknown.

The reproducibility of the intradiffusivity measurements 
is about ±0.5% for those systems containing carbon tetra­
chloride as a component. Point 1 in Figure 3 for intradif­
fusivity of toluene in mixture with carbon tetrachloride at 
2.853 mol % toluene is quite unreliable because of low 
counting due to high CC14 concentration. Point 2 in the 
same figure was obtained with a much higher specific activ­
ity of the sample. The reproducibility of the intradiffusivi- 
ties of the system n- hexane ± toluene was found to be bet­
ter (see Figure 1 and Table V).

The mutual diffusivity data determined in this study lie 
on smooth curves (see also Table III). Hammond and 
Stokes34 also measured the mutual diffusivities for the sys­
tem toluene ± CC14, but only in the dilute CCI4 region. 
Their values are in good agreement with the values ob­
tained in this study.

Limiting Diffusion Coefficients and the Isotope Effect. 
The values of D a*" and D b*“ reported in Table VI are the 
self-diffusion coefficients of A and B, respectively. DA*°
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and Dab0 are, respectively, the limiting intradiffusion and 
mutual diffusion coefficients when the concentration of A 
is infinitely small and Db»° and Dab” are the limiting dif­
fusion values at the other end, that is, when the concentra­
tion of B is infinitely small. The limiting diffusion coeffi­
cients were calculated from the polynomial equations best 
fitting the experimental data, using the constants listed in 
Tables III and V.

It is important to note that the extrapolated values are 
usually not very accurate since there is a factor of uncer­
tainty involved in the extrapolations. Different values may 
be extrapolated with different equations all of which fit the 
data equally well.35 For instance, Bidlack and Anderson25 
reported for the system CCI4 + n-hexane Dab" = 1-49 X 
10-5 cm2/sec compared with the value of 1.47 X 10-5 ob­
tained by eq 14, which represents their data with an aver­
age deviation of 0.3%. Recently Ratcliff and Lusis36 have 
reported the value 1.41 ± 0.04 X 10-5 cm2/sec for Dab".

According to most theories of diffusion, the limiting mu­
tual diffusion coefficient and the corresponding limiting in­
tradiffusion coefficients should be identical. It has always 
been assumed in these theories that the isotopically labeled 
and the stable molecules are diffusionally identical. The 
validity of this assumption is still a controversial point.

Inspection of Table VI shows that for the system toluene 
+ CCI4, the limiting intradiffusion coefficients of toluene 
and CCI4 are equal to the corresponding limiting mutual 
diffusion coefficients, within the experimental error. In the 
system n- hexane + toluene, however, while the limiting in­
tradiffusion coefficient and mutual diffusion coefficient of 
toluene agree, the other limiting intradiffusion coefficient 
is about 2% larger than the corresponding mutual diffusion 
value. Similar differences were also found for both compo­
nents in the system CCI4 + n- hexane.

If the isotope effect were present, the limiting intradif- 
fusivity should be lower than the corresponding mutual 
diffusivity.30 The data in Table VI show that in two out of 
the three instances when significant differences were found 
the value of the intradiffusivity is the higher one of the two. 
Therefore, the observed discrepancies are not likely to be 
caused by isotope effects, but are probably due to the mag­
nification of experimental errors in the extrapolation pro­
cess.

More accurate data are required for both intra and mu­
tual diffusivities in order to establish the existence of mass 
effect.

Activity Corrected Diffusivities. The activity coeffi­
cients 7; were calculated from isothermal vapor-liquid 
equilibrium data in the literature. For the system n-hexane 
+ toluene, Funk and Prausnitz37 expressed the experimen­
tal data by the three-parameter Redlich-Kister equation

g e

= x ax b{A + B(xa — x B) + C(xA — ArB)2} (15)

where G E is the molal excess free energy.
The activity coefficients are related to the excess free en­

ergy by

In y a 1 ~d Ge "
R T -8Ata-

(16)

where GE is the total free energy, and N A and N B are the 
number of moles of A and B, respectively.

Elementary calculation5 gives the result

R. K. Ghai and F. A. L. Dullien

Figure 4. Experimental and activity corrected diffusivities for n-hex- 
ane(A) +  toluene(B): O, experimental DAb values.

¡3 =  1 — x Ax B{2A  +  6B { x a  -  x B) +

10C(xA -y x B2 — 2i . B x a x b ) \  (17)

The activity coefficients of component A for the system 
toluene + carbon tetrachloride were represented by 
Wang38 as follows

In y a =  x b2{A + B(xb -  3xA) +
C(xB -  x A){xB -  5xa )} (18)

Therefore
/3 =  1 -  x a x b { 2 A  + 6B(xb — x A) +

10C(1 -  4 .8 x Ax B)} (19)
For the system carbon tetrachloride + n- hexane, the 

equation used by Bidlack and Anderson25 was employed

( 3 = 1 -  2kxAx B (2 0 )

The activity corrected and the uncorrected diffusivities, 
together with the !i values have been plotted vs. mole frac­
tions for the three systems in Figures 4-6.

It is apparent from these diagrams that the deviation 
from linearity of the diffusivity vs. mole fraction curves in­
creases with the increasing nonideality of the systems as 
measured by the deviation of /3 from unity. The nonideality 
increases in this order: toluene + CC14, CC14 + n- hexane, 
and n-hexane + toluene. For all three systems, the dif­
fusivities show negative deviations with respect to straight 
line behavior, and the (3 values are less than unity. The ac­
tivity corrected diffusivities, however, tend to have at least 
some positive deviations from linearity.

Test of the Darken and the Hartley-Crank Equation. 
The mutual diffusivities predicted by Darken’s equation, 
eq 1, along with the experimental values for the three sys­
tems, are plotted in Figures 7-9. The maximum deviation 
of this equation is about 4% for the nearly ideal systems 
toluene + carbon tetrachloride and CCI + n- hexane, but it 
is 8% for n- hexane + toluene.
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Figure 5. Experimental and activity corrected diffusivities for CCI4(A) 
+ n-hexane(B): • , DAB values taken from Bidlack and Anderson.25

Figure 6. Experimental and activity corrected diffusivities for tolu- 
ene(A) + CCI4(B): O, experimental DAB values.

Shieh and Lyons29 reported that the maximum deviation 
of the Darken equation from the experimental data is 2.3% 
for the system n- hexane + n-dodecane at 25°. Even less 
deviation was reported for the system n- octane + n-dode- 
cane at this temperature.39 Similarly, the diffusivities of 
the system benzene + diphenyl,40 and those of heptane + 
cetane41 follow Darken’s equation satisfactorily. However, 
the diffusivities of the system benzene + carbon tetrachlo­
ride measured by Hardt, et al.,4Z are not in agreement with 
this equation.

Therefore it appears that Darken’s equation is satisfac­
tory only for mixtures of structurally closely similar 
species, as it breaks down for some simple nonpolar sys­
tems.

The Hartley-Crank equation, eq 3, has been found to be 
superior to Darken’s equation for the systems benzene +

Figure 7. Test of Darken’s equation for n-hexane(A) + toluene(B): 
(— ) Darken's equation; 0, experimental values.

Figure 8. Test of Darken’s equation for CCI4(A) + n-hexane(B): (— ) 
Darken’s equation; 0, experimental values.

diphenyl studied by Mills40 and for n- octane + n- dodecane 
studied by Van Geet and Adamson.39 However, for the sys­
tems studied here this equation was found no better than 
Darken’s equation. Partial molal volumes Va end VB were 
calculated by the method of Ellerton, et al.43

The Carman-Stein form of the Hartley-Crank equation, 
eq 4, may be tested by plotting the group D A3i//d against 
mole fractions. If the friction factors <ta and crp, remain con­
stant with composition, then, according to this equation, 
the group D abv/P should be a linear function of mole frac­
tion for isothermal diffusion. The Bearman-Kirkwood 
theory and Eyring’s theory of diffusion also lead to a linear 
dependence of this group for “regular solutions.”

The groups D ab>? and D \ bv/0 were plotted in Figure 10 
for all three systems. It can be seen from these plots that 
neither of these groups is a linear function of the mole frac­
tion for any of the three systems. The group D abv/P always 
departs less from linearity than Dab»? for the same system.

Much more pronounced deviations from linearity of the
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Figure 9. Test of Darker’s equation for toluene(A) + CCI4(B): (— ) 
Darken's equation; O, experimental values.

Figure 10. Test of linearity of the groups DAB>? and DABrj//3.

group D were observed for the highly nonideal sys­
tems acetone + CCI4 , acetone + benzene, and acetone + 
chloroform.8

The present results suggest that the Hartley-Crank 
equation fails already for systems consisting of mixtures of 
nonpolar molecules of similar size. It certainly does not 
seem justified to draw any conclusion regarding the nature 
of the kinetic units on the basis of applicability of the 
Hartley-Crank or the Darken equation.

Test of Constancy of D\*r\. The Bearman-Kirkwood 
theory provides an expression for viscosity.44 Bearman11 
showed that the product D;*?? should be independent of 
composition for “regular solutions.”

Figure 11. Test of constancy of the group D,-r/ for n-hexane(A) + 
toluene(B).

Figure 12. Test of constancy of the group 0,-77 for CCI4(A) + n-hex- 
ane(B).

The values of the products D ,*r/ were calculated from the 
experimental data for each component in the three binary 
systems. The results are presented in Figures 11-13. These 
plots reveal that the product £);*?; does depend on composi­
tion, however, for a given system, its change is much less 
for one component than the other in all three systems. Al­
ways the component with lower diffusivities shows less 
variation. This also happens to be the component that de­
viates less from the spherical molecular shape. In particu­
lar, D ¡»77 for carbon tetrachloride in both systems departs 
only slightly from constancy (see Figures 12 and 13).

Significant variations of this product were also observed 
for the systems benzene + carbon tetrachloride and cyclo­
hexane + carbon tetrachloride.45 The CC14 products again 
showed less variation.

According to Bearman’s definition of “regular solutions” 
the radial distribution functions are independent of com­
position. The three systems investigated here conform to 
this type of solution to varying degrees of approximation. It 
appears that complete conformance may require that the 
solution be perfectly ideal, rather than just “regular.”

Test of Vignes’ and Cullinan’s Equations. According to 
these authors46’47 the activity corrected diffusivities are, for
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Figure 13. Test of constancy of the group Di-r/ for toluene(A) + 
CCI4(B).

“nonassociating” nonideal systems, exponential functions 
of mole fractions. That is

- f  = C»AB0 r B(CAB°TA (2 1 )

where D a b °  and Dab" are the limiting mutual diffusion 
coefficients. It was found in the present work that this 
equation is obeyed only by the system toluene + carbon 
tetrachloride (maximum error ~  1%). For the other two 
systems the calculated values were significantly lower than 
the experimental data (maximum error =* 13% for both 
systems).

Leffler and Cullinan48 obtained the equation

- f 11 = (Dab°Vb)XHDab°°Va) ^  (2 2 )

which was found to agree more closely with the experimen­
tal data than eq 21. Maximum error for both nearly ideal 
systems toluene + carbon tetrachloride and carbon tetra­
chloride + n-hexane was about 2%. For the much less ideal 
system n- hexane + toluene, it was about 6%.

C onclusions
The equations of Darken, Hartley and Crank, Carman 

and Stein, Bearman, Vignes, and Leffler and Cullinan have 
been tested with accurate data on tne systems n- hexane + 
toluene, carbon tetrachloride + n- hexane, and toluene + 
carbon tetrachloride. Significant differences between the 
measured data and the predictions have been found in 
every system, but the deviations were usually small for the 
two systems containing carbon tetrachloride as a compo­

nent. On the basis of the present results it appears that 
these equations are valid only for ideal solutions.
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Cation Exchange Diffusion Experiments1
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Some exchange diffusion experiments are presented in ternary electrolyte solutions. The following systems 
were studied: (1) NaCl-NH4Cl 0.6 equiv/1. at 15, 25, and 35°; (2) sodium polyacrylate-ammonium polyac­
rylate 0.6 equiv/1. at 15 and 25°. In both cases the exchange diffusion coefficients were computed from the 
distribution of the concentration inside the boundary. The experimental results are briefly discussed.

It is well known that free diffusion boundaries between 
solutions of more than two components may develop gravi­
tational instability, even if the upper solution has a lower 
density than the bottom one. Such instability is due to the 
growing of liquid layers with reverse density inside the 
boundary.2'4 In general, gravitational instability fa­
vors the appearance of convective motions that may rapid­
ly destroy the diffusion boundary.

In a recent paper5 some of us have shown that when the 
gravitational instability grows at the upper and lower bor­
der of the diffusion boundary the appearance of convective 
motions along the diffusion cell walls promotes an appar­
ent overstabilization of the boundary which spreads with a 
velocity corresponding to an apparent diffusion coefficient 
two to three orders of magnitude smaller than the true one.

We present here some further experiments on a ternary 
system in agreement with our previous finding. Further­
more the boundary behavior when the gravitational insta­
bility grows at its center is shown. The following system 
was studied: sodium chloride-ammonium chloride-water 
(average total salt concentration 0.6 equiv/1.) at 15, 25, and 
35°.

The quite different slope of isodensity and isorefractive 
index curves of this system allowed us to make also some 
exchange diffusion experiments (Figure 1) visualizing two 
extremum points on the total salt concentration inside the 
boundary. Diffusion coefficients were computed from the 
Rayleigh fringe patterns obtained in the exchange diffusion 
experiments. The experimental results are briefly dis­
cussed.

Some data are also given for a similar system: sodium po­
lyacrylate-ammonium polyacrylate-water (average total 
salt concentration 0.6 equiv/1.) at 15 and 25°.

Experimental Section
Material. NaCl was reagent grade. NH4C1 solutions were 

prepared by neutralization of a titrated NH4OH solution 
with HC1 and dilution to the desired concentration. Redis­
tilled water was used. Polyacrylic acid (HPA) was prepared 
by polymerization of acrylic acid as described elsewhere.6 A 
fraction of viscosimetric molecular weight Mv = 100,000 
was used. Sodium and ammonium polyacrylate solutions 
were prepared by 97.4% neutralization of the stock HPA 
solution with the proper hydroxide and dilution to the de­
sired concentration.

Densities of NaCl and NH4C1 aqueous solutions at 25° 
are given by the following expressions obtained as a best 
fitting of literature data

dNaC1 = 0. 99707 + 0. 040975c -  1. 1294 x 10'3c2 +
1. 0222 x 10'4c3 -  4 . 67 x 10' 6c4 ±

0. 00005 (c < 5 M )7 (1)

^nh4ci = 0. 99707 + 0. 01732c -  0. 00250c2 +
0.00080c3 ± 4 x 10-6 (c < 0.8  M )8 (2 )

By assuming volume additivity in the range of total salt 
concentration CnsCI + Cnh4ci = 0.6 equiv/1., isodensity 
lines as shown in Figure 1 are obtained.

Refractive Index Data at A 546.1 nm (Hg green line). 
For water at 25°, n = 1.33405,9 corresponding to a Rayleigh 
fringe number Jo = 61070

J  =  ( o / A ) A w  =  2. 500 Aw/5. 461 x 10' 5 =

4. 578 x 104Aw (3)
where a is the diffusion (2.500 cm) or interference cell 
thickness. The refractive index of NaCl aqueous solutions 
were computed by integration of the J m data of some avail­
able diffusion measurements at various temperatures.10'11 
At 25°

J  = J0 + 470c -  21. 2c2 (c < 0. 7 equiv/1. ) (4a)

n = 1.33405 + 0.01858c -  0.00040c2 (4b)
The J  data at 0.6 equiv/1. and different temperatures are 
collected in Table I.

For the NH4C1 aqueous solutions, a critical analysis of 
the refractive index dispersion given in literature12 suggests 
a linear relationship between refractive index and concen­
tration, up to 3 equiv/1. On the basis of the total refractive 
index difference between 0.6 M  NaCl and 0.6 M NH4C1, as 
measured in exchange diffusion experiments, the following 
expression was obtained at 25°

J  = J0 + 475. 2c (5a)

n = 1. 33405 + 0. 01038c (5h)
Some refractive index measurements were also made at 

25° with a Rayleigh interferometric refractometer in order 
to determine the refractive index dependence on the sub­
stitution of Na+ with NH4+ in their 0.6 N  chloride and po­
lyacrylate solutions. A graph of the results is given in Fig­
ure 2; a good linear dependence was found for the system 
NaCl-NH4Cl, no linearity was found for the polyacrylate 
system.

Figure 1 is a graph showing the isodensity lines and the
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TABLE I: Exchange Diffusion Data for the System  NaCl- NILC1 (0.6 equiv/1.)“
Temp,

°c J,06 J m Dnc D22° D /4 Z>20'
15 281.2 6.15 1.158 ±  0.007 1.411 ±  0.007 1.130
25 274.4 10.71 1.487 ±  0.014 1.798 ±  0.016 1.475 1.872
35 268.8 14.46 1.912 ± 0.028 2.253 ±  0.034 1.860

“ Diffusion coefficients are in cm2 sec-1 X 10s; index 1 is for NaCl and index 2 for NHiCl. b J\° values used in eq 8-10 
(see eq 4) obtained by integration of the J m data of some previous diffusion measurements on NaCl aqueous solutions at 
various temperatures;10'11 the 15° value is from graphical interpolation. In any case the Da data are not very sensitive to 
changes on the J° values, depending mainly on the difference: J m = J 2° — Jfl. c Exchange diffusion coefficients for sodium 
and ammonium and mean square errors. dFree diffusion coefficients of NaCl in aqueous solution,10'11 the value at 15° was 
interpolated. e Free diffusion coefficient of NH4C1 in aqueous solution.21

Figure 1. Graph of densities and refractive indexes for the system 
NaCI-NH4CI-H20 at 25°. The refractive index curves are given in 
terms of Rayleigh fringe numbers for the diffusion cell (eq 3). The ex­
change diffusion concentration profile, as obtained from eq 8, is also 
shown.

isorefractive index lines (in term of Rayleigh fringes) for 
the system NaCl-NH4Cl-water at 25° in the concentration 
range of diffusion experiments.

Diffusion. The technique employed was that of free dif­
fusion from an initially sharp boundary between two solu­
tions of different composition, the spreading of the bound­
ary with time was followed with the aid of the astigmatic 
lens technique,13’14 and with the aid of Rayleigh interfer­
ence fringes15’16 a 2.500-cm cell with a comparison channel 
was used.16

Exchange diffusion runs were started by stratifying, with 
the syphoning technique, an ammonium salt solution over 
a sodium salt solution at the same equivalent concentration 
(0.6 equiv/1.). Figure 3B shows a picture of a Rayleigh pat­
tern obtained for the system NaCl-NH4Cl at 25°.

Two runs were also taken with the upper and lower solu­
tion compositions being along the 1.0140 density line (NaCl 
and NH4C1 0.3 equiv/1., see Figure 1C and ID), with solu­
tions having the compositions shown in Table II. Solutions 
of run C have refractive index values reversed with respect 
to density, as in the exchange diffusion experiments. In 
free diffusion experiments gravitational instabilities grow 
at the upper and lower borders of the boundary; according 
to our previous finding,5 convective motions appearing 
along the cell walls favor a washing of the upper and lower

Figure 2. Refractive index difference on interchanging Na+ with 
NH4+ ions in their salt solutions at 25°: #. (Na, NH4)CI 0.6 equiv/1. 
O, (Na, NH4)PA 0.6 equiv/1. The refractive index is given for the Hg 
green light (A 5461 A) in terms of Rayleigh fringe number for the dif­
fusion cell (eq 3).

borders of the boundary and promote an apparent oversta­
bilization of the boundary which spreads at a much lower 
velocity than expected from simple brownian diffusion. A 
peculiar shape of the refractive index gradient curves5 with 
two maxima can be observed (Figure 4C). Solutions of the 
run D have refractive index and density differences of the 
same sign; in free diffusion experiment a gravitational in­
stability with reverse density layers grows at the center of 
the boundary. This fact promotes a circular convective mo­
tion within the boundary which spreads at a higher velocity 
than expected from simple brownian diffusion. This can be 
seen in Figure 4D where the blurring of the refractive index 
gradient curve at the center of the boundary indicates the 
existence of some turbulence.

It is interesting to note that in both cases the boundaries 
are stable in time and the gravitational instability is not 
sufficient to destroy them.

Treatment of Experimental Data
Diffusion in a ternary system is described by the general­

ized Fick equations which include four coefficients

<f = 1' 2' (6>

By assuming that the D,Vs are constant through the 
boundary, eq 6 can be integrated in the case of free diffu­
sion. A general solution of eq 6 was given by Fujita and
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Figure 3. (A) Example of schlieren pattern (Philpot technique using 
an inclined slit) for NaCI-NH4CI exchange diffusion at 25°. (B) NaCI- 
NH4CI exchange diffusion, Rayleigh fringe pattern, 6 min after stop­
ping syphoning. (C) Ternary diffusion boundary (solutions composi­
tion in the text) with gravitational instabilities at the upper and lower 
borders of the boundary, boundary overstabilized by convective 
washing (time 72 min). (D) Ternary diffusion boundary (solutions 
composition in the text) with gravitational instability and convective 
motions at its center (time 30 min). (C and D, Philpot technique using 
a phase plate.)

Gosting.17 Furthermore, by assuming a linear dependence 
of the refractive index on concentration through the 
boundary, the Fujita and Gosting equation (ref 17, eq 38 
and 39) can be written in terms of Rayleigh fringe number 
J
J  = ( J J 2 )  + (K2* -  K f W y / o . )  + (K2- -

t f i'H fy /f f l)  + A (7)
where J  = a(n — n 0)/\  is proportional to (ctotai — Co),18,19 
n 0 being the refractive index of sodium salt solution at 
concentration Co to which the fringe number J  = 0 was 
given. J m is the total number of fringes going from the so­
dium to ammonium solution. The following boundary con­
ditions have been used

/ = 0, x  > 0, ct = 0 and c2 = c2° 
x < 0, c-i = c /  and c 2 = 

t > 0 , lim cx = 0, lim cq = <q°

lim c2 = c2°, lim c2 = 0
x “ + o o  X ~*~00

in all cases ci° = c20 = 0.6 equiv/1. Index 1 refers to sodi­
um and index 2 to ammonium.

If we assume that the cross coefficients D 12 and D21 are 
zero, eq 7 reduces to

T 0 
J 2

V 4 7T D  00/ r “p[‘
■><’ f ,

V4ïïD̂ t̂ J q

„2  -I
4H22/. dx

x2 - 
4D n t.

dx + A 18 (8)

The experimental behavior of J  = f(x) is obtained from 
the Rayleigh fringe patterns (see Figure 3B), an example of 
this function is given in Figure 4.

Differentiating eq 8 the following expressions are ob­
tained: (a) for the slope at x = 0

’ d j  1 1 r  j 2° V i
.dx  J 0 -  /WtiVO^ (9>

Figure 4. NaCI-NH4CI at 25°, t =  10 min. Experimental and comput­
ed J  values (through eq 8): Dn = 1.474 X 10~5 and D22 = 1.782 
X 1CT6 cm2 sec-1; £j = 0.076; A = 0.097.

and (b) for the distance Ax between the maximum and the 
minimum of the J  function

( A X ) 2
16Z?n£>22 . In /  Jl°'<rD22 \  

D22 ~ Du \ J 2° /0 ^  J ( 10)

Equation 10 also gives the condition for the existence of a 
maximum and a minimum in the function J  = f(x).

Equations 9 and 10 can be easily solved by numerical 
methods to give the diffusion coefficients D11 and D 2  2 - If 
D 12 and D 21 are different from zero it is still possible, at 
least in principle, to obtain them by a least-squares meth­
od. A steepest descent technique could be used, starting 
from the Dlh values given by solving eq 9 and 10, to change 
their values in order to find the-best agreement between 
the experimental J ’s and those computed through eq 7.

D iscussion
The NaCl-NH^Cl System. Three rims were performed 

at 15, 25, and 35°; the use of eq 9 and 10 allowed obtaining 
a set of self-consistent diffusion data at each temperature. 
Figure 5 is a graph of the Da obtained at 25° plotted vs. 1/ 
t, the extrapolated value at 1/t = 0 gives the diffusion coef­
ficient.20

The experimental results are collected in Table I. Figure 
4 shows the agreement between the experimental J ’s and 
those computed through eq 8 by using the Da values ob­
tained by solving eq 9 and 10. The mean square error on 
A J  is in general less than 0.1 fringe, the value of the A con­
stant has also been found very small.

From these results we may argue that the interchange 
diffusion between NaCl and NH4C1 can be well described 
as the independent diffusion of two solutes.

A comparison can be done with the free diffusion coeffi­
cients of NaCl and NH4C1 in water and it is reasonable to 
compare the data at the same total ionic concentration (0.6 
equiv/1.); in fact, although the concentration of Na+ and 
that of NH4+ change from 0.6 to 0 through the exchange 
boundary, the ionic medium is at constant concentration. 
In Table I, columns 6 and 7, the available data for diffusion 
in a simple salt solution are given. It can be seen that the 
NaCl exchange diffusion coefficients are about 3% higher 
than the corresponding coefficients of free diffusion and 
the NH4CI exchange diffusion coefficients are corre­
spondingly about 3% lower.

The agreement between free diffusion and exchange dif-
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TABLE I I

C, equiv/1. D, equiv/1.
NaCl NH4C1 NaCl NH,C1

Upper solution concentration 0.25 0.42 0.33 0.20
Lower solution concentration 0.35 0.18 0.27 0.40
Average concentration 0.30 0.30 0.30 0.30
dlower c/upper ~  —60 ~  +  60

TABLE I I I :  T h erm od yn am ic and M ob ility  D ata  at 25° and 0.6 equiv/1. (M ob ility  in  c m 2 sec 1 X 10s)
Salt y± th.t.6 U d M -‘ M+• D*f

NaCl (1) 0.6694 0.9418 1.55 0.37 2.10 1.23 1.30 1.46
NH.,C1 (2) 0.6474 0.8710 2.15 0.49 2.19 2.11 1.87 1.84

“ Mean ionic activity coefficient on the concentration scale: (1) NaCl aqueous solution from equations given in ref 11; (2) 
NH4CI aqueous solution from the y± data of ref 22: y± = 0.99707mY±/c. A relationship between molality and molarity was 
obtained by using the densities given by eq 2: m/c = 1.0053 + 0.0184c +  0.0200c2 ±  0.0021. b Thermodynamic factor: 
1 +  (dlny±/dlnc) = c/m\ 1 +  (din y±/dlnm.)] = th.t. (1) NaCl aqueous solution from ref 11; (2) NH4C1 aqueous solution,22 
graphical plotting of lny± us. In m. e Mobility factor of NaCl and NH4C1 in aqueous solution: M  = D°/(th.t.). d Transport 
number of Na+ u.23 and NH<+!4 in their chloride aqueous solution. 6 Single ion mobilities: M+ = M/2t-, M- = M/2t+. 
' Sodium25 and ammonium26 self-diffusion coefficients in their chloride aqueous solutions. 1 Exchange diffusion mobilities from 
exchange diffusion coefficients of Table I and thermodynamic factor of eq 11.

Figure 5. Exchange diffusion run of N aCI-N H 4CI at 25°: (•) NaCl, 
Du and (O) NH4CI, D22 diffusion coefficients plotted as a function of 
time-1 (min-1).

fusion coefficients and the small reciprocal effect between 
Na+ and NH4+ ions is surprising, but it is probably fortui­
tous. The diffusion process corresponds, in fact, to an effec­
tive transport of Na+ and NH44 ions across the diffusion 
boundary, but it corresponds only to a redistribution of 
chloride ions inside the boundary, necessary to keep elec­
troneutrality.

Longsworth16 showed that for ions of similar mobility 
the exchange diffusion coefficient is almost equal to the 
self-diffusion coefficient.

In our case the Na+ ion mobility is much lower than that 
of the NH4+ ion so that a mutual interaction must be ex­
pected, with a consequent motion of negative ions inside 
the boundary, as found experimentally. A change of the ac­
tivity coefficient of positive ions going from one solution to 
the other must also affect their exchange mobility. A sim­
ple correlation neither with self-diffusion coefficients nor 
with single ion mobilities can be expected in our case.

It might be worth while to compare ionic mobilities, self­
diffusion coefficients and exchange mobilities of NaCl and 
NH4C1. The available data at 25° are collected in Table III.

To give a reasonable value to the thermodynamic factor 
for the exchange diffusion case the following expression 
was used (see Table III)

0.0221
“  1 ± 0. 6584 “

1 ± 0.0336 (11)

0.6, and the mean activity 
coefficient y ± was assumed to be that of the salt present in 
excess, so that the plus sign is given to Na+ —>► NH4C1 and 
the minus sign to NH4+ —► NaCl solution.

From the data collected in Table III one can see that the 
self-diffusion coefficient is in both cases between the single 
ion mobility and the exchange mobility. The acceleration of 
the Na+ ions due to the motion of the faster NH4+ is great­
er than the slowing down of NH4+ due to Na+. This might 
be due to the contribution of the fast chloride ion the mo­
bility of which is very nearly to that of NH4+; the exchange 
mobility of NH4C1 is in fact not very different from the 
self-diffusion coefficient of NH4+ in NH4C1 aqueous solu­
tion.

The NaPA-NHiPA System. Table IV collects the re­
sults of the exchange diffusion experiments taken on this 
system. Figure 6 is an example of a graph of J  = f(x) with 
both experimental and computed values.

This system gave less reliable results than the NaCl- 
NH4CI system, and the mean square errors on A J  are 
much higher (see Figure 6). We may attribute this fact to 
several reasons. (1) The assumption of a linear relationship 
between refractive index and concentration through the 
boundary is a poor one, as shown in Figure 2. (2) Some gra­
vitational instability due to development of reverse density 
layers within the diffusion boundary may have arisen, in 
this case, as suggested by the much larger difference in the 
fringe number between maximum and minimum of the J  = 
f(x) curve (Jmax — J mm is about 40, as compared with 7 in 
the NaCl-NH4Cl system), this fact is probably responsible 
for some microconvective motions. These motions were not 
directly detected during the runs, but some small changes 
on the J m values during the runs were observed on reading 
the photographic plates and they may be attributed to con­
vection. Furthermore the values obtained from diffusion do

d' In y± _  1 + cAy± 
d In c (y)avAc

where c = 0.6 equivA., Ac =
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TABLE IV: E xchange D iffu sion  D ata for th e  S ystem  
N aPA-N H 4PA (0.6 eq u iv /l.)“

Temp,
° c 15 25

J , ° b 516 504
JnT - 2 . 5 0  ±  1 .10 - 0 . 6 2  ±  2 .5 6
D n d 2 .9 7  ±  0 .0 4 4 .0 8  ±  0 .11
D22 4 .1 2  ±  0 .07 5 .6 1  ±  0 .2 0
iJe 1 .40 1 .53
D n 1 2.66 ±  0 .1 0 3 .6 6  ±  0 .1 4
D 12 0 .096  ±  0 .022 0 .140  ±  0 .048
Doi 0 .0 9 6  ±  0 .022 0 .141  ±  0 .049
d 22 3 .7 0  ±  0 .1 4 5 .0 4  ±  0 .2 5
U« 0 .95 1.01
D i ° h 3 .9 4

" Diffusion coefficients are in cm2 sec-1 X 106; the data 
are average, data of two sets of ten photographs. b The J i° 
value at 25° was obtained by integration of some interfero­
metric data (unpublished results), as done for NaCl. The 
value at 15° was computed by assuming a Ji° increment 
proportional to that for NaCl. 'Average experimental J m; 
as written in the text the J m values are not constant during 
the run and, at 25° they do not even correspond to the 
refractometric value given in Figure 2. d Diffusion coef­
ficients obtained from eq 9 and 10; Du = Dn = 0. ‘ Mean 
square error of J  = l(x) computed with the aid of eq 8. 
1 Diffusion coefficients giving the best fit of experimental 
J ’s with those computed with eq 7. 9 Mean square error of 
J  = f(r) computed with the aid of eq 7. '“Free diffusion 
coefficient of 0.6 N  NaPA measured with a Gouy dif- 
fusiometer (unpublished results).

Figure 6. NaPA-NH4PA at 25°, t = 248.7 min. Experimental and 
computed J  values (through eq 7): Jm = —1.64; A = —2.23; On = 
0.352 X 10-5; D22 = 0.482 X 10-6, D12 = D21 = 0.016 X 10~5 
cm2 sec-1; ej = 0.99. By assuming D 12 — D21 = 0 and using eq 8; 
D u  =  0.393 X 10-5, D22 = 0.541 X  10-5, and td =  1.63.

not correspond to the refractometric value shown in Figure
2. The experimental J m values read on each photograph 
were used for solving eq 8. (3) In diffusion processes involv­
ing polyelectrolyte systems the cross terms D,*, must be ex­
pected quite different from zero.6

An attempt to compute D12 and D21, as previously sug­

gested, was done and a better agreement was found be­
tween experimental and computed J ’s, as shown in Table 
IV and Figure 6. However we do not believe that our exper­
imental arrangement is good for computing cross diffusion 
terms. We believe that for this purpose it is much better to 
devise experiments where the non-Gaussian distribution of 
the concentration gradients inside the boundary is mainly 
due to the effect of cross terms, as in the experiments con­
ducted by Fujita and Gosting.17’27
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Extension of the Chromatographie Broadening Method of Measuring Diffusion 
Coefficients to Liquid Systems. I. Diffusion Coefficients of Some Alkylbenzenes in 
Chloroform

Eli Grushka* and Edward J. Kikta, Jr.

D e p a rtm e n t o f  C hem is try , S ta te  U n ive rs ity  o f  N e w  Y ork  a t  B u ffa lo , B u ffa lo , N e w  Y ork 14214  i R ece ive d  A p r il 1, 1974)

The chromatographic broadening method of measuring diffusion coefficients, which until recently was 
used with gaseous mixtures, is shown to be useful for liquid mixtures. In this method, a small amount of so­
lute (component 1) is injected into a flowing stream of a solvent (component 2). From the width of the elut­
ed peak, the diffusion coefficient is measured. The constraints due to the liquid system, as well as possible 
sources of errors, are discussed. It is shown that with a well-designed injection port, a small-volume detec­
tor cell, narrow tubing, and low flow rate, good diffusion data can be easily obtained. Since the method is a 
dynamic one, the accumulation of the data is rapid, especially if a multiple-injection technique is used. The 
method was utilized to measure the diffusion coefficients of several alkylbenzenes in chloroform. It was 
found that as the side chain of the molecule lengthens, the diffusion decreases. The effect of molecular ge­
ometry was also investigated by observing the diffusion coefficients of structural isomers. The results seem 
to indicate that the more branched the molecule is, the faster the diffusion. The ramifications of these 
findings are discussed.

Binary diffusion in nonelectrolyte liquid mixtures is an 
important transport phenomenon which plays a major role 
in many areas of science. Many separation techniques, pol­
lution problems, and chemical reactions, to name but a few, 
depend to a large extent on some species diffusing in liquid 
media. There is quite a volume of literature dealing both 
with theoretical and with experimental aspects of diffusion 
in liquid systems.

In general, the measurement of binary diffusion coeffi­
cients is not trivial and it may take a long time (about 24 hr 
or so). Different values are often obtained in different labo­
ratories even when using similar measuring techniques. In 
addition, agreement between theoretical and experimental 
values are frequently not so close as one might wish. Gener­
al reviews on diffusion in liquids can be found in many re­
ports.1̂ 4

Most methods of measuring diffusion coefficients in liq­
uids are static in nature. Taylor,5’6 however, indicated that 
a dynamic method, based on the dispersion of one compo­
nent in a flowing stream of a second one, can also be used. 
In the case of gaseous mixtures, such methods have been 
used, and in particular a method known as “chromato­
graphic broadening technique” (CBT) has been quite suc­
cessful. Originated in the early 1960’s independently by 
Giddings and Seager7 and by Boheman and Purnell,8 the 
technique was since used by many other workers. Although 
neither partitioning nor adsorption is needed for diffusion 
determination, the method was developed using chromato­
graphic equipment and some of its terminology, hence the 
name CBT. Recently, Grushka and Maynard9 have shown 
that high-precision data can indeed be obtained by using 
chromatographic instrumentation. In liquid systems, how­
ever, the chromatographic broadening method has not been 
utilized with the exception of the recent work by Ouano.10 
He, however, failed to mention the similarity of his experi­
ments to those used in gaseous diffusion measurements. 
Nonetheless, his paper attempts to measure diffusion coef­
ficients using a flowing system. More recently Pratt, et

al.,u have measured diffusion of gases in liquids using this 
method. Balenovic, Myers, and Giddings12 have used the 
CBT for obtaining diffusion coefficients in dense gases. In 
the present paper, we shall further demonstrate the utility 
of the method by (a) describing a better experimental de­
sign and (b) giving some diffusion data for a homologous 
family and discussing the trends observed.

The problem of solute dispersion in a fully developed 
laminar flow of a Newtonian liquid was discussed by many 
scientists, notably Taylor,5-6 Aris,13 and Gill and coworkers 
(see ref 14 and references therein). While most workers 
were interested in the concentration profile of the dis­
persed solute, here one is more interested in the broaden­
ing of the solute zone as it passes through the column. For 
straight tubes of circular cross section, it can be 
shown9’10’15 that under certain conditions the variance of 
the solute concentration profile as it exits the column is 
given by

CT2
2 nmL r 2ul---55--- + ------

U 24 Dm ( 1 )

where Dm is the diffusion coefficient of the solute in the 
flowing solvent and U is the solvent (or mobile-phase) ve­
locity and is obtained from the column length divided by 
the time that the solute resided in it. L is the column 
length, and R is the tube radius. The condition for eq 1 to 
hold is that (De{(/UL) «  0.1, where D erf is the effective dis­
persion coefficient. In chromatographic theories the plate 
height is defined as

H = ct2/L (2)

and hence for a solute dispersing in a flowing mobile phase

H 2Pm R 2U 
U 24 Dm (3)

This equation can also be obtained from Golay’s16 treat­
ment for open tubular columns with no stationary phase.
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The plate height H is related to the peak width, the resi­
dence time in the column, and the column length via the 
relation17

H
LW ,n 2
5. 54 l R ¿

(4)

ìr is the residence time of the solute in the column and 
W1/2 is the width at half the solute peak height. This rela­
tionship holds true for a gaussian peak only. Equation 3 
can be rearranged to give

D„ Ut[h  ± / H2 -  R2/ 3] (5)

Since all the parameters on the right-hand side of eq 5 can 
be obtained experimentally, the diffusion coefficient can be 
calculated. The various ramifications of eq 5 are discussed 
elsewhere.18’19 The physically significant root of eq 5 de­
pends upon the mobile-phase (or solvent) velocity. When 
the solvent velocity is less than that which minimizes eq 3, 
the positive root is used. At higher velocities, the negative 
root is the relevant one. In the case of gaseous mixtures, the 
positive root is most commonly obtained. In liquid 
mixtures, or dense gases,12 however, the velocity that mini­
mizes eq 3 is about 10-3 cm/sec and it is thus more advan­
tageous to obtain the negative roots, i.e., use velocities 
which are greater than 10~3 cm/sec. On the other hand, as 
will be discussed shortly, too fast velocities cannot be use­
fully employed.

In liquid mixtures, due to the low diffusion coefficients, 
eq 3 simply reduces to

( d -
24 D m \  m 24 H )

H ( 6 )

Which is the so-called Taylor diffusion term. It is also 
equivalent, albeit written differently, to eq 13 or 14 in Oua- 
no’s paper10 or eq 5a in ref 11. Although derived in a some­
what different manner, both Ouano’s approach and ours 
depend upon the condition, mentioned previously, of (Deff/ 
UL) «  0.1. Alternatively, the condition

R 2U
DmL C< 1 ( # «  o)\D mL )

must be obeyed. Equation 6, then, can be utilized in mea­
suring diffusion coefficients. This technique is facilitated 
by the use of modern liquid chromatography equipment.

E xp erim en tal Section
Apparatus. The chromatographic system consisted of 

the following. The diffusion tubing was 9189.36 cm long 
having an internal radius of 0.0390 ± 0.0001 cm. The sol­
vent delivery system was made of about 4570 cm long X x/4 
in. o.d. copper tubing reservoir connected via a pressure 
regulator to an N2 tank. This system provided at least 6 hr 
(at 100 cm3/hr) of pulseless and bubble-free flow of the mo­
bile phase. Usually after delivering 360 cm3 of the mobile 
phase, the reservoir wàs depressurized and refilled. This 
procedure and system produced a good flow rate stability 
(after a short equilibration period) and a steady detector 
base line.

The detector used was a LDC uv monitor operating at 
254 nm. The detector cell volume was 8 /¿l. A Hewlett- 
Packard Model 7128A chart recorder was used to display 
the detector signal. The injection port was made from a 
Swagelock T union as shown in Figure 1. The two needle 
guides, made of Teflon, insured on column injections.

The coiled column was in a water bath controlled by a 
Fisher proportional temperature controller. The bath tem­
perature was kept at 23 ± 0.01 or 23.9 ± 0.01°.

Reagents. Four different solvents (or mobile phases) 
were used: CHCI3, n-hexane, n-heptane, and cyclohexane. 
These were either Spectro or reagent grade bought from 
various vendors. The chloroform was passed through a col­
umn of silica gel and molecular sieve to remove traces of 
ethanol. The solutes used were all reagent grade.

Procedure. With the solvent (mobile phase) flowing 
through the diffusion tubing 10 d  of solute was injected 
into the flowing stream using a Glenco syringe. It is impor­
tant that the tip of the syringe be inserted directly into the 
column inlet. The flow of the mobile phase was controlled 
with the gas regulator connected to the N2 tank. Mobile- 
phase flow rates were changed by changing the N2 pressure 
at the reservoir head. For most measurements duplicate 
runs were made. In one case, at very slow velocity, several 
injections of the solute were made all during one run. Care 
was taken to make sure that the time interval between in­
jections was greater than the time it took the whole peak 
width to elute. In this manner, the solute’s peaks do not 
overlap and more than one measurement can be made.

The diffusion coefficients were calculated using eq 4 and
6. To get H, peak width at half-height was measured.

R esu lts and D iscussion
Possible Sources of Errors. Before describing the mea­

sured data, possible sources of errors should be discussed. 
To begin with, most of the mathematical models described 
here apply strictly to straight tubes. The experimental 
work described was done in a coiled tubing. Thus, the ef­
fect of the secondary flow phenomenon must be taken into 
account, since it might lead to an incorrect diffusion coeffi­
cient. Many papers cover the secondary flow phenomenon 
and its effects on solute dispersion in laminar flow.20“23 It 
is generally recognized that secondary flow, due to lateral 
mass transport, can narrow the zone. Tijssen and Witte- 
brood22 maintained that in liquid systems coiling an empty 
tubing, such as in capillary work, might diminish zone 
spreading even at low flow rate. Nunge, Lin, and Gill23 de­
veloped an expression, however, showing that at low Reyn­
olds numbers and for Schmidt numbers exceeding 0.124, 
the curvature of the tubing may actually increase zone dis­
persion over and above the which would have occurred in a 
straight tube. No experimental data are given, however, to 
substantiate either Tijssen’s22 or Gill’s23 theoretical work. 
Ouano in his work10 considered the problem of coiled tub­
ing and secondary flow and he maintained that if the coil 
diameter to tube diameter ratio is large and if the flow is 
slow, the effects are minimal. Pratt, et al.,n also indicated 
that secondary flow can be neglected at low flow. The pres­
ent result seem to agree with this conclusion.

The length of the injection plug is rather important since 
it can contribute excessively to the zone broadening. In 
order to see whether our injection technique was suitable, 
the following examination was made. Ten-microliter sam­
ples of 25, 50, and 100 /¿g of benzene in CHC13 were injected 
into the chloroform mobile phase. At velocities of less than 
1 cm/sec, the Dm values for benzene in chloroform, irre­
spective of concentration, were constant within experimen­
tal errors. At high velocity (around 2.9 cm/sec) the diffu­
sion coefficient decreased by about 6% in going from 100 to 
25 Mg/10 m 1 of solution. The amounts injected were also var­
ied from 1 to 10 /¿I with no noticeable effect on the resul-
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Figure 1. Injection head utilized in this study: (1) Teflon guide, (2) 
septum, (3) 1/16-in. brass Swagelok nut, (4) 1/16-in. brass Swagelok T 
union, (5) syringe needle.

tant D m values. Therefore 10-pl amounts of the solute were 
injected throughout the rest of the study so as to minimize 
detection problems. This amount occupied about 2 cm of 
the tubing (about 2.2 X 10-4th fraction of the total length). 
As mentioned, one could conceivably inject a large volume 
whose variance would contribute excessively to the vari­
ance due to the actual dispersion process. This, of course, is 
undesirable and the volume injected should be much small­
er than the volume the solute occupies upon leaving the 
column. This constraint, unfortunately, means that most 
likely only diffusion coefficients at infinite diffusion can be 
measured by this method using the formulation given here.

The actual injection process is also of prime importance. 
Initially, our injection port consisted of the Swagelock T 
union without the needle guides. Frequently, the needle 
did not penetrate the column itself. The dead volume in 
the T union acted as a mixing chamber which caused an in­
crease in the measured H value. The calculated diffusion 
coefficients of test solutes were lower than those reported 
in the literature. However, once the needle guides were in­
serted as shown in Figure 1, this problem essentially disap­
peared.

Another potential problem spot lies in the detector. If 
the total peak width, in volume units, is smaller than that 
of the detector cell, the latter can act as a mixing chamber. 
In this study, the detector cell had a volume of 8 /d. Typical 
peak widths were between about 2.5 and 4.5 cm3 depending 
upon the velocity of the solvent. Hence the detector did not 
introduce any measurable error to the data.

Velocity Dependence of the Diffusion Coefficient. As 
mentioned previously, the negative root of eq 5 is most 
suitable for diffusion measurements in liquid systems. The 
diffusion coefficient should, of course, be independent of

Figure 2. Diffusion coefficients X 105 vs. mobile-phase velocity: (1) 
A, toluene in CHCI3, 23°, Dm = 2.01 X 16-5 cm2/sec; (2) □, isobut- 
ylbenzene In CHCI3, 23°, Dm = 1.51 X 10-5 cm2/sec; (3) O, tolu­
ene in cyclohexane, 23.90°, Dm = 1.63 X 10-5 cm2/sec.

the solvent velocity. However, at high velocities the mea­
sured diffusion coefficients of all solutes were somewhat 
larger than expected. For example, in the case of toluene 
diffusing in the cyclohexane mobile phase, increasing the 
velocity about sixfold from 0.447 to 2.78 cm/sec doubled 
Dm from 1.63 X 10-5 to 3.24 X 10-5 cm2/sec. At low veloci­
ties the solute peaks were symmetrical. The symmetry was 
determined by bisecting the peak and measuring, at the in­
tersection of peak tangents and the base line, the width of 
the halves. When expressed as the difference between the 
two widths divided by the average of the two, the symme­
try was usually about 0.002. A better measurement of the 
peak symmetry can be obtained by using the third central 
statistical moment. The present system does not have digi­
tization capabilities and the moments could not be easily 
measured. For the purpose of this study the above method 
of determining the symmetry is sufficient. In future studies 
a system such as the one described previously by us9 will be 
utilized. At high velocities the tops of concentration pro­
files were flattened, although at the base line symmetry 
was still observed. The zone dispersion can be affected by
(a) the velocity profile of the mobile phase, (b) secondary 
flow effects and (c) asymmetric axial velocity distribution 
in coiled (or curved) tubes.23 Of these, only secondary flow 
can logically decrease the solute-zone dispersion or cause 
the apparent (or measured) Dm values to be higher than 
they should be. It might be expected that at high flow 
rates, the solute molecules would not reside long enough in 
the column to “sample” all the streamlines of the velocity 
profile, thus producing a more dispersed zone. Stated dif­
ferently, at high velocity the previously mentioned condi­
tion of R2U/DmL is not obeyed. Indeed, we found that the 
dispersivity, as measured by H, increased with the velocity. 
This was true for all solutes. The important quantity, on 
the other hand, is the ratio U/H (see eq 6). H does not in­
crease faster than the velocity. At this point, since the 
change in Dm is not large, we tend to speculate that at high 
velocities both flow profile and secondary flow phenomena 
influence simultaneously the dispersion of the zone, largely
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TABLE I: D iffu sion  o f B enzen e and T oluene in  
V arious S olven ts at 23.90°

Solute Solvent
lO’-Dm,

cm2/sec Lit. value0

Benzene re-Hexane 4.39 4.74724
Benzene ?i-Heptane 3.53 3.91525 3.87124
Benzene Cyclohexane 1.86 1.89625
Benzene Chloroform 2.10 2.3026 2.0110
Toluene n-Hexane 4.06 4.212
Toluene n-Heptane 3.24 3.722
Toluene Cycl ohexane 1.63 1.569®
Toluene Chloroform 2.01
“ Superscript numbers indicate references. All the litera-

ture values, except tha t for benzene-chloroform, were ob-
tained at 25°. The benzene-chloroform D,„ was at 23°.

TABLE II: D iffusion  C oefficients o f  A lkylbenzenes in
CH CLat 23°

lOlDm,
Compd cm2/sec Other reported data'

Benzene 2.10 2 .3026 2 .0110
Toluene 2.01
Ethylbenzene 1.80 1.59“
Propylbenzene 1.58
Isopropylbenzene 1.66
Butylbenzene 1.46
Isobutylbenzene 1.51
sec-Butylbenzene 1.54
feri-Butylbenzene 1.58

a Superscript numbers indicate references.

negating the effect of one another. However, since the mea­
sured diffusion coefficients seem to increase somewhat at 
high velocities for all solutes and solvents studied here, it 
can be assumed that secondary flow effects predominate 
slightly at such velocities.

Figure 2 shows graphically the effect of the velocity on 
the observed diffusion coefficient for several compounds. 
As the velocity decreases, the diffusion coefficient becomes 
constant, independent of the velocity. It is interesting, per­
haps, to compare Figure 2 with a similar plot from Ouano’s 
work (Figure 3 of ref 10). He plotted the observed D value 
us. Q/DL where Q is the flow rate. His plots were straight 
lines, having positive slopes, which he extrapolated to zero 
flow to obtain the actual diffusion coefficient of the 
mixtures which he studied.

Diffusion Data. To assess the reliability of the tech­
nique, some data were obtained and compared with some 
available values in the literature.2’10’24-26 The results are 
shown in Table I. Considering the magnitude of the diffu­
sion coefficients and the fact that most of the literature 
data were obtained at 25°, and agreement is very good. In­
deed, considering the fact that most of the referenced 
values in Table I were obtained with a diaphragm cell, the 
agreement is most satisfying.

The precision of our system is estimated to be at about 
1%. We usually ran duplicates of each data point and the 
results agreed to within 1%. The agreement in the retention 
time was usually less that 1% which indicated good flow 
control. Undoubtedly part of the error in the precision was 
due to manual data handling. As mentioned previously, we 
wanted to see if at low velocity we could make several injec­
tions of the solute at the appropriate time intervals. The 
results were excellent. For example, at U = 0.612 cm/sec, 
toluene was injected four times into the diffusion tubing. 
The measured diffusion coefficients in chloroform were

2.12 X 10“5 cm2/sec for the first injection and 2.05 X 10~5 
cm2/sec for the other three. The first injection was done be­
fore the system reached flow equilibrium and hence the 
slightly high Dm value. The agreement in the rest of the 
values demonstrates that indeed repeated injections can be 
made, with the net result of being able to collect a large 
amount of data in a relatively short time period (6-8 hr). 
Moreover, several different solutes can be introduced se­
quentially to the diffusion apparatus.

In the near future, the precision, and presumably the ac­
curacy, of the method will be substantially improved by 
computerization, in similarity to our work with gaseous sys­
tems.9

Table II shows diffusion coefficients of several alkylben- 
zenes in chloroform at 23°. Most of the data in Table II are, 
to our knowledge, new. The data for benzene agree well 
with other reported values. The review of Johnson and 
Babb1 shows a value of 2.51 X 10-5 at 15°. Our value for 
ethylbenzene does not agree with that of Ouano.10 The gen­
eral trend of the diffusion data is as expected. The larger 
the solute molecule, the smaller is the diffusion in chloro­
form. The trend of decreasing diffusion with increasing 
molecule size is well known. However, few systematic stud­
ies have been done in that direction. There have been some 
attempts27’28 to utilize Kirkwood’s29’30 models of hydrody­
namic fractional force acting on a chain molecule and Doan 
and Brunet’s31 extension of the theory of corresponding 
states to correlate the chain length to the diffusion coeffi­
cient. These treatments are usually limited to linear al­
kanes. Part of the difficulty with more complicated mole­
cules lies simply in the lack of systematic studies with such 
solutes. Hopefully, the data presented here would allow the 
calculation of hydrodynamic frictional forces and of other 
potential parameters of such moieties as benzene rings 
when they are part of the diffusing species.

More interesting, perhaps, is the effect of molecular 
branching. The larger the degree of branching, the larger is 
the diffusion coefficient. This is in agreement with branch­
ing effects observed in gaseous diffusion coefficients.9’32 
Not much work has been done on the effect of molecular 
structure on the diffusion. This is somewhat surprising. In 
1956, Johnson and Babb1 essentially indicated that the re­
lationship between molecular size and shape and the diffu­
sion coefficient is not known. They suggested a diffusion 
coefficient equation of the form

D = 4>(RT/Nii)(l + 9 In r i /9  In N t) (7)

T is the absolute temperature, R is the gas constant, tj is 
the solvent viscosity, N  is Avogadro’s number, yx is the ac­
tivity coefficient of the solute, N i is the mole fraction of the 
solute, and \p is a parameter which depends on molecular 
size and shape. The fact that branching seems to increase 
the diffusion coefficient should be investigated carefully as 
it can help to elucidate the parameter tp. Looking at the 
data, limited as they are, one is tempted to speculate that a 
shielding mechanism, as suggested by Fuller, Ensley, and 
Giddings,33 is operative in liquid mixtures. This specula­
tion should be further investigated since the mechanism of 
diffusion is different in gases and in liquids. The manifes­
tation of the geometrical structure is extremely important 
as it can shed light on molecular collision. This phenome­
non is now being looked at in greater detail.

Figure 3 is a graphical representation of the data in 
Table II. The four data points for species with linear side 
chains (i.e., toluene, ethylbenzene, propylbenzene, and but-
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0 i 2 3 4
n

Figure 3. Diffusion coefficients for C6H£(CH2)n-i CH3 vs. n (side 
chain length): linear fit, lO5^  = A + Bn where A = 2.18 and B = 
—0.187; hyperbolic fit, 105Dm = M(A + Bn) where A = 0.433 and B 
=  6.4 X 10-2. The point at n =  0 is for benzene; it is not included in 
the fit.

ylbenzene) were least-squares fitted to a straight line and 
to a hyperbolic function. The correlation coefficient of the 
latter was slightly better (0.995 as compared to 0.985). It is 
not yet clear, however, if these relationships have any sig­
nificance.

C onclusions

The dynamic method, or the chromatographic broaden­
ing technique, can be utilized to measure with ease the dif­
fusion coefficients of binary solutions. Being a dynamic 
method, the measurement time can be shortened as com­
pared with static techniques. In this connection, multiple 
solute injections, at the correct time intervals, allow rapid 
accumulation of precise (and hopefully accurate) data. This 
eliminates the need for either simultaneous measurement 
in several diffusion cells or repeated determination with 
the same unit in a sequential manner. Moreover, the sys­
tem described here does not need any calibration such as 
required when using a diaphragm cell. Actual calculation of 
the coefficient from the data is rather simple. It can easily 
be computerized in the manner recently discussed by us9’32 
for the case of gaseous mixtures.

The instrumentation involved is rather simple. In the 
case of non-uv absorbing species a refractive index detector 
can be used. The diffusion tubing can be thermostated and

the temperature dependence of Dm can be easily deter­
mined. Reid and Sherwood in their text2 indicated that 
there is a lack in experimental data concerning this depen­
dence. Since the system described here allows such a study 
to be made, this topic is now being pursued. In addition, by 
using a mobile phase made of more than one solvent, mass 
transport in multicomponent systems can be measured.

The data presented here show that with alkylbenzenes 
diffusing in chloroform the diffusion coefficient decreases 
as the alkyl side chain increases. More importantly, in the 
case of structural isomers, the more branched molecules 
diffuse more rapidly.
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Onsager’s reciprocity relations have been verified from studies on electroosmosis and the streaming poten­
tial of aqueous methanol, potassium chloride solution in water, and potassium chloride solution in di- 
methylformamide through a sintered Pyrex glass disk.

The thermodynamic theory of irreversible processes is 
essentially based on three conditions, viz., (i) linear phe­
nomenological laws, (ii) the validity of Onsager’s reciproci­
ty relations, and (iii) phenomenological constants may be 
treated as constants, of course, in addition to the validity of 
Gibb’s formula for entropy production. In most physical 
processes the above assumptions are not true in general. 
Rastogi and coworkers1-5 and Blokhra and coworkers6-10 
have shown that linear relations between forces and fluxes 
do not hold beyond a certain magnitude of the force used to 
generate the flux. These workers have also proved that the 
phenomenological constants should not be treated as con­
stants because these coefficients vary when the force ex­
ceeds a certain magnitude and the above mentioned condi­
tions hold only in a limited region. The purpose of this 
short note is to test Onsager’s reciprocity relations through 
studies on electroosmosis and the streaming potential of 
aqueous methanol (25 and 75% by volume), 10~5 M  KC1 so­
lution in conductivity water, and 10~6 M  KC1 solution in 
dimethylformamide through a sintered Pyrex glass disk.

Experimental Section
Analar grade potassium chloride was used for preparing 

solutions. Potassium chloride solutions of 10~6 and 10-5 M 
were prepared by diluting 0.01 M solutions. Dilution was 
carried out by using a calibrated buret. Water of specific 
conductance 10~6 ohm" 1 cm" 1 was used for making aque­
ous solutions and aqueous mixtures of methanol. Methyl 
alcohol used was purified by the method described else­
where.11

The apparatus used and the experimental procedure for 
studying electroosmosis were similar to those described 
earlier.610 For streaming potential measurements, a con­
stant pressure head was maintained with a reservoir and 
the liquid was allowed to flow freely through the Pyrex sin­
tered glass. The pressure difference was measured with a 
travelling telescope. The streaming potential was measured 
with an electrometer supplied by the Electronic Corp. of 
India.

J  = L21
A0
T +  L t

A P
T

( 2 )

where the L’s are the phenomenological coefficients with 
L i2 = ¿21 according to Onsager’s theorem. ¿ n  is related to 
resistance while ¿22 is related to the permeability of the 
liquid. The coefficients L12 and ¿ 21 are the cross-phe­
nomenological coefficients and other symbols have their 
usual significance.

Now, Onsager’s reciprocity relation is
L,, = L 12 (3)

For verification of (3), evaluation of ¿12 and ¿21 is required 
and these are evaluated by different methods. The evalua­
tion of ¿12 is carried out through streaming potential mea­
surements. At /  = 0, (1) becomes

(A</>/A P ),_  =  L J L n (4)
Also at AP = 0, (1) becomes

I  = (Ln /T )  A0 (5)
On comparing (5) with Ohm’s law we find that

¿11 = 1IR T  (6 )
where R is the resistance of the electroosmotic cell and T  is 
the temperature in degrees Kelvin. On substituting (6) into 
(4), we obtain

(A<p/AP)l=ll =  L 12/R T  (7)

Values of Atf> corresponding to different values of the pres­
sure difference, AP, across the disk were measured with an 
electrometer. The resistance of the system was determined 
with Toshniwal conductivity bridge. The right-hand side of 
(7) was estimated from the slope of the straight line plots of 
A<f> vs. AP for different systems and, on substituting the 
value of R, L\2/T  was estimated.

The phenomenological coefficient ¿ 21/T  was estimated 
from the electroosmosis experiment by the method de­
scribed by Blokhra, et al.6 The values of ¿ 12/T and ¿ 21/T 
for different systems are given in Table I.

Results and Discussion
According to the thermodynamic theory of irreversible 

processes, the phenomenological equations for describing 
the volume flow and current flow in case of electrokinetic 
effects are written as12

/  = U
A 0

l~T + ¿w-
A P

( 1 )

TABLE I: V alues o f  C ross-P h en om enological 
C oefficients Ln/T  and ¿ 21/T fo r  D ifferent S y ste m sa t 25° •

System
(Lk/T)10\ 
cm3 A J -1

(¿2I/T)104, 
cm3 A J " 1

25% methanol 6.90 7.05
75% methanol 8.94 8.88
10 _6 M  KC1 in DMF 4.50 4.41
10 “6 M  KC1 in H20 8.38 8.40
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Table I shows that L\2/T  is in excellent agreement with 
L21/T. This proves that Onsager’s reciprocity relations hold 
for electrokinetic effects in the systems reported here.
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COMMUNICATIONS TO THE EDITOR

Intermediate Oxygen Species of Homomolecular 
Oxygen Exchange and the Oxidation of Carbon 
Monoxide over Zinc Oxide under Illumination

Sir: In recent years, three forms of adsorbed oxygen 
species, O'", 0 2 “, and 03“, have been detected on various 
oxides by using esr techniques,1 and now interests are fo­
cussing on the reactivity and/or the selectivity of these 
species in catalytic oxidation reactions. The higher reactiv­
ity of adsorbed 0~ compared to C>2_, in reactions with CO, 
H2, O2, CH4, C2H4, and C3H6, has been reported on various 
oxides such as MgO,2 ZnO,3’4 and vanadium oxide and mo­
lybdenum oxide supported on silica,5 but partially oxidized 
products such as aldehydes and acroleine formed on V20 5/ 
Si02 seem to be responsible for the reaction of C3Hg with
0 2- .6 A photopromoting effect on the oxygen exchange 
reaction on ZnO was observed by Barry and Stone,7 how­
ever, the intermediate oxygen species and the mechanism 
of this simple reaction have not been settled. The oxygen 
exchange reaction on T i02 is also markedly accelerated by 
illumination,8 but the adsorbed O2-  species undergoes lit­
tle isotopic mixing upon illumination. This result suggests 
that any mechanism having an 0 2- intermediate is unfa­
vorable, and 0 3— formed with 0 “ and 0 2 is proposed as the 
most plausible intermediate of the oxygen exchange reac­
tion over illuminated T i02. On the other hand, illumina­
tion substantially changes the kinetics and the activity of 
the oxidation of CO on ZnO,4 and the slow step of the oxi­
dation under illumination has been suggested to be the for­
mation of the O" species. This communication presents re­
sults showing how the oxygen species 0 2~, O- , and O3“ are 
related to the exchange reaction and to the oxidation of 
carbon monoxide over illuminated ZnO.

A 0.434-g sample of ZnO (Kadox-25 from New Jersey 
Zinc. Co.) was added to a Pyrex glass reactor and evacuated 
at ca. 420° for more than 12 hr. The evacuated ZnO was 
cooled to room temperature in vacuo and was allowed to 
adsorb oxygen. A medium-pressure mercury lamp (Toshiba 
H-400-P) was used for illumination of the reactor at room 
temperature. The reactor was shaken during illumination 
so that the ZnO powder could be exposed to light homoge­
neously. 180 2 (90 atom % oxygen-18) and 160 2 were mixed 
and adsorbed on ZnO at a total pressure of ca. 2 mm for 8.5 
hr at room temperature. The ratio of 180 160 /(180 2 +

180 160) did not change after 8.5 hr contact, indicating that 
no detectable exchange proceeded on ZnO in the dark.

When the catalyst was exposed to illumination, the isoto­
pic exchange of gas-phase oxygen was conspicuously accel­
erated so that equilibrium was attained within 3 min as 
shown in Figure 1, in which the broken lines indicate the 
equilibrium compositions and the solid lines the experi­
mentally observed compositions. After 3 min of illumina­
tion, the gas phase was removed by 30 min of evacuation at 
room temperature, and an isotopic analysis of desorbed 
oxygen was made by connecting the reactor to a mass spec­
trometer and heating the reactor. Oxygen desorption hav­
ing a maximum at around 180° has been assigned to 0 2_ by 
esr.4 The factor of oxygen-18 in desorbed oxygen is con­
stant throughout the temperature range and the isotopic 
compositions are apparently far from equilibrium. It is 
seen, however, that oxygen desorbed at the lower tempera­
tures is closer to isotopic equilibrium than that desorbed at 
the higher temperatures. This tendency is quite similar to 
observations on illuminated T i02.8 Such-apparent progress 
of the isotopic equilibration of oxygen desorbed at the 
lower temperatures could be well explained by a replace­
ment process of 0 2~ and gas-phase oxygen which involves 
no isotopic scramble. *02_ + 0 2 *=? *02 + 0 2~. Evidence 
for such a process was more firmly established by contact­
ing 1 mm of 1S0 2 with I60 2 preadsorbed ZnO at room tem­
perature for 5 min in the dark. The analysis of the de­
sorbed oxygen is shown in Figure 2. The desorbed oxygen 
at the lower temperatures contains more 180 2 but the 
values of 180 160 /(180 2 + 180 160 ), a measure of isotopic

Figure 1. Photocatalytic isotopic mixing of oxygen on ZnO under illu­
mination and the isotopic scramble of adsorbed 0 2~ during the ex­
change reaction. The broken lines are the equilibrium compositions 
and the solid lines are the observed one.

The Journal of Pnysical Chemistry, Voi. 78, No. 22, 1974



2 3 0 4 Communications to the Editor

Figure 2. Replacement of adsorbed 160 2~ with 180 2 from the gas 
phase in the dark. Crosses are values calculated from Figure 1 by 
assuming replacement with isotopically equilibrated gas-phase oxy­
gen.

Desorption Temperature (°C)

Figure 3. Illumination effect on the isotopic mixing of adsorbed 0 2~.

scramble, are approximately constant in the whole temper­
ature range, indicating that the replacement of 160 2_ and 
180 2 takes place with no isotopic scramble. If the oxygen 
equilibrated under illumination is assumed to perturb the 
composition of adsorbed oxygen with the same trend as 
that shown in Figure 2, the dotted line on Figure 2 is ob­
tained for 1602 from the data shown in Figure 1. Taking ac­
count of the difference of contact time with gas-phase oxy­
gen in the two cases, this parallel change may allow us to 
conclude that the apparent progress of the isotopic equili­
bration at lower temperatures results from a replacement 
process involving oxygen equilibrated by illumination. In 
order to verify the inactivity of 0 2~ on the illuminated 
ZnO, a mixture of 180 2 and 160 2 was adsorbed at room tem­
perature for 5 hr, the gas phase was then removed by 30 
min of evacuation and was exposed to illumination for 3 
min. The isotopic composition of oxygen desorbed from the 
illuminated ZnO is shown in Figure 3, which clearly indi­
cates that 0 2~ species and neutral adsorbed species if pres­
ent are inactive in the isotopic exchange reaction under il­
lumination. These results support the conclusion that both 
the dissociative mechanism, 0 2~ ^  20“, and the associa­
tive mechanism, 0 2-  + 0 2 ^  0 4~, including the 0 2~ 
species are unfavorable for the isotopic exchange reaction 
over illuminated ZnO.

03“ species have been directly detected by Tench and 
Lawson9 and by Wong and Lunsford10 over uv irradiated 
MgO. They found that 03“ on uv irradiated MgO is less ac­
tive for the isotopic exchange reaction. Kazansky, et a l . , 5 

however, have suggested that O 3 -  is the intermediate in the 
exchange reaction on vanadium oxide supported on silica 
by reason of the unstability of the 03“ species in this case. 
The results of the present work suggest that the 0 2~ 
species formed by the reaction of 0 “ with 0 2 over illumi­
nated ZnO is the most plausible intermediate in the ex­

Figure 4. Retardation effect of CO on the oxygen exchange reaction 
over ZnO under illumination at room temperature.

change reaction, as has been proposed for the reaction on 
illuminated T i02.8

On the other hand, it has been found that the formation 
of 0 "  on illuminated ZnO is the slow step in the photocata- 
lytic oxidation reaction of carbon monoxide.4 Accordingly, 
it is interesting to see how the CO oxidation and oxygen ex­
change reactions compete over ZnO under illumination. A 
mixture of CO, 1802, and 160 2 at a total pressure of about 6 
mm was submitted to the reactor and illumination applied 
at room temperature. The ratio of C 0/02 and the isotopic 
compositions of oxygen were followed by mass spectromet- 
ric analysis. As shown in Figure 4, the ratio of C 0/02 de­
creases with reaction time under illumination, indicating 
the oxidation of CO proceeds on ZnO under illumination at 
room temperature. The exchange reaction of oxygen re­
tarded by the addition of CO is abruptly accelerated when 
gas-phase CO has been consumed as shown in Figure 4. 
The sequence of adsorption strength may be in the order of 
CO < C02 and CO < 0 2~ < 0 “ as inferred from desorption 
temperatures.4 The amount of C02 adsorbed should in­
crease with illumination time, but appreciable inhibition of 
C02 formation is not observed as a result. This is quite con­
sistent with the results of no retardation of C02 formation 
with time in the photocatalytic oxidation of CO.4 Accord­
ingly, the inhibiting effect of CO on the oxygen exchange 
reaction is not caused by the competitive adsorption of CO 
and oxygen, but by the competitive reaction of CO and 0 2 
with the common intermediate species of O- , that is, the 
formation of 03" by the reaction of 0~ with 0 2 is competi­
tively retarded by the reaction of CO with 0 “, because the 
reactivity of CO with 0~ is much higher than that of 0 2 
with 0~.
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An Acoustical Technique for Measuring the 

Temperature of Maximum Density of Dilute Aqueous 
Solutions

Publication costs assisted by the Bureau o f Medicine and Surgery, U. S. Navy

Sir: The temperature of maximum density, the TMD, is a 
thermodynamic parameter of an aqueous solution which is 
unusually sensitive to solute-induced modifications in the 
structure of water.16 We observe that sound transients 
produced in aqueous solutions by pulses of microwave en­
ergy can be used to measure this parameter rapidly and ac­
curately. These sound transients result directly from ther­
mal expansion of the heated regions of fluid; they have an 
amplitude proportional to the thermal expansion coeffi­
cient, a, and they vanish at the TMD.

To illustrate, suppose that the free surface of a fluid is 
uniformly irradiated by a pulse of electromagnetic radia­
tion of duration r and power density 7q. If the surface area 
of the fluid is sufficiently large to allow a one-dimensional 
analysis, and if R o, the depth of penetration of the radia­
tion, is sufficiently small, it can be shown that positive and 
negative pressure transients, corresponding to the leading 
and trailing edges of the pulse, will propagate away from 
the surface where the energy is absorbed. The peak pres­
sure amplitude is given by7

pmax = ~ exp{-ct/R 0)]

where t is the fraction of incident energy absorbed by the 
fluid (the remaining energy being reflected), c is the veloci­
ty of sound in the fluid, Cp is the fluid heat capacity at con­
stant pressure, Rq is the distance from the surface at which 
the absorbed power is reduced by a factor e, and J  is the 
mechanical equivalent of heat. Effects of viscosity and 
thermal conduction are assumed to be negligible in this 
first-order result, and the maximum fluid particle velocity 
is assumed to be much less than c. If r is sufficiently long 
that c t / R o :» 1, Pmax is independent of R0. Under these 
conditions, a value of t l 0 = 1.0 W/cm2 would make P max =
4.6 dyn/cm2 for water at 25°. These thermally generated 
acoustic pressures are four orders of magnitude more in­
tense than electromagnetically generated pressure tran­
sients resulting from radiation pressure or electrostrictive 
forces,8 and should provide a convenient means of measur­
ing a and the TMD.

To test this method, we performed measurements on dis­
tilled water and on dilute solutions of sodium chloride. The 

' sample container consisted of a cylindrical polystyrene 
foam cylinder, 9 cm i.d. and 18.5 cm high, placed over the 
open end of a section of vertically oriented cylindrical 
waveguide. Pulses of 2450-MHz radiation, 27 ¡rsec long, 
were coupled to the waveguide from an Applied Microwave 
Laboratories generator (Model PH-40). Incident and re­
flected power was monitored with a Hewlett-Packard 
Model 432A power meter. The reflection coefficient (1 -  t) 
was approximately 0.50, and did not change observably 
with solution temperature or conductivity for the salt con­
centrations examined in this study. For distilled water, 
ct/Ro is greater than 4 for these pulses.

Sound transients were measured with a large 4 cm diam­
eter hydrophone (U. S. Navy Type H-56) immersed in the 
sample. Figure 1 shows the peak hydrophone output for a 
sample of distilled water us. the literature value of a for 
water at several temperatures.9 An oscilloscope tracing,

3 -

- I  -------------------1-------------------1____________I____________ I____________ I____________I____________ I____________ L _

-4  -2  0  2 4 6 8 10 12
HYDROPHONE OUTPUT (m V)

Figure 1. The peak hydrophone output tor a sample of distilled 
water, plotted vs. the literature value of the volume thermal expan­
sion coefficient, a, at several different temperatures. The hydro­
phone (U. S. Navy Model H-56) was immersed in the sample, which 
was in a cylindrical polystyrene foam container placed on top of a 
section of cylindrical waveguide. The incident electromagnetic ener­
gy consisted of 27-/xsec pulses of 2450-MHz microwave energy, 
with an incident intensity of approximately 10 W/cm2 at the bottom 
of the sample. The hydrophone output was amplified by a simple in­
tegrated circuit preamplifier, filtered by a Kron-HIte active bandpass 
filter (bandwidth 1-60 kHz), and displayed on a Tektronix oscillo­
scope (Model 475); the hydrophone noise was approximately 0.1 
mV peak-to-peak.

Figure 2. The observed temperature of maximum density, TMD, for 
dilute solutions of sodium chloride vs. the salt concentration. The 
solid line was calculated from ref 11. The TMD was experimentally 
determined as the temperature at which the microwave-induced 
sound transients vanished. The peak hydrophone output was mea­
sured at several temperatures within 2° of the estimated TMD, and a 
linear regression analysis was performed to obtain the data points 
shown in this figure.

showing a typical hydrophone signal, has been published 
elsewhere.10 The observed signal is clearly proportional to 
a; it vanishes at 4°, the TMD for pure water. The depen­
dence of the temperature at which the signal vanishes upon
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salt concentration is shown in Figure 2. The peak hydro­
phone output was measured at several temperatures within 
2° of the estimated TMD, and a linear regression analysis 
was performed to obtain the data points shown in Figure 2. 
The results are in excellent agreement with the TMD cal­
culated from literature values of the partial specific volume 
of sodium chloride determined by a conventional tech­
nique.11

In this study, microwave irradiation and hydrophone de­
tection were employed because the equipment was avail­
able in our laboratory. We made no attempt to minimize 
the sample volume or to employ signal averaging tech­
niques. The accuracy of our measurements was limited pri­
marily by the signal-to-noise ratio of our hydrophone, 
which was acceptable at higher temperatures (—100:1 at 
20°) but became very low near the TMD. This acoustical 
technique probably cannot be used for precise (<2% uncer­
tainty) measurements of a, for two reasons. The first is the 
instrumental difficulty of accurately measuring the ampli­
tude of the sound transients, and of ensuring that the ab­
sorbed energy density, tlo, remains constant as experimen­
tal conditions are changed. The second is the need to cor­
rect for possible solute-induced changes in Cp and c. This 
second limitation does not apply to the measurement of the 
TMD, which should easily be measurable to 0.01° using 
this technique. Specific applications might find other irra­
diation and detection techniques useful; for example, it ap­
pears possible to use a small piezoelectric ceramic shell as 
both sample holder and acoustic detector, and to use a 
pulsed infrared laser to produce the sound transients.

This investigation has shown the feasibility of using ra­
diation-induced pressure transients to measure the TMD 
of dilute aqueous solutions. For some purposes, this tech­
nique might also be used to measure the thermal expansion 
coefficient. This method is inherently much faster than 
conventional densitometry, and should be applicable to 
samples whose properties are changing with time, or to 
substances such as gels and biological materials which are 
not easily examined by conventional techniques.
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Structure of the Triiodide Ion in Solution. Raman 
Evidence for the Existence of Higher Polyiodide 

Species

Publication costs assisted by the Shell Development Company

Sir: Several reports of the Raman spectrum of the I3-  ion 
have appeared in the recent literature claiming that the 
structure of the ion in aqueous and alcoholic solutions is 
linear but asymmetric.1-3 The basis for this conclusion has 
been the observation of two polarized bands in the spec­
trum where only one would be expected for a symmetric 
structure. However, this observation alone is insufficient to 
establish structural asymmetry as the possibility of Fermi 
resonance between the v \ symmetric stretching mode and 
the second overtone, 2v?_, of the bending mode seems to 
have been overlooked. This interaction could cause an ap­
parent splitting of the v\ band into a doublet similar to that 
first observed in the Raman spectrum of CO2.4

Because the actual structure of I 3 -  is of some importance 
in bonding schemes of polyhalide ions, as well as in under­
standing the exchange kinetics of the iodide ion with the
I 3 -  ion,5 a closer examination of the problem appeared war­
ranted. In addition, other studies have been reported on io­
dide-iodine systems which indicated the existence of high­
er polyiodide ions with increasing iodide concentration.6-7

We have studied aqueous KI-I2 solutions over the fol­
lowing concentration ranges: 0.2 M < [I- ] < 4.0 M, 0.01 M  
< [ I 3  ] < 0.5 M, the [ I 3 - ] being determined by its absorb­
ance at 3530 A on a Cary 14 spectrometer.7 Raman spectra 
obtained with a Spectra-Physics 125 He-Ne laser on a Jar- 
rell-Ash 25-300 spectrometer showed two peaks at 114 and 
155 cm-1 in good agreement with previous studies. Strong 
scattering observed from the broad Rayleigh line prevented 
us from observing any bands below 100 cm-1. The relative 
intensities and positions of the peaks were independent of 
the nature of the cation, as measurements with Li+, Na+, 
and Cs+ cations showed, but a marked dependence of the 
spectrum upon the I~ concentration was observed (Figure
1). The two peaks must then be due to different species 
rather than asymmetry in I3- ; the strongest band at 114 
cm-1 is attributed to 13“, while the band at 155 cm-1 indi­
cates the presence of a higher polyiodide.

Several studies of the visible and ultraviolet spectra of 
iodide solutions have noted that the apparent molar ab­
sorptivity of I 3 - " varies with iodide concentration; these re­
sults have been interpreted as evidence for the formation of 
I42-,6 I5U7 or le2-.8 Although these species are all expected 
to have several Raman active vibrations, we found only one 
additional band in our spectra, the others are assumed to 
be buried beneath the 114-cm_1 band or the Rayleigh wing. 
We are unable to establish the nature of the higher poly­
iodide, or its structure, on the basis of our observations. 
However, we do believe that our data demonstrate the exis­
tence of an additional species present in the concentration 
range where most vibrational spectra have been obtained to 
date.

Under the influence of strong anisotropic dipolar forces 
the I 3 -  ion can be distorted into an asymmetric form in the 
solid state as several crystallographic9 and spectroscopic10 
studies have shown. In dilute solutions the ion should expe­
rience a more isotropic environment and assume its unper­
turbed shape. Our results indicate that this is the linear 
symmetric configuration.
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Figure 1. Raman spectra of I 3  solutions.
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Self-Diffusion in Liquid Binary Solutions

Sir: Investigations of the self-diffusion of binary organic 
solutions have furnished valuable information as to the 
inner structure solutions and molecular interactions. How­
ever, a description of the relationship between the struc­
ture of liquids and the diffusion rate is hardly possible.

We have determined the dependence of the tracer diffu­
sion coefficient of the components of a liquid mixture on 
the system composition, taking benzene-toluene as an ex­
ample of an ideal system and benzene-cyclohexane as a 
nonideal one.

We used the capillary-cell method1 and determined trac­
er diffusion coefficients for benzene-14C (Db), toluene- 
14C(Dt)> and cyclohexane-UC (Dc) at 25.00 ± 0.05°. The

chemical composition of the radioactive solution in capil­
laries and the nonradioactive solution surrounding the cap­
illaries was the same. Reagent grade chemicals (POCh, Po­
land) were purified by double distillation with metallic so­
dium. We used benzene-14C (CEA, Prance), toluene-14C 
(Isocomerz, G.D.R.), and cyclohexane-14C (Amersham, En­
gland) for the preparation of radioactive solutions. The ra­
dioactivity of the tracers was determined in a toluene solu­
tion of 2,5-diphenyloxazole (PPO), 4 g/1. and p-bis[2(5- 
phenyloxazolyl)]benzene (POPOP), 0.3 g/1. with a liquid 
scintillation counter (USB, Poland) connected to a scaler 
(PEL-5, ZWN-25, Poland). The diffusion times, varying 
within the range 16-25 hr, were adjusted to result in diffu­
sion of an amount corresponding to half of the initial radio­
activity of the solution in capillaries. The tracer diffusion 
coefficients were calculated as mean values from more than 
nine experiments. We determined them from the equation

A_
^0

8
¿ r  exP

IT ZDt "

4 / 2  _ ( 1 )

where A0 and A are the radioactivities of solutions in cap­
illaries before and after diffusion, respectively; l is the cap­
illary length, determined by the mercury method and veri­
fied by the self-diffusion coefficient of benzene-14C, D b °  =  

2.18 cm2/sec.2
Figure 1 shows the dependence of diffusion coefficients 

H b and Dx for the benzene-toluene system on the mole 
fraction of toluene x x and Figure 2 shows the dependence 
of D b and Dc on the mole fraction of cyclohexane x o 3 We 
have found that the tracer diffusion coefficient of benzene- 
14C is equal to the tracer diffusion coefficient of toluene- 
14C for all solution compositions. The dependence on the 
mole fraction of toluene is described by the equation

D b  =  D t =  Db° -  (Db0 -  D t ° ) x t  (2)
or

D - q  =  D j ,  — D b ° x b  -f- D ’y ^ X ' y
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Figure 1. Benzene-,4C (□) and toluene-14C (▲ ) diffusion coeffi­
cients as a function of mole fraction of toluene at 25.0°.

Figure 2. Benzene-14C (□) and cyclohexane-14C (A) diffusion coef­
ficients as a function of mole fraction of cyclohexane at 25.0°.

where D b °  and D x °  are the self-diffusion coefficients of 
benzene and toluene, respectively, and xg = 1 — xt- The 
relationships between Dg and D c and the composition of 
the benzene-cyclohexane system are parabolical, and Dg

vs. mole fraction of cyclohexane shows maximum for x c = 
0.4 but D c shows a minimum for xc = 0.6. In the range of 
x c = 0.4-0.6 this system reveals the largest deviation from 
ideality.

We tested the product of the tracer diffusion coefficient 
and the viscosity of the solution, and found that in the 
benzene-toluene system this product changes with the 
composition for both components of the solution. In ben­
zene-cyclohexane solutions the product of the viscosity and 
benzene- 14C diffusion coefficient (Dgq) was constant for 
all mole fraction of cyclohexane, but the cyclohexane-14C 
diffusion coefficient fulfills the equation

Dctj/(d In ac/d In xc) = constant (3)

where (d In a c/d In x c) is the thermodynamic factor repre­
senting the systems deviation from ideality.

These experimental data show that the inner structure of 
the solution is very complex. The molecules probably form 
aggregates and the diffusion process is related to the trans­
fer of these species rather than to single molecules. The size 
and structure of the aggregates vary with the composition 
of liquids.

More accurate information about the inner structure of 
solution will probably be obtained by the examination of 
the temperature dependence of the tracer diffusion coeffi­
cient. Such studies are in progress in our laboratory.

Supplementary Material Available. Tables I and II, 
tabular listings of the data shown in Figures 1 and 2, will 
appear following these pages in the microfilm edition of 
this volume of the journal. Photocopies of the supplemen­
tary material from this paper only or microfiche (105 X 148 
mm, 24X reduction, negatives) containing all of the supple­
mentary material for the papers in this issue may be ob­
tained from the Journals Department, American Chemical 
Society, 1155 16th St., N.W., Washington, D. C. 20036. 
Remit check or money order for $3.00 for photocopy or 
$2.00 for microfiche, referring to code number JPC-74- 
2307.
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