
J U L Y 1 9 7 5 N U M B E R  1 4V O L U M E  7 9

JPCHAx

C A N  C H E M I C A L  S O C I E T YP U R L I S



T H E  J O U R N A L  OF

C H E M I S T R YP H Y S I C A L

BRYCE CRAWFORD, Jr., Editor 
STEPHEN PRAGER, Associate Editor
ROBERT W. CARR, Jr., FREDERIC A. VAN-CATLEDGE, Assistant Editors

EDITORIAL BOARD: C. A. ANGELL (1973-1977), F. C. ANSON (1974-1978),
V. A. BLOOMFIELD (1974-1978). J. R. BOLTON (1971-1975), L. M. DORFMAN (1974-1978), 
H. L. FRIEDMAN (1975-1979), E. J. HART (1975-1979), W. J. KAUZMANN (1974-1978),
R. L. KAY (1972-1976), D. W. McCLURE (1974-1978), R. M. NOYES (1973-1977),
J. A. POPLE (1971-1975), B. S. RABINOVITCH (1971-1975), S. A. RICE (1969-1975),
F. S. ROWLAND (1973-1977), R. L. SCOTT (1973-1977), A. SILBERBERG (1971-1975),
J. B. STOTHERS (1974-1978), W. A. ZISMAN (1972-1976)

AMERICAN CHEMICAL SOCIETY, 1155 Sixteenth St., N. W., Washington, D C. 20036 

Books and Journals Division 

JOHN K CRUM Director
VIRGINIA E. STEWART Assistant to the Director

CHARLES R. BERTSCH Head, Editorial Processing Department 
D. H. MICHAEL BOWEN Head, Journals Department 
BACIL GUILEY Head, Graphics and Production Department 
SELDON W. TERRANT Head, Research and Development Department

© C opyright, 1975, by the  American Chemical Society. P u b ­
lished biweekly by the Am erican Chemical S o c ie ty 'a t 20th and 
N ortham pton  Sts., Easton, Pa. 18042. Second-class postage paid a t 
W ashington, D.C., and a t additional m ailing offices.

All m anuscrip ts should be sen t to  The Journal of Physical 
Chemistry, D epartm ent of Chem istry, University of M innesota, 
M inneapolis, M inn. 55455.
Additions and Corrections are published once yearly in th e  final 

issue. See Volume 78, N um ber 26 for the  proper form.
Extensive or unusual alterations in an article after it has been 

set in type are made at the author’s expense, and it is understood 
that by requesting such alterations the author agrees to  defray the 
cost thereof.

T he Am erican Chemical Society and th e  E d ito r of The Journal 
of Physical Chemistry assum e no responsibility for the  sta tem ents 
and opinions advanced by contributors.

C orrespondence regarding accepted copy, proofs, and reprin ts 
should be d irected  to  E ditorial Processing D epartm ent, American 
Chem ical Society, 20th and N ortham pton  Sts., Easton, Pa. 18042. 
D epartm en t Head: CHARLES R. BERTSCH. Associate D epartm ent 
Head: Marianne C. Brogan, A ssistant Editors: Celia B. 
McFarland, Joseph e . Yurvati.

A dvertising Office: Centcom , L td., 50 W. S ta te  St., W estport, 
Conn. 06880.

Business and Subscription Information
Send all new and renewal subscriptions with payment to: Office 

of the Controller, 1155 16th S treet, N.W., W ashington, D.C. 2003Q. 
Subscriptions should be renewed prom ptly to  avoid a break in 
your series. All correspondence and telephone cells regarding

changes of address, claims for missing issues, subscription service, 
the  s ta tu s  of records, and accounts should be directed  to  M anager, 
M em bership and Subscription Services, Am erican Chemical Soci­
ety, P.O. Box 3337, Columbus, Ohio 43210. Telephone (614) 421- 
7230. For m icrofiche service, contact ACS Journals D epartm ent, 
1155 16th St. N.W., W ashington, D.C. 20036. T elephone (202) 
872-4444.

On changes of address, include both old and new addresses with 
ZIP code num bers, accompanied by m ailing label from a recent 
issue. Allow four weeks for change to become effective.

Claims for missing num bers will no t be allowed (1) if  loss was 
due to failure of notice of change in address to be received before 
the  da te  specified, (2) if received more th an  sixty days from  date of 
issue plus tim e norm ally required for postal delivery of journal and 
claim, or (3) if  the reason for the claim is “ issue m issing from  
files.”

Subscription ra tes (hard copy or microfiche) in 1975: $20.00 for 
1 year to  ACS m em bers; $80.00 to nonm em bers. E x tra  postage 
$4.50 in C anada and PUAS, $5.00 o ther foreign. Supplem entary  
m aterial (on microfiche only) available on subscription basis, 1975 
rates: $15.00 in U.S., $19.00 in Canada and PU AS, $20.00 else­
where. All microfiche airm ailed to non-U.S. addresses; air freight 
ra tes for hard-copy subscriptions available on request.

Single copies for curren t year: $4.00. R ates for back issues from 
Volume 56 *o date  are available from the  Special Issues Sales De- 
oaUm .ert, (165 S ix teenth  St., N.W., W ashington, D.C. 20036.

Subscriptions to this and the other ACS periodical publications 
are available on microfilm. For information on microfilm write 
Special Issues Sates Department at the address above.

Notice to Authors printed in this issue



T H E  J O U R N A L  OF

P H Y S I C A L  C H E M I S T R Y
Volume 79, Number 14 July 3, 1975

JPCHAx 79(14) 1327-1482 (1975) 

ISSN 0022-3654

Gas to Liquid to Solid Transition in Halogen Hot Atom Chemistry. II. Systematics of Bromine 
Reactions Activated by Radiative Neutron Capture and Isomeric Transition with 
Halomethanes M. E. Berg, W. M. Grauer, R. W. Helton, and E. P . Rack*

Variations of Fluorescence Quantum Yields with pH or Hammett Acidity. Near Equilibrium Vs. 
Nonequilibrium Excited State Proton Exchange

Stephen G. Schulman* and Anthony C. Capom acchia

Excited State pK* Values for Fluorim etry................Necham a Lasser and Jehuda Feitelson*

A Spectroscopic Study on Benzenethiol and Thioanisole by Photoselection Philip  G. R ussell

Some Observations on the Photoproduct Formation in Benzenethiol, Diphenyl Disulfide, and
Diphenyl S u lfid e ............................................................................................... Philip  G. R ussell

Metal Precipitation from Pulse Irradiated Solutions of Cadmium(II) and Similar Cations
Aaron Barkatt* and Joseph Rabani

Solute Environmental Effects in the One-Electron Reduction of Lysozyme in Aqueous
S o lu tion ........................................................................... Morton Z. Hoffman* and E. Hayon*

Solvent and Temperature Effects on the Fluorescence of a//-trans-l,6-Diphenyl-l,3,5-hexatriene
. E. D. Cehelnik, R. B . Cundall,* J . R- Lockwood, and T. F. Palm er

An Investigation of Isomerization of 1,3-Pentadiene Sensitized by Solid Benzophenone Using
Internal Reflection P hotolysis................................José S. DeGuzman and G. R. M cM illan*

Dye Binding and Its Relation to Polyelectrolyte Conformation
J. S. Tan* and R. L. Schneider

Effects of Ion Association upon the Solubilities of the Cyclooctatetraene Dianion
Gerald R. Stevenson* and Ignacio Ocasio

Thermodynamic Quantities for the Transfer of Urea from Water to Aqueous Electrolyte
S o lu tions............................M artha Y. Schrier, Peter J . Turner, and Eugene E. Schrier*

Wave-Damping and Film-Pressure Studies of Polydimethylsiloxane Monolayers on Organic
Liquid Substrates................................................................... R. L. Shuler and W. A. Zisman*

Conjugation between Unsaturated Systems through a Heteroatom. II. Molecular 
Stereolability of Reacting Para-Substituted Phenyl Isobutenyl Ethers

R. H. Donnay, F. G am ier, and J. E. Dubois*
Deuteron Nuclear Magnetic Resonance in Amphiphilic Liquid Crystals. Alkali Ion Dependent 

Water and Amphiphile Orientation........................N ils-O la Persson* and Björn Lindman

Electron Spin Resonance Studies of Phenyl and Pyridyl Radicals in Aqueous Solution
Haya Zemel and Richard W. Fessenden*

The Nature of the Potential Function for Internal Rotation about Carbon-Sulfur Bonds in
D isu lfides....................................... H. E. Van Wart, L. L. Shipm an, and H. A. Scheraga*

Theoretical and Experimental Evidence for a Nonbonded 1,4 Carbon-Sulfur Interaction in
Organosulfur Compounds . H. E. Van Wart, L. L. Shipm an, and H. A. Scheraga*

A Statistical Thermodynamical Approach to the Distribution of Cations in Silicate Minerals
”5  . . W. J. Mortier

\ of!m iJ 1 V1Ö

1327

1337

1344

1347

1353

1359

1362

1369

1377

1380

1387

1391 ■

1397

1406

1410

1419

1428

1436 ■

1447

1 A



Conductivity Anomalies of Aqueous Carboxylic Acid Solutions. Dimerization or Effect of
Solvent M ed iu m ?....................................................................................................R. B. Sim pson 1450

Capacitance and Conductance of Solutions of Optically Active Amino Acid Ion Pairs in
1 -O ctan ol............................................................................................................Stefan H ighsm ith 1456

Evaluation of Dielectric Behavior of Time Domain Spectroscopy. I. Dielectric Response by Real
Time A n alysis........................................................................................................Robert H. Cole 1459

Evaluation of Dielectric Behavior of Time Domain Spectroscopy. II. Complex Permittivity
Robert H. Cole 1469

COM M UNICATIONS TO THE EDITOR

Evidence for an Exciton Interaction in the Low-Lying Singlets of Diphenyl Sulfide
Philip  G. R ussell 1475

Ethylamine Behavior on 3A Zeolite Surface................Ubavka Mio6* and Nadezda Petranovic 1476

Chemistry of Nuclear Recoil 18F Atoms. VII. Detection of Caging Reactions in Liquid Phase
CF3CH3 and CHF2CH3 ................ ....................Ronald G. M anning and John W. Root* 1478

Selective Oxidation of Nickel in Copper-Nickel Alloys in Nitric Oxide
. . . Yoshio Takasu,* Yoshiharu M atsuda, Shun-ichi M aru, Nobutoshi H ayashi,

Hiroshi Y oneyam a, and Hideo Tam ura 1480

Absolute Viscosity of D2180  between 15 and 3 5 ° ...................................D . Wolf and A. I. Kudish* 1481

■ Supplementary material for this paper is available separately, in photocopy or micro­
fiche form. Ordering information is given in the paper.

* In papers with more than one author, the asterisk indicates the name of the author to 
whom inquiries about the paper should be addressed.

AUTHOR INDEX

Barkatt, A., 1359 
Berg, M. E., 1327

Capomacchia, A. C., 1337 
Cehelnik, E. D., 1369 
Cole, R. H„ 1459, 1469 
Cundall, R. B„ 1369

DeGuzman, J. S., 1377 
Donnay, R. H., 1406 
Dubois, -J. E.. 1406

Feitelson, J., 1344 
Fessenden, R. W., 1419

Gamier, F., 1406 
Grauer, W. M., 1327

Hayashi, N., 1480 
Hayon, E., 1362 
Helton, R. W„ 1327 
Highsmith, S., 1456 
Hoffman, M. Z., 1362
Kudish, A. I., 1481
Lasser, N., 1344 
Lindman, B., 1410 
Lockwood, J. R., 1369

Manning, R. G., 1478 
Maru, S., 1480 
Matsuda, Y., 1480 
McMillan, G. R., 1377 
Miot, U., 1476 
Mortier, W. J., 1447

Ocasio, I., 1387

Palmer, T. F., 1369 
Persson, N.-O., 1410 
Petranovic, N., 1476

Rabani, J., 1359 
Rack, E. P ,  1327 
Root, J. W., 1478 
Russell, P. G., 1347, 1353, 

1475

Scheraga, H. A., 1428, 1436 
Schneider, R. L., 1380 
Schrier, E. E., 1391 
Schrier, M. Y., 1391 
Schulman, S. G., 1337

Shipman, L. L., 1428, 
1436

Shuler, R. L., 1397 
Simpson, R. B., 1450 
Stevenson, G. R., 1387
Takasu, Y., 1480 
Tamura, H., 1480 
Tan, J. S„ 1380 
Turner, P. J., 1391

Van'Wart, H. E., 
1428, 1436 

Wolf, D., 1481 
Yoneyama, H., 1480
Zemel, H., 1419 
Zisman, W. A., 1397

2A The Journal of Physical Chemistry, Vol. 79, No. 14, 1975



NOTICE TO AUTHORS

I. G eneral Considerations
The Journal of Physical Chemistry is devoted to reporting 

both experimental and theoretical research dealing with 
fundamental* aspects of physical chemistry. Space limita­
tions necessitate giving preference to research articles deal­
ing with previously unanswered basic questions in physical 
chemistry. Acceptable topics are those of general interest 
to physical chemists, especially work involving new con­
cepts, techniques, and interpretations. Research that may 
lead to reexaminations of generally accepted views is, of 
course, welcome.

Authors reporting data should include an interpretation 
of the data and its relevance to the theories of the properties 
of matter. However, the discussion should be concise and 
to the point and excessive speculation is to be discouraged. 
Papers reporting redeterminations of existing data will be 
acceptable only if there is reasonable justification for repeti­
tion: for example, if the more recent or more accurate data 
lead to new questions or to a reexamination of well known 
theories. Manuscripts that are essentially applications of 
chemical data or reviews of the literature are, in general, not 
suitable for publication in The Journal of Physical Chem­
istry. Detailed comparisons of methods of data analysis 
will be considered only if the paper also contains original 
data, or if such comparison leads to a genesis of new ideas.

Authors should include an introductory statement out­
lining the scientific rationale for the research. The state­
ment should clearly specify the questions for which answers 
are sought and the connection of the present work with 
previous work in the field. All manuscripts are subject to 
critical review. It is to be understood that the final decision 
relating to a manuscript’s suitability rests solely with the 
editors.

Symposium papers are sometimes published as a group, 
but only after special arrangement with the editor.

Authors’ attention is called to the “Handbook for Au­
thors,” available from the Special Issues Sales Department, 
American Chemical Society, 1155 Sixteenth St., N.W., 
Washington, D. C. 20036, in which pertinent material is to 
be found.

II. Types of M anuscripts
The Journal of Physical Chemistry publishes two types 

of manuscripts: Articles and Communications.
A. Articles should cover their subjects with thorough­

ness, clarity, and completeness. However, authors should 
also strive to make their Articles as concise as possible, 
avoiding unnecessary historical background. Abstracts to 
Articles should be brief—300 words is a maximum—and 
should serve to summarize the significant data and con­
clusions. The abstract should convey the essence of the 
Article to the reader.

B. Communications are of two types, Letters and Com­
ments. Both types are restricted to three-quarters of a page 
(750 words or the equivalent) including tables, figures, and 
text, and both types of Communications are subject to criti­
cal review, but special efforts will be made to expedite pub­
lication.

Letters should report preliminary results whose immedi­
ate availability to the scientific community is deemed im­
portant, and whose topic is timely enough to justify the 
double publication that usually results from the publication 
of a Letter.

Comments include significant remarks on the work of 
others. The editors will generally permit the authors of the 
work being discussed to reply.

The category of Notes has been discontinued since the 
handling of such manuscripts was precisely the same as that 
of Articles save for the requirement of an Abstract, and 
since even a short Article will need an Abstract ultimately, 
it seems as well to ask the author to provide this. Short 
Articles will of course continue to be welcome contributions.

III. Introduction
All manuscripts submitted should contain brief intro­

ductory remarks describing the purpose of the work and 
giving sufficient background material to allow the reader 
to appreciate the state-of-knowledge at the time when the 
work was done. The introductory remarks in an Article 
should constitute the first section of the paper and should 
be labeled accordingly. In Communications, the intro­
ductory material should not be in such a separate section. 
To judge the appropriateness of the manuscript for The 
Journal of Physical Chemistry, the editors will place con­
siderable weight on the author’s intentions as stated in the 
Introduction.

IV. Microform M aterial

From time to time manuscripts involve extensive tables, 
graphs, spectra, mathematical derivations, expanded dis­
cussions of peripheral points, or other material which, 
though essential to the specialized reader who needs all the 
data or all the detail, does not help and often hinders the 
effective presentation of the work being reported. Such 
“microform material” can be included in the microfilm 
edition of this Journal, available in many scholarly libra­
ries, and also in the microfiche edition. In some instances 
the microform material may also be included in the printed 
issue in miniprint, in which the manuscript pages are re­
produced directly in reduced size. All microform material 
may be obtained directly by the interested reader at nomi­
nal cost, either in full size photocopy or in microfiche (in 
which miniprint material appears at standard reduction, 
i.e., one manuscript page per microfiche frame). Authors 
are encouraged to make use of this resource, in the interest 
of shorter articles (which mean more rapid publication) and 
clearer more readable presentation.

Microform material should accompany a manuscript at 
the time of its original submission to an editor. It should be 
clipped together and attached at the end of the manuscript, 
along with a slip of paper clearly indicating that the mate­
rial is “microform material.” Copy for microform material 
should preferably be on 8^  x 1 1  in. paper, and in no case on 
sheets larger than 11 X 14 in.; if typed it should be one and
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one-half spaced, and in any event the smallest character 
should be at least one-eighth inch in size; good contrast of 
black characters against a white background is required for 
clear photoprocess reproduction.

A paragraph should appear at the end of the paper indi­
cating the nature o: the material and the means by which 
the interested reader may obtain copies directly. The follow­
ing is an example.

Supplementary Material Available. A listing of structure 
factor amplitudes will appear following these pages in the 
microform editions of this volume of the Journal. Photo­
copies of this material from this paper only, or microfiche 
(105 X 148 mm, 24X reduction, negatives) containing all 
material for the papers in this issue, may be obtained from 
the Business Office, Books and Journals Division, American 
Chemical Society, 1155 Sixteenth Street N.W., Washing­
ton, D. C. 20036. Remit check or money order for $0.00 for 
photocopy or $0.00 for microfiche, referring to code number 
JPC-00-0000.

The amount of money to be indicated in the blanks will 
be filled in by the Editorial Office at Easton, Pa., after the 
acceptance of an article.

V. Functions of Reviewers
The editors request the scientific advice of reviewers who 

are active in the area of research covered by the manuscript. 
The reviewers act only in an advisory capacity and the final 
decision concerning a manuscript is the responsibility of 
the editors. The reviewers are asked to comment not only 
on the scientific consent, but also on the manuscript’s suit­
ability for The Journal of Physical Chemistry. With re­
spect to Communications, the reviewers are asked to com­
ment specifically on the urgency of publication. Authors 
are encouraged to suggest, when subm itting a m anu­
script, nam es of sc ien tists who could give a disinterested  
and informed and helpful evaluation of the work. All re­
views are anonymous and the reviewing process is most effec­
tive if reviewers do not reveal their identities to the authors. 
An exception arises in connection with a manuscript sub­
mitted for publication in the form of a comment on the work 
of another author. Under such circumstances the first au­
thor will, in general, he allowed to review the communication 
and to write a rebuttal, if he so chooses. The rebuttal and 
the original communication may be published together in 
the same issue of tne journal. Revised manuscripts are 
generally sent back to the original reviewers, who are asked 
to comment on the revisions. If only minor revisions are 
involved, the editors examine the revised manuscript in 
light of the recommendations of the reviewers without seek­
ing further opinions. For the convenience of reviewers, 
authors are advised to indicate clearly, either in the manu­
script or in a covering letter, the specific revisions that have 
been made.

VI. Subm ission of M anuscripts

All m anuscripts m ust be subm itted in triplicate to ex­
pedite handling. M anuscripts m ust be typewritten, 
double-spaced copy, on 8% X 11 in. paper. Legal sized  
paper is not acceptable. Authors should be certain that 
copies of the manuscript are clearly reproduced and read­
able. Authors subm itting figures m ust include the 
original draw ings or photographs thereof, plus three 
xerographic copies for review  purposes. These repro­
ductions of the figures should be on SP-fa X 11 in. paper. 
Graphs must be in black ink on white or blue paper. Fig­
ures and tables should be held to a minimum consistent 
with adequate presentation of information. All original

data which the author deems pertinent must be submitted 
along with the manuscript. For example, a paper report­
ing a crystal structure should include structure factor tables 
for use by the reviewers.

All references and explanatory notes, form erly set up 
as footnotes on individual pages, are now grouped at the 
end of the article in a section called  “ References and
N otes.” They should be numbered consecutively in the 
order in which they are first mentioned in the.text, and the 
complete list of notes and literature citations should appear 
at the end of the manuscript. Nomenclature should con­
form to that used in Chemical Abstracts and mathematical 
characters should be underlined for italics, Greek letters 
should be annotated, and subscripts and superscripts clear­
ly marked.

Papers should not depend for their usefulness on unpub­
lished material, and excessive reference to material in press 
is discouraged. References not readily available (e.g., pri­
vate technical reports, preprints, or articles in press) that 
are necessary for a complete review of the paper must be 
included with the manuscript for use by the reviewers.

VII. Revised M anuscripts
A manuscript sent back to an author for revision should 

be returned to the editor within 6 months; otherwise it will 
be considered withdrawn and treated as a new manuscript 
when and if it is returned. Revised manuscripts returned 
to the editor must be submitted in triplicate and all changes 
should be made by typewriter. U nless the changes are 
very minor, all pages affected by revision m ust be re­
typed. If revisions are so extensive that a new typescript of 
the manuscript is necessary, it is requested that a copy of 
the original manuscript be submitted along with the revised 
one.

VIII. Proofs and Reprints
Galley proofs, original manuscript, cut copy, and reprint 

order form are sent by the printer directly to the author who 
submitted the manuscript. The attention of the authors is 
directed to the instructions which accompany the proof, 
especially the requirement that all corrections, revisions, 
and additions be entered on the proof and not on the 
manuscript. Proofs should be checked against the manu­
script (in particular all tables, equations, and formulas, 
since this is not done by the editor) and returned as soon 
as possible. No paper is released for printing until the 
author’s proof has been received. Alterations in an article 
after it has been set in type are made at the author’s ex­
pense, and it is understood that by entering such alterations 
on proofs the author agrees to defray the cost thereof. The 
filled-out reprint form must be returned with the proof, 
and if a price quotation is required by the author’s organiza­
tion a request for it should accompany the proof. Since 
reprinting is generally done from the journal press forms, 
all orders must be filed before press time. None can be 
accepted later, unless a previous request has been made to 
hold the type. Reprint shipments are made a month or 
more after publication, and bills are issued by the printer 
subsequent to shipment. Neither the editors nor the Wash­
ington office keeps any supply of reprints. Therefore, only 
the authors can be expected to meet requests for single 
copies of papers.

A page charge is assessed to cover in part the cost of pub­
lication. Although payment is expected, it is not a condi­
tion for publication. Articles are accepted or rejected only 
on the basis of merit, and the editor’s decision to publish the 
paper is made before the charge is assessed. The charge per 
journal page is $50.
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Gas to Liquid to Solid Transition in Halogen Hot Atom Chemistry. II. Systematics of 
Bromine Reactions Activated by Radiative Neutron Capture and Isomeric Transition with 
Halomethanes1

M. E. Berg, W. M. Grauer, R. W. Helton, and E. P. Rack*

Department of Chemistry, University of Nebraska, Lincoln, Nebraska 68508 and General Medical Research, V.A. Hospital, Omaha, 
Nebraska 68105 (Received December 23, 1974)
Publication costs assisted by the U.S. Energy Research and Development Administration

Bromine reactions activated by 79Br(n,Y)80Br, 81Br(n,y)82Brm + 82Br, and 82Brm(I.T.)82Br nuclear trans­
formations were studied in halomethanes as functions of mole fraction of Br2, phase, density, and intermo- 
lecular distance. Gas phase systematics coupled with the density and mole fraction of Br2 studies demon­
strate the existence of systematic trends in the condensed phases as evidenced by the Richardson- 
Wolfgang effect. A definitive difference due to activation that is independent of system and suggests the 
importance of caging at higher densities is shown by the variation of total and individual organic product 
yields with density. The study of total organic product yield vs. intermolecular distance provides both a 
means of separating cage and molecular reactions and suggests the importance of molecular properties in 
the caging event.

Introduction
A fundamental question in condensed phase hot atom 

chemistry is whether reactions activated by nuclear trans­
formations in organic media proceed by caging or molecu­
lar mechanisms, or both. Since Franck and Rabinowitsch2 
postulated the cage event there have been many studies3 
directed at characterization of radical reactions in the cage; 
yet no direct evidence of the caging process has been pre­
sented. In the condensed phase the concept of the caging 
process suggests complex and diverse kinetic events for 
both hot atom4-6 and photochemistry.7-10

Recent analytic studies8’9 and computer simulations7,10 
have cast doubt upon the adequacy of bulk properties such 
as viscosity to describe the caging process. Bunker and Ja­
cobson7 have suggested that recoil energy, molecular size, 
and intermolecular forces play a more important role in the 
determination of cage recombination reactions. It is unfor­
tunate that those experimental techniques most sensitive 
to molecular properties, e.g., molecular beam and ion cyclo­
tron resonance studies, are ill-suited to high density or 
pressure regions where the caging event occurs. Photo­
chemical studies have provided a wealth of information on

* Address correspondence this author at the Department of 
Chemistry, University of Nebraska, Lincoln, Nebr. 68508.

reactions within the cage but cannot provide simultaneous 
data on cage and molecular reactions since, in the majority 
of events, the reactant species is born within the cage.

One of the most significant studies demonstrated the 
Richardson-Wolfgang effect.11 In their study of 18F reac­
tion activated by the (n,2n) process in CH3F, Richardson 
and Wolfgang found an increase in product yields with in­
creasing density in the gas to liquid to solid transition. 
Above a density of 0.1 g cm-3 the product yields were es­
sentially constant, giving a continuous plateau through the 
critical density region, before rising again, above a density 
of 0.5 g cm-3 where mean intermolecular distances shrink 
to about half the diameter of the fluorine atom. If the pla­
teau that Richardson and Wolfgang observe is due to col- 
lis:onal stabilization of molecular products, then the subse­
quent increase in product yields with increasing density 
must be the result of caging reactions involving the hot 
atom and organic radicals it has produced in the medium.

In this paper we report on studies of the effects of bro­
mine concentration, density, phase, and intermolecular dis­
tance on bromine reactions activated by radiative neutron 
capture and isomeric transition on halomethane systems in 
an attempt to learn more about the characteristics and sys­
tematics of molecular and radical cage reactions.
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E xp erim en ta l Section
Materials. CH3F, CH3CI, and CH3Br were obtained from 

Matheson Chemical Co. with a stated purity level greater 
than 98, 99.5, and 99.5 mol %, respectively. Prior to filling 
the sample ampoules the halomethanes were purified by 
repeated bulb-to-bulb distillation cycles on the vacuum 
line. Matheson ICl was used as received. Bromine prepared 
from Mallinckrodt reagent grade K2Cr207, KBr, and 
H2SO4 was used after three distillations over P2O5, collect­
ing middle fractions. Airco assayed reagent He, Ar, Kr, and 
Xe were used without further purification.

Preparation of Reaction Systems. Gas-phase radiative 
neutron capture and isomeric-transition activated reac­
tions of bromine with halomethanes were studied in the 
presence of rare-gas moderators or Br2 additive in order to 
determine the “thermal” and “hot” (requiring high transla­
tional energy)3d contribution to the total organic product 
yield (TOPY). Quadruplicate thin-wall quartz ampoules of 
about 10  ml size were prewashed12 and filled with the reac­
tants and moderator using vacuum line techniques. All 
samples (with rare-gas moderators) contained 5 Torr of Br2 
vapor except where indicated. The total pressure of these 
systems was 1 atm. All samples, wrapped in alumium foil, 
were kept frozen under liquid nitrogen until neutron irra­
diation. Exposure to light was minimized before, during, 
and after irradiation. High pressure gas samples were pre­
pared by the usual vacuum line techniques except thick- 
walled quartz ampoules were employed.

Condensed-phase systems containing Br2 or ICl and the 
halomethane were prepared in a similar manner to that de­
scribed for gaseous systems. Small (less than 1  ml volume) 
thick-walled quartz amouples, capable of withstanding sev­
eral tens of atmospheres of internal pressure, were filled 
with Br2 or ICl and the halomethane. Bromine or ICl was 
introduced into the quartz ampoule by freezing down a rel­
atively large quantity from a large glass flask attached to 
the vacuum line. The halomethane was then introduced in 
a similar fashion. The ampoule was immersed under liquid 
nitrogen at all times. The relative amounts of gases used 
were metered by the manometer prior to freezing down into 
the ampoule so that mole fractions could readily be calcu­
lated. For all reaction mixtures in the study of the effects of 
varying density on TOPY and individual organic product 
yields (IOPY), densities of the reaction mixture as a func­
tion of temperature were determined by the method of 
Rice and Willard.13

Neutron Irradiation. All irradiations were performed in 
the Omaha Nebraska, V.A. Hospital TRIGA reactor at a 
thermal neutron flux of 1.1 X 1011 neutrons cm-2 sec- 1  and 
an accompanying 7 -radiation flux of 3 X 1017 eV g- 1  min-1. 
Irradiation times varied from a few seconds for TOPY de­
terminations to 3 min for IOPY determinations employing 
chromatographic techniques. We did not find any radiation 
damage in such short irradiation times. Irradiation proce­
dures for studying the (n,7 )-activated reactions of 80Br, 
82Br, and 38C1 are similar to those previously re­
ported. 12-14'15 The “in-reactor” techniques16 was used for 
TOPY and IOPY determinations produced by the 
82Brm(I.T.)82Br reaction in the various gas and condensed 
phase samples.

The densities of the condensed phase reaction mixtures 
were varied by changing the temperature of the ampoule. 
For temperatures greater than 25°, the ampoule was im­
mersed in preheated mineral oil in the TRIGA irradiation 
“rabbit”. For the short irradiation times employed there

was little change in temperature. Other ampoules were ir­
radiated immersed in ice water and Dry Ice. It was not fea­
sible to irradiate samples under liquid nitrogen. For the 
(n,7 )-activated bromine or chlorine systems, ampoules ini­
tially at liquid nitrogen temperatures were irradiated for 
times less than 10 sec. We found that the temperature rose 
to only 80° K at 30 sec after being removed from the liquid 
nitrogen, 83°K at 45 sec, and 103° at 55 sec.21 Handling of 
bromine samples by (I.T.) activation was similar to that 
previously described except the irradiated ampoule was al­
lowed to stand for 2 hr under heated mineral oil, room tem­
perature, ice water, Dry Ice, or liquid nitrogen, allowing 
greater than 99.9% of the 82Brm to undergo isomeric transi­
tion.

Extraction Procedure. Total organic product yields 
(TOPY) for both the (n,7 )- and (I.T.)-activated systems 
were determined by breaking the irradiated bubblet in a 
separatory funnel containing a two-phase mixture of CCI4 
+ I2 and 0.5 M aqueous Na2S03 in the usual manner.12’14’16 
For 38C1 determinations in the ICl + CH3CI system, a Har- 
shaw 12.2% efficient Ge(Li) detector17’18 coupled to a Nu­
clear Data 2400 1024-channel analyzer was used. The 
TOPYs were determined in the usual manner.12’14’16 In 
order to prevent any volatilization of 82Br labeled products, 
the polyethylene counting vials were stored over Dry Ice for 
48 hr before counting the 82Br activity.

Radiogas Chromatographic Separations of the Activat­
ed Mixtures. Before the irradiated samples were analyzed 
in the radiogas chromatograph, they were subjected to a 
solvent extraction procedure to remove the inorganic halo­
gen products. The labeled organic products were extracted 
into 5-10 ml of CCI4, depending on the activity level of the 
sample. Samples for 80Br or 38C1 determinations [(n,7 )-ac- 
tivation] were analyzed immediately. Samples for 82Br de­
terminations [(I.T.)-activation] were extracted 48 hr after 
irradiation. Small quantities of the organic phase with 
added product carriers were injected directly into the radi­
ogas chromatograph, which has been previously described 
in detail.12’22'23 For low-activity gas systems we employed a 
modified flow-through proportional counter of the type de­
scribed by Wolf et al.,24 and previously used by us. For high 
activity condensed phase systems a 7 -ray scintillation 
counter12’22 was employed.

All separations were performed on a 3-m stainless steel 
coil containing 5% by weight di(2-ethylhexyl) sebacate on 
50-60 mesh firebrick, linear temperature programmed 
from 15 to 125° at 4°/min, with a helium flow rate of 100 
ml/min for CH3Br systems and 75 ml/min for CH3C1 and 
CH3F systems. For the (a) CH3F, (b) CH3C1, and (c) CH3Br 
systems the labeled products observed in their order of elu­
tion were: (a) CH3Br, CH2FBr, CH2Br2, CHBr3, CFBr3, 
and CBr4; (b) CH3Br, CH2ClBr, CH2Br2, CHClBr2, and 
CHBr3; (c) CH3Br, CH2Br2, CHBr3, and CBr4.

In our initial communication15 reporting a density effect 
on 80Br reactions with CH3F we employed C-22A firebrick 
coated with 13% by weight of DC-550 silicone oil, operated 
at 50°. Under these conditions the CH3Br and CH2FBr ap­
peared as one peak followed by CH2Br2, with no other 
products separated. However, the general trends in product 
yield with density previously found15 are similar to those 
found using the sebacate column. Our chromatographic re­
sults for both (n,7 >- and (I.T.)-activated bromine with con­
densed phase CH3Br (Figures 7 and 8) are quite similar to 
those of Milman et al.25 using a discontinuous radiogas 
chromatographic procedure.
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Results and Discussion
Activation of Bromine by Radiative Neutron Capture 

and Isomeric Transition. It is generally recognized that an 
atom can acquire a spectrum of kinetic energies as a result 
of its nucleus capturing a neutron with a subsequent emis­
sion of 7  rays. We have calculated the kinetic energy spec­
trum of 128I26 using three-dimensional random-walk equa­
tions and found that the 128I atoms acquire a kinetic energy 
ranging from 0 to 194 eV reaching a maximum at 152 eV. 
There is insufficient 7 -ray spectral data for the 
79Br(n,7 )80Brm, 79Br(n,7 )80Br, and 81Br(n,7 )82Brm + 82Br 
activations to allow a calculation of a probability distribu­
tion vs. recoil energy. However, it is known from neutron 
binding energy data27 that the kinetic energy spectrum for 
80Br and 82Brm + 82Br range from 0 to 417 eV, and from 0 
to 378 eV, respectively. This is similar to (n,7 )-activated 
38ci27 which ranges from 0 to 530 eV.

Reactions of 80Br, 80Brm, and 82Brm + 82Br can occur 
with various organic molecules by virtue of a high kinetic 
energy acquired in the (n,7 )-activation process. In addition 
to kinetic energy there is some evidence28 that a fraction of 
the Br acquires a positive charge resulting from internal 
conversion. However, Rack and Gordus29 and Tachikawa 
and Saeki30 found that the reactions of 80Br with CH4 oc­
curred mainly as a result of the kinetic energy, with charge 
of the Br atom not being a requirement for reaction.

Geissler and Willard0 proposed that halogen reactions in 
the liquid state, especially heavy halogens (Br and I), could 
be the result of the formation of low-lying nuclear states 
produced in the emission of internal conversion and auger 
electrons, similar to what occurs in isomeric transition 
(I.T.) activation. If this is true then the kinetic energy of 
the activated Br or I atom or ion is not the result of (n,7 )- 
activation but that resulting from the emission of auger 
and internal conversion electrons. In their study of the 
reactions of 130Im + 130I activated by radiative neutron cap­
ture and 130I by isomeric transition, Nicholas et al.31 found 
that the radiative neutron capture “hot” yields were con­
sistently higher than those of “hot” isomeric transition-ac­
tivated yields. This result was consistent with the fact that 
(n,7 )-activated 130I species are formed with larger kinetic 
energies than 130I activated by (I.T.).16’32 These results sug­
gested that the higher “hot” organic yields were predomi­
nantly due to kinetic energy imparted to the recoil 130I 
atoms or ions as a result of 7  ray cascades. A similar effect 
was found for reaction of 82Br activated by radiative neu­
tron capture and isomeric transition. Since it has previous­
ly been shown29'30 that positive charge is not a requirement 
for reaction and from the previous considerations we feel 
that it is safe to assume that the reactions of (n,7 )-activat- 
ed bromine are mainly the result of hot (requiring high 
translational energy) Br atoms.

It is generally recognized that by virtue of the 
80Brm(I.T.)80Br reactions the bromine atom can acquire a 
high positive charge28 from +1 to +13 as a result of auger 
and secondary electron radiolysis. In the gaseous state this 
high positive charge can be distributed within the molecule 
by intramolecular electron transfer resulting in two posi­
tive centers within the molecule. The Br ion can then ac­
quire a spectrum of kinetic energies as a consequence of the 
intramolecular coulombic explosion.

We can calculate a probability distribution of Br ions vs. 
recoil energies. The probability distribution of the ion’s 
charge states as a result of internal conversion is known.28 
However the intramolecular redistribution of charge can-

Figure 1. Probability distribution of bromine ions vs. recoil energy (in 
eV) from 82Brm(I.T.)82Br: HBr (- - -); CH3Br (- -); Br2 (— ).

not be determined experimentally since a highly charged 
ion will rapidly undergo charge transfer with its medium. 
Conservation of momentum requirements dictate that the 
bromine recoil energy be dependent on the molecule in 
which it is born. Three molecules of interest as sources of 
activated bromine are HBr, CH3Br, and Br2. The kinetic 
energy spectra of these molecules were calculated from sev­
eral intramolecular redistribution models33 which allowed 
for extreme and intermediate redistributions. The resulting 
spectra are shown in Figure 1 . These spectra range from a 
minimum value of 0 eV to maximum of 1.3, 55, and 158 eV, 
respectively for HBr, CH3Br, and Br2, the most probable 
energies being 0.75, 14, and 37 eV. It appears that Br2 is the 
most significant source of translationally excited bromine 
ions.

Gas Phase Systematics. The Kinetic Energy Degrada­
tion Factor. Presented in Table I are the various “hot” 
total organic product yields (TOPY) for the reaction of 
(n,y)-activated 80Br and 82Brm + 82Br and (I.T.(-activated 
82Br with CH4, CH3F, CH3CI, and CH3Br. The “hot” 
TOPY values are the percent of Br stabilized as organic 
produces by virtue of the kinetic energy acquired in the ac­
tivation process. When Br2 is used as the scavenger, only 
for the (I.T.)-activated bromine reactions in CH416 and 
CH3F14 do we find TOPY value contributions which are 
the result of thermal (kinetic energy independent) reac­
tions o: bromine species, probably as ions; and these contri­
butions were minor compared to the “hot” contributions. 
In all systems studied the predominant organic product 
was the halogen substitution product, CH3Br. The only 
other product of consequence was the hydrogen substitu­
tion product, CH2XBr. Because of the rapid exchange be­
tween HBr and Br2 we could not determine the individual 
yields of the hot abstraction products.

Our results in Table I show a progressive decrease in hot 
TOPY values for CH4 > CH3F > CH3C1 > CH3Br. By 
employing arguments similar to Yoong et al.,26 we find 
there is no simple or systematic relation between hot 
TOPY values and steric factors.34 The observed decrease in 
hot TOPY values appears independent of a bond energy ef­
fect. In a highly moderated system and in the absence of 
any scavenger, Daniel and Ache35 studied the systematics 
of (I.T.)-activated 80Br reactions with the halomethanes. 
Under these conditions the trend in bromine substitution 
organ c products (only thermal) is in the order CH3F < 
CH3C1 < CH3Br < CH3I. Compared to our hot TOPY 
values it is obvious that the systematics of hot and thermal
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Figure 2. Total organic product yields vs. energy degradation factor 
for halomethanes: 82Br(n,Y), O; 82Brm + 82Br(n,7 ), □; 82Br(I.T.), A.

bromine reactions are quite different involving at least two 
different mechanisms.

There is no experimental evidence to indicate29 that bro­
mine reactions activated by radiative neutron capture 
occur (to any extent) by positive ions; however, as a result 
of the (I.T.)-activation process, bromine reactions in CH4, 
CH3F, and CH3CI occur (see previous section) as bromine 
positive ions. In methyl bromide, in the presence of Br2 
scavenger where charged transfer is possible the reaction of 
bromine probably occurs as a neutral atom. The only sys­
tematic trend we were able to find was between the hot 
TOPY values and the halomethane system energy degrada­
tion factor,26'36 The progressive decrease in hot TOPY 
values for (n,Y)-activated 80Br and 82Brm + 82Br and (I.T.)- 
activated 82Br with increasing energy degradation factor 
can be seen in Figure 2. It is important to note that for 
atoms born with high kinetic energies such as (n,p)-activat- 
ed tritium (~105 eV) we would not expect the energy deg­
radation factor to be of importance since the loss of energy 
upon collision may still result in the atoms having energy in 
or above the reactive zone E2-E 1.3d As pointed out pre­
viously and from inspection of Figure 1, a significant frac­
tion of the bromine atoms or ions are born in or near the re­
gion Ea-Ej. For atoms or ions born with these low kinetic 
energies such as (n,Y)-activated 80Br or 82Brm + 82Br and 
(I.T.)-activated 82Br, the energy degradation factor be­
comes significant because one or two collisions with the 
halomethane molecule may result in bromine atoms or ions 
having energy below the reactive zone, removing them from 
hot organic combination. While the energy degradation 
factor depends on the mass of the hot atom and the mass of 
the medium (see, equation, ref 36) the significance of the 
energy degradation factor in a reaction system depends 
upon the recoil energy possessed by the hot atoms37 (i.e., 
the kinetic energy spectra of the hot atoms).

Compared to the plot of 128I hot TOPY vs. the energy 
degradation factors of the halomethane systems reported 
previously,26 the plot depicted in Figure 2 differs in two re­
spects; the decrease in TOPY with increasing energy degra­
dation factor (EDF) is not linear but parabolic in shape 
and extrapolates to a value of 4.0 and not zero as reported 
for the 128I systems. It is interesting to observe that the iso­
tope separation for the halomethane systems diminishes 
with increasing EDF disappearing for CHsBr systems. 
Even though the 128I plot decreases linearly with increasing 
EDF there is no reason to assume that it should be linear a
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TABLE II: Approxim ate M axim um  K inetic Energies (eV) after 0, 1, or 2 Collisions“

A ctivation (zero 8<lBr(n, y) ls t /2 n d
co llisions) EDF (8CBr) co llisions, 417 eV

82B r+  82B rm(n, y)
ls t /2 n d  82B r(I.T .) ls t/2 n d

EDF (82Br) c o llis io n s ,-378 eV co llisions, 158 eV

c h 4 0.556 185/82 0.546 171/78 69/32
c h 3f 0.837 68/11 0.829 65/11 26/4.5
CH3C1 0.949 21/1.1 0.942 22/1.3 9/0.5
CH3B r 0.990 4/0.04 0.993 3/0.02 1/0.01

“ KEmax = (1 -  EDF^EAct, where KEmax is maximum kinetic energy after the nth collision, n is the number of collisions, EDF is the 
energy degradation factor (see equation ref 36), and Fact is the maximum kinetic energy imparted at activation.

priori for the bromine halomethane systems. Since the 
reaction of iodine probably occurs as a result of iodine ions 
in ground and/or excited electronic states38 and it has been 
shown that bromine reactions occur mainly as neutral 
atoms29’30 we would not expect a zero TOPY for the CH3Br 
system.

Since bromine hot atoms are born in or near the reactive 
zone, E2-E 1 ,:id the observed TOPY should be sensitive to 
the energy spectra of the hot atom, i.e., a kinetic energy iso­
tope effect should be observed. As seen in Table II, the 
maximum recoil energies of 79Br(n,7 )80Br, 81Br(n,y)82Brm 
+ 82Br, and 82Brm(I.T.)82Br are 417, 378, and 158 eV, re­
spectively. This difference in recoil spectra supports the 
supposition of a kinetic energy isotope effect. One or two 
collisions of the hot atom or ion with halomethane mole­
cules may remove sufficient energy to prevent stable organ­
ic combination; yet logic dictates that a collisional efficien­
cy of one (every collision leads to stable organic combina­
tion) cannot be possible since some significant fraction of 
hot atoms or ions are born above the reactive zone. There­
fore, collisional deactivation of recoil energy must be con­
sidered. A study of approximate recoil energies after colli­
sions with halomethane molecules is presented in Table II. 
Examination reveals that in the CH4 system (low EDF) 
after one or two collisions the various isotopes have distin­
guishable (significantly different) kinetic energy spectra, 
corresponding to the large kinetic energy isotope effect 
seen for CH4 in Table I and Figure 2. CH3F shows distingu- 
ishability only between (n,y)- and (I.T.)-activation and in 
CH:>Br, collisional deactivation suggests, as is observed, the 
disappearance of a kinetic energy isotope effect. Tachika- 
wa39 observes an isotope effect for isomeric transition acti­
vated reactions of 80Brm and 82Brm in CH4. While that au­
thor argued his results as being due to differences in the 
decay schemes, the isotope effect may be the result of the 
difference in kinetic energy of the two isotopes. These re­
sults suggest that one of the prime factors in determining 
the extent of reaction for (n,7 )-activated 80Br and 82Brm + 
82Br and (I.T.)-activated 82Br atoms or ions is the system’s 
energy degradation factor.

The Gas to Condensed Phases Transition. One of the 
most important questions asked in the study of halogen 
reactions in the condensed state media is the relative role 
of displacement (molecular) and radical formation (caging) 
mechanisms; and if caging reactions do occur what are the 
specific mechanisms by which the radicals are formed. It 
has long been realized that the borderline between cage 
and molecular reactions may be difficult to establish not 
only experimentally but also in principle, e.g., stabilization 
of an excited product of the halogen hot atom reaction by 
collision with the cage “walls” may not be distinguished in 
any qualitative sense from combination of a caged atom

with a radical it had created, i.e.
[80Br. + R-]cage -  R80Br

or recombination after excitation decomposition of a first 
formed hot substitution product, i.e.

80Br + RX -  [R80Br]exc -  [R- + 80Br.]cage — R80Br

It is unfortunate that in the early work only caging 
mechanisms were considered, such as the Libby billard-ball 
col.ision and billard-ball collision-epithermal collision hy­
pothesis.4 When we consider the number of mechanisms 
advanced in the last 10  years to explain bromine and iodine 
reactions with hydrocarbons and alkyl halides, such as Wil­
lard’s “random-fragmentation” hypothesis,40 the Geissler- 
Willard “auto-radiation” hypothesis,5 Shaw’s thermal- 
spike model,6 Milman’s modified impact on molecule 
model,41 and Stocklin’s direct replacement with collisional 
stabilization of caged complex model,42 it is obvious that 
there is no good understanding of bromine or iodine reac­
tions activated by radiative neutron capture or isomeric 
transition in the condensed phase. Therefore, there is no 
definitive view of caging and molecular reactions.

It is our purpose, net to affirm or deny any specific 
model, but rather to attempt to observe the caging event. 
Regardless of the system we feel that it is impossible to de­
fine complex condensed state mechanisms strictly based on 
TOPY and individual organic product yields (IOPY) 
values, scavenger-mixture experiments, and comparison 
between various nuclear activation modes and radiolysis. 
In order to gain insight as to condensed phase mechanisms 
we studied the reactions of (n,7 )-activated 80Br and 82Brm 
+ 82Br and (I.T.)-activated 82Br with CH3F, CH3C1, and 
CH/jBr with increasing density from low pressure gas sys­
tems to high density so.id state systems. It is in our favor 
that these systems are not self-scavenging with respect to 
thermal bromine atoms or ions, as is the case of 18F and 
possibly 38C1. Noyes43 has shown that the presence of a re­
active cage wall (scavenger present) leads to complications 
difficult to describe in any quantitative way, tending to 
further confuse the distinction between molecular and cage 
reactions. The only system that we were able to do exten­
sive work over a wide range of densities was the CH3F sys­
tem because of its low critical temperature. Because of an 
explosion hazard in the reactor we were unable to run sam­
ples near the critical temperature region44 for both CH3C1 
and CHgBr.

The Methyl Fluoride System. Presented in Figures 3 
and 4 are the effects of added Br2 on TOPY and IOPY 
values for bromine reactions activated by radiative neutron 
capture and isomeric transition in the CH3F liquid system 
at 23°.

Ever since the discovery by Willard and Levey45 that
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Figure 3. Effect of mole fraction of Br2 on total and individual organic 
product yields of eoBr(n,yl in liquid CH3F at room temperature: TOPY 
(insert); CH2FBr, A; CH3Br, O; CH2Br2, □; CHBr3, •: CBr4, ■ ; 
CFBr3, ▲ .

Figure 4. Effect of mole fraction of Br2 on total and individual organic 
product yields of 82Br(I.T.) in liquid CH3F at room temperature: TOPY 
(insert); CH2FBr, A; CH33r, O; CHBr3, •; CBr4, ■ ; CH2Br2, □; 
CFBr3, ▲ .

TOPY values of iodine or bromine hot atom reactions in 
liquid alkyl halide systems could be reduced by the addi­
tion of small amounts of radical scavengers such as I2 or 
Br2, this “scavenger-effect” has had general applicability in 
heavy halogen hot atom chemistry46-48 of liquid alkyl ha­
lides and hydrocarbons. For these systems the thermal rad­
ical reaction contribution to the TOPY values was simply 
found. The “scavenger-effect” may not be readily observed 
in all systems; e.g., Milman et al.2° have shown that the 
bromine scavenger curve for bromine reactions activated 
by radiative neutron capture and isomeric transition in liq­
uid CH3Br does not define a rapid TOPY decrease at low 
mole fraction of Br2 but a smooth curve not decreasing lin­
early until about 0.6 mol fraction of Br2.

From observing the TOPY curves in Figures 3 and 4 it is 
obvious that we cannoi make a simple empirical back ex­
trapolation to lower mole fraction of Br2 defining a diffu­
sive (thermal) or hot component to the TOPY values. It 
seems improbable that Br2 concentrations as high as 0.6 
mol fraction are necessary to completely suppress the dif­
fusive thermal reactions. A more meaningful presentation 
may be to look at the effects of added Br2 on the individual 
organic product yields (IOPY).

Bromine reactions in liquid CH3F appear more complex 
than gas-phase CH3F where only two bromine-labeled 
products, CH3Br (major) and CH2FBr (minor), were ob­

served. As can be seen in Figures 3 and 4 six labeled bro­
mine products for the (n,7 )- and (I.T.)-activated systems 
were observed. For the 80Br(n,7 ) reactions in order of in­
creasing IOPY at zero mole fraction of Br2: CFBr3 (0.1%), 
CBr4 (0.5%), CHBr3 (2.4%), CH2Br2 (3.8%), CH3Br (7.0%), 
and CH2FBr (8.6%) and for the 82Br (I.T.) reactions, in 
order of increasing IOPY: CFBr3 (0.1%), CH2Br2 (2.8%), 
CBr4 (3.6%), CHBrg (5.8%), CHgBr (6.4%), and CH2FBr 
(9.6%). It is not unusual to find from bromine hot atom 
reactions with condensed organic systems highly halogen- 
ated products. For example, Hornig and Willard48 and 
Merrigan et al.52 have shown that all possible brominated 
products are produced by virtue of bromine reactions acti­
vated by both radiative neutron capture and isomeric tran­
sition in liquid carbon tetrachloride. In all alkyl halide sys­
tems studied employing halogen hot atom the major prod­
uct involved halogen substitution6’14’23-24’28 regardless of 
phase. In liquid CH3F the major product is surprisingly not 
CH3Br but the hydrogen-substituted CH2FBr for both 
(n,7 )- and (I.T.)-activated reactions.

A close inspection of Figures 3 and 4 shows that there is 
a marked product distribution difference between I n l ­
and (I.T.)-activated reactions. In Figure 3 we can see that 
the products CH2FBr, CH3Br, CH2Br2, and CHBr3 de­
crease with increasing mole fraction of Br2 while CFBr3 
and CBr4 increase reaching a maximum in the scavenger 
curve. Undoubtedly, the maximum in this scavenger curve 
can only be explained if part of the diffusive IOPY is di­
rectly dependent on the presence of inactive Br2 contribut­
ing to its formation.25 Because of the shape of the scaven­
ger curves for CH2FBr, CH3Br, CH2Br2, and CHBr3 it is 
impossible to distinguish between thermal, hot radical, or 
hot molecular reactions. As CH3Br and CH2FBr were the 
only observed products in the gas phase it is difficult to 
imagine that the other four products were the result of Br 
hot atom reactions with molecular CH3F. For the (I.T.)- 
activated system shown in Figure 4, unlike the (n,7 )-acti- 
vated system, all products except CFBr3 decrease with in­
creasing mole fraction of Br2. As in the (n,7 )-activated sys­
tem we cannot readily distinguish between radical or mo­
lecular reactions. Nothing conclusive can be said about the 
relative roles of thermal and hot reactions in liquid CH3F 
employing a scavenger plot. In order to find the relative 
importance of molecular vs. radical reactions a more infor­
mative study may be a determination of the effects of in­
creasing system density to the bromine TOPY values. We 
chose to measure TOPY rather than IOPY at various sys­
tem densities for several reasons: (1 ) the complex distribu­
tion of IOPY values, (2) small changes in IOPY values may 
not be observed due to experimental errors, particularly for 
the minor products, and most importantly (3) we feel that 
TOPY values are a more informative factor in the density 
plot which attempts to differentiate caging reactions from 
molecular reactions. If a hot atom reacts with a radical in a 
cage it makes no difference if it reacts as a thermalized 
species or just prior to lpss of appreciable kinetic energy. If 
bromine does react with organic radicals in the cage it will 
because the radicals were produced as a result of recoil en­
ergy from the Br atom’s (or ion’s) activation. Therefore, we 
feel that the TOPY increment corresponding to the caging 
of radicals phenomenon is more meaningful than consid­
ering the caging of particular radicals.49

Depicted in Figure 5 are the TOPY values for the reac­
tions of 80Br and 82Brm + 82Br activated by radiative neu­
tron capture and 82Br activated by isomeric transition as a
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Figure 5. Total organic product yields as a function of density in the 
CH3F-0.0167 mole fraction of Br2 system: 82Br(I.T.), •; 80Br(n,7 ), 
A; 82Brm + 82Br(n,7 ), O. All samples unless otherwise indicated at 
25°C (298K).

function of density employing bromine at 0.0167 mol frac­
tion in CH3F.50 It is interesting to note that regardless of 
the activation mode there is a general increase in TOPY 
with increasing density to approximately 0.5 g cm-3 with a 
subsequent plateau (approximate) and secondary rise 
starting at approximately 0.6 g cm-3. This behavior is simi­
lar to that originally reported by Richardson and 
Wolfgang11 for 18F activated by the (n,2n) reaction with
c h 3f .

We note what appears to be a kinetic energy isotope ef­
fect between (n,7 )-activated 80Br and 82Brm + 82Br 
throughout the density range. This effect is small and on 
the fringes of experimental error; however, the 80Br TOPYs 
are higher than the corresponding 82Brm + 82Br TOPYs. 
This is in agreement with arguments based on the kinetic 
energy spectra (see previous section) and the temptation 
exists to ascribe this to such an effect. We feel, however, 
that this small isotope separation cannot conclusively be 
due to a kinetic energy isotope effect due to its size with re­
spect to the experimental error and the difficulty in as­
signing the molecular vs. radical contributions.

Since we are unable to assign the molecular and radical 
contributions and because of the obvious difficulties in as­
signing all the decomposition channels we have not been 
able to apply unimolecular decay theory to the primary 
rise. We do not feel that the secondary rise in TOPY is 
mainly the result of stabilization of excited products be­
cause at these high densities it would imply that a major 
fraction of the excited products would become stabilized 
before moving a fraction of an angstrom, this implying life­
time shorter than a period of vibration; hence, the molecule 
would not have existed.11 It is important to realize that this 
does not exclude increased stabilization of products ob­
served at lower density but rather the introduction of 
newly observed stabilization products or channels.

In order to obtain a variation in density we varied the 
temperature over wide limits. There may be some question 
as to whether the observed variations are a true density ef­
fect or a temperature effect, either in addition to or in lieu

of a density effect. Lampe and Noyes9 in their photochemi­
cal caging studies found that there was a general decrease 
in TOPY with increasing temperature. This was especially 
true for heavier solvents, attributable to thermal agitation. 
This increase in temperature would have resulted in a de­
crease in density. In their caging study, Rice and Willard51 
concluded that the observed temperature effect was in real­
ity a density effect since an increase in density necessitated 
more kinetic energy expenditure in radical production 
since there was constrainment by the cage wall as well as a 
lowering of diffusive reactions. Richardson and Wolfgang11 
felt the secondary rise in the density plot of CH3F with 18F 
could not be attributed to a temperature effect since tem­
perature effects of that magnitude were not observed nor 
expected in hot atom chemistry. They found the tempera­
ture coefficient of the reactions approximately zero, as cur­
rent caging theories suggest,3d much less than needed to 
produce the rise observed. In a temperature-pressure study 
by Shaw et al.6 the diffusive yield was found to decrease 
with decreasing temperature or increasing pressure (in­
creasing constrainment by the cage walls) while the scaven­
ger insensitive yield were found to increase with decreasing 
temperature or increasing pressure. In general yields of the 
individual fractions at constant bromine concentration var­
ied linearly with pressure (density).

As mentioned previously, the gas-phase (I.T.)-activated 
bromine TOPY value is less than the (n,7 )-activation 
value. Both increase with increasing density, the (I.T.) in­
creasing more rapidly, with the two TOPY curves crossing 
at a density of approximately 0.1 g cm-3  and the (I.T.)- 
TOPY being greater from that density upward. We also 
note a difference in shapes between the radiative neutron 
capture and the isomeric transition activated TOPY 
curves. This suggests an application of the Geissler-Wil- 
lard “auto-radiation” hypothesis5 may not be valid since if 
low-lying metastable nuclear states were formed from 
(n,7 )-activated atoms or ions with the subsequent emission 
of auger and internal-conversion electrons the (n,7 ) and 
(I.T.) curves would, of necessity, be identical. Indeed as 
gas-phase reactions are supportive of a kinetic energy re­
quirement for hot atom (molecular) reactions we must con­
clude that there exists a quantitative difference between 
radiative neutron capture and isomeric transition activa­
tions in radical production.

The Methyl Bromide System. Milman et al.25 were the 
first to determine scavenger curves for Br reactions activat­
ed by radiative neutron capture and isomeric transition in 
liquid CH3Br. Our experimental data are quantitatively 
supporting in its nature of the work of Milman et al.25 
Compared to the CH3F system the TOPY plots are less 
complicated. Regardless of mode of activation the CH3Br 
product decreases gradually with added Br2 while the prod­
ucts CH2Br2, CHBr3, and CBr4 exhibit a progressive maxi­
mum in their scavenger curves suggesting the importance 
of inactive Br2 for product formation. From similar data 
Milman et al.25 suggest that the CH3Br product for both 
(n.7 )- and (I.T.)-activated bromine are mainly the result of 
kinetic energy acquired by the recoiling atom or ion while 
the minor products, CH2Br2, CHBr3, and CBr4, because of 
the maximum in their scavenger plots are mainly the result 
of thermal radical reactions of the kind

R80Br- + Br2 — RBr80Br + Br-

We have found for gas-phase Br reactions in CH3Br at 
zero mole fraction of Br2 the product distribution for (I.T.)-
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Figure 6. Total and individual organic product yields as a function of 
density in the 62Br(I.T.)-CH3Br system at 0.0167 mole fraction of 
Br2: TOPY, O; CH3Br, A; CH2Br2, ■ ; CHBr3 (- - -); CBr4 (- -).

activated reactions are: CH3Br (2.8%), CH2Br2 (0.9%), 
CHBr3 (0.2%), and CBr4 (>0%). For (n,7 )-activated 80Br 
Alfassi et al.53 found: CH3Br (3.0%), CH2Br2 (1.0%), CHBr3 
(0.3%), and CBr4 (0%). In the liquid state from stabilization 
of excited products we would expect an enhancement in the 
product yields of CH3Br and CH2Br2; therefore, we could 
not agree with Milman that the CH2Br2 yield is due strictly 
to scavenger reactions. However, it would appear that the 
minor products CHBr3 and CBr4 are due exclusively to 
scavenger reactions in the liquid state. In our opinion it is 
not possible to conclude anything about the nature of the 
CH3Br yield. Undoubtedly both radical and molecular 
reactions are involved.

Because of CH3Br’s high critical temperature (194°) it 
was not possible to define a density plot over the wide 
range of densities possible in CH3F. Because of the less 
complex product distribution, we were able to study the ef­
fects of density on the CH3Br and CH2Br2 IOPYs. Present­
ed in Figures 6 and 7 are the TOPY and IOPY values for 
(I.T.)- and (n,7 )-activated Br in CH3Br at 0.0167 mole 
fraction of Br2. Unlike the scavenger plots there are 
marked differences between (n,7 )- and (I.T.)-activated sys­
tems. Similar to the CH3F system, the (I.T.) values in­
crease convexly while the (n,7 ) values increase in a concave 
fashion. As in the CH3F system the two activation pro­
cesses appear not identical giving additional evidence as to 
the nonapplicability of the Geissler-Willard “auto-radioly­
sis” hypothesis.5

Because of experimental problems involving the nuclear 
reactor we were not able to extend the plot to lower densi­
ties. We were able to observe the general increase in IOPY 
values similar to that found in the CH3F + 18F system.11 It 
is interesting to note that our (n,7 ) data exhibit the same 
type of increase as was found by Richardson and 
Wolfgang11 while the (I.T.) data increased in a convex fash­
ion. No meaningful variation could be found for the two 
minor products because of their small yield.

We expended the density study of (n,7 )-activated 80Br to 
0.21 mole fraction of Br2. We observed that the effect of in­
creasing mole fraction of Br2 was to diminish the yield of 
CH3Br, probably as a result of scavenging of thermal Br 
atoms, while maintaining the general feature of the IOPY 
curves at 0.0167 mole fraction of Br2.

The Effect of Varying Intermolecular Distances. While 
density plots are interesting in showing differences be­
tween (0 ,7 )- and (I.T.)-activation and demonstrating the

Figure 7. Total and individual organic product yields as a function of 
density in the 80Br(n,7 )-CH3Br system at 0.0167 mole fraction of 
Br2; TOPY, □; CH3Br, O; CH2Br2, A; CHBr3 (- -); CBr4 (- - -).

original characteristics observed by Richardson and 
Wolfgang,11 it is not really possible to compare systems, 
lo t atoms, or modes of activation readily. It may be more 
meaningful to observe the effect of decreasing the intermo­
lecular distance, A/on the various TOPY values. To provide 
direct comparison of different systems, Root54 has suggest­
ed a normalization factor, a, defined as the molecular di­
ameter of the medium. The quantity A ¡a provides a unit­
less quantity to observe decreasing intermolecular distance 
in terms of the system’s own size. The intermolecular dis­
tance, A, is readily calculated from the experimentally de­
termined system density as follows:

A = (p N I M )~113
where p is the system density in g cm“3, N  is Avogadro’s 
number, and M is the molecular weight (or “averaged” mo­
lecular weight) of the medium. This equation yields the in­
termolecular distance between “point” or “center of mass” 
molecules.55 Since the molecules are actually spheroids 
with radii cr/2, the closest approach is A = 2(a/2) = a; a A/cr 
value equal to 1 .

Depicted in Figure 8 is a plot of TOPY vs. A/cr for (n,y)- 
activated Br in CH3F and CH3Br.56 We again note what 
appears to be a kinetic energy isotope effect between 80Br 
and 82Brm + 82Br in CH3F. The parallel curvature, with 
80Br TOPY greater than 82Brm + 82Br TOPY, supports 
this idea; however, since the separation is on the fringe of 
experimental error we feel that this is not conclusive. We 
also note the difference in shapes between the CH3F and 
CH3Br systems. While both may be imagined as the merg­
ing of two approximately linear segments,57 the slopes and 
intercept of these segments vary greatly. We may safely as­
sume that some qualitative difference exists between these 
segments.

Figure 9, a plot of TOPY vs. A/cr for (I.T.)-activated 82Br 
in CH3F, CH3C1, and CH3Br, provides further evidence of 
systematic differences. Again there appears the merging of 
two linear segments57 for each system, but with differing 
slopes and intercepts, seeming to vary in a systematic way 
from CH3F to CH3C1 to CH3Br.

For CH3Br and CH3C1 there appears to be a large angle 
of intersection between the two line segments. This may be 
due to some definite difference in the chemical processes 
commencing at this point. We believe that the near hori­
zontal segment may be indicative of molecular reactions 
while the angled segment indicates cage reactions as im-
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Figure 8. Effect of X/cr on the total organic product yields of (n,'in­
activated Br in halomethanes at 0.0167 mole fraction of Br2: 80Br in 
CH3F, O (—); azBrm + 82Br in CH3F, □  (---- ); ®°Br in CH3Br, A  (- - -).

Figure 9. Effect of X/cr on the total organic product yields of (I.T.)- 
activated 82Br in halomethanes at 0.0167 mole fraction of Br2: 
CH3F, O (— ); CH3CI, A  (- -); CH3Br, □  (—•).

plied by the differences in slope. Although the exact nature 
of the caging mechanisms cannot be predicted from the 
data we feel that the angled segment corresponds to caging 
rather than stabilization of an excited product due to the 
definite break between line segments. The existence of 
such complexes is somewhat in doubt since the mean free 
path of the atom (X-cr, due to our “center of mass” mole­
cules) in this close-packed region is in general much less 
than the molecular diameter (<r). This implies a lifetime of 
the complex less than a period of vibration, hence the com­
plex did not exist.11

As mentioned earlier the (I.T.)-activated 82Br TOPY in 
CH3F equals the (n,7 ) TOPY at a density of approximately 
0.1 g cm-3. This corresponds to a X/cr value of 2.52. Exten­
sion of the X/cr plots for CH3F suggests that there may be a 
contribution to the TOPY due to the angled segment. This 
is supportive of the idea that the angled segment corre­
sponds to caging reactions since we must attribute the in­
creasing (I.T.) yield, at least in part, to radical cage reac­
tions. It is unfortunate that our experimental technique did 
not allow us to observe the density where the TOPYs for 
(n,7 )- and (I.T.)-activated bromine in CH3Br were equal. 
Back extrapolation of the density plots (Figures 6 and 7) 
suggest that (I.T.) and (n,7 ) TOPYs are equal at approxi­
mately 1.5 g cm-3, corresponding to a X/cr value of 1.14. Ex­
amination of Figures 8 and 9 show that this is indeed true 
and that both the (n,7 )- and the (I.T.)-activated bromine 
TOPYs lie on the angled segment of the graph.

The question naturally arises as to why from system to 
system the intersection and slopes vary. There is no a priori 
reason why the slopes and intersection must be constant. It 
must be realized that X/cr is a unit of convenience and that 
a varies from system to system such that the intermolecu- 
lar distances (X) are not equal for a constant X/cr value. We 
feel that two effects may be at work within a system, a deg­
radation effect and a packing effect.

If the angled segment is indeed indicative of caging reac­
tions then the slope of this segment must suggest the 
strength of the systems ability to cage. It is not entirely 
correct to say that the TOPY intercept at X/cr equal to one 
is indicative of the systems ability to produce radicals. We 
must remember that liquid state TOPYs are the result of 
both radical cage reactions and molecular reactions. As was 
mentioned previously we are unable to assign the relative 
molecular and radical contributions because of the difficul­
ties in assigning all the decomposition channels and hence 
the inability to apply un molecular theory to find the ex­
tent of molecular reactions via stabilization modes. How­
ever from our previously described gas phase systematics 
studies the TOPYs decreased in the order CH3F > CH3CI 
> CH:iBr. Therefore the extrapolations at X/cr equal to one 
units TOPYs decreasing in the order CH3Br > CH3C1 > 
CH3F would suggest that the best radical producer is 
CH3Br, as we, of course, would suspect. To produce a hot 
atom, either thermalized or with diminished recoil energy, 
trapped in a cage of radicals, the hot atom must lose kinetic 
energy to the extent that it can not longer escape (diffuse) 
from the cage; the energy lost by the cooling hot atom 
should be expended in the production of radicals.51 This 
collisional degradation of kinetic energy suggests the im­
portance of the kinetic energy degradation factor. Reexam­
ination of Tables I and II show that the ability of the medi­
um to collisionally “cool” the hot atom decreases in the 
order CH3Br > CH3C1 > CH3F, the same order as steep­
ness of slope.

While CH3Br is the most effective system to “cool” a 
bromine hot atom, CH3Br is the system with the largest 
molecular diameter (cr).58 The reactive cage is envisioned as 
a “packing” of spheroid molecules around the reactants. 
Large a values must lead to a less tightly meshed cage, 
since such molecules cannot approach each other or the 
reactants as closely, resulting in “holes” in the cage. Thus, 
for a hot atom recoiling within the cage, a loosely packed 
system impedes the hot atom less than a tightly packed 
medium. This impediment is displayed (see Figures 8-10) 
in the shifting of the intersection of line segments to large 
values of X/cr for tighter packed systems. Thus one sees a 
systematic trend between intersection values of X/cr and 
relative packing in the order CH3F > CH3C1 > CH3Br. We 
suggest that this packing effect must contribute to condi­
tions which lead to caging although contributing little ener­
getically or mechanistically to the caging event. Therefore 
the loss in degradation (EDF) for a light-weight, small-size 
system is partially compensated by the increased number 
of collisions (packing effect) (see, equation, ref. 37).

In Figure 10 the TOFY vs. X/cr is plotted for the systems 
18F(n,2n) + CH3F,U 38Cl(n,7 ) + CH3C1, and 80Br(n,7 ) + 
CH3Br. The similarity of the curves suggests the near iden­
tity of the methyl halide-halogen systems. The near paral­
lel slopes correspond to small variations in EDF.59 Similar­
ly, the intersections correspohd to the near equality of 
packing with respect to the hot atom’s size.

The degradation effect and the packing effect represent
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Figure 10. Effect of X/<r on the total organic product yield of halo- 
gen-halomethane systems: 18F(n,2n) in CH3F, O (— ); 38CI(n,7 ) In 
CH3CI A  (- - -); 80Br(n,7 ) in CH3Br, □  (------).

two of the molecular properties suggested by Bunker and 
Jacobson. In their paper7 they reported on the Monte- 
Carlo simulation of the photochemical reaction of I2 with 
CCI4 which suggested the importance of molecular parame­
ters rather than bulk properties in the determination of the 
cage event. Our A/cr work correlates well with their ideas 
and provides an experimental basis for future develop­
ment.

Summary
As demonstrated by mole fraction studies, the condensed 

phase is a viable, although complex, source of information. 
In conjunction with density one observes changes in prod­
uct production both :n mode and in yield during the gas to 
condensed phase transition. Although no specific informa­
tion on the relative contribution of molecular vs. radical 
reactions could be obtained from these studies, one can ob­
serve continuities both within a system and among the var­
ious halomethane systems, e.g., the duplication of the Rich- 
ardson-Wolfgang11 effect and the characteristic concavity/ 
convexity of (n,Y)/(I.T.)-activated density plots. These 
density studies, viewed with the gas phase systematics, 
demonstrate the importance of mode of activation in mo­
lecular reactions and in the caging event. The normalized 
intermolecular distance (A/cr) studies provide a method for 
the direct comparison of systems, hot atoms, and modes of 
activation and the means to separate cage and molecular 
events. The A/cr work also suggests the importance of mo­
lecular parameters on caging events and demonstrates the 
importance of the degradation effect (EDF) in both gas and 
condensed state systematic studies.
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Variations of Fluorescence Quantum Yields with pH or Hammett Acidity. 
Near Equilibrium Vs. Nonequilibrium Excited State Proton Exchange

Stephen G. Schulman* and Anthony C. Capomacchia

College of Pharmacy, University of Florida, Gainesville, Florida 32610 
(Received May 14, 1973; Revised Manuscript Received January 29, 1975)

Proton transfer in the lowest excited sin;;let state may be much faster, much slower, or contemporaneous 
with fluorescence. In the first two cases, the variations of fluorescence quantum yields of excited acid and 
conjugate base, with pH or Hammett acidity, are indicative of no photoreaction and of photoequilibrium, 
respectively. In the case of fluorescence and excited state prototropism of comparable rate, the form of the 
fluorometric titration curve depends upon the rates of proton transfer relative to those of fluorescence in 
both excited conjugate species. It is shown that in concentrated acid or base solutions and in concentrated 
aqueous buffer solutions it is possible to observe excited state proton exchange even in many substances 
which do not demonstrate this phenomenon in poorly buffered aqueous media.

It has been recognized, for almost 3 decades, that the dif­
ferences between the pH dependences of electronic absorp­
tion and fluorescence spectra are due to the origins of the 
former in ground state prototropism and of the latter in 
proton exchange in the lowest excited singlet state.1 ’2 The 
alterations of the electronic charge distributions of mole­
cules promoted to the lowest excited singlet state change 
the intrinsic Br<j>nsted acidities and basicities of functional­
ly substituted aromatic molecules and may therefore alter 
the fractional concentrations of acid and conjugate base 
species, in the excited state, relative to the fractional con­
centrations of acid and conjugate base in the ground state. 
Hence, the interconversion of the fluorescence spectra of 
acid and conjugate base may occur in a pH region different 
from pH ~  pKa (the ground state equilibrium constant).

Although, the inflection points in the fluorometric pH ti­
tration curves of organic acids and bases have generally 
been taken to represent pH = pJCa*, where pKa* is the dis­
sociation constant for the excited state reaction corre­
sponding to pKa, it was shown by Weller3’4 that if the rates 
of fluorescence and proton exchange in the excited state 
are comparable, the fluorometric titration curve depends 
upon the kinetics of excited state proton exchange, rather 
than upon the position of equilibrium in the excited state, 
represented by pK&*. This position has recently been reem­
phasized and affirmed by Lasser and Feitelson.5 However, 
in our experience, the subject of pH dependent fluorometry 
envelopes, and is indicative of, several singlet-state photo­
chemical phenomena. Each, depending upon the acid-base 
pair, the solvent, and the concentrations and identities of 
all proton donor and acceptor species, may represent no 
reaction, partial reaction, or, very nearly reaction until 
equilibrium in the excited state is attained.

The lifetimes of molecules in the lowest excited singlet

state are typically ~10_u to 10“ 7 sec. The pseudo-first- 
order rate constants (k) for proton transfer from acids to 
the solvent (dissociation) or to bases from the solvent (hy­
drolysis) are generally assumed to be less than 10u sec- 1 .6 
The second-order rate constants (k ) for proton transfer 
from the solvated proton to bases or from acids to the lyate 
anion are typical of the rate constants of diffusion limited 
reactions and are of the order of 10 11 M~ 1 sec- 1  or less.6 
Thus, depending upon the lifetimes of excited acid and 
conjugate base, their rate constants and mechanisms of 
proton exchange and the concentrations of proton donor 
and acceptor species in solution, excited state proton ex­
change may not measurably occur, may occur to a limited 
extent, or may come very nearly to equilibrium as charac­
terized by the thermodynamics of the excited state reaction 
(pXa*)- The actual dependence of the fluorescence spec­
trum of an excited acid or base upon pH (the variation of 
fluorescence quantum yield of excited acid or base with ' 
pH) is determined by which of these situations occurs in 
solution. This will now be considered in some detail.

E xcited  S tate Proton E xchange M uch S low er Than  
F lu orescence in  Acid or Conjugate Base

If the rate of pseudo-first-order dissociation of an excit­
ed acid or protonation of an excited base is small by com­
parison with the reciprocal of the lifetime of the excited 
acid or base and the rate of second-order protonation of the 
excited conjugate base or deprotonation of the excited con­
jugate acid is small by comparison with the reciprocal of 
the lifetime of the excited conjugate base or acid, for all ex­
perimental purposes, fluorescence will take place from the 
species directly excited before appreciable proton transfer 
can occur in the excited state. Since in this case the quan­
tum yield of fluorescence will generally be pH independent,
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the intensity of fluorescence from acid and conjugate base 
will depend only upon the ground state concentration and 
molar absorptivity of each species at the wavelength of ex­
citation. The variation of the intensity of fluorescence of 
acid or base will therefore depend only upon the thermody­
namics of the ground state acid-base reaction and the ab­
sorptive properties of acid and conjugate base and will par­
allel the absorptiometric pH titrations of each species. This 
situation can be brought about by low rate constants for 
excited state proton exchange or by short excited state life­
times, but in the mid pH region (pH 3—11) in unbuffered 
solutions, it is common because even if k is great, the low 
concentrations of H30 + and OH-  result in low overall rates 
of second-order protonation and proton abstraction. In 
concentrated acid, base, or buffer solutions it is less often 
observed because of the high concentrations of protonating 
or deprotonating species. A representative fluorometric ti­
tration of this type is seen in the pH dependences of the 
relative fluorescence quantum yields of the neutral mole­
cule and monocation derived from o-phenanthroline (Fig­
ure 1 ) in which the inflection points in the fluorometric ti­
tration curves correspond to the ground state pKa value of 
the neutral and singly protonated o-phenanthroline mole­
cule.

E xcited  S tate Proton  E xchange M uch F aster Than  
F lu orescen ce in  Acid or Conjugate Base

If the rates of dissociation of excited acid and of protona­
tion of excited conjugate base are much greater (> 10 times) 
than the rates of their fluorescences, prototropic equilibri­
um will be nearly established in the lowest excited singlet 
state. In this event, it is the dissociation constant of the ex­
cited state proton exchange (pffa*) which governs the fluo­
rometric pH titration behavior of the analyte (the varia­
tions with pH or Hammett acidity of the relative quantum 
yields of fluorescence of acid and conjugate base). Because 
the electronic distribution of an electronically excited mol­
ecule is very different from that of its ground state, pKa* is 
generally very different from pKa. Differences between 
pK a* and pXa are commonly six or more logarithmic units 
and differences approaching twenty logarithmic units are 
not unknown. The difference between pKa* and pKa 
means that the conversion of acid to conjugate base in the 
excited state occurs in a pH region (or Hammett acidity re­
gion) different from the corresponding ground state reac­
tion so that the absorptiometric titration occurs in a pH or 
Hammett acidity region different from that in which the 
conversion of acid to conjugate base is observed by fluo- 
rometry (i.e., if pKa* < pK a the excitation of only acid in 
the pH interval between pKa and pKa* results in fluores­
cence only from the conjugate base while if pKa* > pKa ex­
citation of only base at pKa* > pH > pKa results in only 
fluorescence of conjugate acid). The attainment of proto­
tropic equilibrium in the excited state is characterized by a 
narrow fluorometric titration interval (about 4 pH or Hq 
units) yielding titration curves whose points fit the Hen- 
derson-Hasselbach equation in the form

PK *  =  pH (or H0) -  log (1)

(assuming that the excited acid-base equilibrium is repre­
sented in a straightforward manner by the Hammett acidi­
ty scale) where 4>a is the quantum yield of fluorescence at 
any point in the fluorometric inflection region at the ana­
lytical wavelength of fluorescence and <j>a 0 and <f>b °  are the

Figure 1. Variations of the relative quantum yields of fluorescence of 
the singly charged cation (A) and neutral species (B) derived from o- 
phenanthroline, in unbuffered aqueous solutions, with pH.

quantum yields of fluorescence at the analytical emission 
wavelength when pH (or H0) «  pKa*, and when pH (or 
Hq) »  pKa*, respectively. A representative fluorometric ti­
tration curve which represents the attainment of equilibri­
um in the lowest excited singlet state is shown in Figure 2 
for the excited state proton exchange between the doubly 
and singly charged cations derived from 9-aminoacridine. 
Because of the low concentrations of H:!0 + and OH-  in the 
mid pH region which result in low rates of diffusion-limited 
protonation and dissociation, the establishment of proto­
tropic equilibrium in excited acid-base pairs whose fluoro­
metric titration breaks occur in the mid pH region is never 
observed unless high concentrations of proton donors or ac­
ceptors other than HaO+ or OH ' (buffers) are also present. 
Excited state prototropic equilibrium is, however, often es­
tablished in concentrated sulfuric or perchloric acid solu­
tions (where Hq of, e.g., —10.0 corresponds roughly to 
[HsO+] = 1 X 1010 M in terms of protonating ability) and 
in concentrated NaOH solutions (where H- of 18.0 corre­
sponds roughly to [OH- ] = 1 X 104 M in proton abstracting 
ability). In these strongly protonating and deprotonating 
media even nonfluorescent species (i.e., having very short 
lifetimes, e.g., < 10 - n  sec) such as the excited zwitterion 
derived from 8-quinolinol7-12 are capable of being proton­
ated and deprotonated during the short lifetime of the low­
est excited singlet state because fe[H30+] or &[OH- ] will 
usually be substantially greater than 1011 sec-1. The accu­
racy of this statement is, of course, limited by the accuracy 
with which it is possible to interpret the Hammett acidity 
functions as Ho = —log [H30 +] and H - -  log Kw + log 
[OH- ]. However, the observation of fluorescence from 
species such as the cation and anion derived from 8-quinol- 
inol and the cations derived from benzaldehyde and aceto­
phenone13 in Hammett acidity regions where they cannot 
thermodynamically exist, in the ground state, suggest that 
this argument is, at least qualitatively, accurate.

E xcited  S tate Proton E xchange and F luorescence of 
Com parable R ates

If the rates of proton transfer between excited acid and 
solvent or lyate ion (e.g., OH- ) or between excited base and 
solvent or lyonium ion (H3O+ ) are comparable to the rates 
of deactivation of acid and conjugate base, the variations of 
the relative quantum yields of fluorescence of acid and con­
jugate base with pH will be governed by the kinetics of the 
excited state reaction. Weller3 has employed simple steady 
state kinetics to show that, to a good approximation, for 
the prototropic reactions
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Figure 2. Variations of the relative quantum yields of fluorescence of 
the doubly charged cation (D) and monocation (M) derived from 9- 
aminoacridine, in concentrated sulfuric acid, with Hammett acidity.

k
H A  +  H ,0  ^  H 30 + +  A ' (i)

%
and

B  +  H 20  = 4 ^  BH+ +  O H " ( ii)

the relative quantum yield of fluorescence (<t>/<t>o) of HA or 
B (reacting with the solvent) is given by

A  = W  feT/c . (2)
^  ■ 1 + i?T0 + kT0'c

where c = [H3CH] if 4>/4>o corresponds to HA, c = [OH- ] if 
4>l4>0 corresponds to B and ro is the lifetime of HA or B 
while to is the lifetime of A-  or BH+ in the lowest excited 
singlet state. The distinction between HA and BH+ and be­
tween A-  and B does not attach significance here to the 
charge types of acid and conjugate base, but rather, is in­
tended to distinguish between proton transfer reactions 
with H30+ and H2O as proton donor and acceptor, respec­
tively, and with H20  and OH-  as proton donor and accep­
tor, respectively. Correspondingly, if <j>'/(j>0 , is the relative 
fluorescence efficiency of the excited species conjugate to 
HA or B (A-  or BH+), then

$ 0' 1  + /t’T 0 + fer0'c

A.more refined treatment, by Weller,14 takes into ac­
count the approximate nature of the steady state assump­
tion in deriving expressions for 4>/<t>o and 4>'/<po'- However, 
this is beyond the scope of the present work.

The dependences of the relative quantum yields of fluo­
rescence of excited acid and base upon the relative rates of 
proton exchange in the excited state and of fluorescence of 
acid and base are observed in the fluorometric titration 
curves as the stretching of the pH interval over which the 
fluorescence of the excited acid is converted to that of the 
conjugate base. The region in some cases extends over the 
entire pH interval between the ground and excited state 
pKa values. In general, the faster the rates of excited state 
proton exchange relative to the rates of fluorescence, the 
closer to pH = pKa* will be the point where <j>/<j> = <fi'/<t>o — 
0.5. Conversely, the slower the rates of excited state proton 
exchange relative to the rates of fluorescence, the closer to

pH = pKa will be the point where <f>/<t>0 = 4>'/4>o- In the limit 
of very fast excited-state proton exchange pKa* defines the 
shape and position of the titration curve while in the limit 
of very slow excited-state proton exchange, relative to fluo­
rescence, pKa determines the shape and position of the flu­
orometric titration curve. The actual form of the fluoro­
metric titration curve of any specific excited acid-base con­
jugate pair in which proton exchange is comparable in rate 
with fluorescence for at least one member of the conjugate 
pair depends upon whether the rates of proton exchange 
and fluorescence are comparable in both members or in 
only one member of the acid base pair, (a) If proton ex­
change is comparable in rate with fluorescence for both 
members of the conjugate pair or is comparable in rate with 
fluorescence for one member of the conjugate pair and 
much faster than fluorescence for the other member of the 
conjugate pair, the fluorometric titration curves will vary 
continuously with [H:!0 +] or [OH- ] over the entire titra­
tion interval. The fluorometric titrations will appear as 
stretched sigmoidal curves with their inflection points 
(<p/<t>0 = <(>V</>o0 lying very nearly between pKa and pKa* in 
the former case and closer to pK;* in the latter case. This 
situation is frequently observed at pH <3 and in concen­
trated basic media (i.e., when the titration break occurs at 
pH > 1 1 ) where the rates of the diffusion limited protona­
tions and deprotonations are not severely limited by the 
lack of availability of H30 + or OH- , (b) If the rate of the 
pseudo-first-order reaction with the solvent (i.e., HA + 
H20  — H30 + + A-  or B + H20  —► BH+ + OH- ) is compa­
rable to or much greater than the rate of fluorescence of 
HA or B but the rate of fluorescence of A-  or BH+ is much 
greater than the rate of protonation of A-  or deprotonation 
of BH+, the reactions with the solvent (which are indepen­
dent of pH) will occur partially (or completely if k »  1/ro) 
between pH = pKa and pH = pKa* but the back reaction 
will not occur measurably. This means that in the pH inter­
val between pKa and pKa* a fraction of the HA (or B) ex­
cited will ionize to A-  (or BH+) and fluoresce as such while 
the remaining fraction will fluoresce as HA (or B). Since no 
protonation of A-  (or dissociation of BH+) occurs during 
the lifetime of its excited state and since the dissociation of 
HA (and protonation of B) is pH independent, the relative 
quantum yields of fluorescence of HA and A-  (or B and 
BH- ) will be constant through much or the pH interval be­
tween pKa and pKa* or beyond, until a sufficiently high 
value of [H30 +] or [OH- ] is reached, that kc is comparable 
to l/ror. In this circumstance eq 2 and 3 reduce to

-Si
­ ll 1 / ( 1  + fer0) (4)

4>'/<Po' = kr0/(  1  + kr0) (5)

in which <j>/(j>0 and <j)'/<j>0 are, in fact, independent of pH. In 
the mid pH region (e.g., pH 3-11) the vanishing of the k ro 'c  

term in eq 2 and 3 is invariable and is due to the low value 
of c. 6-Methoxyquinoline represents this type of behavior.15 
However, even in concentrated acid or base solutions k  

may be small relative to ro'c and therefore result in inde­
pendence of <t>/4>0 and 4>'/4>o of the Hammett acidity. In the 
latter case and when pKa* lies outside the interval 3-11, 
the inflection point, in the region where k ro 'c  becomes 
comparable to kro in eq 2 and 3, lies between pKa and 
pKa* but very close to pKa*. However, if pK a* lies between 
3 and 11 it is kinetically impossible for complete conversion 
between excited acid and conjugate base to occur within
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the confines of the pH interval between pKa and pKa*. In 
this case the inflection point in the fluorometric titration 
will lie at pH or Ho < pKa* (for HA,A- ) or at pH or H_ > 
pKg* (for B,BH+). (c) If the rate of the back reaction (A-  
+ H30+  -* HA or BH+ + OH-  —► B + H20) is comparable 
to or much greater than the rate of fluorescence of A-  or 
BH+ but the rate of fluorescence of HA or B is much great­
er than the rate of dissociation of HA or protonation of B 
(i.e., k is small compared with 1 /ro as occurs, for example, 
when HA and B are nonfluorescent) and if HA or B is ex­
cited, eq 2 and 3 are reduced to

o r

(b/(p0 = krt'[ H3O+] ( 0 7 0 o')
finally

0 o
W [ h 3o 1

1 + /?T0'[H3O+]

(17)

(18)

(if HA is nonfluorescent 4>/<t>o is indeterminate). Similarly if 
BH+ is the only species excited and B is formed only by ex­
cited state proton abstraction by OH-  we have for the fluo­
rescence of BH+

(19)<t> 1 + kTn'c , (6) * ' 1
0o' 1 + fer0'[OH‘]

and for the fluorescence of B (if B is fluorescent)

0 7 0 o ' =  0 (7) 0 fern'[OH'[
and

Equations 6 and 7 indicate that direct excitation of HA or 
B results only in fluorescence from HA or B (i.e., no excited 
state proton exchange is possible). Thus if HA (or B) is flu­
orescent, excitation of these species yields ground state ti­
tration characteristics because only the absorbances and 
not the fluorescence quantum yields of these species are 
pH dependent. However, if A-  or BH+ is excited directly a 
somewhat different situation will result.

If A-  is the only species excited, the rate of loss of excit­
ed A-  is given by

=  i[A -(f)][H 30 +] + (8)at r 0

If at time t = 0, [A- (0)[ = 1 and at t = °°, [A- (°°)] = 0 we 
have

r°d [A -(0] =  fe[H30 +] i  [A-(t)]dt + f  [A -
~ Jl J0 JO T0

(9)
but

f ” [A -(/)]d / (/>' 
Jo V  0 o'

(10 )

so that

1  =  ¡[H 3O+]t0'^ - , + ^
00 00

(ID

or

_____ u ______
0 o' (1 + /jt0'[H3O+])

(1 2 )

the rate of disappearance from the excited state is

- d[HdA(i)I = 4 [ A - ( n ] [ H ,O l  + [HA(,)I (13)

at time t = 0, [HA(i)[ = 0 and at £ = ■*>, [HA(i)[ = 0 so that
if HA is fluorescent

- f  d[HA(/ )] =
J0

4 [ H 30 +] I [A"(0] d/ + f t e s t ' d /  (14)
Jfl J ti Tt)

but

so that
13 [HA(/ )]df _  ±

0 =  -/?[H 3O+]t 0' ( ( / ) ' /> / )  +  ( 0 / c p i

(15)

(16)

1 + kTjtl OH’]
(20)

Thus the fluorescence of A-  can be altered by H30 + at pH 
higher than the ground state pKa provided that A[to'[H30 +] 
is comparable to 1 in magnitude. This is favored by high 
[H30 +] (i.e., low pKa) and high k. The latter circumstance 
is met when A-  is a stronger base in the excited state than 
in the ground state. If A-  is a weaker base than in the 
ground state (i.e., if pKa* < pK j, k [H30 +] will be much 
smaller than l/r 0' at pH > pKa and 4>’/4>o, resulting from 
direct excitation of A- , will follow ground state titration 
characteristics. Correspondingly, if BH+ is a stronger acid 
in the excited state than in the ground state, [OH- ] is large 
(i.e., the ground state pKa is high), and t(/  is sufficiently 
long, the fluorometric titration of BH+ when the latter is 
directly excited (pH < pKa) will show a decrease in 4>/4>0 at 
pH < pKa. It may be noted that eq 12 and 19 are identical 
in form with the Stern-Volmer equation16 for diffusional 
quenching with [H+] or [OH- ] occupying the place of the 
concentration of quenching species. This is a reasonable re­
sult because quenching, in general, amounts to an irrevers­
ible reaction of the excited (fluorescing) species with an ex­
traneous species in solution, so that the derivation of the 
Stern-Volmer equation evolves along the same lines as the 
derivations of eq 12  and 19. Equations 12  and 19 have the 
same shape as the titration curves obtained when equilibri­
um is attained in the excited state.

[h 3o +][a -]  _  [h 3o * ]{ < t> 7 W )
[HA] (1 -  <*>'/«*>„')K *  = (2 1 )

è ’ 
0 o'

1

K * =

1  +

[BH+][OH-
[B]

([H jcrj/K *)

(0 V^nOtOH-
(1 -  0 7 0  o')

a n d

(22 )

(23)

(24)(P'/<P' 1 + ([OH-]//^*)
Thus plots of (¡>o !<j>' vs. [H30 +] for A-  or of 4>o'/<t>' vs- [OH- ] 
for [BH+] yield straight lines whose slopes are k t o , in the 
nonequilibrium case and 1/Ka* and l/K^*, respectively, in 
the equilibrium case. This renders the assessment of 
whether or not one is dealing with a system in excited-state 
equilibrium somewhat difficult. However, in many cases 
this dilemma can be resolved by estimating pKa* or pK\ * 
from the Forster cycle,1-2 employing the spectral shifts ac­
companying protonation or dissociation. Moreover, al­
though the slope of kro obtained from the Stern-Volmer
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plot is not truly a pAa*, it is a rough measure of the intrin­
sic basicity of A-  or acidity of BH+ 17 in the excited state, 
relative to that in the ground state.

E ffect of B u ffers
Up to the present the only proton donor and acceptor 

species considered have been the solvent, the lyonium ion 
(H3Ü+), and the lyate ion (OH- ). Thus, in the mid pH re­
gion, because of the very low concentrations of H30 + and 
OH- , the only excited singlet state proton transfer reac­
tions which were presumed to occur were those in which 
the analytes HA or B entered into pseudo-first-order pro­
ton transfer with the solvent. However, most analytical 
measurements performed upon aqueous solutions in the 
mid pH region, especially upon biological or model biologi­
cal systems, are performed upon solutions containing buff­
er ions, often in high concentrations. The buffer ions are 
themselves proton donors or acceptors and may therefore 
enter into proton transfer reactions with excited, potential­
ly fluorescent molecules. The rate constants for the interac­
tions of many common buffer ions (e.g., acetate, monohy­
drogen phosphate, dihydrogen phosphate) with several flu­
orescent species have been shown to be comparable to the 
rate constants for the interaction cf H30 +, OH- , and H20  
with these species.4 Because the concentrations of buffer 
ions are considerably greater than those of H30 + or OH-  in 
buffered solutions, the probability of reaction of excited 
species with buffer ions is appreciable.

In the presence of the buffer system DH+, D the reaction

H A  +  D  A" +  D H + ( i ii)

can accompany the reaction of HA with H20  while the 
reaction

*®H+ , , 
B  +  D H + ^  B H + +  D  (iv)

*D

can accompany the reaction of B with H20  in the excited 
state, in solution. Weller4 has shown by means of steady 
state kinetics, that when buffer species, as well as the sol­
vent, react, with excited HA or B (at pH, e.g., between 3 
and 11), the relative quantum yields of fluorescence of HA 
and A-  vary with [D] and [DH+] according to

0 _  _________ 1  + J To'________  (25)
0 o  1 +  feDH+[D H +] r 0'  +  (k + feD[ D ] ) r 0

and

0 r =  _________ (/? + fen[P])T0___________ (26)
0o' ~  1 + kDH*[DH+]T0' + (k + £d[d ])t0

while the relative quantum yields of fluorescence of B and 
BH+ vary with [D] and [DH+] according to

ó
0 o

_____________ 1 +  f e j D j r / ______________

1 +  f c j D  W  +  (k  +  feDH+[D H +] ) r 0
(27)

a n d

=  (fe + fenH1 [PHl)T„ {2g)
0o' 1 + fcD[D]r0' + (k + £dh+[DH+])t0

where ¿ d is the bimolecular rate constant for reaction of 
excited HA or BH+ with D and &dh+ is the bimolecular 
rate constant for reaction of excited A-  or B with DH+. If 
the reactions of excited HA or B with H20  are too slow to 
occur during t o ,  eq 25-28 reduce to

0 1 + fenH+[DH+lr n'
0o 1 + £ d h +[ D H +]t 0' + &d[D]t0

(29)

0 ' kn[D]T„
0o 1 "f ^ d h +[ D H +] 7 q' + feD[D]r0 (30)

0 1 + fen[D]T„'
0  1  "f ^ d [ D ] t o  + ê>h+I.-DíI+]t0

(31)

and
0 '- /w [d h +1t„
0 o' 1 + U D J V  + W L D H +]r0'

(32)

respectively. Equations 29-32 indicate that, in the presence 
of sufficiently high buffer concentrations with sufficiently 
high rate constants &d and feDH+, excited state proton 
transfer is possible even if reaction with solvent species is 
not. If the concentration of buffer species is high enough, 
excited state equilibrium corresponding to reactions iii and 
iv may occur, the equilibrium constants for these reactions 
being given, respectively, by

K  [DH+lfA‘ l
D~HA kDH* Id JLh a J (33)

and
koa* [BH+][p]

D- B kv M d h T (34)

Since in the ground state, equilibrium exists between D 
and DH+ (equilibrium constant, A d), we have

[A"] [HsO+l
A n-HA -  Ad (35)

and
[BH+] An

~  W [ h ,o +] (36)

or

y* y  [A-][H30 +] A d-„ aAd - (37)

and
^  , [b h +][o h "1

a  d - b A w / a d  -  |^ |----- (38)

where A w is the autoprotolysis constant of water. In loga­
rithmic form

PA*D- HA + pAD =  - l o g E f f l A  ] (39)

and

PA*D_B + PA. -  PAD =  - l o g »  ] (40)

However, eq 39 is equivalent to the sum of the standard 
state free energy changes of reaction iii and the buffer ion­
ization (BH+ + H20  ^  B + H30 +), which, in turn, is 
equivalent to the standard state free energy change of reac­
tion i, in the excited state. Thus it is correct to write

PA* d_ha + PAD = pAa* (41)
By analogous reasoning we obtain

P A*d_b + PAW =  pAb* (42)
It is seen that the equilibria of HA and A-  and of B and 
BH+ with the solvent and lyonium and lyate ions, charac­
terized by pAa* and pAb*, are coupled to the equilibria 
characterized by pA*D_HA and pA*o R, respectively, and 
that excited-state equilibria in reactions iii or iv is suffi-
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cient to cause excited-state equilibria in the former reac­
tions. The buffer species have therefore altered the mecha­
nism of attainment but not the position of excited state 
equilibrium. In reaction iii HA and A-  are the only fluo­
rescent species while in reaction iv and B and BH+ are the 
only fluorescent species. Consequently, at buffer concen­
trations high enough to sustain excited-state equilibria in 
reactions iii and iv the variations of <j>/<t>o and 4>'/<po with 
pH will reflect the equilibrium fluorometric curves corre­
sponding to the equilibria involving H3O"1 and OH- . Buffer 
systems may thus be useful in forcing to excited-state equi­
librium acid-base pairs that by themselves in water cannot 
be studied under equilibrium conditions. In this regard, it 
is desirable to choose a buffer system whose pKa is as close 
as possible to the excited state pKa* of the conjugate pair 
of interest in order to assure that sufficiently high concen­
trations of D and DH+ will be present, near the anticipated 
inflection region, to cause both excited acid and conjugate 
base to react. The effects of phosphate buffer concentra­
tion upon the fluorometric pH titrations of 1- and 2-an- 
throate are shown in Figures 3 and 4. In Figures 3 and 4, 
curve A (no buffer present) reflects ground state equilibri­
um titrimetry, curves B and C reflect partial excited state 
proton exchange in their protracted inflection regions, and 
curve D (very high buffer concentration) represents the 
near attainment of excited-state equilibrium in its narrow 
titration interval. The inflection points of curve D in Fig­
ures 3 and 4 occur at pH 6.3 and 6.5, respectively, in rea­
sonably good agreement with the pKa* values of 6.9 and 6.6 
calculated from the Forster cycle.18

Phototautom erism
In certain molecules containing at least two ionizing 

functional groups, excitation to the lowest excited singlet 
state may result in the “simultaneous” loss of a proton 
from one group and gain a proton by another. Since no net 
ionization has occurred, the process amounts to a photo­
isomerization or phototautomerization. Phototautomerism 
is frequently observed in polyfunctional molecules contain­
ing at least one electron acceptor group (which becomes 
more basic in the excited state) and one electron donor 
group (which becomes more acidic in the excited state) and 
is usually observed as an anomalously large Stokes shift of 
the fluorescence (i.e., the fluorescence band lies at much 
longer wavelengths than would be anticipated on the basis 
of the electronic structure of the neutral molecule).

Two broad classes of excited singlet state phototautom­
erism may be distinguished. In intramolecular phototau- 

' tomerism, the electron acceptor and donor groups are usu­
ally situated ortho or peri to one another on the aromatic 
ring, with an intramolecular hydrogen bond bridging the 
two functional groups. In some instances, however, intra­

ortho peri
molecular hydrogen bonding occurs between aryl substitu­
ent groups and acidic or basic groups on side chains. Upon 
excitation, the hydrogen atom belonging to the electron 
donor group is transferred predominately or entirely to the 
electron acceptor group. This process is very fast and may

v.

Figure 3. Variations of the relative quantum yields of fluorescence of 
the 1-anthroate anion with pH, in the presence of sodium dihydrogen 
phosphate buffer: (A) CNaH2p04 = 0, (B) CNaH2po4 = 0.010 M, (C) 
CNaH2po4 = 0.10 M, (D) CNaH2po4 = 1.0 M. The pH dependence of 
the fluorescence of neutral 1-anthroic acid is omitted in the interest 
of graphical clarity.

Figure 4. Variations of the relative quantum yield of fluorescence of 
the 2-anthroate anion with pH, in the presence of sodium dihydrogen 
phosphate buffer: (A) CNaH2po4 = °- (B) c NaH2Po4 = 0.010 M, (C) 
CNaH2po4 = 0.10 M, (D) CNaH2po4 = 1.0 M. The pH dependence of 
neutral 2-anthroic acid is omitted in the interest of graphical clarity.

be complete within the lifetime of a few molecular vibra­
tions (~10-13  sec) after excitation. Intramolecular photo­
tautomerism does not demonstrate a strong dependence on 
the solvent. It was first observed by Weller19 who noted 
that the fluorescence of salicylic acid, in alcoholic and hy­
drocarbon solvents, occurred at much longer wavelengths 
(~440 nm) than the fluorescence of o-anisic acid (~340 
nm), the latter having a similar electronic structure to sali­
cylic acid but also having a methoxy group rather than a 
hydroxy group so that phototautomerism was not possible. 
The pH dependences of the fluorescence quantum yields of 
phototautomers, formed by the intramolecular route, fol­
low the same general patterns as those of the molecules 
previously described. However, the sites of ionization in the 
excited state (if excited state protonation or dissociation is 
fast enough to occur) are different from the sites of ioniza­
tion in the ground state.20 For example, in concentrated 
sulfuric acid, the salicylic acid cation dissociates from the 
protonated carboxyl group in the ground state and from 
the phenolic group in the excited state, to form the excited 
zwitterion. Near pH 3 salicylic acid dissociates in the 
ground state from the carboxyl group to form the singly 
charged anion. Excited state dissociation of the salicylic 
acid zwitterion is not fast enough to compete with fluores­
cence. Thus, as the pH interval from 1 to 5 is traversed, the
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fluorescence of the zwitterion (formed by direct excitation 
of the neutral molecule) changes to that of the excited sing­
ly charged anion ionized at the phenolic group, the latter 
being formed only by the direct excitation and rapid intra­
molecular phototautomerization of the singly charged 
ground state anion (ionized at the carboxyl group). An im­
portant point to be made here is that, because the sites of 
ionization are different in phototautomers, the excited 
state acid-base properties cannot be predicted from the 
Forster cycle employing fluorescence maxima which corre­
spond to a different conjugate pair than that represented 
by the ground state pKa.

Intermolecular phototautomerism is often observed in 
polyfunctional molecules in which the electron donor and 
electron acceptor groups are widely separated. In this case, 
subsequent to excitation, the electron acceptor group is 
protonated by the solvent or by H;!0 + while the electron 
donor group is deprotonated by the solvent or by OH- . The 
time scale for intermolecular phototautomerism is thus 
comparable to that for ordinary excited state protonation 
and deprotonation. Tautomerism is, in the thermodynamic 
sense, pH invariant because no protons are gained or lost in 
the overall process. However, in some cases, the rate of a 
protonation or dissociation step in the phototautomeriza­
tion process is slow, compared with fluorescence, because of 
low concentrations of H30+ or OH-  (as in the mid pH 
range). Yet the reaction may occur in concentrated acid or 
base solutions. The fluorometric titration curve will thus 
show a pH dependence as the acidity region in which the 
concentration of H30 + or OH-  becomes high enough for 
phototautomerism to occur is entered. Several quinoline- 
carboxylic acids have been shown to demonstrate this be­
h a v i o r 2 1 -22  which is often difficult to distinguish from equi­
librium excited state proton transfer.

The occurrence of kinetically pH-dependent phototau­
tomerism can be identified by protonating, stepwise, all 
functional groups in the molecule and observing the ab­
sorption and fluorescence spectra as the pH is varied. In 
the absence of pH-dependent, intermolecular phototau­
tomerism a molecule will demonstrate as many inflection 
regions in its absorptiometric and fluorometric titration

curves as the number of ionizing functional groups it has. 
However, for molecules undergoing pH-dependent intra­
molecular phototautomerism, each species involved in the 
phenomenon will yield one extra inflection region in the 
pH dependence of the fluorescence spectra (but not in that 
of the absorption spectra). For example, l-hydroxy-2-na- 
phthoic acid and 2-hydroxy-1 -naphthoic acid each demon­
strate three prototropic dissociations in the absorption 
spectra, cation ^  neutral molecule, neutral molecule =  
singly charged anion, and singly charged anion — doubly 
charged anion. However, the fluorescence spectra show 
four fluorescent transformations.23 One of these (in each 
compound) has been attributed to phototautomerism of 
the neutral molecule to the zwitterion, which appears to re­
quire the protonation of the carboxyl group in the excited 
state as the first step.
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P u b l ic a t io n  c o s t s  a s s is t e d  b y  t h e  U n i t e d  S t a t e s - l s r a e l  B in a t io n a l  S c ie n c e  F o u n d a t io n

The reciprocal singlet state lifetimes are compared with the dissociation and protonation rates in the excit­
ed state of the reaction AH* + H20  — A- * + H30 +. It is found that if one of the species AH* or A- * is 
nonfluorescent (r < 10 ~u sec) the reaction in which it takes part cannot proceed to any appreciable extent 
during its very short lifetime. Although the presence of buffers, composed of an acid and its conjugate base, 
does increase the rates of protonation and of dissociation, it can be seen that at any reasonable buffer con­
centration the reaction rates in AH* + B ^  A“* + BH+ (B, BH+ = buffer base and acid) are still far too 
low to compete with the rapid deactivation rate of a nonfluorescent molecule or ion (AH* or A- *). It is con­
cluded that, if in an aqueous solution (pH 0-14) only one of the species AH* or A- * is fluorescent, a pH vs. 
fluorescence intensity curve does not represent an excited state equilibrium and does not, therefore, allow 
us to determine the pK* value of the above dissociation reaction. Both cases are discussed in detail. Tyra- 
mine is presented as an example for a system where the acidic form AH* only is fluorescent and riboflavin 
monophosphate (FMN) for the case where only A- * does fjuoresce.

In a previous paper we had found that in those cases 
where only one species A- * or AH* in the dissociation 
equilibrium is fluorescent the dependence of fluorescence 
on pH does not in general yield the excited state equilibri­
um constant.1 This conclusion was based on a comparison 
of excited singlet state lifetimes with the rates of dissocia­
tion and of protonation. It was shown that even if the ener­
getics of the process differs in the ground and in the excit­
ed singlet states the fluorescence should still either follow 
the ground state dissociation curve or at most should mea­
sure the rate of the back reaction in the equilibrium

AH* +  H 20  =5^  A-* +  H30 + (I)

It has been stated by Schulman and Capomacchia2 that the 
difficulty of attaining excited state equilibrium in aqueous 
solution (at pH 3 to 11) can be overcome by using buffer 
substances which act as proton donors or acceptors with re­
spect to the excited molecules. We wish to discuss here the 
influence of buffers on the attainment of excited state dis­
sociation equilibria and on the determination of pK* 
values in aqueous solution with special emphasis on those 
cases where only one of the species AH* or A- * fluoresces.

Both HA* and A~* Are Fluorescent
We denote the acidic form of the buffer by BH+ and its 

conjugate base by B. Since B is usually a better proton ac­
ceptor than water, the dissociation rate of an excited mole­
cule AH* in presence of B, namely of the forward reaction 
in

AH* + B 5 = ^  A"* +  BH* (ID
-2

will exceed the rate of the dissociation step (reaction 1 ) in 
eq I. The rate of the back reaction (reaction —2), at low H+ 
ion concentrations, will compete successfully with the pro­
tonation by H+ ions (reaction —1).

The probability of approaching equilibrium can be esti­
mated by comparing the product of the bimolecular rate 
constant by the concentration of the buffer species (fe2Cb 
and /?_oCbh+) with the reciprocal lifetimes of the excited

states 1/ tah* and 1/ ta-*. The values of the constants h2 
and k ~ 2  are usually smaller than 3 X 109 M~l sec- 1 .3’4 It is 
therefore true that if both AH* and A- * have lifetimes in 
the nanosecond range an approach toward equilibrium in 
reaction II is possible at sufficiently high buffer concentra­
tions. At equilibrium the dissociation constant is given by

K„ — Kbk*Ku
/ [BH*1[A-*]/bh+/a .* )

BH t  [B ] [H A * ]  / „ / „ A *  U
(in)

and can in principle be evaluated for a given buffer compo­
sition and fluorescence ratio of A- * and AH*.

There are, however, a number of serious difficulties in 
using eq III to obtain P-Aha*-

(a) Even a state of near equilibrium is seldom achieved 
by the use of comparatively high buffer concentrations. For 
example, in the system 1 -anthroic acid-anthroate ion both 
species are fluorescent. Figure 1  shows the fluorimetric be­
havior of the anthroate ion in various solutions of phos­
phate buffer. It is seen that in the presence of 0.46 M 
NaH2PC>4 (curve a) about 60% of the anthroate fluores­
cence is quenched (see pH 4-5). By increasing the K2HPO4 
concentration (pH > 6) the back reaction AH* + B —► A- * 
+ BH+ gains in importance and the anthroate fluorescence 
increases: i.e., both the forward and the back reactions take 
place to some extent. That the system is still far from equi­
librium, however, is indicated by the fact that (1 ) even in 
0.46 M NaH2P 0 4 the forward reaction (2) is only 60% com­
plete during the lifetime of the excited ion A- *. (2) Increas­
ing the overall buffer concentration over a given pH inter­
val causes the fluorescence vs. pH curve to be displaced 
(curve b); it now tends toward an inflection point at a high­
er pH value. Curves a and b are not continued since in 
order to increase the pH, unreasonably high K2HPO4 con­
centrations would be required. The broken line (c) at a 
total buffer concentration of 0.92 M cannot represent equi­
librium conditions. Here the NaH2P04 concentration de­
creases above pH 6.5 to a value which cannot sustain the 
forward reaction (eq 1 1 ,2), and hence an approach toward 
equilibrium, during the lifetime of A- *.

(b) At high salt concentrations the activity coefficient
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Figure 1. Relative fluorescence of 1-anthroate ion as a function of 
pH in presence of phosphate buffer: (a) O, NaH2P04 concentration 
0.46 M; (b) • , NaH2P04 concentration 0.92 M; (c) A  total NaH2P04 
+ K2HP04 concentration 0.96 M.

ratio in eq III could differ appreciably from unity. There 
are no data available on activity coefficients of 1 -anthroic 
acid and of the anthroate ion in high concentration salt so­
lutions.

(c) High concentration buffers often act as fluorescence 
quenchers irrespective of any dissociation equilibrium.

Weller has shown3-5 how the rate constants for the for­
ward and the back reactions of eq II can be evaluated from 
the dependence of the HA* and A- * fluorescences upon 
buffer concentration. In this method comparatively low 
buffer concentrations can be used and excited state equi­
librium does not have to be attained for the evaluation of 
pA ha*. Our calculations by Weller’s approach yield for an- 
throic acid a value of pATha* = 8.0-8.6. This procedure, 
though computationally more complex than a titration 
curve, is, to our mind, much to be preferred to an attempt 
to attain near equilibrium in the excited state at high buff­
er concentrations.

The situation however is different if only one of the two 
forms HA or A-  fluoresce. Let us discuss separately the two 
cases.

HA* Only Is F luorescent

As mentioned above, in presence of a buffer base, B, the 
dissociation rate of HA* increases and its fluorescence in­
tensity decreases correspondingly. On the other hand, if 
the ionic form A- * is nonfluorescent, ;.e., has a lifetime of r 
< 10“ 11 sec, even a concentration of BH+ or of H+ ions of 
up to 1 M will not suffice to protonate A- * to any apprecia­
ble extent during its excited state lifetime (fe_2CBH+ i 3 X  
109 sec- 1  to be compared with hdeact ^ 1011 sec-1). Under 
these conditions one cannot talk about equilibrium in the 
excited state and the fluorescence vs. pH curve should re­
flect only the dissociation step (reaction 2). An example for 
such a behavior can be found in the phenol-phenolate or 
tyramine-tyramine ion systems which do fluoresce only in 
their protonated form, PhOH, while PhO-  is nonfluo­
rescent. The ground state pK  values of phenol and of tyra- 
mine are close to pK m 10, while the Forster cycle predicts 
an excited state value of pK* c* 4.5. Acetate ions, acting as 
buffer base B, promote the dissociation of PhOH and 
thereby quench its fluorescence. If equilibrium in the excit­
ed state was established one would expect the protonation 
PhO-  + BH+ —► PhOH + B, where BH+ is acetic acid, to 
predominate below pH 4.5. The reaction should be accom­
panied by an increase of the PhOH fluorescence. Figure 2

Figure 2. Relative fluorescence of tyramine as a function of pH in 
presence of acetic acid-acetate buffer: CH3COONa concentration 
(O) none; (A) 0.1 M; (□) 0.21 M; (•) 0.42 M.

shows no such effect. Any given concentration of acetate 
ions quenches the tyramine fluorescence to the same extent 
over the whole pH range between pH 3.5 and 7. No inflec­
tion, indicating protonation, in the fluorescence curve of 
PhOH is observed at the acidic side of the above pH range, 
although the concentration of acetic acid (BH+) increases 
to 0.9 M  at the low pH end of curves b, c, and d. This can 
be interpreted in terms of eq II to mean that reaction 2 
leads to the formation of the nonfluorescent anion PhO- , 
but that no back reaction (reactions —1  or —2) takes place.

A- * Only Is F luorescent

If only the dissociated form A- * is fluorescent and the 
acidic form AH* is nonfluorescent (i.e., has a lifetime of r < 
10 - u  sec) no appreciable dissociation of the latter will take 
place in the excited state unless AH* is a fairly strong acid 
in aqueous solution (k1 > 10 10 sec-1). The presence of up to 
1 M buffer base, B, will not change the situation. No signif­
icant amount of A- * will be formed since &2C b  <  3 X 109 
sec- 1  while 1 / t h a * >  1011 sec-1. In such a case only excita­
tion at pH values above the ground state pK  will form the 
fluorescent species A- *. On the other hand, it is possible 
that the acidic form of the buffer, BH+, will lead to proton­
ation of A- * and to a corresponding decrease in its fluores­
cence yield. If the concentration of BH+ is kept constant, 
while the concentration of B is changed in order to alter the 
pH, the fluorescence yield of A- * will be lower than in the 
absence of BH+ by a constant amount, commensurate with 
the concentration of BH+. The concentration of B will have 
no effect on the fluorescence since, as mentioned above, it 
cannot influence the dissociation of AH* (reaction 2). If the 
concentration of BH+ is allowed to change (for example, if 
the total buffer concentration is kept constant) lowering 
the pH will increase the BH+ concentration (at the expense 
of B). This in turn will cause the rate of protonation (reac­
tion —2) to increase, and a corresponding decrease in the 
A- * fluorescence will be observed. The latter, however, will 
reflect only the change in concentration of BH+ but will be 
unrelated to the pK* value of HA*.

Again, as in the previous case (HA* only fluorescent) one 
cannot talk about an excited state equilibrium since only 
one of the two reactions involved in eq II can proceed to 
any measurable extent.

Flavin mononucleotide can serve as an example for a 
case where the basic form (FMN) fluoresces while the acid­
ic form (FMNH+) is nonfluorescent. The FMN fluores­
cence has attracted attention in the literature2-6 and we 
shall therefore discuss it in some detail.

Curve a of Figure 3 shows the fluorescence of FMN as a 
function of pH in aqueous solution. This curve, when com­
pared to the ground state titration, is displaced by about
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Figure 3. Fluorescence of FMN as a function of pH in presence of 
formic acid formate buffer: (a) pure aqueous solution; (b) HCOOH 
concentration 0.46 M.

two pH units toward higher pH values. We think that this 
fluorimetric titration curve is determined only by the pro­
tonation step in the excited state and does not therefore 
represent an equilibrium or even an approach toward equi­
librium.1 Moreover a sigmoid 4>l<t>o vs. pH curve is no proof 
of equilibrium but can just as well describe quenching by 
H+ ions (as was done by us in ref 1 ). We showed that with 
decreasing lifetime (because of quenching by Br-  ions) the 
FMN fluorescence yield vs. pH curve shifts toward the 
ground state titration curve but does not change its shape. 
We see no reason tc assume that the curve in the absence of 
Br-  ions, where the lifetime of FMN is r 4.6 nsec, has 
any special significance. Could one increase this lifetime by 
some means, the curve would probably move further 
toward higher pH values. No approach to equilibrium is 
achieved also by the use of formate buffer (curve b). For­
mic acid (0.46 M, BH+) quenches the fluorescence of FMN 
through reaction - 2  by ~35% (Figure 3). This is true over 
the whole pH range between pH 1.8 and 4.0 and does not 
depend on the concentration of formate ions (B). If the 
pK* value of FMN were located in this region and indeed 
both reactions 2 and - 2  were to take place, then the addi­
tion of formate ion (B) would lead to an increase in the rate 
of reaction 2 and thus would cause a corresponding in­
crease in the fluorescence of FMN. Such an effect, however, 
is not observed although at pH 4 the formate ion concen­
tration increases to 1.25 M. Hence, we think that in this pH 
range only reaction —2 proceeds in the excited state while 
reaction 2 does not take place during the short lifetime of 
FMNH+*. We claim therefore that on the basis of these 
fluorescence measurements alone it is not possible to de­
cide whether FMNH+* is indeed a stronger acid than the 
ground state FMNH+, as required by the Forster cycle, of 
not. Certainly the value of pK* cannot be estimated from 
these data. By the way, we did recently find that in strong­
ly acidic solution (HCIO4 > 4  N, 50% ethanol) a weak fluo­
rescence of the FMNH+ cation can be observed. Although 
this might be taken to indicate an approach to excited state 
equilibrium (with pK* ^  —1  to —2) we do not think, as will 
be explained presently, that such data can be used to deter­
mine the pK* value. In our previous study as well as in the 
present communication we dealt with the dissociation equi­
librium in aqueous solution only (see eq 1  and ref 1 , eq 5

and 6). These studies therefore refer to systems in the ordi­
nary pH range (0 < pH < 14) and not to high acid or base 
concentrations described by the Hammet functions Ho and 
H-. It is true that in extremely acid solutions protonation 
might take place in a time comparable to the excited state 
lifetime of a nonfluorescent species because the high H+ 
ion concentration causes protonation to become a very 
rapid process. However solutions of hydrogen ion concen­
tration in the Ho > 1  range cannot, to our mind, be consid­
ered truly aqueous in the sense that both the structure of 
the solvent (water) and the solute-solvent interactions 
might differ appreciably between neutral and highly acidic 
solutions. These solvent effects become important when 
comparing pK* values derived from the Forster cycle with 
those from a fluorimetric titration. In the former the ab­
sorption and/or fluorescence spectra of the acidic and of 
the ionized form of the molecule are usually determined 
within the range 0 < pH < 14 so that the pK* derived re­
fers to an aqueous solution. On the other hand, pK* values 
determined from the inflection in the pH dependence of 
absorption (near, e.g., pH 1 ) and fluorescence (near H0 = 5, 
for example) involves measurements in solvents of very dif­
ferent thermodynamic properties. Thus, the fluorescence 
vs. pH curve describes the acidic dissociation in a solvent 
whose proton acceptor or donor properties vary widely 
from those of a truly aqueous solution. For example, the 
fluorescence of the protonated 8-hydroxyquinoline and 
similar compounds has been described in terms of the an­
hydrous properties of sulfuric acid and alcoholic solvents.8’9 
It is the solvent which seems to promote the formation of 
the fluorescent species, an effect which cannot be directly 
correlated with the excited state properties of the molecule. 
Moreover pK  values derived with the aid of Hammet func­
tions are altogether known to be only approximately cor­
rect.10 Because of these uncertainties in the determination 
of pK* and in the true nature and the effects due to the 
solvent we choose to limit our discussion to the well-de­
fined aqueous solutions in the above range (0 < pH <  14). 
Our study therefore does not cover the quinolinium deriva­
tives and aromatic ketones discussed by Schulman and Ca- 
pomacchia.2
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The polarization of the fluorescence and phosphorescence in benzenethiol (PhSH) and thioanisole 
(PhSCH3) at 77°K is studied in detail. Polarization of emission excitation experiments give the expected 
result that the first and second absorption bands are oppositely polarized. In each case the first weak ab­
sorption band is the 1Lb state while the strong absorption band is the xLa state. A large polarization peak 
(long-axis in-plane polarized) due to an intense vibronic transition is found in the phosphorescence for ex­
citation in the 0-0 region of the xLa band. Some polarization detail is observed in the fluorescence also. The 
value of the polarization ratio (1.62) in the 0-0 region of PhSH (for excitation in the xLa band) indicates 
that the phosphorescing state is an n,ir* triplet. In PI1SCH3 the smaller value found for the polarization 
ratio (1 .0) is interpreted in terms of a ir,ir* emitting triplet.

Introduction
The method of photoselection2 has been used to obtain 

detailed polarization measurements on the fluorescence 
and phosphorescence in PhSH and PhSCH3. These experi­
ments were carried out in 3-methylpentane (3MP) and 
EPA glasses at 77°K.

The method of photoselection (see Appendix for a brief 
description of the photoselection method and its applica­
tion here) has been used previously in order to obtain 
values for the molecular emission parameters (probability 
for emission along individual molecular axes) in the lowest 
triplet state of benzene,3 in the low-lying electronic states 
of dimethoxybenzene,4 and in some amino-substituted ben­
zene derivatives.5 In these molecules the long phosphores­
cence lifetimes (seconds) and the values obtained for the 
polarization ratios indicate the absence of n,ir* states in the 
various pathways for obtaining emission from the lowest 
3ir,7r* state. In contrast the smaller values found for the 
phosphorescence lifetimes6 in PhSH and PhSCH3 (0.007 
and 0.0076 sec, respectively) indicate the importance of the 
n,7r* states and ir,ir* states containing charge transfer (CT) 
character in the dominant spin-orbit vibronic coupling 
mechanisms. In this case the spin-orbit coupling is en­
hanced by one center contributions on the sulfur atom.7 -

Low-lying CT states have been observed in PhSH and 
confirmed by Cl calculations.8 For excitation in a CT state 
with xLa symmetry (long-axis in-piane or z direction)

Y

values for the polarization ratios of 1.62 and 1 .00, respec­
tively, were found in the 0-0 region of the PhSH and 
PhSCH3 phosphorescence bands. A value of 1.00 in the 0-0 
region is usually indicative of a state while the much 
larger value of 1.62 could indicate an n,5r* lowest triplet.9 
In addition photoproduct formation (requiring only one 
photon) was found to occur rapidly in PhSH while no evi­
dence for photoproduct formation was observed in 
PhSCH3. These observations would support the polariza­
tion results if one assumes that the photoreactivity found

in PhSH is linked in some way to the presence of a low- 
lying n,7r* triplet. However the photochemical observations 
found here (these are reported in a second paper) may be 
just a coincidence and in no way support the polarization 
results.

E xperim ental Section

The apparatus for obtaining the polarization measure­
ments is shown in Figure 1. The slit widths in the excita­
tion monochromator and observing spectrometer were 2.0 
and 0.4 mm, respectively, in these polarization experi­
ments. All samples were less than 1.0 X 10~3 M at 77°K 
and were contained in 9-mm o.d. quartz test tubes. The 
samples were degassed with zero grade helium prior to 
cooling in liquid nitrogen. Any nitrogen bubbles present 
were directed away from the excitation and emission light 
paths inside the dewar. Details for performing low temper­
ature photoselection experiments have been given else­
where4 (see Appendix).

Eastman PhSH and the Aldrich PhSCH3 (99%) were 
vacuum distilled. Phillips Petroleum pure grade 3MP and 
isopentane were passed through a column of MCB activat­

e d  alumina (8-14 mesh) previously heated overnight in a 
vacuum oven to approximately 200°. This procedure re­
moved most of the low-temperature phosphorescing im­
purities. The EPA mixed solvent was made from the puri­
fied isopentane, MCB spectroquality ethyl ether, and
U.S.I. reagent quality absolute ethyl alcohol in a ratio of 
5:5:2 parts by volume respectively.

Low-temperature absorption spectra were obtained by 
aligning a deuterium lamp having a Supracil window 
(George W. Gates and Co.) with the condenser lens system 
on the entrance slit (0.1 mm width) of the spectrometer 
(containing a 2400 groove/mm grating blazed for 1500 A; 
dispersion 13.3 A/mm) while the dewar containing a square 
quartz cell (1 cm X 1 cm) was placed between the exit slit 
(0.1 mm width) and the phototube housing. For each solute 
material the molar absorptivity is found by comparing the 
transmission of a glass made from the solute solution using 
the low temperature concentration (1.28 times the room 
temperature concentration for these solvents) with that of 
a glass made from the pure solvent. In regions where the 
solute molecule absorbs the strongest, solutions one-tenth
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Figure 1. Apparatus for obtaining polarization ratios: (A) lamp hous­
ing containing quartz condenser lenses and a 500W/2 Osram Hg 
lamp. The lamp power supply (George W. Gates and Co.) plugs into 
a Sola constant voltage transformer; (B) 10-cm path of water with 
2-in. diameter quartz windows cooled by water flow through a cop­
per coil; (C) Bausch and Lomb high-intensity monochromator with a 
2700 grooves/mm uv grating and variable slits, dispersion 32 À/mm;
(D) CS 7-54 filter; (E) oolarizer, Polacoat formula PL 40 on G.E. 151 
fused quartz; (F) quartz lens; (G) quartz dewar containing quartz 
sample tube; (H) quartz condenser lenses; (I) Polacoat 105 uv 
WRMR polarizer; (J) McPherson Model 218 spectrometer with a 
1200 groove/mm grating blazed for 5000 À, dispersion 26.5 Â/mm; 
(K) housing with an EMI 9635 QB photomultiplier tube; (L) Sorensen 
Model 5002-10 high voltage supply; (M) Keithley 610 CR electrome­
ter; ,(N) Honeywell Electronik 194 Lab recorder. All quartz is of Su- 
pracil qual ty or equivalent.

the original concentration are used in order to obtain the 
contours round in the absorption bands.

Results and Discussion
Two types of polarization experiments are performed in 

this study. A description of each one is given here (see the 
Appendix for a discussion of the method used to interpret 
the photoselection studies). In each case the polarization 
ratio is obtained at one or more emission wavelengths. A 
polarization ratio, N, is defined as the ratio of the vertical 
component of emission to the horizontal component of 
emission observed at right angles to the direction of the ex­
citation. The first type of experiment is a polarization of 
emission excitation (POEE) experiment. In a POEE exper­
iment the observed wavelength region in an emission band 
is kept constant (then the emission parameters qx, qy, and 
qz are constant) and the value of N  is obtained for excita­
tion in different wavelength regions throughout one or 
more absorption bands. The values of N  for the fluores­
cence and phosphorescence bands (Nn and IVph, respective­
ly) found in this manner are used to obtain best fit values 
of the emission parameters {qyn, qvph, and qxph). These 
best fit values are then used to obtain values for the ab­
sorption parameter (in this case Rv which is the intrinsic 
probability for absorption along the y molecular axis) 
throughout the absorption bands.

The absorption spectra of PhSH and PhSCH3 along with 
the values of Ry calculated from eq la  (Appendix) using the 
best fit values (also shown) found for the molecular param­
eters are shown in Figures 2-4. In each case two sets of Ry 
values were obtained which match each other closely. In 
one set of POEE experiments the values of N a and N?h 
were obtained in the 0-0 region of the fluorescence and 
phosphorescence spectra, respectively, while in a second set 
of experiments the values of N n and iVph were obtained at 
the wavelength of maximum intensity (Xmax) in each band.

Figure 2. Low-temperature absorption spectra of PhSCH3 In 3MP. 
• Molar absorptivity, e. The values of Ry are found from the value of 
A/1 obtained in the 0-0 region, • , and at the wavelength of maxi­
mum emission intensity, O, for each excitation wavelength in the 
POÈE experiment. Each set of polarization ratios in the fluorescence 
or phosphorescence band is obtained on a single sample region.

V Each value of N used in the calculation is the average of two sepa­
rate experiments done on different sample regions.

These results for Ry are based on the valid assumption that 
the first weak absorption band in these molecules is the JTb 
{ y  polarized) state. In addition the analysis of the photose­
lection results is limited to an orthogonal set of cartesian 
axes which belong to separate irreducible representations 
of the molecular point group.

The value of Ry is found to be 0.88 or larger for absorp­
tion near the 0-0 region in the lowest excited 'Lb state with 
the value decreasing to near zero for excitation approach­
ing the 0-0 region in the first intense absorption band. This 
band has the same symmetry as the 'La state of benzene 
where the absorption is polarized along the long-axis in­
plane, i.e., Rz = 1.0. For PhSCH3 in 3MP where the resolu­
tion of the absorption spectra is the sharpest Ry varies 
from a value of 0.95 in the 0-0 region of the 1Lf, band to a 
value of 0.0 in the 0-0 region of the 1La band.

Both calculations and experimental results indicate the 
presence of CT character in the lower energy singlet states 
of these molecules. Kimura and Nagakura have found8 that 
in PhSH the 1La band is about 54% intramolecular CT of a 
sulfur p  ̂ electron to a ring it* orbital whereas the lowest 
absorption band ('Lb) was found to be about 20% CT in na­
ture. The presence of CT character for these same bands in 
the phenyl sulfides has been shown experimentally by ob­
serving the absorption spectra of phenyl n-propyl sulfide in 
3MP both with and without HCl(g) present in the solution 
at 77°K .7 Without HC1 the absorption spectrum is almost 
identical with that of PhSCH3 in 3MP. The emission spec­
trum is very similar also. With HC1 present a large blue 
shift occurred (at low temperature) and the absorption and 
emission spectra were found to be similar to those of ani- 
sole and anisole + HC1 at 77°K. In this case the phospho­
rescence lifetimes are similar also. Hydrogen bonding be­
tween the HC1 and the nonbonding sulfur electron pairs at 
77°K is thought to occur here. This has the effect of in-
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Figure 3. Low-temperature absorption spectra of PhSCH3 in EPA. 
Molar absorptivity, e. The values of Ry are found from the value of 
A/' obtained In the 0-0 region, • , and at the wavelength of maxi­
mum emission intensity, O, for each excitation wavelength in the 
POEE experiment. Each set of polarization ratios in the fluorescence 
or phosphorescence band is obtained on a single sample region. 
Each value of N used in the calculation is the average of two sepa­
rate experiments done on different sample regions.

Figure 4. Low-temperature absorption spectra of PhSH In 3MP and 
EPA. Molar absorptivity, e. The values of Ry are found from the value 
of A/1 obtained in the 0-0 region, • , and at the wavelength of maxi­
mum emission intensity, O, for each excitation wavelength In the 
POEE experiment performed in EPA. Only one polarization ratio is 
obtained on each sample region. Each value of N used in the calcu­
lation is the average of two separate experiments.

creasing the energy of the CT configurations which results 
in the appearance of only the lower energy ir,ir* spectra 
similar to that found in anisole. These same results should 
be observed with PI1SCH3 also. The results obtained with 
phenyl n-propyl sulfide suggested the presence of a low- 
lying n,7r* triplet in the phenyl sulfides.

Figure 5. Fluorescence and phosphorescence spectra of PhSCH3 in 
3MP showing the POE results. An entire set of polarization ratios for 
an emission band (designated by • , O, □, or A) is obtained on a sin­
gle sample region. Each value of N shown is the average of two 
separate experiments done on different sample regions. Each exci­
tation wavelength is given in parentheses (A mp). The number pairs 
(each pair refers to qyph and qxph, respectively) and the values of qyn 
are the best fit values of the molecular parameters obtained from 
the two POEE experiments pe-formed in the 0-0 and the Amax re­
gions of the emission bands (see Figure 2 for the values of the ob­
served wavelengths In fluorescence and phosphorescence).

In contrast to the above results only a small blue shift 
was observed (at room temperature and 77°K) on the ab­
sorption spectra when anhydrous HCl(g) was added to a so­
lution of PhSH. A low-lying 3n,7r* state should be present 
in PhSH also. In fact the polarization results obtained here 
indicate that the phosphorescence originates from an n,7r* 
triplet (see discussion on the phosphorescence polarization 
results). However in this case the presence of HCl(g) ap­
pears to have little effect cn the energy of the CT configu­
rations and the n,7r* states.

The second type of polarization experiment is the polar­
ization of emission (POE) experiment. In a POE experi­
ment the molecule is excired at a fixed wavelength (then 
the apparent absorption parameters rx, ry, and r2 are con­
stant) and the value of N  :s obtained at intervals through­
out cne or more emission bands.

The emission spectra and the results of the POE experi­
ments are shown in Figures 5-7. No corrections have been 
made for phototube and spectrometer sensitivity or the ef­
fects of self-absorption on the shape of the emission bands. 
The parent emission of PhSH in 3MP and of diphenyl di­
sulfide in both 3MP and EPA glasses was very weak and it 
was not possible to obtain accurate emission spectra or po­
larization ratios in these cases. Since photoproduct forma­
tion was found to be absent in PhSCH3 it was possible to 
carry out an entire POE or POEE experiment on one sam­
ple region without serious depletion of the randomly ori­
ented solute molecules. In PhSH on the other hand where 
the photoproduct buildup is rapid only one polarization 
ratio is obtained in a given sample region (with a total exci­
tation time of approximately 1 min) using the following 
order for the measurement of the polarization components: 
vertical, horizontal for Ncbs(j, then horizontal, vertical for 
N c (the correction ratio, Nc, for instrumental depolariza­
tion is discussed in the Appendix). When more than one 
ratic was measured in a given sample region and/or N c was 
obtained before N0bsd the result was a lower than expected
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Figure 6. Fluorescence and phosphorescence spectra of PhSCH3 in 
EPA showing the POE results. An entire set of polarization ratios for 
an emission band (designated by •  or O) is obtained on a single 
sample region. Each value of N shown is the average of two sepa­
rate experiments done on different sample regions. Each excitation 
wavelength is given in parentheses (X mq). The number pairs (each 
pair refers to q f h and qxph, respectively) and the values of qy" are 
the best fit values of the molecular parameters obtained from the 
two POEE experiments performed in the 0-0 and the Xmax regions of 
the emission bands (see Figure 3 for the values of the observed 
wavelengths in fluorescence and phosphorescence).

value for N. The largest error (approximately 0.3 polariza­
tion unit) found in this manner was observed in the phos­
phorescence spectra of PhSH in EPA for excitation at 252 
m/j. where the emission came from the front face of the 
glass because of the very large molar absorptivity. This re­
sults in a rapid depletion of the randomly oriented sample 
in the observed area of the glass which results in a depolar­
ization of the emission. For excitation at 294 m/u this prob­
lem was not as serious (see Figure 7) for the same excita­
tion time period. The small value for the molar absorptivi­
ty at 294 him results in emission being viewed from a larger 
sample region thereby diluting the depolarization effect 
(the four values of N  obtained in each sample region in one 
experiment did not result in much depolarization). Each 
value of N  plotted in the POE experiments represents an 
average of two experiments.

In these molecules the fluorescence is weaker than the 
phosphorescence by a factor of approximately 10 for PhSH 
and PI1SCH3. The most intense emission spectrum was 
found for PhSCH3 in EPA followed by PhSCHs in 3MP 
with PhSH in EPA having the weakest emission spectrum 
on which polarization measurements were made. As a con­
sequence the largest scattering in the value of N  is found in 
the POE experiments on the PhSH fluorescence spectra.

Upon examination of the phosphorescence POE experi­
ments it is seen that for excitation in the 250-mq region 
(long-axis in-plane absorption) the change in the value of 
N Ph throughout the band is increased by a factor of 10 (ex­
cept for PI1SCH3 in EPA) over that change found for exci­
tation in the JLh absorption band. This discloses a large 
peak in the !Vph curve approximately 700 cm-1 from the 
0-0 region in PhSCH3 and about 600 cm-1 from the 0-0 re­
gion in PhSH. For PI1SCH3 in 3MP the peak height is 0.3 
IVph unit. Since the values of the q’s at an emission wave­
length are independent of the excitation wavelength a cor­
responding dip of only 0.03 Nph unit should be observed in 
the N ph curve when obtained by excitation in the 1Lb ab­

Figure 7. Fluorescence and phosphorescence spectra of PhSH in 
EPA showing the POE results. One or more sets of polarization ra­
tios for an emission band (designated by • , O, or □) are obtained 
from a single glass. Only one polarization ratio is obtained on each 
sample region (except in one case, O, where four values of N are 
obtained on each sample region in the fluorescence and phospho­
rescence bands for excitation at 294 mp). Each value of N shown is 
the average of twp separate experiments. Each excitation wave­
length is given in parentheses (X mp). The number pairs (each pair 
refers to q / h and q j*', respectively) and the values of qyn are the 
best fit values of the molecular parameters obtained from the two 
POEE experiments performed in the 0-0 and the Xmax regions of the 
emission bands (see Figure 4 for the values of the observed wave­
lengths in fluorescence and phosphorescence).

sorption band. This value is within the estimated 5% error 
for these measurements and no attempt was made to ob­
serve this small dip.

The presence of this peak in the lVph curve is most likely 
due to a strong vibronic coupling bringing in a large 
amount of long-axis in-plane component to the phospho­
rescing state in PhSCH3 and PhSH. This coupling is then 
followed by numerous other vibronic couplings which in­
crease the z character until the value of qzph approaches 1.0 
in the tail end of the band. The polarization results ob­
tained here however differ somewhat with those results for 
many aromatic carbonyl compounds (and in other mole­
cules with 3 ir,7r* states5) where it is found in many cases 
that the polarization peaks are repeated at definite inter­
vals and the average degree of polarization remains con­
stant throughout the band outside of the 0-0 region for ex­
citation in the 1La state.9’10 There is no evidence for strong 
additional polarization peaks in PhSCH3 and PhSH (how­
ever an additional small peak of 0.05 Nph unit is observed 
for PI1SCH3 in 3MP and maybe in EPA also) and the de­
gree of polarization increases rapidly throughout the band. 
The large increase observed in the value of Arph may result 
from the influence of the sulfur atom in these molecules. 
The states contain CT configurations and low-lying
3n,5r* states are available for vibronic and spin-orbit cou­
pling in the various pathways for obtaining phosphores­
cence.

Vibronic transitions cause a large change in the value of 
N n (observed at wavelength intervals throughout the band) 
for excitation near the 0-0 region in either the 1Lb or 1 La 
absorption band. Some polarization detail is found in each 
case for both molecules. This is most clearly observed for 
PI1SCH3 in 3MP. For excitation at 255 mq a small peak is 
observed in the curve with a maximum at approximate­
ly 33,300 cm-1 (this peak is clearly seen in PhSH also).
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This is followed by a minimum at 32,900 cm-1 and a shoul­
der in the steeply rising portion of the curve at 32,350 
cm-1. This detail is confirmed by the amplified mirror 
image obtained for excitation at 295 rn.fi. In this case the 
value of N n decreases (with increasing wavelgngth) because 
of the z:-. polarized vibronic transition. If one assumes that 
the molecule has Civ point symmetry then a bj vibration is 
required in order to couple the 1La and xLb states and add z 
character to the fluorescence.

The vibrational structure found in the fluorescence spec­
tra and the polarization results indicate that :wo main vi­
brational progressions are observed (in a rigid glass) that 
give rise to different polarization components in the emis­
sion. The first one consists of a totally symmetric mode (ai 
symmetry) of approximately 1000 cm-1 while the second 
one is built on a b2 mode (approximately 400 cm-1) fol­
lowed by one or more quanta of a symmetric vibration. 
These progressions result in y and z polarized emission, re­
spectively. The position of the b2 mode peak in the fluores­
cence spectra (0-0 position — 400 cm-1) does not coincide 
with the maximum or minimum obtained in the N n curve 
(for xLa and XL>, excitation, respectively). However this 
could result from the use of larger slit widths in making the 
polarization measurements.

The polarization results can be used to indicate either a 
7r,ir* or n,7r* type of emitting triplet in these molecules. 
The POE results for PhSCH3 indicate that the emission in 
the 0-0 region is polarized along all three molecular axes 
(but polarized approximately 50% out-of-plane). In a true 
Civ symmetry only an n,7t* triplet can spin-or oit couple di­
rectly to singlet states that would provide all three polar­
ization components. However a 7r,ir* triplet state is more 
likely in this case.7’9 In a lower than Civ symmetry a y and 
z polarized component would be possible in the 0-0 region 
of a 3Lb and 3La state, respectively, so that each state would 
have all three allowed polarization components in the 0-0 
region. In this case then no decision between a lowest 3Lb 
or 3La state can be made based solely on the polarization 
results.

In PhSH the polarization results in the 0-0 region are 
quite different. In this case the POEE results show that the 
emission is 75% long-axis in-plane polarized. These results 
alone indicate that the emission could come from a 3n,7r* 
state. In this case the 0-0 region is expected to be mostly 
long-axis in-plane polarized whereas for an emitting 3w,w* 
state the in-plane polarized component is expected to ap­
pear through vibronic spin-orbit coupling involving n,ir* 
triplets as intermediate states.9 Becker et al.7 have shown 
experimentally the existence of a low-lying 3n,ir* state 
(proposed to be between the lowest singlet and triplet 
states) in the phenyl sulfides (see previous discussion). The 
one-center terms in the direct spin-orbit coupling of this 
state to a 1w,w* state (containing CT) along with a heavy 
atom effect was found to be responsible for the large ratio 
of phosphorescence to fluorescence in the aromatic sulfides 
(compared to the ethers). These same terms are important 
in the second-order coupling mechanisms that also deter­
mine the phosphorescence lifetime. Since the phosphores­
cence lifetimes for both PI1 SCH3 and PhSH are about one- 
third the value found7 for phenyl n-propyl sulfide (0.023 
sec) the above terms involving the 3n,7r* state also appear 
to be at least as important in these molecules.

The presence of photoreactivity in PhSH is worth men­
tioning here, although it may only be a coincidence that 
PhSH has a 3n,ir* state (as suggested by the polarization

results) and is photoreactive. The phenyl sulfyl radical is 
produced in both EPA and 3MP by a one photon absorp­
tion mechanism when PhSH is excited in the 0-0 region of 
the 7Lb state at 77 °K. In population of the n,ir* triplet the 
electron from the sulfur nonbonding orbital goes into a ring 
antibonding tt orbital whereas scission of the S-H bond 
would be helped if the S-H antibonding orbital ( i t * )  was 
occupied instead. If the <r* ■*— n configuration is low enough 
in energy (this may be the case since the lowest triplet ap­
pears to be an n,?r* state) it could become populated as ei­
ther a singlet or triplet state. In C2v the a* *- n configura­
tion would have b2 symmetry and would mix with the 1 '3 Lb 
states. In this way scission of the S-H bond could occur as 
a competing side reaction leading to the formation of a sta­
bilized phenyl sulfyl radical and molecular hydrogen. In 
durene a one-photon process is found to cause /3-bond scis­
sion (methyl hydrogen) when a dilute solution of this mole­
cule (in 3MP at 77°K) absorbs light at energies corre­
sponding to excited vibrational levels of the first excited 
singlet state (for excitation in the 0-0 region of this state 
the process was found to be biphotonic in nature).11 In this 
case singlet states are involved in the scission process. Scis­
sion of the S-H bond in PhSH may also occur through pop­
ulation of the 1n,ff* state.

If the a* «- n configuration plays an active role in the 
photoreactivity of PhSH then one would expect that these 
states could also be active in PhSCH3. However, no photo­
reactivity was observed in PhSCH3. In this case the a* «- n 
configuration would most Lkely involve the S-CH3 bond. If 
this configuration is found at a higher energy (maybe due 
to a higher energy a* orbital) then one would not expect to 
find much photoreactivity.
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Appendix
In the photoselection method a sample of solute mole­

cules, randomly oriented in a rigid glass, is excited by verti­
cally polarized light with excitation direction along the b 
axis (see Figure 1 for the laboratory fixed axes a, b, and c). 
The vertical component, Ic, and the horizontal component, 
h , in an emission wavelength interval is observed at right 
angles (along the c axis) to the direction of excitation giv­
ing an observed polarization ratio, N 0f,sd, where N 0bsd is 
(fa)obsdAlb)obsd- The values of Ia and h  depend upon the 
polarization of the exciting light and the apparent proba­
bilities for absorption (rx, ry, rz where rx + rv + rz = 1) and 
emission (qx, qy, q2 where qx + qy + qz = 1) along molecular 
fixed axes x, y, and z. The values for the r ’s and the q’s de­
pend upon the excitation and emission wavelengths, re­
spectively.

The value of Aobsd is not accurate in most cases and a 
correction ratio, N c, is obtained by repeating the above ex­
periment using horizontally polarized light. This time the 
ratio should be unity regardless of along which axes in the 
molecule the absorption and emission processes occur.2 
The value of N c (when not unity) reflects the overall favor­

The Journal o f Physical Chemistry, Vol. 79, No. 14, 1975



1352 Philip G. Russell

ing of the apparatus due to the depolarization of radiation 
by the various instrumental components. The value of Nc 
has been found to vary with the observed wavelength.4 The 
use of N c does not always give an ideal value for the polar­
ization ratio, N  (where N = N ohaj N c), in a given experi­
ment because of small unaccountable depolarizations 
which tend to randomize the intrinsic values of the absorp­
tion and emission probabilities (the R ’s and Q’s, respec­
tively). To account for this a single randomization factor, e 
(not to be confused with the molar absorptivity), has been 
defined2 which relates the apparent and intrinsic values of 
the molecular absorption probabilities in a given experi­
ment (r; = R;( 1 -  e) + e/3 where 2r; = 2Ri for i = x, y, z). 
The calibration of each experiment in this manner has 
proved successful when comparing different experi­
ments.2“5

Two types of polarization experiments are performed. 
The first is a polarization of emission (POE) experiment 
and the second is a polarization of emission excitation 
(POEE) experiment. In a POE experiment the molecule is 
excited at a fixed wavelength (with rXl ry, rz constant) and 
the polarization ratio, N, is obtained at intervals through­
out the emission band(s). In a POEE experiment the ob­
served wavelength region in an emission band is constant 
(then qx, qy, qz are constant) and N  is obtained for excita­
tion in different wavelength regions throughout one or 
more absorption bands.

In order to obtain values for the intrinsic molecular pa­
rameters (the values for the q’s are assumed to be intrinsic) 
it is necessary to carry out a POEE experiment where a 
value for N a and N ph is obtained at each excitation wave­
length (having a given value of Ry). In addition it is neces­
sary to make the assumption that there is no out-of-plane 
component due to vibronic coupling in absorption (Rx = 0) 
for the !Lb and 1La states nor in the fluorescence emission 
(.qxn = 0). This is true for benzene and it was shown that Rx 
= qxfi = 0 in the case of four aminobenzene derivatives.5 
Then Rz = 1 — Ry always. The values of Ry can be deter­
mined from either one of the following equations:4

p _  - A ^ q  +  c/vn  + % £ ' )  + 3 - 2  a , 11 + %€ '
2 -  (N11 + 2)(1 -  2qU)

(la)

for qzn = 1 — qyn and

-iV»h(l + ( q /  + 9/ h) + %e') +
_________ 3 ~ 2{g*  + q *) + %e>

2 (AT'1' + 2)(1 -  2 q*b -  qx°h)

for qzPh = 1 -  <j-yPh -  qxPh where t = e/1 — t. Upon equat­
ing eq la and lb for Ry it is found that

j
jyfl = AN*  + B !

CNvh + D

where A, B, C, and D are nonlinear functions of the three 
molecular parameters qyn, qyPh, qxPh, and c. For L different 
excitation wavelengths there are 2L equations from which 
to determine the L values of Ry, the three molecular pa­
rameters and t giving L + 4 unknowns. The unknowns are 
over-determined for L > 4. A steepest descent njethod12 is 
used to obtain acceptable best fit values for the' three mo­
lecular parameters and t. This occurs when the value of the 
best fit parameter, i>, where i> = 2(A,eXptfl -  jVCa]cdf l ) 2 be­
comes a minimum. (Here N ex t̂n -  N cM a is the difference 
between the experimental value and the calculated value of 
N n at a given excitation wavelength.) Then the L values of 
Ry are obtained from eq la. These calculations were done 
on an IBM 1130 computer.
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Benzenethiol (PhSH) and diphenyl disulfide (PhSSPh) undergo photolysis readily in EPA and 3-methyl- 
pentane (3MP) glasses to form the phenyl sulfyl radical and at least one other photoproduct species by a 
one-photon absorption mechanism. The red and blue emission bands observed in the photolyzed region are 
identified with this radical. The results of three-step photoselection experiments on the red and blue emis­
sion bands suggest 2B2 assignments (C2u) for the uv absorption, the blue emission, and the red emission 
bands. The! green emission band observed in the photolyzed region of diphenyl sulfide (PhSPh) originates 
from a photoproduct species formed by a two-photon absorption process. The photoproduct is thought to 
be the phenyl sulfyl cation radical: Polarization results on the green emission band (assuming a three-step 
analysis) suggest that the uv absorption band and the green emission band have *Ai symmetry.

Introduction
When an EPA solution of PhSH at 77°K is excited in the 

0-0 region of the xLb absorption band the visible emission 
gradually changes from a blue (PhSH phosphorescence) to 
a pink color as a result of photochemical changes occurring 
in the glass. A bright red emission is observed when this re­
gion of the glass is excited with 36$-m t̂ radiation. In the 
original glass no emission is observed for excitation at this 
wavelength. A relatively weaker blue emission band is 
found to be present also-. These same resubs are found 
when a PhSSPh solution is used in place of PhSH. It is 
found that only one photon is required to form the photo- 
product(s) responsible for these emission bands.

A simple explanation of these observations is that the 
phenyl sulfyl (PhS) radical is formed in each case when the 
parent molecule undergoes photolysis. The absorption by 
this radical over a broad region (approximately 300-400 
mg) results in the characteristic red and blue emission 
bands. These emission bands do not appear to be from a 
cation species produced by photoionization since no recom­
bination emission was observed with PhSH when the pho- 
toexcited sample region was exposed to 650-npt light.2

Radicals have been detected by low-temperature ESR 
measurements when aromatic disulfides and thiophenols 
undergo photolysis. A red substance was found to condense 
on a cold finger (77° K) when PhSSPh vapor was photo­
lyzed.3 This substance was thought to be the PhS radical 
where the ESR measurements indicated that the electron 
was largely localized on the sulfur atom. The radical is sta­
ble at 77°K but was found to recombine forming PhSSPh 
within a few minutes at 165°K. When photolysis occurred 
in an EPA solution of PhSH at 77°K a new absorption 
band appeared with a maximum in absorption at 3875 A. 
This band was attributed to the PhS radical.“ In this same 
paper no radical formation was found when PhSSPh was 
photolyzed in an EPA glass. This was attributed to the cage 
effect in this high viscosity glass which prevented stabiliza­
tion of the radicals by the matrix. However, in a glass of 
less viscosity (8 parts neohexane and 3 para n-pentane) 
radical formation was found to occur upon prolonged pho­
tolysis accompanied by the expected absorption band at 
3875 A.5 During the initial period of photolysis in this glass

a broad absorption band appeared near 3200 A. A yellow 
color which formed in the glass during this period was 
traced to this band and not to the formation of the radical 
band which was thought to be the case previously. In this 
lab a yellow color is found to appear whenever an EPA or 
3MP glass of PhSH or PhSSPh undergoes photolysis also. 
However no color is observed when PhSPh is photolyzed in 
either of the glasses. It appears then that at least two pho­
toproduct species are formed whenever PhSH and PhSSPh 
undergo photolysis. These are the PhS radical (from which 
the red and blue emission bands originate) and a second 
product responsible for the yellow color produced in the 
glass.

When a sample region of PhSPh is excited in its near-uv 
band in an EPA glass for 1 hr or more one or more photo­
products are formed since on further excitation with 365- 
mg light a green emission band is observed (a weaker blue 
emission band is found to be present also). No radical for­
mation or other reaction products were observed in the 
previous work.4 Again this is probably due to the low-power 
lamp used and to the limitation of excitation time to a 
maximum of 32 min. Much more excitation time is re­
quired to produce a comparable amount of photoproduct 
emission intensity in PhSPh than in PhSH or PhSSPh. It 
is found that two photons are required to form the photo­
product in PhSPh which gives rise to the green emission 
band. This photoproduct is tentatively identified as the 
phenyl sulfyl cation radical where the electron ejected from 
the PhS radical (this radical and a second photoproduct 
are formed and stabilized upon absorption of one photon 
by the PhSPh molecule) is trapped by the second photo­
product (maybe a phenyl radical).

Experim ental Section

The apparatus for obtaining the emission spectra and 
the polarization measurements has been described in a pre­
vious paper.6 This apparatus is used here with minor modi­
fications. In all experiments involving the photoproduct 
emission a visible grating was used in the excitation mono­
chromator. This grating was used to produce the photo­
products also since it was found to give enough intensity in 
the uv region. An RCA C7164S photomultiplier tube was
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used to observe the red emission. It was found necessary to 
subtract out background emission in all experiments. In 
the red band the only background emission found was that 
due to the dark current in the tube. A CS 3-67 filter was 
placed after the sample in order to remove second-order 
emission for excitation of the photoproduct with 365-mjr 
radiation. In the green and blue regions the background 
emission was obtained by lowering the dewar position to a 
fresh sample region and viewing the background emission 
of the lamp as observed by the spectrometer over the wave­
length region of interest. This background emission is sub­
tracted from the observed ph'otoproduct emission at each 
wavelength. In this way mercury line spectra from the lamp 
normally reflected off surfaces in the dewar was removed 
from the photoproduct emission spectra. In the polariza­
tion experiments a similar correction was made on each ob­
served polarization component.

Low-resolution excitation spectra of the photoproducts 
were obtained by comparing the intensity of each photo­
product emission band (observed at Xmax) to the intenstiy 
of the blue emission (observed at Xmflx) from an esculin so­
lution (1 g/1. of water) corrected for the molar absorbance 
at each excitation wavelength. A high-intensity xenon lamp 
was not available for these experiments. The Osram 500 
W/2 Hg lamp was used here with 2-mm slits on the excita­
tion monochromator. This gave a fairly smooth lamp inten­
sity curve below 380 m)i.

The photon dependence of each photoproduct emission 
band was obtained by comparing the initial slope of the 
emission band intensity obtained for 100% lamp intensity 
to that value obtained when a neutral density filter (ap­
proximately 50% transmission) is placed in the excitation 
beam.

The photoproduct absorption spectra were obtained 
using a tungsten lamp (Bausch and Lomb) light source 
with the sample contained in a square cell with a 1-cm 
pathlength. The transmission of the cell before and after 
photolysis was compared over the 300-600-mAi region.

Results and Discussion
The red and blue emission bands of the photoproduct(s) 

resulting from photolysis of PhSH and PhSSPh are shown 
in Figures 1 and 2. No corrections have been made for the 
spectrometer sensitivity or for the sensitivity of either pho­
totube. The red emission band is found to have the same 
shape and origin in a given solvent regardless of whether 
PhSH or PhSSPh is the parent molecule undergoing pho­
tolysis with one exception. A weak peak seen at about
16,100 cm“1 in PhSH (3MP) is absent when PhSSPh is the 
parent molecule. This may be the 0-0 region of this band. 
In addition the peak position is red shifted about 700 cm“ 1 
on going from a polar to a nonpolar solvent. The blue emis­
sion bands appear to have the same origin regardless of 
which molecule undergoes photolysis and appear to be the 
same in each solvent. Difficulty in subtracting out the mer­
cury line spectra from the lamp accounts for the small dif­
ferences found in the band shapes. In Figure 2 the photo­
product emission is pink in color (vs. red in EPA) because 
of the relative increase in the blue emission intensity.

The photoproduct emission spectra from PhSPh are 
shown in Figure 3. The prominent green emission band 
(EPA) has the same shape as the red emission band in Fig­
ure 1. By comparison the emission intensities for the red 
and blue bands in this case are found to be very weak mak­
ing it difficult to determine the proper shape of the blue

WAVENUMBERS IN C M H X I 0 “ 3

Figure 1. Red and blue photoproduct emission spectra of PhSH and 
PhSSPh in EPA.

Figure 2. Red and blue photoproduct emission spectra of PhSH and 
PhSSPh In 3MP.

Figure 3. Red, green, and blue photoproduct emission spectra of 
PhSPh in EPA and 3MP. The red emission band is very weak In each 
case and is observed only by the phototube.

emission band. In 3MP the blue emission band is relatively 
more intense and the photoproduct emission takes on a 
blue-green color. The peak position of the green band re­
mains the same in both solvents.

Photon dependence experiments on these bands (Table 
I) show that it takes one photon to produce the photoprod-

The Journal o f Physical Chemistry, Vo/. 79, No. 14, 1975



Photoproduct Formation in PhSH, Ph2S2, and Ph2S 1355

TABLE I: Photon Dependence o f the Photoproduct 
Em ission Bands0

P h o to p r o d u c t  e m i s s i o n  b a n d
-------------------------------------------------------- P e n t a m e t h y l -
R e d c G reen"* B lue®  b e n z y l  r a d i c a l ^

nb 1.8 f  0.2 3.3 ±0.4 2.0 ± 0.2 3.3 ± 0.2
“ W ith  the exception of the green emission band the parent 

molecule and th e  photoproduct are excited sim u.taneously. The 
photon dependence of the photoproduct emission band, n, is the 
num ber of photons necessary to form the photoproduct plus one to 
excite it, so th a t n -  1 is the  photon dependence for photoproduct 
form ation. 4 Five or six experim ental values are used in each case. 
B oth  the m ean value and the m ean deviation are given. c Xex 
(PhSSPh and photoproduct) a t 314 nyx. Xem is 640 nyi. d Xex 
(PhSPh) a t 296 m/x. Xex (photoproduct) a t 369 m y. Aem is 519 nyx- 
The PhS Ph phosphorescence in tensity  is very strong a t 519 mu 
com pared to sm all increases in the emission in tensity  due to photo­
product form ation which does not appear to absorb strongly a t 296 
mu.  The excitation was stopped periodically (the excitation tim e 
was recorded) in order to m easure the emission in tensity  produced 
by the strong photoproduct absorption a t 369 nyx. e Xex (PhSSPh 
and photoproduct) a t  314 nyx. Xem is 430’nyx. The phosphorescence 
intensity in P hS S P h  is very weak a t 430 mn and the  increase in the 
emission intensity  due to photoproduct form ation is readily ob­
served. f  Xex (hexam ethylbenzene and the  pentam ethylbenzyl 
radical) a t 277 mu.  Xem is 540 mu.  The-form ation of th is radical 
has been found to be a two photon process .8 This experim ent was 
repeated here in order to check the validity  of the o ther results 
obtained in th is lab. The value of 2.3 for n -  1 agrees fairly well 
with the previous result.

Figure 4. The photoproduct absorption spectra in PhSH. A commer­
cial EPA solvent was used in these three separate experiments. The 
PhSH was not vacuum distilled. Essentially no abso'ption occurs be­
yond 540 mp. Difficulty in obtaining the proper alignment of the 
dewar position for maximum transmission simultaneously with the 
correct position of the cell for maximum photoproduct absorption re­
sulted in the addition of a spurious absorption throughout the entire 
band in two experiments. Each vertical line is the position of a peak 
in the excitation spectra obtained with PhSH (see Figure 6).

uct(s) responsible for the red and blue emission bands and 
that it takes two photons to make the photoproduct that 
gives rise to the green emission band.

The formation of the PhS radical in both PhSH and 
PhSSPh (two PhS radicals/molecule photolvzed) by a one- 
photon process resulting in the scission of the S-H bond 
and the S-S bond, respectively, is the most probable expla­
nation for the presence of the red and blue emission bands. 
This radical has been detected when photolysis occurred in 
low-temperature glasses of these molecules.4 A band that

Figure 5. The photoproduct absorption spectra in PhSSPh. A com­
mercial EPA solvent is used in these two separate experiments. The 
repeat run (- -)  made in one experiment (-• ) indicates the difficulty 
of obtaining the correct band contours. Both runs show a large spu­
rious absorption due to the difficulty in obtaining the proper align­
ment of the dewar position for maximum transmission simultaneous­
ly with the correct position of the cell for maximum photoproduct ab­
sorption. Each vertical line is the position of a peak in the excitation 
spectra obtained with PhSSPh (see Figure 6).

Figure 6. Excitation spectra for the red and blue emission bands in 
EPA: red band (R), blue band (B).

was found in the photoproduct absorption spectra of both 
PhSH in EPA and PhSSPh in a glass containing 8 parts 
neohexane and 3 parts n-pentane (but not in EPA) at 387.5 
npi was identified with the PhS radical while a broad band 
at 320 mu was identified with the photoproduct(s) respon­
sible for the yellow color found in the glass. Evidence that 
the red and blue emission bands originate with this radical 
can be found by comparing their excitation spectra with 
the photoproduct absorption spectra found in the glass 
after photolysis. The absorption spectra (of the photolyzed 
region in the glass) obtained in the 300-600-m/u region in 
both PhSH and PhSSPh are shown in Figures 4 and 5, re­
spectively. In each case there appear to be three overlap­
ping absorption bands with maxima at approximately 325, 
380, and 450 m/i. The first two bands agree well with the 
previous results while the one at 450 mu was not reported 
in the earlier work.4 The band at 380 m/i (with greatest def­
inition in PhSH) indicates that the PhS radical is produced 
during photolysis in an EPA glass containing either PhSH
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TABLE II: P olarization  R esults for Three-Step  
Photoselection  Experim ents on the Photoproduct
Em ission B ands“ /

E x c i t in g E x c i t i n g
n e a r - u v  b a n d s e c o n d - u v  b a n d

c r e a t e c r e a t e

PhSH t tE — »- t 1 — »
X I 2.12 2.17 , 2-34 2.36

Red c
band i

t — *- 0.97 1.00 — ► 1.02 1.00
e

E ; t ___^ . 1 __ ^

X j6 2.66 2.80 J 2.80 1.83
Blue c

band i
t — *1.09 1.00 — *■ 1.22 1.00
e

PhSPh6
E t
X t  I — ».

G reen c I 4.10 2.43
band i

t —* 2 .2 8 1.00
e

“ Reference 10. 6 The ratios 4.1:2.28:2.43 are close to the ratios 
5:3:3 found in the ideal case for single axis absorption and emis­
sion (only in a three-step analysis). See text.

Figure 7. Excitation spectra for the red and blue emission bands in 
3MP: red band (R), blue band (B).

or PhSSPh. The excitation spectra (Figures 6 and 7) of the 
red and blue emission bands occur in the 300-400-mp re­
gion with peaks found at approximately 318, 333, and 363 
m/i. The peak at 363 mp which may be closer to 380 mg be­
cause of an overcorrection7 indicates that the red and blue 
emission bands are associated with the PhS radical. The 
other two peaks in the excitation spectra indicate that at 
least part of the 325-mM band as well as the band at 380 mg 
in the photoproduct absorption spectra belong to the PhS 
radical formed during the photolysis. The remainder of the 
325-mp band and the entire band at 450 mgi belong to the 
absorption spectra of one or more other photoproducts

TABLE III: B est F it V alues for the M olecular  
Param eters U sing the Polarization R esults

PhSH red  band

PhSH
blue
band

PhSPh
green
band

a b C d e

r y (near-uv) 0.60 0.74 0.64 0.04
r y (second-uv) 0.23 0.51 0.17
ty 0.00 0.00 0.01 0.00 0.02
lx 0.00 0.00 0.00 0.00 0.02
<]y 0.19 0.08 0.20 0.19 0.04
t.lx 0.01 0.10 0.00 0.00 0.02

0.157 0.008 0.038 0.715 0.002
“ For rv = rv (near-uv), r. = (1 - ry)/2 , rx = r,, when rv = r y

(second-uv), rx = ry and  rz = 1 -  ry -  rx . The six independent 
values of the  polarization ratio obtained for excitation in th e  near- 
uv and the second-uv bands of PhSH  are used. b For rx = 0, r, = 1 
-  rv, t x = 0, tz = 1 -  t V) qx = 0.1, and qz = 1 -  -  qx . The three
independent values of the  polarization ratio  obtained foiyexcitation 
in the near-uv band of PhSH  are used. '  For rx = 0.2, rl = 1 -  ry 
~ rx, tx = 0, t .  = 1 — ty , qx = 0 and qz = 1 -  qy . T he three  indepen­
dent values of the polarization ratio obtained for excitation in the 
second-uv band of PhSH  are used. In an approxim ate best fit 
4  = 0.174 and rv (second-uv) = 0.26 which is close to the value 
found when both polarization experim ents were used together. 
d The poorest best fit was obtained in this case. For rv =  r v (near- 
uv), rz = 1 -  rv, rx = 0 always, r v = r v (second-uv), r, = 1 -  rv.T he  
six independent values of the polarization ratio  obtained for excita­
tion in the near-uv and the second-uv bands of PhSH  are used. 
e For ry = ry (near-uv), rx = rv, r, = 1 -  ry -  rx, tx = ty , tz = 1 -  
t y ~ tx, qx -  0.02 always, q,  = 1 -  qy -  qx . The three independent 
values of the  polarization ratio obtained for excitation in the near- 
uv band of PhS Ph are used. These are the results for the  x', y',  z '  
axes. See tex t. In a and e above an a ttem p t is m ade to account for 
depolarization effects. < See Appendix in previous paper for a d is­
cussion of the best fit param eter.

formed during the photolysis. It appears then that the PhS 
radical is the dominant photoproduct produced during the 
photolysis of both PhSH and PhSSPh having emission 
bands in the visible region. Since these bands are the same 
in a glass containing either PhSH or PhSSPh this would 
rule out the possibility of any strong interaction occurring 
between the two PhS radicals produced in the PhSSPh 
glass. Each radical is stabilized by the solvent in this case.

The observation of two visible emission bands during ex­
citation of the PhS radical is unusual since in two other 
studies involving aromatic type radicals (methyl-substitut­
ed benzyl radicals8 and methyl-substituted azabenzyl radi­
cals9) only one visible emission band was observed. The 
molecular structure of the PhS radical can be thought of as 
being similar to that of the benzyl radical where in this case 
the odd electron is in a sulfur pT orbital. This would form 
an odd-alternate hydrocarbon in basic Huckel theory hav­
ing a doublet ground state8 (2B2 in C2v symmetry).

The three-step photoselection experiments on the red 
and blue emission can help in suggesting assignments for 
the lower energy levels in the PhS radical. The polarization 
ratios and the corresponding best fit values (see Appendix) 
of the molecular parameters are shown in Tables II and III, 
respectively. The values found for the molecular parame­
ters in the red emission indicate a large noninstrumental 
depolarization.11 However all the results tabulated here in­
dicate that the photoproduct absorption and 80% or more 
of the emission occur along the z direction (see Chart I for 
the y and z directions in the phenyl ring). This suggests
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TABLE IV : Energy Levels (in eV for EP A) and 
Proposed Sym m etry A ssignm ents for the Phenyl Sulfyl
Radical and the Phenyl Sulfyl Cation R adical0

P h e n y l  s u lfy l P h e n y l  s u l f y l
r a d i c a l c a t i o n  r a d i c a l

U v  a b s o r p t i o n 3 .2 6  2B ? 3 .2 6  1A!
B lu e  é m i s s i o n 3 .1 0  2B , 3 .2 8  ‘A ,
G r e e n  é m i s s i o n 2 .3 9  ‘A ,
R e d  é m i s s i o n 1 .9 4  2B 2
G r o u n d  s t a t e

cPooo

0 .0 0  'A j
a T h e  energy levels for th e  b lu e  em ission  b a n d s  are  ap p ro x im a te .

that the first excited state and the uv absorption band have 
2B2 symmetry (see Table IV). In contrast the first excited 
state in the benzyl radical has a 2A2 assignment.12 The blue 
band may be due to a second fluorescing state (this emis­
sion may originate with the uv absorption band) and has 
been given a tentative 2B2 assignment. This is based on the 
poor best fit results obtained with the polarization ratios. A 
large amount of noninstrumental depolarization is also 
present. If the oscillator strength of this state is large and if 
the gap between this state and the first excited state is 
large enough then the radiative process could be competi­
tive with that of the first excited state.

The photoproduct responsible for the green emission 
band may result from formation of a separated charge 
transfer complex obtained by a two-photon absorption pro­
cess. The following explanation presents a simple picture of 
the events that rrjay occur in the formation of this photo­
product. In the first step the PhS radical and a second pho­
toproduct species (the phenyl radical or other resulting 
photoproduct) are formed and stabilized by the solvent fol­
lowing the absorption of one photon by the PhSPh mole­
cule.13 Scission of the C-S bond could occur if an electron 
was excited into the a* orbital. The triplet state in PhSPh 
may be an n,ir* state.14 This suggests that the a* *- n con­
figuration may be low enough in energy (to mix with one of 
the lower states) so that scission of the C-S bond 
could compete with other processes occurring here.6 Either 
the PhS radical or the second photoproduct species could 
act as a stable intermediate and absorb an additional pho­
ton resulting in the formation of a final photoproduct 
species.15 The PhS radical does not form an additional 
photoproduct species upon absorption of a photon when it 
is produced separately in a PhSH or PhSSPh glass. In ad­
dition the green emission band does not appear to originate 
from a cation species where the ejected electron is stabi­
lized by traps in the glass.17 However the second photo­
product species formed here may act as a stable electron 
trap18 and possibly influence the photoionization process in 
the PhS radical. In an aqueous solution (but not in the gas 
phase19) the absorption spectra of the phenyl radical (as­
suming this to be the second photoproduct) resembles that 
of benzene20 so that it is probably not being electronically 
excited here. In addition the ground state electronic config­
uration has been found to contain a hole in the nonbonding 
sp2 orbital (at least for the gas phase)19 which could act as a 
stable electron trap. In this case a one-photcn ionization of 
the PhS radical21’22 could lead to the formation of the PhS 
cation radical. This species would also have excited states 
in the visible region.8 One may think of other explanations, 
but these will not be considered here.

The polarization ratios and the corresponding best fit

Figure 8. Excitation spectra for the green emission band in EPA. The 
phosphorescence intensity of PhSPh is very strong at 519 my. This 
emission is subtracted out from the green emission band (observed 
at 519 my) for each excitation wavelength where necessary when 
determining the excitation spectra.

C hart I

r  -

values of the molecular parameters obtained in the photo­
selection experiments on the green emission band (Tables 
II and III, respectively) are close to those values found in 
one of the ideal cases for a three-step photoselection exper­
iment where the transition moment is along the same single 
axis in the parent absorption (the z' axis in PhSPh, see 
Chart I) and the photoproduct absorption and emission 
bands.8 Values of 0.92, 0.96, and 0.94 were obtained for r / ,  

t/, and q/, respectively (see Appendix). However these re­
sults are valid only in a three-step photoselection experi­
ment. The photoproduct from which the green emission 
band originates is produced by a two-photon process so 
that the polarization data formally requires a four-step 
analysis where the additional step is for the absorption of a 
second photon. The high polarization ratios observed here 
could arise from a polarized second photon step. However 
if the second photon is absorbed isotropically then the po­
larization data can be analyzed in terms of three-step pho­
toselection. An experiment was not carried out here in 
order to determine whether or not the second photon was 
absorbed in an isotropic manner. The absorption of a sec­
ond photon in the creation of benzyl radicals has been 
found to be completely isotropic (unpolarized).8 This “has 
been interpreted as reflecting the near-continuum of states, 
with various polarizations, which must appear just below 
the ionization continuum.”16 One would expect similar 
states to be present in the PhSPh molecule so that the sec­
ond photon absorption could occur in an isotropic way. It is 
assumed that this is the case in PhSPh.

If one assumes that the green emission band originates 
with the PhS cation radical then the polarization results 
can be used to make tentative assignments for some of the 
excited states. The ground state should have 1 Aj symmetry 
(in C2u). The excitation spectrum for the green emission 
band (Figure 8) shows the presence of one uv absorption 
band. The parent molecule absorption occurs along the z' 
direction because of the exciton interaction between the
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1Lb ring states.14 The polarization results (for a three-step 
analysis) indicate that the PhS cation radical absorbs and 
emits along the same axis. In this case there is no longer 
any exciton interaction occurring between the lower energy 
ring states because both the PhS cation radical and the sec­
ond photoproduct species (probably the phenyl radical) 
have been stabilized by the solvent. This suggests that the 
z and z' directions are similar23 which would suggest Ax as­
signments (probably singlets) for the uv absorption and 
green emission bands.

No polarization studies were carried out or excitation 
spectra obtained on the blue emission band observed for 
excitation in the photoproduct region of the glass. In this 
case the blue emission band may also originate with the Uv 
absorption band of the phenyl sulfyl cation radical and is 
given a tentative A j assignment.

Acknowledgment. The author is indebted to the Chemis­
try Department for most of the equipment used in these 
experiments. He is also grateful for a yearly NSF grant 
made available to him by the Research Committee. The 
machine shop work of Mr. Peter Amirato and use of the 
computer facilities are appreciated. The author is grateful 
to the referee for a careful reading of the original manu­
script. This led to many critical comments which were 
valuable in revision.

Appendix
A detailed discussion of the three-step photoselection 

method and derivation of the necessary equations are given 
in ref 8. An outline of this method and the procedure for 
finding best fit values of the molecular parameters for the 
polarization results obtained in this paper is given here.

In a three-step photoselection experiment a random 
sample of the parent molecules is excited in a uv absorp­
tion band. In addition to the fluorescence and phosphores­
cence one or more photoproducts are formed. The forma­
tion of a photoproduct species requires one or more pho­
tons. A two-step photoselection experiment is then per­
formed on the oriented photoproduct sample (hopefully 
only one). Since the parent molecules can be excited with 
either vertically polarized (Î) or horizontally polarized (—►) 
radiation two different photoselected samples of photo­
product species will be created. Each sample can then be 
excited with the f or —► component making a total of four 
polarization ratios that can be obtained at each set of wave­
lengths (for creation, excitation, and observation of the 
photoproduct). These values of N  obtained in a single ex­
periment may be identified by the polarization components 
used to create and excite the photoproduct. The four values 
of N  (create, excite) are N(],f), N(î,—►), Ai(—►,(), and

(-»■,—*►). The value of N (—*,—*■) is independent of the 
values for the molecular parameters and should be unity in 
the absence of depolarization. When different from unity it 
can be used to correct the other three polarization ratios for 
any instrumental depolarization, i.e., N ( |,f) .= Af(t,t)obsd/ 
N(^-,—>-)0hsd, etc.

The values of the three independent polarization ratios 
depend upon the values of the molecular parameters for 
absorption by the parent molecule and absorption and 
emission by the photoproduct which are the r ’s, Vs, and 
q’s, respectively (where rx + ry + rz = 1, etc.). The x, y, and 
z molecular directions are the same as in the two-step pho­
toselection experiments.

In order to determine values for the molecular parame­

ters from a single three-step photoselection experiment one 
value each of the r ’s, t ’s, and q’s, is held constant giving 
only three independent molecular parameters, one each 
from the r ’s, t ’s, and q’s. For example, if the out-of-plane 
absorption in the parent molecule is assumed to be zero (rx 
= 0) then r2 = 1 — ry gives only one independent parameter 
from the r ’s. This parameter along with one each from the 
t ’s and the q’s is varied by the program in order to find the 
best fit values for all the parameters.

The values of the molecular parameters (Table III) 
found from the polarization results (Table II) in the green 
emission band of the photoproduct formed when PhSPh is 
excited in its near-uv band were obtained in this way using 
a steepest descent method.6 The ratios among the three in­
dependent polarization ratios are close to the values found 
in the ideal case where the parent molecule absorbs and the 
photoproduct absorbs and emits along the same single axis 
(the z’ axis in PhSPh, see text). The results are the appar­
ent values of these parameters since the correction factor 
(epsilon) which relates the apparent values with the intrin­
sic values cannot be used as an additional parameter, one 
for each absorption step, in order to consider the effects of 
noninstrumental depolarization explicitly as was done in 
the two-step photoselection experiments so that the intrin­
sic values of the molecular parameters (the R’s and T’s) 
cannot be obtained here (see the previous paper6 and refer­
ences therein for a discussion of epsilon). Since Rx, Ry, Ty, 
and probably Tx are zero in this case an attempt was made 
to introduce an epsilon type correction by setting rx = ry 
and tx = ty each time a new value of ry and ty was found in 
the program before setting rz = 1 — ry — rx and tz = 1 — ty 
— tx. Also qx is held constant, qy is varied in the program 
and qz = 1 -  qy -  qx.

The values of the molecular parameters found from the 
polarization ratios in the red emission band of the radical 
formed in PhSH were obtained in two different ways. In 
the first method (first column, Table III) six independent 
polarization ratios are used (for excitation in the 0-0 region 
of the near-uv and second-uv bands of PhSH). This meth­
od gives values for ry (near-uv) and ry (second-uv) which 
ideally should be 1.0 and 0.0, respectively, along with 
values for ty, tx, qy, and qx. In the second method the three 
polarization ratios obtained from a single experiment were 
used to determine the three independent values of the mo­
lecular absorption parameters, one each from the r ’s, t ’s, 
and q’s.
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The precipitate obtained upon irradiating Ar-saturated Cd2+ aqueous solutions containing alcohols or for­
mate is shown to consist of pure cadmium metal. The yield of Cd° indicates that the principal reaction un­
dergone by Cd+ ions is disproportionation to Cd° and Cd2+. The chemical properties and optical spectrum 
of Cd° in suspension were studied. The latter was found to consist of a large-grain dispersion by Cd°, with 
absorption peaks in the uv which are attributed to interaction between Cd° and dissolved Cd2+. This sys­
tem makes it possible to analyze the kinetic processes associated with the nucléation and growth of metal­
lic precipitates through the use of pulse radiolytic techniques. The amount of precipitate obtained from 
various divalent ions is correlated with their effectiveness in reducing G(H2).

Introduction
Baxendale and Dixon1 observed that several divalent 

cations, viz., Pb2+, Cd2+, Ni2+, Co2+, and Zn2+, are effec­
tive in reducing G(H2) in neutral, but not in acid, deaerat­
ed aqueous solutions of alcohols. In the cases of neutral 
Cd2+ and Pb2+ solutions, precipitates were reported, pre­
sumably consisting of the corresponding metals. In the case 
of Zn2+ an opalescence was observed, which disappeared 
upon standing. The proposed mechanism for the reduction 
of G(H2) was as follows:

eacf  + eaq-  —* H2 + 20H-  (1)

eaq-  + M2+ — M+ (2)

M+ + M+ -* M2+ + M° (3)

This mechanism was supported by additional work.2’3 
However, as Baxendale and Dixon pointed out, more ex­
periments are required to establish reaction 3 and deter­
mine, e.g., whether M+ ions disappear through dispropor­
tionation or through dimerization to form M22+ or another 
stabilized species of the monovalent cations.

The purpose of the present work is the study of the ki­
netic processes of the nucléation and growth of metallic
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precipitates, and the factors which determine the amount 
of precipitate in pulse irradiated Cd2+ aqueous solutions.

E xp erim en ta l Section
The accelerator, the optical analyzing system, and the 

handling of solutions were described previously.4 When the 
optical analyzing system was used with an optical path of
12.3 cm, irradiations were performed in a 4 cm long, 8 ml 
volume, quartz (Spectrosil B) cell with an inlet for filling 
the cell With an Ar-saturated solution from a 100-ml sy­
ringe and an outlet for disposal of the irradiated solution. 
When it was desired to remove the irradiated solutions for 
subsequent analysis, irradiations were carried out in 5-ml 
syringes or in 1-cm long quartz cells fitted with a rubber 
septum cap.

Solutions were prepared using analytical grade reagents 
and triply distilled water. They were deaerated by satura­
tion with high-purity argon (Matheson Co.).

Dosimetry of the electron pulse intensities employed in 
the present work was carried out through the use of the 
“super” Fricke dosimeter (0.01 M Fe(NH4)2(S04)2; 0.8 N  
H2SO4; O2 saturated), and calculations were based on fFe3+ 
(302 nm) 2197 M' 1 cm' 1 at 25° and G(Fe3+) = 16.1.5
R esu lts and D iscussion

Solutions containing 0.01 M CdS04 and Cd(C104)2 and 
0.025 M alcohols (methanol, ethanol, 2-propanol, 2-methyl- 
2-propanoi, ethylene glycol, polyethylene glycol (mol wt 
10,000)) were irradiated with single 1.5-nsec, 3 X 1017 eV 
g' 1 pulses. After the decay of the Cd+ absorption within 
about 10-4 sec, complete transmission was observed in the 
irradiated solutions up to about 100 msec. Thereafter the 
transmission decreased, reaching a plateau value at time > 
10 sec (see Figure 1). Upon visual observation it was found 
to contain a suspension which was white upon illumination 
with a strong beam of light from an Xe lamp and gray when 
examined under diffuse, indirect light.1'This suspension set­
tled over a period of 1-2 hr, and the supernatant solution 
became transparent again. This process was accelerated by 
heating or centrifugation of the suspension.

In order to analyze the precipitate, 1000 4 X 1016 eV g' 1 
pulses were applied to a solution of 0.025 M Cd2+, 0.05 M  
alcohol at a rate of 15 pulses/sec. Upon settling, the precip­
itate was observed to consist of gray metallic pieces. The 
precipitate was washed several times with triply distilled 
water, once with 1 M HC104, and once with ethanol, and 
dried to constant weight at 70°.

The suspension was obtained in the presence of various 
OH scavengers (alcohols, phenol, benzene, and formate), 
but not in solutions of Cd2+ salts in pure water.

The quantity of the suspension and the ensuing precipi­
tate was largest at pH 6-7.5 (higher pH’s were not tested) 
and decreased gradually at lower pH. Below pH 2, no sus­
pension was formed. The production of the suspension was 
independent of the anion (sulfate or perchlorate). The use 
of sodium formate at pH 6 as an OH and H scavenger re­
sulted in an increase of the precipitate weight by a factor of 
(2.2 ± 0.4) compared with that obtained in ethylene glycol 
at the same pH. (In a separate series of experiments, C02~ 
was found to reduce Cd2+ to Cd+ with a second-order rate 
constant of (5.1 ± 0.3) X 106 M~l sec-1.)

Analysis of the precipitate was carried out under the fol­
lowing conditions: solutions (4 ml each) of 0.05 M CdS04 
and 1 M  HCOONa were irradiated, each with 500 4.10 x 
1017 eV pulses. The precipitates from 24 solutions were col­

Time

Figure 1. (a) Oscilloscope traces obtained in Ar-saturated solution of 
0.01 MCdS04 and 0.025 M ethylene glycol upon irradiation with 1 X 
1017 eV g_1 pulses (I = 12.3 cm), (b) Pseudo-first-order rate con­
stants for latter half of the precipitation process at different doses in 
the same solution, (c) Induction periods at different doses In the 
same solution.

lected, washed, and dried, and were found to w.eigh totally 
(25 ± 2) mg. (The relatively small pulses used were to mini­
mize the quantity of oxalate from the recombination of 
C02~ radicals; insoluble CdCsC^, which might have been 
formed from <2% of the C0 2̂  radicals, was apparently re­
moved by the washing with 1 M HC104.) Chemical analysis 
of such-collected precipitates was carried out using two 
methods. (1) Dissolution in a few drops of concentrated 
HNO3, evaporation of the excess acid, dissolution of 
Cd(NO,3)2 in triply distilled water, and titration with 0.05 
M EDTA solution in the presence of hexamethylenetetra­
mine (pH 6), using Xylenol Orange as an indicator.6 This 
method showed that the precipitate contained >99% Cd. 
(2) Dissolution of the precipitate in concentrated HC1 and 
measurement of the evolved H2 volume under constant 
pressure. The amount of evolved H2 was equivalent to the 
presence of >97.5% Cd° in the precipitate. (This second 
method is more sensitive to the presence of monovalent 
cadmium, since Cd20, which would contain 93% Cd, would 
release only 47% of the H2 liberated by the same weight of 
Cd°.) Results of >98% Cd° in the precipitate were also ob­
tained when ethylene glycol was substituted for formate, 
and in the presence of 1 M NaCl (where Cd2Cl2, containing 
only 76% Cd, might have been formed, had Cd22+ been the 
product of reaction 3).

The results obtained in the 0.05 M  CdS04- l  M HCOO­
Na system lead to a result of G(Cd°) = (2.8 ± 0.2). This re­
sult is in agreement with the value expected for 0.5(G(eaq~) 
+ G(OH) + G(H) — 2G(H20 2)) in this range of scavenger 
concentrations. It should be noted that the irradiation dose 
applied to the solution results in reduction of 4.8% of the 
present Cd2+ to Cd°.

Chemical Properties and Spectrum of Radiation-Pro­
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duced Cd°. After settling, the chemical reactivity of the 
precipitate is similar to that of cadmium metal grains of 
analytical grade. While present in suspension, Cd° reacts 
within less than 10 sec with oxidizing agents (O2, H2O2, 
KMn04, Fe(C104)3), i.e., much faster than do Cd grains, 
probSbly because of much larger surface area. It reduces 
benzoquinope to hydroquinone within less than 10 sec and 
quantitatively, but, like Cd grains, it cannot reduce weak 
oxidizing agents such as acetophenone and fluorenone. The 
reactivity of the suspension toward acid is similar to that of 
Cd grains: it dissolved within a few seconds upon the addi­
tion of concentrated HNO3, and more slowly in concentrat­
ed HC1, H2SO4, and HCIO4, and was quite inert toward di­
lute acids.

The optical spectrum of the suspension was taken with a 
Cary-14 recording spectrophotometer 10 min after irradia­
tion of an Ar-saturated 0.01 M  CdS04 solution containing 
0.025 M  formate or ethylene glycol as measured against the 
unirradiated solution. Above 260 nm the spectrum was 
measured also 50 sec after the pulse, showing results identi­
cal with those obtained with the Cary-14 spectrophotome­
ter. The spectrum is shown in Figure 2 to consist of two 
portions: a flat decrease in transmission over the 700-350- 
nm range, and discrete peaks in the uv (two doublets 
around 315 and 240 nm, and another band around 205 nm). 
It is possible to attribute the flat spectrum in the visible to 
dispersion by the Cd grains (the very gradual reduction of 
transmission upon goin'g to shorter wavelengths indicates 
that the suspension is much coarser than that giving rise to 
Raleigh dispersion; this is in agreement with the fast rate of 
settling). A very similar spectrum is observed upon shaking 
analytical grade cadmium grains in a 0.025 M  CdS04 solu­
tion and measuring the transmittance against a similar so­
lution :(see Figure 2). This is an additional confirmation of 
the fact that the radiation induced suspension consists of 
Cd°. In the case of water or 0.025 M  Na2S04 shaken with 
Cd grains, the flat spectrum in the visible resembles the 
one obtained in CdS04 solution, but the discrete peaks in 
the uv are much less prominent. After a period of 10 hr 
these peaks can be observed, perhaps because they can be 
attributed to as association between Cd° in suspension and 
Cd2+ in solution. No ESR signals were observed in the ra­
diation produced suspension or precipitate as expected if 
the material is Cd°.

Pulse Radiolytic Measurements of the Kinetics of For­
mation of the Cd° Suspension. Pulse radiolysis can be used 
as a method for very fast production of species in concen­
trations larger than their solubility products and for fol­
lowing the subsequent precipitation processes. This meth­
od was previously employed by Schiller and Ebert7 in the 
case of AgCl. In the present case, the follow ing characteris­
tics of the formation have been observed.

(1) An induction period to, corresponding to the time re­
quired for nucleation and growth to a grain size which dis­
plays turbidity,8 was measured in accordance with Schiller 
and Ebert.7 The induction period becomes shorter upon in­
creasing the supersaturation c, taken as proportional to the 
dose. Plotting log to against —log c we obtain a slope n =
2.5 ± 0.5 (see Figure lb). Comparison with previous re­
sults7 indicates that n strongly depends cn the nature of 
the precipitate.

(2) The shapes of the precipitation curves (Figure lc) at 
different extents of supersaturation are very similar to 
those obtained by Turnbull9 in the case of BaS04 and may 
be interpreted accordingly. It is possible to approximate

Figure 2. (A) Optical spectrum obtained in Ar-saturated solution of 
0.025 M CdS04 and 0.05 M ethylene glycol upon pulse irradiation. 
Dose = 5 X 1017 eV g-1 (/ = 1 cm). (B) Optical spectrum of Cd 
metal grains shaken with a 0.025 M CdS04 solution. (C) Optical 
spectrum of Cd metal grains shaken with a 0.025 M Na2S04 solu­
tion.

the second half of a growth curve by a pseudo-first-order 
rate law with respect to Cd°, with a rate constant of (5 ± 2) 
X 104[Cd°] sec-1 (see Figure 1). (We assume that the solu­
bility of Cd° is very small compared with the produced con­
centrations of 10-6 to 10~5 M, and this is in accordance 
with the fact that the linear plot of the pseudo-first-order 
rate constant vs. [Cd°] can be extrapolated to zero.)

(3) Upon increasing the initial [Cd2+] from 10-3 to 10_1 
M in the presence of 10-1 M  ethylene glycol the turbidity 
produced upon irradiation increases by about 30%, and this 
may be interpreted as the result of enhanced scavenging 
from the spurs. However, the kinetics of precipitation of 
metallic Cd is not influenced by the large change in ionic 
strength. The kinetics are also not influenced by changing 
the alcohol used to scavenge OH and H. Identical kinetics 
are observed upon irradiation with n l X  1017 eV g_1 pulses 
and with 10« 1 X 1016 eV g“1 pulses (emitted at a rate of 15 
pulses/sec). The effect of other additives is not clear—for­
mate was observed to accelerate the growth rate (beyond 
the effect of increasing the amount of Cd°), while acetate 
retards the growth rate.

Other Cations. Pulse irradiation under similar condi­
tions in the presence of 0.025 M ethylene glycol or formate 
at pH 5 was carried out on sulfates and perchlorates of 
other divalent cations. The intensity of the turbidity was 
found to depend on the cation in the following order: Pb2+ 
~  Cdz+ »  Zn2+ > Ni2+ > Co2+.

Hardly any turbidity was observed in the case of Co2+ 
ions. Both molar quantities and kinetics of formation of the 
suspensions were very similar in the cases of Pb2+ and 
Cd2+.

The intensity of turbidity may be influenced by the 
amount of the suspension and by grain size and structure. 
However, it is clear that the amount of suspension (both 
before and after settling) is much smaller in the cases of 
Zn2+, Ni2+, and Co2+. This can explain the much smaller 
effectiveness of these :ons in reducing G(H2).1’2'10,11 In
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these cases, some M+ may react with water, alcohol, or al­
cohol radicals in competition with reaction 3. (In the case 
of Cd2+, the second-order behavior of the decay of Cd+ 
shows that reaction 3 predominates. In all cases, some M+ 
is reoxidized by molecular H2O2.10)

This effect may be the principal cause for the discrepan­
cy between the effectiveness of divalent ions as eaq-  scav­
engers and their effectiveness in reducing G(H2).

Pulse rad.olytic measurements were carried out with
1.5-Msec pulses (3 X 1017 eV g_1) in Ar-saturated 0.01 M 
M2+ (M = Cd, Zn, Pb, Ni, Co), 0.025 M  ethylene glycol so­
lutions. Optical measurements in the range 260-400 nm 
showed that in all cases the spectra obtained 1 /¿sec after 
the pulse at pH 4.5-5.5 and at pH 2 (acidified with HCIO4) 
were identical, showing no evidence for early formation of 
Cd0.12 The absorption of M+ decayed to zero much before 
the start of nucleation of M° in the seconds time scale, in 
agreement with previous results.13
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Solute Environmental Effects in the One-Electron Reduction of Lysozyme in Aqueous 

Solution1
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The reaction of lysozyme with hydrated electrons generated pulse radiolytically produces an initial tran­
sient absorption with Xmax 420 nm which can be attributed to the formation of the one-electron reduced ly­
sozyme radical with the unpaired electron highly localized on one of the disulfide linkages. The value of 
fe(eaq_ + lys) ranges from 1.4 X 1011 M_1 sec-1 at pH 5.7 to 1.5 X 1010 M-1 sec-1 at pH 12 and is depen­
dent upon the ionic strength of the solution. This initial transient absorption, which is also produced by 
the reaction of CC>2_ radicals with lysozyme, decays in less than 10-3 sec to reveal a secondary absorption 
centered around 420 nm. The pH-dependent decay kinetics of this secondary absorption are mainly first 
order with k a function of the concentration of added solutes including phosphate buffer, tert-butyl alco­
hol, glycine, NaCl, and formate. The reduced lysozyme species is evidently very sensitive to its solution en­
vironment which suggests that ionic associations and solvent structure perturbations affect the conforma­
tion of the radical and its subsequent decay kinetics.

Introduction

Lysozyme is an hydrolytic enzyme with a molecular 
weight of approximately 14,400, containing four disulfide 
linkages (-S3-) among the 129 amino acid residues. The 
reaction of eaq~, generated in the pulse radiolysis of dilute 
aqueous solutions of the enzyme, has been observed to pro­
duce a transient optical absorption spectrum2 with a maxi­
mum at 420 nm; this spectrum was attributed to the 
species formed by the trapping of electrons on a disulfide 
bridge inasmuch as the absorption was almost identical 
with that of '.he (-SS-)-  radical anion formed on reduction 
of simple disulfides.3 The decay of the electron adduct to 
lysozyme was noted2 to be slower than that of the corre­

sponding species from eystamine3 but no kinetics data were 
presented. Electron transfer from C(>2~ to lysozyme was 
also shown to produce the (-SS-)- absorption,4 but again 
no data on the decay of that absorption were presented. Al­
though the one-electron reduction of lysozyme by free radi­
cals and eaq~ has been demonstrated directly, this process 
does not cause appreciable inactivation of the enzyme.5

This study of the one-electron reduction of lysozyme 
had, as its rationale, our detailed examination of the kinet­
ics behavior of the (-SS-)~ radical anion derived from sim­
ple aliphatic disulfides.6 This radical decays via first-order 
kinetics forming RS- and RS_ with a rate constant that is 
dependent on the state of protonation of the amino groups
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a to the -SS- group. The radical anion is rapidly proton- 
ated which enhances its decay to the corresponding thiyl 
radical. For lipoic acid, a cyclic disulfide, the (-SS-)-  radi­
cal decays via second-order kinetics, apparently due to the 
inability of the fragments to diffuse away into solution 
after S-S bond scission.

The four disulfide linkages in lysozyme bridge pairs of 
cysteine residues (6 and 127, 30 and 115, 64 and 80, 76 and 
94) and the X-ray crystallographic examination of the en­
zyme shows that two such linkages are adjacent to the sur­
face of the molecule while two are deep within the molecu­
lar structure.7 The linkages establish and maintain at least 
part of the helical structure and conformation of the mole­
cule. The purpose of the work reported here was to exam­
ine in detail the kinetics of the formation and decay of the 
(-SS-)-  radical in lysozyme and compare the results with 
those we obtained from aliphatic disulfides.6 Because of 
the effect that ions have on the solution structure of biolog­
ical macromolecules,8 we were particularly concerned about 
similar effects of added solutes on the kinetics behavior of 
the one-electron reduced species.

E xperim ental Section
Single pulses of 2.3-MeV electrons of ~33-nsec duration 

were generated by a Febetron 705 pulsed source (Field 
Emission Corp.). The absorption spectra of transient inter­
mediates and their decay kinetics were determined as pre­
viously described.9 Dosimetry was carried cut using KSCN 
solutions and the extinction coefficients of intermediates 
were derived taking G(eaq~) = G(OH) = 2.8 and G(H) = 
0.55.

Hen egg white lysozyme (crystallized three times, A 
grade) was obtained from Calbiochem and used without 
further purification. The solid enzyme was always added to 
the deoxygenated solution containing the added solutes 
after which time the pH was adjusted using, K O H  or 
H C IO 4. Alternatively, a neutral deoxygenated fresh stock 
solution of the enzyme was used to prepare the solutions 
for pulsing. A new sample of solution .was used for each 
pulse. All other reagents were the highest purity.research 
grade commercially available.

For the experiments involving other sulfur-containing 
enzymes, the following materials were used: trypsin (Cal­
biochem), a-chymotrypsin (Worthington), papain (Calbio­
chem), pepsin (Worthington), and ribonuclease A (Worth­
ington).

R esu lts and D iscussion
The radiolysis of neutral aqueous solutions generates 

eaq_, OH, and H as the major reactive species with G values 
(number of molecules produced per 100 eV of energy ab­
sorbed by the solution) of 2.8, 2.8, and 0.55, respectively. 
The OH radical can be effectively scavenged by tert-butyl 
alcohol (k = 5.2 X 108 M~l sec-1)10 producing the general­
ly inert and weakly absorbing -C^CjCHa^OH radical.9 In 
acidic solution, eaq_ is converted to H (k = 2.2 X 1010 M“ 1 
sec-1).11 The reducing radicals CC>2~ and (CHa^COH can 
be generated conveniently by the reaction of OH radicals 
and H atoms with HCO2- and [CHs^CHOH, respectively 
(k = 107- 109M_1 sec-1).10,12

Reaction of Lysozyme with eaq~. Rate Constants. The 
rate constants for the reaction of eaq~ with lysozyme were 
determined in deoxygenated solutions from the pseudo- 
first-order decay of eaq~ monitored at 700 nm. From the 
slope of the straight line obtained when the pseudo-first -

Flgure 1. Dependence of k(eaa~ +  lys) on pH; [lysozyme] = 2 X 
1CT5 M: O, no added solute; • , 1 X 10-4 M phosphate; X, 1 X 
10-4 M tetraborate; V, 1 X 1Cr4 M  phosphate + 0.5 M teri-butyl 
alcohol; A, 1 X 10-2 M NaCI; A, 1 X 10~2 At glycine; D, 1 X 10-2 
At phosphate; I ,  1 X 10~2 At tetraborate.

order rate constant is plotted vs. [lyyozyme] (1-4 X 10~5 
M), the value of k(eaq~ + lys) was calculated. Figure 1 
shows the dependence of k(eaq~ + lys) upon pH as well as 
the effect of added solutes such as phosphate or borate 
buffers. These data were obtained at [lysozyme] = 2 X 10“5 
M in the absence of tert-butyl alcohol; preliminary experi­
ments had shown that the presence of that alcohol as an 
OH radical scavenger had no effect on the observed value 
of h(eaq“ + lys). It is evident that the value of k increases 
sharply to over 1011 M~l sec“1 as the acidity of the solution 
is increased. Under the conditions of the experiments, no 
competition from H+ for eaq_ can occur. Furthermore, the 
presence of >10-4 M ionic solutes has the effect oflowering 
the value of k; the magnitude of the effect depends upon 
the concentration of ionic solute and is diminished in basic 
solution as the isoelectric point of lysozyme13 at pH 10.5 is 
reached. Such a general dependence of k on pH had been 
noted previously but no correlation could be made between 
the observed value of k (eaq_ + lys) with the algebraic sum 
of the reactivities of the component amino acids.14 Com­
parison of the data presented here with those reported by 
previous investigators11 is quite good despite the retarding 
effect of buffer solutes and the often varying and unspeci­
fied buffer concentrations used in such measurements.

The pH dependence of k at low ionic strengths can be 
most easily rationalized in terms of the charge on the lyso­
zyme molecule as a result of protonation-deprotonation 
equilibria involving the various functional groups. As the 
solution is made more basic, successive deprotonation of 
the carboxylic acid groups in the aspartic and glutamic acid 
residues and the free end of the protein, histidine, the phe­
nol groups in tyrosine, and the amino groups in arginine, 
lysine, and the free end of the protein causes the charge on 
the molecule to become less positive in an almost continu­
ous manner. In very alkaline solution, hydrolysis of the di­
sulfide bonds is to be expected15 which increases the over­
all negative charge through formation of deprotonated sulf- 
hydryl groups at the eight cysteine residues. From strictly 
electrostatic considerations, the rate of reaction of a —1 
charged species with an increasingly less positive protein 
molecule should decrease. It should be noted that the vari­
ation of &(eaq“ + lys) as a function of pH cannot be attrib­
uted to major changes in the conformation of the enzyme
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Figure 2. Plot of log k(eaq + lys) as a function of ionic strength at 
pH 6.0. [Lysozyme] = 1 X 10-s M(O), 2 X 10-6 W(«), 4 X 10-5 
M (El): (1) no additional solute; (2) 1 X 10 2 Murea; (3) 1 X 10 2 M 
glycine; (4) 1 X 10-4 MNaH2P04; (5) 1 X 10-3 M NaH2P04; (6) 1 X 
10-2 /WNaH2P04; (7) 1 X 1CT2 M LiCi; (8) 8 X 10-2 M LiCI; (9) 1 X 
10-2 M  Na02CCH3; (10) 1 X 10~3 M Na4P20 7; (11) 1 X  10-2 M 
K2S04; (12) 8 X 10-2 M K2S04; (13) 1.5 X 1CT2 M K2S04; (14) 4 X 
10-2 M K2S04; (15) 1.5 X 10-1 /MK2S04.

inasmuch as lysozyme resists unfolding and maintains its 
conformation except in strongly acidic and strongly alka­
line solutions.16

The results in Figure 1 show that increased ionic 
strength in acidic solution has a stronger retarding effect 
than in basic solution, consistent with the change in charge 
as pH is varied. A test was made of the kinetic salt effect at 
pH 6.0 on fe(eaq-  + lys) by measuring k  in the presence of 
added solutes. The results are shown in Figure 2 where a 
reasonably good linear plot is obtained for log k vs. yx1/2/(l. 
+ aiu1/2). The constant a is a function of the encounter dis­
tance and is defined as a = (r6aq- + nys)/3 where r6aq- and 
riys are the radii of eaq-  and lysozyme, respectively, in 
angstroms. The radius of charge distribution of eaq-  is
2.5-3.0 A ar.d the species can be viewed as spherically sym­
metrical.17 The lysozyme molecule in aqueous solution as­
sumes a spherical or oblate ellipsoidal shape with an unhy­
drated molecular radius of approximately 16 A and a radius 
in aqueous solution of approximately 19 A.18 On that basis, 
the value of a = 6 was chosen to test the fit of the data to 
the Br</>nsted-Bjerrum ionic salt effect relationship.19 Fig­
ure 2 shows that the relationship is followed over a fairly 
wide range of solution ionic strengths, specifically from 0 to 
0.24 M. Distinct deviations from linearity are seen in high 
ionic strength solutions containing 4 X 10-5 M lysozyme. 
Lysozyme is known to dimerize at pH 5-9 in high ionic 
strength solutions with the degree of dimerization increas­
ing with increasing monomer concentration.20 Dimerization 
causes the concentration of reactive species in solution to 
be lower than that calculated on the basis of monomer re­
sulting in low values for k (eaq~ + lys) when calculated from 
pseudo-first-order electron decays. The slope of the plot in 
Figure 2 is —6.4 which corresponds to 1.02Zeaq-Ziys yielding 
an apparent charge of +6.4 for lysozyme at pH 6.0 in aque­
ous solution Considering that lysozyme at pH 6.0 contains 
11 deprotor.ated carboxylate groups and 18 protonated 
amino groups (histidine and tyrosine are not deprotonated 
at this pH) the excess of positive charge over negative 
charge results in an overall ionic charge of +7.

The coincidence of the calculated and observed values of 
the ionic charge ofrthe enzyme is excellent and probably re­
markable in light of the size of the macromolecule and the 
underlying assumptions made in the derivation and appli­
cation of the Br^nsted-Bjerrum relationship.19 It is recog­
nized that the agreement of the values and the linearity of 
the relationship shown in Figure 2 may be fortuitous and 
further work with other enzymes and macromolecules is re­
quired to demonstrate the efficacy of the application of the 
kinetic salt effect to these systems. If, however, the rela­
tionship is valid, the results described here imply that the 
interaction of eaq~ with lysozyme involves the charge on 
the entire molecule rather than a specific locus of charge on 
the surface of the molecule. It is interesting to note that in 
the case of the reaction of eaq-  with simple aliphatic disul­
fides,6 we concluded that the value of k is dictated by esq- 
attack at the -SS- group and only to a relatively small ex­
tent on the net charge on the molecule. However, these ex­
periments were not performed as a function of ionic 
strength. Furthermore, in the compounds examined,6 the 
rate of electron attack on functional groups other than 
-SS- is very low. In lysozyme, on the other hand, the aro­
matic amino acids and the peptide linkages are also reac­
tive toward eaq-  so that virtually the entire molecule is sus­
ceptible to electron attack.

In some preliminary experiments with a-chymotrypsin, 
the value of k(eaq~ + chy) was found to be dependent on 
pH ranging from 2 .5  X 1010 M~l sec-1 at pH 5 .8  to 7.0 X 
109 M-1 sec-1 at pH 11.5. Although these experiments, in­
volving 4  X 10-s M  enzyme, were conducted at an uncon­
trolled, but low, ionic strength, it can be seen that the trend 
is similar to that shown by lysozyme. Trypsin, on the other 
hand, shows a pH-ir.dependent (7-10) value of k(eaq~ + 
trypsin) = 3.9 ± 0.3 X 1010 A/ -1 sec-1, virtually identical 
with that reported by Masuda et al.21

Transient Spectra. The reaction of eaq-  with lysozyme 
(1 X 10-4 M) in Ar-purged 1 M tert-butyl alcohol solution 
resulted in the transient absorption spectrum shown in 
Figure 3a (open circles) for which Xmax 420 nm (apparent 
«420 5 .8  (±0.2) X 103 M-1 cm-1). In contrast, at pH 2 .1 , 
where eaq-  is converted quantitatively to H, the initial 
transient spectrum exhibited Amax 320 nm (apparent «320
2.9 X 103 M-1 cm-1) as shown in Figure 3b. The spectrum 
of the initial electron-adduct to lysozyme, Ti, was unaffect­
ed by pH (4-12.3), the presence or absence of tert-butyl al­
cohol, or the presence of the other solutes used in this 
work.

T1 decayed in a matter of tenths of milliseconds resulting 
in the absorption spectrum shown in Figure 3a (closed cir­
cles) attributed to a species designated as T2. This secon­
dary absorption showed Amax 420 nm with an apparent e42o
3.6 (±0.5) X 103 M-1 cm-1. It must be recognized that in­
asmuch as the primary and secondary absorption spectra 
may themselves result from a composite of many species 
that may or may not be mechanistically interrelated, it is 
not possible to know the concentration of T2 and hence the 
value of e cannot be known with certainty. The apparent 
«420 value was independent of solution acidity in the range 
pH 5-11; above pH 11 the absorbance of T2 was significant­
ly diminished.

T2 exhibited a wide range of lifetimes depending on the 
pH and the presence of added solutes. When T2 decayed (r 
= 0.1-5 sec), a tertiary absorption spectrum could be ob­
served in the 400-420-nm region (Figure 3a, open squares) 
with an apparent c42o ~  300 M~l sec-1 independent of pH
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Figure 3. Transient absorption spectra from the pulse radiolysis of 
aqueous solutions of lysozyme; [lysozyme] = 1 X 10-4 M, optical 
path = 2.0 cm. (a) [ferf-Butyl alcohol] = 1 M, Ar purged: O, initial 
spectrum at pH 7.4, dose/pulse = 80 krads; • , secondary spec­
trum at 2 msec after the pulse at pH 7.4, dose/pulse = 8.0 krads; 
□  , tertiary spectrum at 0.1 sec after the pulse at pH 8.6, dose/pulge 
= 16.0 krads. (b) [ferf-Butyl alcohol] = 1 M, Ar purged; initial spec­
trum at pH 2.1, dose/pulse =1.9 krads. (c) [HC02- ] =0.1 M, N Ô 
saturated; initial spectrum at pH 7.4, dose/pulse = 3.0 krads.

(5-12). T3 decayed slowly (r ~  10 sec) yielding a nonab­
sorbing solution (X >300 nm); the kinetics of the decay of 
T3 could not be established due to its weak absorbance and 
exceedingly slow decay.

The 420-nm absorption band has been attributed to the 
addition of eaq-  to a disulfide linkage resulting in the for­
mation of the (-SS-)-  radical.2 We concur with this pro­
posal but we wish to point out that neither the results.re­
ported here nor those from previous studies can establish 
which of the four disulfide linkages in the molecule is spe­
cifically involved. In fact, addition of eaq-  may or may not 
occur statistically among the disulfide groups. Since there 
are many alternate sites at which eaq-  can react, it is not 
necessary for the added electron to eventually reside at the 
disulfide linkage. Although €420 tor the (,-SS-)~ radical has 
been shown to be somewhat dependent upon the molecular 
environment near the group,6 the value for cystamine («420 
9.0 X 103 M~l cm"1) can be taken as being representative 
of the absorptivity of the disulfide radical anion. The ap­
parent t value for Ti can be interpreted22 as demonstrating 
that the added electron can reside on other functional 
groups as well and that only ~62% of eaq-  are actually lo­
calized on a disulfide group. In this regard, the absorption 
envelope of Ti shows a stronger absorption in the 300- 
500-nm region than exhibited by (—SS—)— from the simpler 
disulfides. Again, this could be the result of the environ­
ment of the radical within the molecule. However, electron 
adducts to aromatic, heterocyclic, and peptide systems 
show absorption in that spectral region23"26 and could be 
the contributing factors. It should be noted that under the 
conditions of the experiment, the spectrum of the H atom 
adduct, which could also derive from multiple sites of at­
tack involving aromatic, peptide, and disulfide groups, 
would not contribute significantly to the spectrum of Tj.

The spectrum of T2 is virtually identical with that of Ti

except for its lower apparent absorptivity. The ratio of the 
absorbances of T5 and T2 is ~ 1.6 in the range 310-500 nm. 
Thus, T2 can be identified as arising also from electron ad­
dition to the disulfide linkage but the question of whether 
T2 arises from the decay of Ti or is generated independent­
ly of Ti in the initial eaq~ reaction cannot be resolved. It is 
possible that intramolecular electron transfer from a 
(-SS-)-  radical (or other radical site) to another disulfide 
linkage in the molecule occurs. Such intramolecular pro­
cesses involving electron or hydrogen atom transfer have 
been suggested for other proteins.27 Alternatively, initial 
electron addition occurs at various disulfide sites which 
have different intrinsic lifetimes. We have shown6 that the 
kinetics of the decay of (-SS-)-  are strongly dependent on 
the molecular environment of the radical; the unimolecular 
cleavage of the S-S bond in aliphatic disulfides is in con­
trast to the bimolecular decay of the radical in cyclic lipoic 
acid.

The origin of the absorption spectrum of T3 is less clear. 
T3 may be a radical derived from the decay of T2 or formed 
in the initial electron attack, or may be a radical (or non­
radical) species involved in the change of the structure of 
the enzyme.

The reaction of eaq-  with the other disulfide-containing 
enzymes (pepsin, trypsin, a-chymotrypsin, papain, and ri- 
bonuclease A) in neutral solution generated the same gen­
eral transient spectra as did lysozyme with Xmax 420 nm. 
From the intensity of the 420-nm absorbance in compari­
son with that from the eaq- -cystamine reaction, the appar­
ent percent of eaq~ that generates the (-SS-)-  radical in 
these enzymes was calculated. The values of 27, 56, 40, 19, 
and 12% for pepsin, trypsin, a-chymotrypsin, papain, and 
ribonuclease A, respectively, compare favorably with those 
values obtained by other workers.21-2228 Furthermore, in 
modestly acidic tert-butyl alcohol solution (pH ~  2), where 
H atoms are the predominant reactive species, these other 
enzymes gave a broad absorption with \ max 320 nm not un­
like that shown by lysozyme. The apparent values of ta2o 

'are 2.0 X 103, 2.9 X 103, 1.5 X 103, and 1.5 X 103 M-1 cm" 1 
for trypsin, a-chymotrypsin, papain, and ribonuclease A, 
respectively. Finally, the initial electron adduct to these 
enzymes, designated as T], decayed within a millisecond to 
reveal a secondary absorption (T2) also centered around 
420 nm. In the case of lysozyme Ti/T2 ~  1.6. For other en­
zymes, the ratio is 3.2, 3.6, 3.7, and 4.3 for papain, a-chy- 
motrypsin, trypsin, and pepsin, respectively.

One can see that although the individual enzymes have 
somewhat differing spectral and kinetics characteristics 
with regard to the radiation-generated intermediates, their 
general overall behavior is quite similar, no doubt arising 
from their common disulfide linkage.

Reaction of Lysozyme with C02~ Absorption Spectrum 
and Rate Constants. The reaction of lysozyme with C02- , 
generated in N20-saturated solutions containing HC02- , 
produced the absorption spectrum shown in Figure 3c with 
Xmax 420 nm (apparent £420 3.6 X 103 A4-1 cm-1). Through 
the monitoring of the formation of this absorption band, 
the rate constant for the reaction of C02- with lysozyme 
was evaluated (Figure 4). The values of fe(C02- + lys) show 
many characteristics similar to those of fe(eaq~ + lys); pH 
dependence, ionic strength dependence, and effect of [lyso­
zyme]. Again these effects can be rationalized in terms of 
the charges on the reacting species and the apparent dim­
erization of the enzyme at high ionic strengths. The values 
of k(C02~ + lys) are over two orders of magnitude lower
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Figure 4. Dependence of k(C02-  + lys) on pH; N20-saturated solu­
tions: O, 2 X 10“ 4 A4 lysozyme, 0.1 A4HC02- ; □, 2 X 10 4 A4 lyso­
zyme, 0.02 A4 HC02- ; A, 2 X 10-4 A4 lysozyme, 0.5 A4HC02; • ,  5 
X 10-4 A4 lysozyme, 0.1 44HC02- .

than k (eaq~ + lys), a fact reflecting the lower reducing abil­
ity of C02-  and increased structural barriers toward effi­
cient electron transfer. It is interesting to note that no 
420-nm absorption was observed from the reaction of 
(CHshCOH radicals with lysozyme.

Under the conditions used to determine the transient ab­
sorption spectrum of the product of the reaction of C02-  
with lysozyme, the bimolecular decay of C02-  is kinetically 
competitive. As a result, the spectrum shown in Figure 3c is 
less intense by an amount corresponding to the competitive 
loss of C02-  via the bimolecular process. Taking 2&(C02- 
+ C02- ) = 1.5 X 109 Ai“ 1 sec-1,29 we estimate that ~40% 
of the C02-  radicals are lost in the combination reaction. 
Thus, the apparent ¿420 value for the transient becomes ~6 
X 103 M-1 cm-1. This value compares very well with that 
of the primary absorption (Tj) from the reaction of eaq- . 
The only spectral difference is seen in the 300-350-nm re­
gion where the product of the reaction of C02-  with lyso­
zyme does not absorb as strongly as does Ti. In fact, the 
spectrum in Figure 3c resembles very closely that from the 
electron adduct to simple disulfides.6 Apparently, the reac­
tion with C02-  results in the formation of (-SS-)-  radicals 
to the same extent as the reaction with eaq~, albeit at a 
lower rate and without the added absorption in the ultravi­
olet. C02~ radicals have been considered30 to be more se­
lective in their reaction with lysozyme than are eaq-  so that 
the distribution of radicals among the disulfide linkages or 
other functional groups may be different than that from 
eaq- . However, it appears that the total extent of formation 
of (-SS-)-  is the same from the two reducing agents.

The initially generated transient absorption does show 
some decay in the order of tenths of milliseconds resulting 
in a nearly identical residual absorption. The magnitude of 
the decay is very small owing to the fact that the C02~- ly­
sozyme reaction occurs in the same time range so that for­
mation of the 420-nm absorption and its slight decay are 
almost superimposed. The decay of the secondary absorp­
tion resulted in a solution that showed no absorption in the 
400-nm region.

Kinetics of the Decay of the Intermediates. Initial 
Transient. Ti, generated from the eaq- -lysozyme reaction 
in the presence or absence of tert-butyl alcohol, decayed 
via first-order kinetics with a pH-independent (5-10) rate 
constant of ~ 1  X 104 sec-1. The relatively small absorbance

TABLE I: Second-Order R ate Constants for the 
Reaction of the One-Electron Reduced Lysozyme 
R adical in the Presence of Various Solutes

Solute PH k, AT* sec"1 “

o 2 5.1 2.7 x 108
Indigotetrasulfonate 5.1-7.4 6.5 x 108

8.9 5.5 x 108
9.8 4.5 x 108

11.0 1.9 x 108
h 2p c v 4.9 1.9 x 102
H P O /- 10.0 1.0 x 103
Glycine 6.2 2.2 x 102

11-12 2.6 x 102
/e r/-B u ty l alcohol 4.9 4.5

HC02" 5.0 4.6 x 104
6.0 6.0 x 103
6.4 3.1 x 103
7.0 6.8 x 102
8.0 7.6 x 101

9-12 1.6 x 10*
a Decay of (-SS-) monitored at 420 nm.

changes resulting from the decay of T2 did not permit a 
more precise determination of the value of k. However, it 
could be seen that k was independent of the presence of 
other added solutes such as phosphate, formate, glycine, 
acetate, and NaCl. Above pH 10, the rate of decay of Ti 
was perceptibly slower with k diminishing by about a fac­
tor of 2.

The initial transient decayed rapidly in the presence of 
0 2 yielding a nonabsorbing solution in the 420-nm region. 
In an experiment conducted at pH 5.1 with 5 X 10-4 M ly­
sozyme in an air- ([02] = 2.5 X 10-4 M) or 0 2-saturated 
([02] = 1.3 X 10-3 M) solution, the rate of reaction of eaq-  
with lysozyme (k >  1.4 X 1011 M -1 sec-1) is greater than 
that of eaq-  with 0 2 (k = 1.9 X 1010 M-1 sec-1).11 Virtually 
the full absorption of Ti was generated which then decayed 
completely via pseudo-first-order kinetics with a rate that 
was almost an order of magnitude faster than the natural 
decay of Ti into To. The conclusion is reached that Tj 
reacts with 0 2 with a rate constant of 2.7 X 108 M-1 sec-1 
(Table I). Whether the reaction occurs via electron transfer 
producing 0 2-  or through 0 2 addition to the (-SS-)-  radi­
cal site has not been established.

Ti also reacts with indigotetrasulfonate which has been 
shown to be an effective electron acceptor (E0' = —0.046 V 
at pH 7) reacting rapidly with reducing radicals.31 In our 
experiments, Ar-purged neutral and alkaline solutions of 2 
X 10-s  M indigotetrasulfonate, 5 X 10-4 M  lysozyme, and 1 
M iert-butyl alcohol were subjected to pulse radiolysis. 
Under these conditions, OH radicals are scavenged and all 
eaq-  react with the lysozyme. The extent of the formation 
of the reduced acceptor, as monitored by its absorption 
maximum at 610 nm, from the reaction of indigotetrasulfo­
nate with the reduced enzyme was identical with the for­
mation of the reduced acceptor from the reaction of the dye 
with eaq-  in the absence of the enzyme (all other conditions 
identical). The conclusion is reached that the reaction of 
the reduced lysozyme with the acceptor occurs quantita­
tively and that the standard oxidation potential of the re­
duced lysozyme species is more positive than +0.046 V. 
From the pseudo-first-order formation of the reduced ac­
ceptor, the rate constants for the electron transfer reaction 
as a function of pH have been evaluated (Table I). The de-
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Figure 5. Dependence of the first-order rate constant for the decay 
of T2 on pH; [lysozyme] = 1 X 10-4 M, Ar-purged solutions, A 420 
nm: • , no additional solute; O, 1 X 10-4 M phosphate; □, 1 X 10-2 
M urea; A, 1 X 10-2 M phosphate; A, 0.5 M ferf-butyl alcohol + 1 
X 10-4 M phosphate; ■ , 2 M ierf-butyl alcohol + 1 X 10-4 M phos­
phate.

crease in k as pH is increased can be attributed to the in­
creasingly more negative charge on the reduced lysozyme 
as its component amino acids are deprotonated.

Secondary Absorbance. T2 decayed via first-order kinet­
ics with values of k that depended in a complex way upon 
pH and the presence of phosphate buffer and tert-butyl al­
cohol (Figure 5). In the absence of feri-butyl alcohol and a 
maximum of 1 X 10-4 M phosphate, the decay of T2 was 
extremely slow in acidic and neutral solution (k < 1 sec-1), 
showed a 30-fold increase in k between pH 9 and 11, and 
reached an apparent plateau at pH >11. Urea, which caus­
es unfolding of the enzyme at high concentrations,32 had no 
effect at 1 X 10-2 M on k at pH 5.2 and 10.1.

We had shown6 that the (-SS-)-  radical produced from 
electron addition to aliphatic disulfides undergoes rapid 
protonation (k > 10® M~1 sec-1) causing a sharp increase 
in the rate of S-S bond scission in acidic solution. No such 
effect is seen in lysozyme; in fact, the most stable radical is 
seen at pH 4. Furthermore, it is not known if the mode of 
decay of T2 or any of the intermediates is via S-S bond 
scission, as has been pointed out previously.2 One can only 
speculate that the successive deprotonation of adjacent 
carboxylic acid and histidine moieties enhances the appar­
ent unimolecular decay of T2. The rapid increase in k oc­
curs in the pH range in which amino groups and tyrosine 
deprotonate.

The presence of phosphate accelerates the rate of decay 
of T2 while not changing its absorption spectrum. A plot of 
k as a function of pH for solutions containing 1 X 10-2 M 
phosphate (Figure 5) exhibits a “titration curve” with a 
midpoint at pH 6.2. The plateau of points at pH >7 ap­
pears to lead to the plateau at pH >11. Inasmuch as the 
value of £ is a linear function of [phosphate] at constant 
pH (Figure 6), the apparent second-order rate constants 
fe(H2P04-  + T2) = 1.9 X 102 M-1 sec-1 at pH 4.9 and 
¿(HPO42- + T2) = 1.0 X  103 M-1 sec-1 at pH 10.0 (Table 
I) can be calculated. The “titration curve” in Figure 5 can 
be explained in terms of these values and the pKa of

Figure 6. Dependence ot the first-order rate constant for the decay 
of T2 on [phosphate]; [lysozyme] = 1 X 10-4 M, Ar-purged solu­
tions, A 420 nm; O, pH 4.9; A, pH 10.0. Each point is the average of 
two to three runs at different doses.

H2P04 (7.2). Thus, at pH 6.2, where [H2P04- ] =
10[HPO42-], rate(H2P 04- + T2) * rate(HP042- + T2).

The mechanism of the decay of T2 in the presence of 
phosphate could involve a direct bimolecular reaction be­
tween T2 and phosphate or, alternatively, a slow rate-de­
termining association of phosphate with T2 causing confor­
mational changes that result in a very rapid unimolecular 
loss (say via S-S bond scission) of the (-SS-)-  radical. 
Electron transfer from T2 and proton transfer from phos­
phate can probably be ruled out. On electrostatic grounds, 
HP042- should be more difficult to reduce than H2P 04~ 
and thus would not be expected to exhibit a higher scav­
enging rate constant. Similarly, the rate constant of proton 
transfer is generally a function of the acidity of the donor.33 
It is interesting to speculate that even such relatively low 
concentrations of phosphate could cause structural defor­
mation in the protein radical to enhance the decay of the 
electron adduct.

The presence of >0.5 M ierf-butyl alcohol had an effect 
on the rate of decay of T2 (Figure 5) which gave rise to a 
linear dependence of k on [ferf-butyl alcohol] (Figure 7b). 
It can be seen from Figure 5 that the pseudo-first-order 
rate constant decreases with increasing pH up to pH 7 and 
the effect of the presence of the alcohol diminishes further 
in more basic solution. We recognize that the effect could 
be due to impurities in the alcohol which lead to the appar­
ent value of fz(terf-butyl alcohol + T2) = 4.5 M~l sec-1 at 
pH 4.9. On the other hand, the effect of the alcohol on the 
conformation of the protein radical must be considered; 
such protein-solvent interactions in native lysozyme are 
known.34

The presence of glycine also had an effect on the decay of 
T2. Figure 7a shows that both the zwitterion and the fully 
protonated forms of the amino acid enhance the decay of 
T2 to approximately the same extent (Table I). The depen­
dence of the pseudo-first-order rate constant for the decay 
of T2 on pH in the presence of 0.1 and 0.01 M glycine is 
shown in Figures 8a and 8b, respectively. The break in the 
curve in both cases occurs around pH 9 which corresponds 
very closely to the pKa for the deprotonation of the -NH3+ 
group of glycine. On the other hand, 0.01 M  NaCl also 
shows a pH dependence of the rate constant for the decay 
of T2 (Figure 8b) although 0.1 M NaCl produces a totally 
different behavior (Figure 8a). Coordination of the solute 
to the enzyme radical through ion-pair interactions or 
modification of the enzyme radical conformation through
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[G lyc in e ] , M

[ t e r t  -  Butyl A l c o h o l ] ,  M

Figure 7. Dependence of the first-order rate constant for the decay 
of T2 on (a) [glycine] and (b) [fert-butyl alcohol]: [lysozyme] = 1 X 
10-4 M, Ar-purged solutions, X 420 nm.

Figure 8. Dependence of the first-order rate constant for the decay 
of T2 on pH in the presence of glycine and NaCI; [lysozyme] = 1 X 
10-4 M, [phosphate] = 1 X 10~4 M, Ar-purged solutions, X 420 
nm: (a) O, 0.1 M NaCI; «,0.1 M glycine; (b) O, 0.01 M NaCI; • , 
0.01 M glycine.

direct interaction or through solvent structural transforma­
tion remain possibilities to explain these effects.

The presence of HC02_ had a very strong effect on the 
decay of the intermediate (Figure 9). In mildly acidic and 
neutral solution, a plot of log k vs. pH was linear with a

Figure 9. Dependence of the first-order rate constant for the decay 
of T2 on pH in the presence of HC02~; N20-saturated unless other­
wise noted, X 420 nm: O, 1 X 10-4 M lysozyme, 0.1 M HC02~; • , 
2 X 10-4 M lysozyne, 0.1 A4HC02_; A, 2 X 10-4 M lysozyme, 0.5 
M HCC-2~; □, 5 X 1CT4 M lysozyme, 0.5 M HC02_; V, 1 X 10~4 M 
lysozyme, 0.5 M HC02- ; A, 2 X 10~4 M lysozyme, 0.02 M HC02~; 
I ,  1 X 10-4 M lysozyme, 0.02 /WHC02_; V, 1 X 10-4 M lysozyme, 
0.02 M HC02_, 1 M fert-butyl alcohol, Ar purged. Insert shows the 
dependence of k on [HC02_] at pH 6.4.

family of lines generated as a function of [HC02~]. It 
should be noted that this particular behavior was not re­
stricted to the intermediate arising from the reaction of 
C02~ with lysozyme. In the presence of 0.02 M  HC02-  and 
1 M tert-butyl alcohol, the reactive reducing radical in Ar- 
purged solution is mainly eaq_, yet the value of k correlated 
well with systems in which C02~ was generated in 0.02 M 
HC02" solutions that were N20 saturated. The effect must 
therefore be specific for the interaction of reduced lyso­
zyme with HC02_. The value of the observed rate constant 
is clearly a function of both [H+] and [HC02“] and 
fc(HC02- + T2) values are given in Table I at fixed solution 
acidity. The tabulated values of k are nearly linearly de­
pendent on [H+] indicating that the decay step most prob­
ably involves protonation. From plots of the observed rate 
constants as a function of [H+] at constant [HC02~], we 
obtain a value of 1 X 109 M-1 sec-1 for the apparent specif­
ic rate of protonation which is quite independent of 
[HC02_], These results provide a good indication that 
HC02_ associates with the reduced lysozyme possibly caus­
ing conformational changes which enhance the rate of S-S 
bond scission. They also clearly indicate that the effect of 
added solute is very specific.

C onclusions
The reaction of eaq~ with lysozyme occurs at a diffusion- 

controlled rate with a value of k that is dependent upon pH 
in a way that reflects the continuous deprotonation of acid­
ic groups on the molecule as the pH is increased. The de­
pendence of fc(eaq- + lys) on ionic strength suggests that 
the interaction of eaq~ with the enzyme over the large mo­
lecular diameters involved may be a matter of the overall 
charges of the reacting species rather than perturbations 
due to the high surface charge on the macromolecule. The 
reaction of C02_ with lysozyme seems to follow the same 
general rules. The reduced enzyme has the free-radical site 
mainly localized on the disulfide linkages although other
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sites in the molecule also appear to be involved. Intramo­
lecular electron transfer may be an important mechanistic 
pathway. The decay kinetics of the transients observed, al­
though mainly first order, are dependent in a complex way 
on the solution environment. Even the presence of modest 
concentrations of solutes (phosphate buffer, formate, NaCl, 
for example) has a marked effect on the observed value of 
k . Future investigators of the decay kinetics of radicals de­
rived from the one-electron reduction and oxidation of 
macromolecules are cautioned to control the nature of the 
reaction medium and recognize the range of possible inter­
actions between the radical and its environment.
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Solvent and Temperature Effects on thè Fluorescence 
of a li- tra n s -1,6-DiphenyI-1,3,5-hexatriene

E. D. Cehelnik, R. B. Cundall,* J. R. Lockwood, and T. F. Palmer

Department o f Chemistry, The University, Nottingham NG7 2RD, England (Received December 26, 1974)

Fluorescence yields and lifetimes of a/l-frarcs-l,6-diphenyl-l,3,5-hexatriene have been measured over a 
range of temperatures in a number of different solvents. Fluorescence lifetimes increase with decrease of 
solvent polarity and above room temperature do not change markedly. Fluorescence efficiencies are high in 
nonpolar solvents and tend to unity at low temperatures. This behavior is explained by a mechanism which 
requires the lifetimes to be associated with configuration changes of the excited state, which are solvent de­
pendent. In the polar solvents, ethanol and acetonitrile, there is evidence for a temperature-dependent sol- 
vent-induced radiationless transition which competes with fluorescence.

Introduction
The influence of solvent environment on the molecular 

configuration of excited states and the consequent effect on 
the various primary processes is an important aspect of 
photochemistry which requires detailed study. Most of the 
published work has been concerned with the fluorescence 
properties of planar chromophores in which there is an ap­
proximate mirror image relationship between the fluores­
cence spectrum and the first absorption band. Under these 
conditions the value of q/r, where q and r are the fluores­
cence efficiency and measured decay time, provides a 
quantitative measure of the probability of emission from

the first excited singlet state. The radiative probability can, 
when the essential planarity of the chromophore is un­
changed on excitation, compare closely with theoretical 
values calculated from the expressions due to Forster,1 
Strickler and Berg,2 or Birks and Dyson,3 which purport to 
relate the emission and absorption properties. Fluorescence 
yields and decay times usually decrease with increasing 
temperature due to enhancement of the probability for in­
ternal conversion and intersystem crossing to the triplet 
manifold. A combination of the appropriate quantum 
yields with the measured decay times allows the effect of 
both temperature and solvent on the different primary pro­
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cesses to be examined. A more complex situation arises 
when there is a change in configuration between the lower 
vibrational levels of the ground and excited states. Changes 
in molecular geometry may become rate determining and 
the relative effects of fluorescence, intersystem crossing, 
and internal conversion processes can be affected. Berl- 
man4 has formulated a number of principles which give 
some indications of the expected correlations between the 
absorption and fluorescence properties for differing nuclear 
configurations. Differences in molecular geometry between 
electronic states can be as significant as other photophysi­
cal processes such as fluorescence, intersystem crossing, 
and internal conversion, for influencing the photochemical 
properties of some molecules.

The ring-polyene systems, which include as an example 
the well-known scintillator l,6-diphenyl-l,3,5-hexatriene,5 
are instances of ir bonded molecules in which photochemi­
cal excitation is expected to be followed by a rapid and 
marked change in configuration due to twisting around the 
carbon-carbon bonds of the polyene chain.6 This is mani­
fested by both the luminescence properties7*10 and the geo­
metrical isomerization effects of the type extensively stud­
ied in the case of stilbene derivatives.11-12 Berlman4 has 
suggested that the fluorescence properties of DPH are 
anomalous due to twisting of the excited state, but a de­
tailed examination of temperature and solvent effects is 
necessary for the understanding of environmental influ­
ences on the change of shape which follows excitation and 
the consequent effects on radiative and nonradiative pro­
cesses. This has been attempted in our investigation.

E xperim ental Section
Materials. all-trans-1,6-Diphenyl-l, 3,5-hexatriene

(DPH, Koch-Light scintillation grade) was found to be 
pure, as previously reported.13 Methylcyclohexane (Koch- 
Light puriss), heptane (BDH), and 3-methylpentane 
(Koch-Light) were purified using the methods described by 
Cundall and Pereira.14 Benzene (Merck Spectrograde) was 
treated with concentrated sulfuric acid and washed with 
sodium carbonate solution. The sample was washed with 
distilled water, dried with magnesium sulfate, and subject­
ed to fractional distillation, only the middle fraction being 
retained. Hexane (Hopkins and Williams Spectrosol) was 
used without further purification. Ethyl iodide (Koch- 
Light puriss) was distilled under vacuum. Perfluoro-n-hex- 
ane (Fluorochem) was treated with nitrating acid, washed 
with alkali and water, and dried over phosphorus pentox- 
ide. The middle fraction from a vacuum distillation was re­
tained. Acetonitrile (Koch-Light puriss) was purified as re­
ported by Coetzee et al.ls Ethanol (BDH Spectrograde) 
was fractionated from sodium hydroxide pellets in a con­
tinuous stream of nitrogen. 1,4-Dioxane (BDH Spectro­
grade) was distilled under vacuum. Solvent purity was 
checked in all cases by absorption and fluorescence spec­
troscopy under conditions of high sensitivity.

Techniques. In both the steady state and pulse excita­
tion experiments on solutions at room temperature and 
above, the samples were contained in 1-cm square cross- 
section Speetrosil cuvettes. The cells were fitted with 
grease free taps and the solutions were purged with nitro­
gen and sealed before use. All solutions were freshly pre­
pared before each experiment in 10-ml graduated flasks 
and diluted zo the required concentrations («10-5 M ). For 
the low temperature studies the solutions were sealed

under vacuum after repeated freeze-pump-thaw cycles in
1- cm diameter cylindrical ampoules.

Fluorescence decay measurements were made by using 
the single photon counting technique.16 A detailed descrip­
tion of the apparatus is to be presented elsewhere.17 A 
gated (20 kHz) nanosecond flash lamp filled with 350 Torr 
of hydrogen provided an instrumental response function of
1.7 nsec (full-width at half-maximum). Emission was 
viewed at 90° to the direction of excitation and in most 
cases the fluorescence was isolated with a Wratten 47B fil­
ter. For the experiments in which the decay time was mea­
sured as a function of emission’wavelength a Bausch and 
Lomb high intensity monochromator with a 10-nm band 
pass was used in place of the Wratten filter. A grating mo­
nochromator (Rank Precision D330) was used to isolate a
2- nm bandpass for excitation, which was usually at 360 nm. 
Lifetimes greater than 10 nsec were analyzed by plotting on 
a semilogarithmic scale. A straight line computer analysis 
was used to give the best least-squares fit assuming a single 
exponential decay function. Lifetimes shorter than 10 nsec 
required the use of an iterative computation procedure to 
extract the lifetime.

Fluorescence spectra and quantum yields were measured 
using an improved version of a fully corrected spectrofluo- 
rimeter originally described by Cundall and Evans.18 Ab­
sorption spectra were determined with a Pye-Unicam 
SP1800 spectrophotometer. Temperature control was 
achieved with an electrically heated aluminum block above 
room temperature and with an Oxford Instruments CF 103 
cryostat (liquid N2 flow) for experiments below room tem­
perature. Quantum yields at room temperature were deter­
mined relative to a convenient standard by comparison of 
the integrated emission spectra. Measured emission inten­
sities were multiplied by the square of the refractive index 
of the solvent in the wavelength region of the fluorescence 
emission before the comparison, as suggested by Parker.19 
The low concentrations of solute used made corrections for 
self absorption of fluorescence unnecessary. Quantum 
yields for a particular sample at different temperatures 
were determined relative to the room temperature yield. 
The true quantum yield </>f ( T )  at a temperature T is given 
by

<MT) g * . V ( 4 , ' F!>- i 1 i t

D(T)n02 f F0(v) du

where <f>f° is the room temperature quantum yield at 25°. 
F{v,T) is the corrected fluorescence spectrum in relative 
quanta per unit wavelength at temperature T and F0(v) is 
that for the spectrum at 25°. D(T) is the optical density at 
temperature T  and D0 the ambient value. n2(T) is the 
square of the refractive index at T and n02 the correspond­
ing value at 25°. Variations in the refractive index with 
temperature were calculated as suggested by Mantulin and 
Huber20 from values of solvent density and refractive index 
given in International Critical Tables.

R esults

Figure 1 shows the absorption spectra of the lowest ener­
gy transitions of all-trans-DPH in several solvents at 26°. 
The spectra are similar in general shape and consist of a se­
ries of overlapping bands giving rise to a region of continu­
ous absorption between approximately 300 and 400 nm. A 
solvent shift is apparent in the wavelength maxima of the
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Figure 1. Absorption spectra of DPH in (a) benzene, (b) 1,4-dioxane, 
(c) methylcyclohexane, (d) 3-methylpentane, (e) acetonitrile, and (f) 
perfluoro-n-hexane.

various bands. In most solvents at room temperature the 
shift is small, for example, the wavelength of the maxima of 
the most intense band lies at 354 ± 2 nm for the solvents 
methylcyclohexane, 3-methylpentane, acetonitrile, hexane, 
and heptane. In dioxane and benzene there are slightly 
larger shifts to the red with the maximum of the same band 
being at 358 and 361 nm, respectively. In perfluoro-n-hex­
ane solutions the spectrum is shifted considerably to high 
frequency, the maximum of the most intense band occur­
ring at 341 nm. The typical effect of temperature on the 
absorption spectra in different solvents is exemplified by 
the results for methylcyclohexane shown in Figure 2.

Fully compensated fluorescence excitation spectra of op­
tically dilute (OD » 0.1) solutions of DPH in 3-methylpen­
tane, acetonitrile, and perfluoro-n-hexane at room temper­
ature (Figure 3) are virtually identical in shape with the 
corresponding absorption spectra, the band maxima being 
located in the same position for each solvent. The results 
show that as the temperature is lowered each band in both 
the absorption and excitation spectra increases in peak in­
tensity and the band maxima shift to lower frequencies. 
The relative intensities of the different maxima in the 
spectrum change in some, but not all, solvents.

Fluorescence spectra do not show a close mirror image 
relationship to absorption or excitation spectra. The fluo­
rescence spectra are broad but show some structure and 
consist of a series of overlapping bands giving rise to an 
emission extending from just below 400 nm to slightly be­
yond 600 nm. The relative intensities of the bands vary 
with solvent but a distinct solvent shift is not apparent. 
Figure 4 compares the fluorescence spectrum of DPH in 
methylcyclohexane with the spectra in a number of other 
solvents. The fluorescence spectra, although similar, can­
not be superimposed. The differences in the spectra appear

Figure 2. Effect of temperature on the absorption spectrum of DPH 
in methylcyclohexane.

Figure 3. Excitation spectra of DPH in (a) perfluoro-n-hexane, (b) ac­
etonitrile, and (c) methylcyclohexane, at 25° (emission wavelength 
420 nm).

to be due to small changes in the relative intensities of the 
bands rather than being due to solvent shift effects.

At 77 K the excitation spectrum of DPH in 3-methylpen­
tane glass (Figure 5) shows enhanced resolution and more 
structure is apparent. The maxima of the bands are shifted 
to lower frequencies and the relative intensities changed 
compared to the room temperature results. Fluorescence 
spectra of DPH in 3-methylpentane glass at 77 K (Figure 
5) also show enhanced resolution compared to room tem­
perature but no changes in the wavelengths of the band 
maxima can be observed.

Fluorescence yields in all solvents were measured by 
comparison with the emission spectra of DPH in methylcy­
clohexane at 25° using optical densities <0.1. The value of 
0.65 for the quantum yield, </>f , for DPH in methylcyclo­
hexane at 25° was measured relative to a value of 0.83 for 
9,10-diphenylanthracene in cyclohexane.21’22 Quantum 
yields were found to be independent of excitation wave­
length in all solvents at any particular temperature. Only in 
ethanol was evidence found for appreciable photochemical 
reaction within the time of measurement of the fluores­
cence quantum yields. Quantum yield measurements in
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600 5ÓO Wavelength j  nm 400

Figure 4. Comparison of the fluorescence spectrum of DPH in meth- 
ylcyclohexane (solid line) with fluorescence spectra of DPH In (a) 
perfluoro-n-hexane, (b) acetonitrile, and (c) benzene.

Figure 5. Effect of temperature on the excitation and emission spec­
tra of DPH In 3-methylpentane.

ethanol were therefore obtained using fresh solutions for 
each measurement and the minimum exposure time.

Table 1 shows the effect of temperature on the quantum 
yield and decay time for DPH in various solvents. The 
yields decrease with increasing temperature in all solvents, 
most markedly so in the polar solvents ethanol and aceto­
nitrile. The fluorescence yields of DPH in nonpolar sol­
vents are high and decrease slowly with increasing temper­
ature. At low temperatures the values of increase toward 
unity in the three solvents studied and achieve, within the 
limits of experimental error, this value in 3-methylpentane.

values are high in polar solvents also at low tempera­
tures.

.The fluorescence decay times vary with solvent. Except 
Tor ethanol and acetonitrile the decay time is constant for a 
given solvent at all temperatures above ambient. Unlike 
the other solvents investigated the fluorescence decay 
times in acetonitrile and ethanol decrease with increasing 
temperature in a manner similar to the effect on <j>f in 
these solvents. Below approximately —30° the decay times 
for DPH in 3-methylpentane and methylcyclohexane de­
crease and become nonexponential at temperatures below 
—110°. In acetonitrile the fluorescence decay kinetics show 
evidence of nonexponential behavior below about 0°. The 
very low low light levels used in the single photon counting 
method caused negligible photochemical reaction, even in 
the ethanol solutions.

The fluorescence decay time of DPH in methylcyclohex­
ane is independent of excitation wavelength above ambient 
temperature and does not depend upon the emission wave­
length between 395 and 550 nm.

D iscussion

Mechanism. The extinction coefficient for solutions of 
DPH in all the solvents studied is large (emax ^  8 X 104 M~1 
cm"1) over practically all the wavelength range in which 
light absorption occurs and excitation results from various 
allowed tt- tt* transitions.23 The long fluorescent lifetimes 
which depend upon solvent are not consistent with the 
emission arising from straight forward reversal of the ab­
sorption process following vibrational deactivation. The 
bathochromic shift observed in the position of the absorp­
tion spectrum in solvents of increasing polarizability is sim­
ilar to that noted for stilbene and derivatives11 and is satis­
factorily explained by an increase in molecular polarizabil­
ity when the solute molecule is excited.24 Absorption of 
light by a molecule of DPH

A + h v  —*■ 'A' (1)

results in an excited state possessing vibrational energy to 
an extent which depends upon excitation wavelength and 
which will, initially, have surrounding solvent molecules in 
a configuration appropriate to the ground state. Equilibra­
tion of vibrational energy occurs rapidly compared with the 
probability of emission and the independence of the fluo­
rescence on exciting wavelength, over the experimentally 
studied range, shows that internal conversion of higher ex­
cited states and vibrational deactivation are very efficient. 
The large separation between the absorption and fluores­
cence bands together with the lack of mirror image symme­
try and the anomalously long decay times are understand­
able if there are significant differences in configuration be­
tween the ground and fluorescent states.4 The possibility of 
the absorption involving several overlapping transitions 
could also explain these effects.25 Some comments on this
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TABLE I: Fluorescence Yield and Lifetim e D ata  for a ii-tran s-l,6 -D iph en yl-l,3 ,5 -hexatrien e in  
Various Solvents a t D ifferent Tem peratures

F luo rescence
y ields

F luorescence
life tim es

F luorescence
yields

F luorescence
life tim es

Aex> A-ex, Tf , Aex, "̂f>
Solvent nm J~3 C n P F nm T, °C nsec Solvent nm T, “3 Py nm T, °C nsec

P e rflu o ro -n - 360 -103 0.923 360 0 13.4
hexane 360 -123 0.939 360 -32 12.4

360 63 0.48 360 60 32' 360 -43 11.8
360 49 0.49 360 46 32 360 -51 11.5
360 40 0.50 360 36 31 360 -75 11.0
360 32 0.51 360 25 32 . 360 -93 10.6
360 25 0.52 360 0 32 360 -114 ne

3-M ethyl- Benzene
pentane 360 80 0.48 360 80 6.1

360 62 0.55 360 60 15.5 360 72 0.52 360 65 6.1
360 49 0.56 360 48 15.4 360 64 0.57 360 53 6.0

, 360 43 0.58 360 38 15.4 360 57 0.60 360 40 6.1
360 34 0.60 360 30 15.5 360 51 0.64 360 28 6.0

' 360 22 0.62 360 20 15.4 360 43 0.65 360 21 6.1
' 360 0 0.73 360 0 15.4 360 27 0.71
: 360 -33 0.88 360 -32 14.3 1,4-Dioxane

360 -63 0.96 360 -63 13.8 360 99 0.24 360 98 7.8
360 -88 0.99 360 -103 13.0 360 86 0.34 360 77 7.8
360 -113 1.01 360 -123 12.1 360 75 0.43 360 60 7.7
360 -153 1.05 360 -148 nea 360 60 0.54 360 46 7.8
360 -163 1.01 360 -168 ne 360 48 0.58 360 31 7.8
360 -183 1.00 360 -183 ne 360 37 0.63 360 25 7.8
360 -196 1.00 360 -196 ne 360 25 0.64

«-Hexane Ethanol
360 68 0.56 360 66 15.7 360 74 0.07 360 75 2.1
360 60 0.60 360 50 15.7 360 26 0.24 360 73 2.2
360 46 0.61 360 42 15.8 360 62 2.8
360 37 0.62 360 33 15.6 360 53 3.4
360 25 0.64 360 25 15.7 360 40 4.2

«-Heptane 360 32 5.0
360 104 0.41 360 98 15.6 360 25 5.6
360 82 0.50 360 85 15.7 300 25 5.6
360 69 0.56 360 74 15.6 250 25 5.6
360 58 0.53 360 46 15.5 360 22 5.7
360 43 0.61 360 32 15.6 360 19 6.3
360 35 0.62 360 22 15.5 A cetonitrile
360 23 0.64 360 77 0.049 360 77 1.5

M ethylcyclo- 360 65 0.063 360 65 1.9
hexane 360 55 0.078 360 47 2.6

360 101 0.44 360 92 13.4 360 43 0.099 360 36 3.2
360 86 0.51 300 92 13.5 360 32 0.125 360 22 4.1
360 70 0.55 250 92 13.4 360 23 0.15 360 9 4.6
360 54 0.59 360 81 13.6 360 9 0.23 360 0 5.2-
360 44 0.63 360 71 13.3 360 0 0.28
360 27 0.65 360 65 13.5 360 -13 0.39
372 25 0.65 360 52 13.4 360 -23 0.53
352 25 0.65 360 40 13.5 360 -33 0.62
338 25 0.65 360 25 13.5 360 -43 0.75
360 0 0.730 300 25 13.4 Ethyl iodide
360 -24 0.741 250 25 13.5 360 25 0.037 360 25 0.7
360 ^ 3 0.790 360 25 13,3b Carbon te tr a -
360 -63 0.871 360 25 13.5e chloride
360 -81 0.885 360 25 13.5s 360 25 0.8

“ ne = nonexponential decay curve. b Aemission 420 nm. ' ■V-mission 550 nm. dK m ission 375 nm. e Slightly nonexponential
decay curve.
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possibility will be made later. The initially formed Franck- 
Condon state (or states) designated by 1A' undergoes sol­
vent rearrangement and a conformational change to form 
another state *A"

‘A' —-  ’A" (2)
A similar conformational change involving intramolecular 
twisting gives rise to cis-trans interconversions in DPH26 
and other stilbene derivatives.27

In nonpolar solvents the fluorescence yields are high and 
yet the fluorescence decay times vary with solvent; in par­
ticular there is a fivefold increase in rF in going from ben­
zene to perfluoro-n-hexane. The data are consistent nei­
ther with efficient emission nor with an effective nonradia- 
tive intersystem crossing process involving the ’A" state:

1 A" —*- A + hvY' (3)
’A" —*- A, 3Aor other product (4)

The variation in fluorescence decay times in different 
solvents is consistent with specific solvent-induced pertur­
bations which lead to configurations of the excited ther- 
malized state, or another excited state, 1A"' from which 
emission occurs

’A” —>- 'A '" (5)
The fluorescence yields require that emission occurs 

from the ’A'" state with high efficiency.

‘A” ' —<- A + hvY (6)
The small decrease in fluorescence yields of DPH in nonpo­
lar solvents with increasing temperature can be accounted 
for by a temperature dependent internal conversion or in­
tersystem crossing process

’A"' —*- A. 3A or other product (7)
The similarity of the emission spectrum for DPH in the 
more polar solvents such as acetonitrile and ethanol, to 
that in nonpolar solvents, shows that emission arises from 
the same state W " under all conditions. The strong tem­
perature dependence of the fluorescence yields and decay- 
times means that in polar solvents the efficiency of non- 
radiative processes from 1A" and/or 1AW states is in­
creased.

The fluorescence behavior of DPH has previously been 
explained by a mechanism which involved exciplex forma­
tion28 although no systematic variation of experimental 
conditions has been made to verify this. In all solvents used 
in this work the emission spectrum is virtually independent 
of temperature and only one emitting state of DPH is ap­
parent. The lack of any dependence of the position of the 
emission spectrum on solvent is inconsistent with emission 
from an exciplex formed by an interaction of excited DPH 
with a solvent molecule. Although the formation of a non- 
fluorescent solvent exciplex is possible such a mechanism 
seems very unlikely since the experimental data would re­
quire that exciplex formation be most favored in the non­
polar media. Kinetic analysis alone does not exclude a sol- 
vent-DPH complex mechanism if the exciplex is formed 
during the subnanosecond period of vibrational relaxation 
and solvent reorganization. Formation of a nonfluorescent 
exciplex cannot explain the large Stokes shift and lack of 
mirror image symmetry between the absorption and fluo­
rescence spectra.

Kinetic Analysis. A steady state treatment based on the 
above mechanism for the fluorescence yield <j>f gives

if it is assumed that only the 1A'" state can fluoresce. Since 
relaxation of the initially formed state 'A' is fast the con­
centration of the fluorescent state as a function of time 
after the pulse is given by
[’A'"] = X  exp[-(fe4 + k5)l] -  X  exp[-(/?B + fe7)/](ii) 

where
X = ________ *5_________

(fc4 + k5) -  (ke + fe7)
The fluorescence decay times in methylcyclohexane and

3-methylpentane are strictly exponential over three dec­
ades of fluorescence decay down to —100° and in the other 
nonpolar solvents over the more limited temperature range 
studied. Thus, either processes 4 and 5, or 6 and 7, are rate 
determining. At room temperature and above the fluores­
cence decay in nonpolar solvents is governed by a single 
temperature independent process which is also indepen­
dent of exciting and emission wavelength. Since in methyl­
cyclohexane and 3-methylpentane (j>f approaches unity at 
the lowest temperatures k4 < fe5 and fe7 < kg under these 
conditions. A temperature-dependent increase in the im­
portance of process 4 relative to process 5, or alternatively 
process 7 relative to process 6, is inconsistent with the ex­
perimental facts that the fluorescence decay in nonpolar 
solvents is constant above and decreases below room tem­
perature. Thus either process 5 or 6 must be rate determin­
ing.

The possibility that process 5 is fast (i.e., kg > kg) re­
quires the emission process 6 to be strongly solvent depen­
dent, and process 4 the major temperature dependent non- 
radiative step. The data show that it is more satisfactory to 
assume kg > kg and values of rF are equal to krXi under 
most conditions. Hence kg > k4 at all temperatures and

0F = *g/(* b + £7) (iii)
The decrease in the fluorescence decay times of DPH in 

3-methylpentane and methylcyclohexane at temperatures 
below 0° is similar to the behavior which has been observed 
for the effect of temperature on the radiative lifetimes of
5-dimethylaminonaphthalene-l-sulphonamide29 and some 
aminophthalimides.30 At reduced temperatures solvent 
movement around the excited molecule is slowed, the state 
1A" may be closer to that of the 'A'" state and kg (or tf_1) 
is increased. Above 0° the low viscosity of nonpolar sol­
vents allows the configurational differences between the 
'A" and 1A/" states to be maximized and kg is the recipro­
cal of the temperature independent decay time. The extent 
of the differences between the 1A" and ‘A"' states are gov­
erned by the properties of the individual nonpolar solvents 
and are reflected by the absolute values of the temperature 
independent decay times.

The observed deviation of the fluorescence decay kinet­
ics from strict exponential behavior in nonpolar solvents at 
very low temperatures (<—100°) could be due to several 
different effects. A decrease in the rate of the solvent relax­
ation of the Franck-Condon state (process 2) at low tem­
perature and a simultaneous increase in the rate of the con­
figurational reorientation of the ’A"' state (process 5) 
would lead to nonexponential decay of fluorescence when 
the rates become comparable. Polarization effects as pre­
dicted theoretically by Shinitsky31 can result in nonexpo­
nential decay times. It has been shown that DPH does ex-
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TABLE II: Arrhenius P aram eters for the N onradiative  
Process (£ 7 ) O ccurring from the 1 A"' S tate

E, k J
A, s e c '1 m ol’1

(a) Nonpolar so lven ts
M ethylcyclohexane 6.6 X 1 0 3 7.1
3 -M ethylpentane 7.6 X 1 0 10 13.4

(b) P o la r  so lven ts
A ceton itrile 2.3 X 1 0 1 3 22
Ethanol 6.2 X 1013 26.0

TABLE III: Arrhenius Param eters for the  
Fluorescence D ecay (ks) of D PH  in  Polar Solvents

E, kJ
A, sec’1 mol’1

(a) Nonpolar solvents
P erfluo ro -» -hexane 3.1 X 107 0
3 -M ethy lpentane 6.5 X 1 0 7 0
»-Hexane 6.4 X 1 0 7 0
»-Heptane 6.4 X 1 0 7 ‘ 0
M ethylcyclopropane 7.4 X 1 0 7 0
Benzene 1.6 X 1 0 8 0
/>-Dioxane 1.3 X 1 0 8 0

(b) P o lar solvents
A cetonitrile 1.0 X 1 0 1 1 15.1
Ethanol 1.4 X 1011 16.7

hibit a time-dependent nonzero degree of emission aniso­
tropy in its fluorescence decay in viscous solvents32 when 
polarizers are placed in the excitation and emission beams. 
Cehelnik, Mielenz, and Velopoldi33 have recently measured 
polarization effects on fluorescence in the steady state 
mode using a goniospectrofluorimeter and found them to 
be quite large. Since polarizers were not used in the present 
study the magnitude of polarization effects on the fluores­
cence decay times at very low temperatures remains uncer­
tain. Furthermore the solubility of DPH in some nonpolar 
solvents is poor and the possibility of material coming out 
of solution, leading at the lowest temperatures to a two 
phase fluorescence, cannot be ruled out.

In accord with eq iii plots of log (0p_1 — 1), which is 
equal to log k7/k6, against 1 /T for DPH in methylcyclohex- 
ane and 3-methylpentane (Figure 6) are essentially linear 
over the whole temperature range of the experiments. An 
excited state of DPH which has the high radiative proba­
bility required by the kinetic scheme will have a molecular 
fluorescence lifetime comparable with that calculated by 
the Strickler-Berg or similar relationship.2 The Arrhenius 
parameters presented in Table Ha for the nonradiative 
process 7 involving the lA'" state were calculated assuming 
Berlman’s value2 of 1.56 nsec for the radiative lifetime, 
(feeX1, of DPH in cyclohexane and applying the refractive 
index (n2) correction.

A mechanism consistent with the measurements, kinetic 
analysis, and linearity of the Arrhenius plots which ex­
plains the pronounced temperature dependence of the fluo­
rescence yields and decay times for DPH in ethanol and ac­
etonitrile requires both processes 5 and 7 to be temperature 
dependent and enhanced by the increased solvent polarity. 
The plot of log ($f-1 — 1) against 1/T for the fluorescence 
of DPH in acetonitrile (Figure 6) is linear over the entire

Figure 6. Plot of log (<j>f  1 — 1) against 1/7 for DPH in (a) 3-methyl­
pentane, (b) methylcyclohexane, (c) acetonitrile, and (d) ethanol.

Figure 7. Plot of log (rF~1) against 1/7for DPH in (a) acetonitrile and 
(b) ethanol (the data point marked by an arrow refers to a fluores­
cence decay curve which was slightly nonexponential).

temperature range (—43 to 77°) studied even though <j>-p has 
changed by a factor of 15. It is unlikely that this plot would 
remain linear if both processes 4 and 7 were temperature 
dependent. Arrhenius parameters for k- were calculated as 
for the nonpolar solvents (Table lib) using equation iii. 
The measurements are consistent with the postulate that 
the fluorescence yields in both polar and nonpolar solvents 
depend only upon the relative magnitudes of the radiative 
and nonradiative processes from the lA"' state.

Plots of log Tp— 1 vs. 1/T for DPH in acetonitrile and eth­
anol (Figure 7) are linear from 0° up to temperatures ap­
proaching the boiling points of the solvents. The data 
(Table III) show that the radiative and nonradiative decay 
processes of the 'A'" state are faster than the solvent af­
fected process 5 which determines the fluorescence decay
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characteristics in all types of solvent. The deviation of the 
fluorescence decay from strictly exponential behavior in ac­
etonitrile below 0° could be due to process 5 occurring be­
fore there is complete solvent relaxation of the initially 
formed state.

The effects of the various solvents on the changes in mo­
lecular configuration in processes 2 and 5 are complex. In 
the nonpolar solvents there is an increase in the values of

with decrease of temperature which is similar to the ef­
fect of solvent temperature on the fluorescence of cis-stil- 
bene.12'34 This may be associated with the tendency of a 
solvent to minimize the volume of the solute molecule, 
since for DPH the planar molecule occupies the minimum 
volume and the probability of emission is greatest for this 
configuration. In the polar solvents other influences must 
be significant. One possibility is that changes in configura­
tion in process 2 are reduced in the more structured polar 
solvents.

Assignment of the Excited States. There is uncertainty 
about the identification of the lower excited states of poly­
enes. It has been generally assumed that the lowest excited 
singlet states of polyenes have 'B„ symmetry but a recent 
observation of a weak transition in 1,8-diphenyloctate- 
traene has been assigned to a forbidden 1Ag-*- xAg transi­
tion.35 It is conceivable that lA" could be the forbidden xAg 
excited state. This is not consistent with the decrease in 
fluorescence lifetime with lowering of temperature, partic­
ularly if there is an appreciable difference in energy be­
tween the XBU and xAg states, unless changes in configura­
tion of the excited states are reduced in more rigid media.

Conclusion
It is evident from this study that configurational changes 

have very marked influences on the photophysical pro­
cesses of flexible molecules such as the excited states of 
DPH and related polyenes. Such changes are subject to 
strong solvent perturbations which are reflected in the in­
dependent behavior of emission efficiency and probability 
in these systems.

Even though DPH shows anomolous properties its use as 
a fluorescence lifetime standard has distinct advantages 
which have been demonstrated.36
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Illumination by internal reflection of crystalline benzophenone deposited on a light pipe induces isomeriza­
tion of cis-or irons-1,3-pentadiene vapor in contact with the solid. Triplet-triplet energy transfer is impli­
cated. The mixture of diene isomers at the photostationary state contains 56.5% trans. This differs from 
the reported composition (58.5%) of the photostationary state for homogeneous excitation in solution but 
agrees with the value obtained through surface illumination of the benzophenone crystals. If the energy 
transfer is treated strictly as a surface reaction, the pressure dependences of the isomerization yields lead 
to a value of the ratio of rate constants for energy transfer to the two Corners and to a value of the ratio of 
decay probabilities of diene triplet to the two isomers somewhat different from those obtained by other in­
vestigators in studies of energy transfer in homogeneous and heterogeneous systems. It is demonstrated 
that internal reflection photolysis applied in studies of gas -solid systems yields results of acceptable repro­
ducibility and the quantum yields can be measured. r,1hc quantum yield of isomerization for trans -* cis is 
about 2 X 10 4 at .'660 Â for a 1,3-pentadiene pressure of 2 Torr.

Introduction
The cis-trans isomerization of 1,3-pentadiene vapor in­

duced by energy transfer from a solid sensitizer represents 
a heterogeneous photochemical reaction relatively uncom­
plicated by side reactions.1"4 In the earlier attempt,1 illu­
mination of polycrystalline benzophenone in the presence 
of cis-1,3-pentadiene vapor led to formation of the trans 
isomer through a process believed to be triplet-triplet en­
ergy transfer on the basis of comparison with sensitized 
isomerization in solution.5’6. Interpretation of the results 
was somewhat uncertain because of contributions to isom­
erization from gas-phase photosensitization and from sen­
sitization by pentadiene adsorbed on Pyrex.7 Attempts to 
study quantitatively the isomerization rate yielded data 
with considerable scatter.4 It is extremely difficult to mea­
sure the absorbed intensity in such experiments. The 
method used in these experiments,1’4 wherein the radiation 
passes through the vapor layer, has limited usefulness in 
gas-solid photochemical studies if the gas is not transpar­
ent or if the solid has an appreciable vapor pressure. Some 
of these difficulties are circumvented by using the method 
of internal reflection photolysis (IRP).7 The solid is coated 
on a light pipe, and the light is introduced into the pipe 
under conditions ensuring total internal reflection. The op­
tical path through the vapor surrounding a thin layer of 
solid is negligible provided no light is scattered out of the 
solid. The amount of light absorbed by the solid can be 
monitored accurately.

This study is supposed to demonstrate the applicability 
of IRP to a heterogeneous photochemical reaction and to 
compare triplet-triplet energy transfer in the system ben- 
zophenone(s)-l,3-pentadiene vapor with other cases of en­
ergy transfer from sensitizers to 1,3-pentadiene.

Experim ental Section
Both cis- and trans-1,3-pentadiene of purity 99% were 

obtained from Chemical Samples Co. Purities of 99.9%

were realized by preparative gas chromatography, but a 
slow isomerization was observed under storage conditions. 
All samples used for photolysis contained <3% of the iso­
meric impurity. Benzophenone from Matheson Coleman 
and Bell was recrystallized and purified by at least 25 pass­
es through a zone refining apparatus. The IRP cell was 
based on a design previously illustrated.7 The internal re­
flection element was a 4-mm Pyrex rod passing axially 
through a Pyrex tube of 8 mm i.d. and joined to the tube at 
planar end seals at an angle of about 70°. The cell was 14.5 
cm long. To coat the rod, a solution of benzophenone in 
ethanol was admitted to the cell, and the solvent removed 
slowly under vacuum. Upon gentle warming of the cell 
walls, the benzophenone sublimed onto the rod, giving a 
coating uniform in appearance with an average thickness of 
about 0.07 mm. During an illumination, the diene vapor oc­
cupied the space (18.6 ml) between the light pipe, the
8-mm tubing, and a side arm leading to a high vacuum 
stopcock.

Diene samples were outgassed by several trap-to-trap 
distillations, mixed by raising and lowering the mercury 
level in a 300-ml bulb several times, and finally expanded 
into the reaction cell. Diene in the connecting tubing was 
analyzed; this allowed correction of the isomerization yields 
for the small amount of isomeric impurity always present.

Light from a Hanovia 673A, 550-W mercury arc was fo­
cussed onto a 2.4-mm aperture using a combination of 
Pyrex lenses. All light leaving the aperture was intercepted 
by the entrance to the light pipe. The minimum angle of in­
cidence was 50°; this ensured total internal reflection. With 
the Pyrex optics, wavelengths absorbed by the benzophe­
none were longer than ~2900 A. With a Corning glass CS
7-37 filter interposed in the light beam, the intensity of 
3660-A light absorbed by the benzophenone could be mea­
sured by ferrioxalate actinometry. This allowed corrections 
for variations in lamp output (at 3660 A). It was assumed 
that small variations in absorbed intensity at all wave­
lengths were proportional to that at 3660 A, and all rates
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were divided by the intensity at 3660 A to give a quantity, 
herein called Y, which is proportional to the actual quan­
tum yield through a proportionality constant called k . The 
amount of light scattered from the coating was measured 
with an actinometer cell of U-shaped cross section. This 
was slipped over the IRP cell or the coated rod during illu­
mination. No attempt was made to control the temperature 
of the cell during photolysis; ambient temperature was 24 
± 2°. The benzophenone (mp <50°) was never observed to 
flow. The pentadiene mixture was analyzed by gas chroma­
tography at 0° on a 30 ft long, 0.25-in. diameter column 
containing 15% /S.iS'-oxidipropionitrile on Chromosorb W, 
60-80 mesh.

R esu lts
Illumination of a light pipe coated with benzophene re­

sulted in partial isomerization of cis- or frans-l,3-penta- 
diene contained in the space around the pipe. No products 
other than the two isomers of 1,3-pentadiene were detect­
ed. Not greater than small losses of diene were observed 
even upon extended photolysis. Samples of diene at an ini­
tial pressure of 2 Torr were admitted into the cell and light^ 
introduced into the light pipe for 120 hr; recovery of diene 
was better than 96% complete. Diene in contact with the 
benzophenone underwent no detectable nonphotochemical 
isomerization in 120 hr.

Corrected isomerization yields were reproducible over a 
period of at least 1 year. The pressure dependences of the 
corrected yields of trans —► cis and cis -*• trans isomeriza­
tion are presented in Figures 1 and 2 as reciprocal plots. 
Isomerization rates can be calculated by multiplication of 
Y by the reference intensity of 1.1 X 1015 quanta sec-1. 
Thus the rate of trans -» cis at infinite pressure was 1.2 X 
1013 molecules sec-1. About 90% of the incident 3660-A 
light was absorbed by the benzophenone. From the wave­
length distribution of the lamp output,8 approximate ex­
tinction coefficients,9 and the transmission of the 7-37 fil­
ter, the quantum yield at infinite pressure, assumed inde­
pendent of wavelength, is about 0.001. For 3660-A radia­
tion and a diene pressure of 2 Torr, the quantum yield for 
trans ->• cis was 2 X 10-4 based on ferrioxalate actinometry. 
All illuminations in the pressure study were of 24 hr dura­
tion; hence, constant percentage conversion was not main­
tained. The amount of cis isomer formed by photosensit­
ized isomerization of trans was measured as a function of 
time at a diene pressure of 2 Torr. The data are shown in 
Figure 3. Only after 50 hr does the cis diene yield vary as 
much as 5% from linearity. The data in Figures 1 and 2 
therefore correspond to initial yields.

The composition of the mixture of diene isomers at the 
photostationary state was determined for a total diene 
pressure of 2 Torr, starting both with mixtures that were 
trans rich and cis rich relative to the photostationary state. 
The percentages of trans obtained in those runs where the 
photostationary state was probably reached within experi­
mental error were 56.5, 56.3, and 56.1 (starting trans rich) 
and 56.9 and 56.6 (starting cis rich).

Experiments with the sheath-type actinometer cell 
showed that scattering of light out of the benzophenone 
layer is negligible.

D iscussion

Since the light path through the rarefied phase in an in­
ternal reflection experiment is extremely small10 (<10-3 
cm for the estimated number of reflections in this case),

I02/Ptrans (Torr'1)
0 20 40 60

Figure 1. Isomerization of 1,3-pentadiene, trans —»■ cis. Plot of 
lcis~1 vs. reciprocal of pressure of trans diene. The quantity Y, ex­
plained in the Experimental Section, is proportional to the quantum 
yield of cis. The inset shows the high-pressure region.

I02/P ,;s (Torr'1)
0 20 40 60

Figure 2. Isomerization of 1,3-pentadiene, cis —► trans. Plot of 
Ytrans-1 vs. reciprocal of pressure of cis. The quantity Y, explained 
in the Experimental Section, is proportional to the quantum yield of 
trans. The inset shows the high-pressure region.

and since no scattering into the vapor phase was observed, 
homogeneous excitation of the diene is probably not impor­
tant in the present experiments. Pentadiene is transparent 
at X >2900 A.11 Pentadiene strongly adsorbed on Pyrex ab­
sorbs at 3660 A, leading to isomerization.7 It may therefore 
be considered that the photoisomerization found in the 
present study is induced on areas of the light pipe which 
might be bare of benzophenone. Isomerization was indeed 
observed in IRP experiments with an uncoated light pipe, 
but the rate at comparable diene pressure was only 1% of 
that on the coated rod. Furthermore, the composition of 
the photostationary state for the benzophenone-sensitized 
reaction, 56.5% trans, differs markedly from the 65-70%
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trans reported for the Pyrex-l,3-pentadiene system.7 
Shifts in the absorption spectrum of 1,3-pentadiene rela­
tive to vapor upon adsorption on crystalline benzophenone 
are similarly expected, possibly permitting a direct photo­
isomerization. This possibility is excluded by the following 
considerations. When crystalline sensitizers are surface il­
luminated in the presence of 1,3-pentadiene vapor, the 
photostationary state compositions1-4 correlate roughly 
with those recorded for solutions.5-6 The photostationary 
state established in the IRP experiment at 2 Torr, 56.5% 
trans, agrees with the 56% at 25 Torr obtained by surface 
illumination.4 These comparisons suggest that, in the IRP 
experiment, excitation of the diene arises by triplet-triplet 
energy transfer from the benzophenone sensitizer.

An upper limit to the quantum yield of isomerization is 
fixed by the quantum yield of the intersystem crossing pro­
cess populating the triplet in the benzophenone crystal to­
gether with the probabilities that energy transfer to one 
diene isomer will lead to the other isomer. The ratio of 
probabilities for the two isomers will be shown to be near 
0.5. The quantum yield of intersystem crossing is not 
known for our conditions, but from data12 on luminescence 
of pure and doped benzophenone at 77 and 300° K, it is in­
ferred to be at least an order of magnitude greater than the 
quantum yield of isomerization calculated for infinite diene 
pressure. This may indicate that only triplet excitons 
reaching the crystal surface transfer energy to diene. The 
data could probably be as well explained by a reaction in 
the crystal bulk, but with a given diene molecule experienc­
ing repeated excitation and isomerization or deactivation.

If energy transfer is assumed to occur only at the surface, 
the data may be manipulated to give some rate constant ra­
tios which may be compared with results of energy transfer 
under other conditions. A possible simplified mechanism 
follows, with B a ground state benzophenone molecule, 3B a 
triplet exciton in the crystal bulk, 3BS a surface triplet, and 
T a diene triplet.

B  +  hv —► —*■ 3B

3B  — * 3B s

3B — *  o u t

3B S —  B
ftl3B a +  c i s  — *- B  +  T

„ k2
3B s +  t r a n s  — *■ B +  T

kc
T — *• c i s

h
T — ► t r a n s

Various processes removing surface triplets are assumed 
to be first order with respect to triplet. The mechanism 
leads to the following expressions for low conversions:
T e i s '1 =  (fct +  fee ) / k cK(j}t +

[(fe, + fec,)/fec/r0 t ](fee/fe2[tran s])  (i)

brans' 1 = (fet + kc)/k tKcj)c +
[(fet + fe0)/fetK<i)C](feE/fe1[cis]) (II)

The first equation applies to the trans -*■ cis isomerization 
and the second equation to cis —*■ trans, with Ycjs = x$cis 
and Ytrans = ^trans- The quantities 01 and 4>c are the presu­
medly pressure independent quantum yields of surface ex­
citons accessible to trans and cis diene, respectively. 
Weighted least-squares plots of the equations are shown in 
Figures 1 and 2. The ratio of intercepts gives:13

Figure 3. Time dependence of the concentration of cis- 1,3-penta­
diene in photosensitized reaction of trans in experiments with an ini­
tial pressure of trans of 2 Torr. Points are experimental results. The 
line represents the solution to eq V.

fet( p V k ^  = 0.90 ± 0.20 (HI)
The ratio of slopes divided by the ratio of intercepts gives:

fet/fe2 — 1.57 ± 0.46 (IV)
The composition of the photostationary state gives an­

other relationship among the constants:

([transj/feis])^  = ktkt/ k 2kc = 1.30 ± 0.02 (V)

Dividing (V) by (IV) gives k t/kc = 0.83 ± 0.26. Comparison 
with (III) shows that cj)0/ ^  ~  1.

Values of the constants reported here differ appreciably 
from values reported for other systems in which isomeriza­
tion of 1,3-pentadiene was induced by energy transfer from 
benzophenone and other high-energy triplet sensitizers. 
The decay ratio k j k c is 1.4 for energy transfer from benzo­
phenone in benzene solution6 and in the solid-gas system 
of cyclohexadiene photopolymer-1,3-pentadiene vapor.3 
The ratio of 0.8-0.9 found for the present system may re­
flect the different decay probabilities for an adsorbed diene 
triplet. In homogeneous solution, benzophenone and other 
high-energy sensitizers are supposed to undergo energy 
transfer to cis- and trans-1,3-pentadiene with equal rate 
constants.5 The same may apply to some other phases.14 
The value of ki /k2 reported here, 1.57 ± 0.46, may be in­
fluenced by adsorption equilibria.

In photolysis starting with pure trans diene, the forma­
tion of the cis isomer is expressed by

d[cis]/d/ = {{K0Klkl -  AofejHcis] +
A oA jfealtransH feilcis] + fc2[ tra n s ]  + kJ ' 1 (VI)

In this expression, Ko = KplIa and K\ = k j ( k t + kc). The 
integrated equation is plotted in Figure 3. The quantity Kq 
was obtained from the experimental initial rate. A value of 
1.50 X 10-6 mol ml-1 for k jk  2 was obtained from the plot 
of eq I (Figure 1) by dividing the slope by the intercept. 
The value of ki/k2 is giver, in eq IV. The value of k j k c was 
taken to be 0.90; that is, 0V</>C in eq III is assumed to be 1.0. 
From comparison of the experimental points with the theo­
retical curve (Figure 3), it is concluded that the approach 
to the photostationary state can be satisfactorily described 
using only information obtained from initial rate measure­
ments.

This study illustrated that internal reflection photolysis 
applied to gas-solid photochemical reactions can. give data 
as precise as that typical of studies of photochemical kinet-
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ics in homogeneous phases. The rate of light absorption by 
the solid can be in principle determined accurately, with no 
complications due to scattered light entering the gas phase. 
In the benzophenone(s)-pentadiene system, interpretation 
of the electronic energy transfer in terms of molecular pro­
cesses is pressed with many difficulties at this stage.
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Polymer-dye interaction and its relation to the chain conformation of the hydrophobic polyelectrolyte, so­
dium copoly(ethyl acrylate-acrylic acid) (mole ratio 3:1) have been investigated by measuring the binding 
of a fluorescent dye, 6-p-toluidinonaphthalene-2-sulfonate (TNS), and a cationic dye, Acridine Orange 
(AO), to this copolymer. Data on the relative fluorescence intensity of TNS, spectrophotometric titration, 
sedimentation, and dialysis of the AO-polymer system suggest that dye binding is a sensitive function of 
polymer chain conformation. A change in the conformation of this copolymer, from an extended coil at low 
ionic strength to a compact coil at high ionic strength, has been found to occur in the region from 0.1 to 0.5 
M NaCl.

Introduction
A hydrophobic polyelectrolyte, copoly(ethyl acrylate- 

acrylic acid) (mole ratio 3:1) was studied previously by light 
scattering and intrinsic viscosity.1 This copolymer, in its 
acid form, dissolves easily in tetrahydrofuran, methanol, 
and methyl butyrate (a 9 solvent), but does not dissolve in 
aqueous medium unless it is fully ionized. Our earlier stud­
ies of this copolymer in aqueous NaCl solutions suggest 
that this random copolymer undergoes a conformational 
change from a swollen, extended coil at low ionic strength 
to a compact coil at high ionic strength. The transition re­
gion was found to occur in the range from 0.1 to 0.3 M 
NaCl. The occurrence of this transition has been interpret­
ed as being due to the simultaneous decrease in the electro­
static repulsion between the charged groups and the onset 
of hydrophobic attraction between the ester groups along 
the chain as the ionic strength of the medium is increased. 
In the present study, dye binding data were employed to 
further substantiate this finding. Polymer-dye interaction

was investigated and related to the change in chain confor­
mation of this copolymer as a function of ionic strength. Al­
though detailed analyses of the binding data as a function 
of free dye concentration are useful in order to extract 
binding parameters, they are not intended in this work. We 
are mainly interested in detecting the change in polymer 
conformation by changes in ionic strength at a constant 
[polymer]/[dye] value.

The fluorescent dye, 6-p-toluidinonaphthalene-2-sulfo- 
nate (TNS), which has been used extensively to study hy­
drophobic sites in proteins,2 was used as a probe for the ex­
istence of hydrophobic clusters of this copolymer in aque­
ous media. When excited with ultraviolet radiation, this 
dye shows an intense luminescence peak in the range of 
410-480 nm in organic solvents or when it is bound to hy­
drophobic sites of proteins. Its emission is completely 
quenched in water or in aqueous NaCl solutions. Conse­
quently, this dye can be used as a sensitive probe for the 
existence of hydrophobic clusters in aqueous polyelectro-
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lyte solutions, and the  relative fluorescence in tensity  of this 
probe in solution will m easure the ex ten t of hydrophobic 
interaction w ithin the polyion coil in aqueous media. This 
technique has been employed to study the conform ational 
transition  proposed for poly(m ethacrylic acid) using Crys­
tal Violet3  and Auramine-O . 4

T he cationic dye, Acridine Orange (AO), has been used 
extensively to  study the polym er-dye and dye-dye in terac­
tions in  biopolymers and in synthetic polyelectrolytes . 5 - 9  

T he ex ten t of binding of th is dye to  polymers and its stack­
ing tendency in the presence of polyelectrolytes should 
yield inform ation about the  chemical and physical nature 
of the binding sites and the chain conform ations of the 
polymers. In th is  work, d a ta  from spectrophotom etric t i t ra ­
tions, sedim entation, and dialysis of the copolymer-AO 
system, as a function of added salt concentration, are used 
to  investigate polym er-dye interaction  and are correlated 
with a weight-average molecular weight of 680,000 in its 
acid form was used throughout the presen t work.

Experimental Section
Materials. Synthesis, fractionation, and characterization 

of the  fractions of copoly(ethyl acrylate-acrylic acid), as 
well as the preparation  of the aqueous stock solution of the 
sodium salt of th is copolymer (fully ionized a t pH  7.0-7.5), 
have been described in detail previously . 1  One fraction 
with a weight-average molecular weight of 680,000 in its 
acid form was used throughout the presen t work.

T he dye, 6-p-toluidinonaphthalene-2-sulfonic acid 
(Eastm an Organic Chemicals, TN S) was recrystallized

T N S

from a 2% NaOH solution, and the sodium salt was dried 
under vacuum a t 25° for 24 hr. A stock solution made up by 
weight and adjusted to  pH  7.0 was stored a t 4°.

Acridine Orange hydrochloride (Eastm an Organic Chem ­
icals) was recrystallized twice as the free base from m etha­
nol-w ater solution by the addition of 1 N  NaOH. The p re­
cipitate was washed repeatedly w ith distilled water and was 
dried under vacuum a t 105° for 24 hr. A stock solution of 
the dye was prepared by weight in a polyethylene bottle by 
adding 1.05 equiv of HC1 to convert the base to  the cationic 
dye (AO)

to which distilled water was added to  obtain a dye concen­
tration of 1 X 10-4  M. T he stòck solution was kept a t 4° a t 
pH 7.0. The molar extinction coefficient of the solution a t 
the absorption peak 492 nm  was 62,500 ±  1000 a t infinite 
dilution and at zero ionic strength a t 23°, in good agree­
m ent w ith results of other m easurem ents . 1 0 - 1 2

Fluorescence Intensity Measurements. Fluorescence

m easurem ents were made w ith a spectrofluorim eter built 
in these laboratories . 1 3  The excitation un it is a 150-W 
xenon source coupled with a Bausch and Lomb, M odel 33- 
86-45, m onochrom ator. The sample cell is positioned for 
45° excitation. The detection un it consists of a Beckman 
DK-2A spectroreflectom eter, equipped w ith a H am am atzu 
R136 photom ultiplier tube.

A lthough absolute luminescence spectra can be obtained 
with th is  spectrofluorim eter, only relative fluorescence in ­
tensities were recorded in th is  work. Relative fluorescence 
intensities were m easured a t 23° for 11 po lym er-T N S - 
NaCl solutions a t salt concentrations [Cs (A/)] ranging from 
0 to  1.2 M, where Cs = 1.2 is the  9  solvent for this copoly­
m er . 1  The concentration of the  copolymer was held con­
s ta n t a t 0.2 g/dl (equal to  0.56 X 10- 2  M  in the  carboxylate 
moiety) and the  dye concentration was kept a t 3 X 10- 6  M 
(the mole ratio  of the carboxylate m oiety to dye, P /D , was 
1850). T he sam ple solutions were excited a t 325 nm and the 
fluorescence emission spectra were recorded in the range 
360-650 nm. T he spectrum  for each sample exhibited a 
peak a t 440 nm w ithout a peak shift. In addition, the wave­
length of the absorption m aximum (440 nm) and the peak 
height were constant for the  entire series of samples. In no 
case did the absorption and emission bands overlap.

Spectrophotometric Titrations. T itrations of AO with 
the polymer were carried out in a Cary Model 14 spectro­
photom eter and in a Perkin-E lm er Model 402 spectropho­
tom eter with a stoppered 1 -cm quartz cell. M easurem ents 
were m ade of solutions a t values of C s ranging from 0 . 0 1  to
1.2 M. An initial volume of 3 ml of dye solution ([D] = 1 X 
10- 5  M) a t a given added salt concentration was placed in 
the cuvet and aliquots of polymer solution (0 . 2  g/dl) with 
the same salt concentration were added stepwise in to  the 
cuvet with a precision microsyringe (Shandon). T he ab ­
sorption spectrum  in the range 410-590 nm was recorded 
for each addition of polymer. To achieve reproducible spec­
tra , repeated rinses of the cell with dye solution were neces­
sary to  sa tu ra te  the cell walls prior to  titra tion . T he absorb­
ance thus m easured was essentially constant for 30 min.

Sedimentation. Sedim entation experim ents were carried 
out in a Beckman Model E analytical u ltracentrifuge with 
electronic speed control. F rictional heating was balanced 
with refrigeration to  control the tem perature a t 24 ±  2°. 
Three freshly prepared 5-ml polym er-A O -N aCl samples 
were sedim ented a t 48,000 rpm (1.0 to 2.25 X 105  g) for 15 
hr in a SW65L titan ium  rotor which was then  allowed to 
coast to  rest. The polyethylene bucket liners were p re­
soaked with AO dye solution a t the appropriate Cs. The ra ­
dial velocity chosen was adequate to  sedim ent the average 
polymer molecule in the 5-cm length of the sample tube 
(from r = 4 to  r = 9 cm). After sedim entation, the upper­
m ost 3 ml of the superna tan t dye solution was removed for 
spectrophotom etric analysis. Only the  monomeric dye ab ­
sorption was observed for absorbances <0.3. C ontam ina­
tion with unsedim ented polymer would have caused the d i­
meric peak to  occur a t all optical densities.

Dialysis. Dialysis experim ents were carried ou t in cellu­
lose dialysis bags (average round diam eter 1.5 cm) supplied 
by VWR Scientific Co. Two procedures have been em ­
ployed. In the first m ethod, a 10-cm bag was filled with a 
10-ml polym er-A O -N aCl sam ple and a magnetic stirring 
bar. The bag was clamped a t both  ends and was immersed 
in 10 ml of NaCl solution in a w ide-m outh bottle. After 24 
hr of stirring a t 23° in a dark room, equilibrium  had been 
reached, as indicated by constant absorbance in the exter­

The Journal of Physical Chemistry, Voi. 79, No. 14, 1975



1382 J- S. Tan and R. L. Schneider

nal solution. In the  second m ethod, a 10-ml polym er-N aC l 
sam ple was placed inside the  bag and was im m ersed in 
1 0 -ml A O -N aC l solution. T he absorbance of th e  external 
solution after dialysis equilibrium  was found to  be identical 
w ith th a t  observed in the first m ethod. Therefore, the first 
procedure was used th roughout the experim ents. Because 
of the  occurrence of precip ita tion  a t high concentration of 
dye, all of the runs were m ade with an in itial 2 X 10~ 5  M  
dye solution.

Corrections for the  substan tia l adsorption of AO dye to 
the dialysis bags were accom plished by experim ents with a 
polym er-free AO -N aCl solution inside the bag and a NaCl 
solution outside th e  bag. A t equilibrium , the  values of ab ­
sorbance of the external and in ternal solutons were found 
to be equal w ithin experim ental error. D etails in th e  correc­
tions are shown in the following section.

Result and Discussion
Fluorescence Measurements. The relative fluorescence 

intensities a t the  emission peak (440 nm) for 11 polym er- 
T N S-N aC l solutions (P/D  = 1850, Cs = 0 to  1.2) are p lo t­
ted against log Cs in Figure 1. A high value for P /D  was 
used to  ensure th a t th e  presence of the probe molecules 
would not appreciably pertu rb  the conform ation of the 
polymer. The points shown in F igure 1 are average values 
of two identical runs, w ith ±2% reproducibility. Similar 
runs with P /D  = 3700 were also perform ed. T he change in 
fluorescence intensity  with log Cs gave essentially the same 
results as those shown in F igure 1 when norm alized to  the 
same peak height a t Cs = 1.2. Finally, several solutions of 
monomeric ethyl acrylate w ith TN S and NaCl ([ethyl acry­
late]/D  - 1850) also yielded no emission spectra.

Consequently, we conclude th a t the appearance of fluo­
rescence observed for the po lym er-T N S-N aC l systems is 
a ttr ib u ted  to th e  interaction of the probe molecules with 
the polymer molecules. T he change in in tensity  as a func­
tion of Cs may be caused by two effects: an increase in the 
am ount of TN S molecules bound or an increase in the 
quantum  yield of the probe due to the  change in the m i­
croenvironment. E ither of these mechanism s suggests th a t 
it is the change in conformation of the polymer which caus­
es the change in intensity.

The proposed model for a conform ational change in th is 
copolymer 1 very suitably explains the shape of the curve in 
Figure 1. The zero intensity a t Cs = 0 suggests th a t there is 
no interaction between the dye molecules and the polymer, 
and the fluorescence of the probe is com pletely quenched 
in the aqueous medium. In th is  solution (Cs = 0), the in te r­
action between the TN S probes and the hydrophobic parts 
of the polymer, if present, is overridden by the strong re ­
pulsion between the similarly charged sulfonate groups on 
the dye molecule and the carboxylate sites on the copoly­
mer. This repulsion is decreased gradually by an increase in 
Cs due to  the shielding effect of the counterions around the 
polyion. Hence, the interaction between TN S and the poly­
m er backbone is increased with Cs as is indicated by the in ­
crease in fluorescence intensity  (Figure 1). This increase in 
in tensity  is expected to  level off once the polymer sites are 
com pletely shielded by the counterions. The intensity  
shown by the dotted  line extrapolation near Cs = 0.2-0.3 
would be a measure of m aximum interaction  between the 
TN S probe and the shielded polymer backbone.

However, a rapid increase in intensity  beyond this region 
was observed. A dditional modes of dye binding m ust have 
occurred to  account for th is increase. T he proposed model

Figure 1. Relative fluorescence intensity of TNS in aqueous solutions 
of sodium copoly(ethyl acrylate-acrylic acid) + NaCl vs. log Cs.

Figure 2. Absorption spectra of AO in copolymer + NaCl (0.05 A/). 
The numbers designate the values for P/D. These spectra were not 
corrected for a constant dye concentration.

for the conform ational change of this copolymer suggests 
th a t the range in C s from 0.1 to  0.3 is a conform ational 
transition  region where the polymer changes from an ex­
tended coil to  a com pact coil. 1 This region m arks th e  sim ul­
taneous occurrence of a reduction of electrostatic repulsion 
between the carboxylate sites and the onset of hydrophobic 
attraction  between the ester side groups. I t is this confor­
m ational change which probably causes the rapid increase 
in the fluorescence intensity  of TNS. In this region, the 
strength  of hydrophobic clustering is increased rapidly 
with C s and hence, the interaction between the probe mole­
cules and the hydrophobic parts of the copolymer is in ­
creased.

The foregoing results suggest th a t the fluorescence in ­
tensity  of TN S is a sensitive measure of the  chain confor­
m ation of th is copolymer in aqueous NaCl solutions and 
th a t the shape of the curve can be used to  identify the  re ­
gion in which the change in conformation occurs.

Spectrophotometric Titration. Typical spectra of a pure 
AO solution and of the polymer-AO solutions are shown in 
Figure 2. Curve 0 is th e  spectrum  of a 3-ml dye solution 
([AO] = 1 X IO- 5  M)  containing 0.05 M  NaCl. O ther spec­
tra  below curve 0 (Figure 2 ) are those for polymer-AO solu­
tions after the addition  of polymer to th e  dye solution. 
These spectra were not corrected for a constan t dye con­
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centration. The free monomer and dim er peaks appear a t 
492 and 465 nm, respectively. The molar extinction coeffi­
cients of 1 X 10~ 5  M  dye solution in various added salt con­
centrations are listed in Table I.

T itra tion  d a ta  were analyzed in the same m anner as 
those reported elsewhere . 5 - 7 , 9  At an early stage in the t i t ra ­
tion, the  spectra have a predom inant peak a t 492 nm. This 
peak corresponds to  the  absorption of th ree species: free 
monomer, free dimeT, and bound dye. No isosbestic points 
were observed because the extinction coefficients of these 
species are different. Upon the addition of polymer sites, 
more free dye molecules are bound to the polymer. At sa tu ­
ration, the bound dye is in equilibrium  w ith the free dye 
molecules. T he spectra show a major peak a t 470 nm  ind i­
cating th a t the  dim er is the dom inant form of all dye 
species. A ddition of excess polymer beyond th is point 
creates a new equilibrium . The peak a t 492 nm increases in 
intensity  and shifts to  a longer wavelength (496 nm). These 
results are thought to  be attribu ted  to  the redistribution  of 
the bound dye molecules among the polym er sites and to 
the increase of the bound dye m onomers a t the expense of 
other bound dye dim ers . 5 , 6 , 1 4

Since the largest absorption change occurs a t 492 nm, the 
absorption data  a t  this wavelength were used to  determ ine 
the stoichiom etry of the polymer-AO complex formation. 
Each absorbance value a t 492 nm in Figure 2 was converted 
to an apparen t extinction coefficient of the dye solution, 
including free and bound dye molecules, by using the initial 
dye concentration and the  volume of the solution after each 
addition of polymer. These values of 6 4 9 2  are p lo tted  
against P /D  in Figure 3a. The value of 6 4 9 2  is a maximum 
for a pure dye solution and it decreases with the addition of 
polymer binding sites. A minimum in € 4 9 2  is reached when 
enough polymer sites are added to the dye solution to form 
the polymer-AO complexes. F urther increase in polymer 
sites leads to  redistribution of the bound dye among the 
polymer sites, and C4 9 2  increases. The titra tion  end point, 
(P /D )e, defined as the num ber of polymer carboxylate sites 
bound to one dye molecule, was obtained by extrapolation 
of the linear portion of the titra tion  curve6 as shown in Fig­
ure 3. Generally, the end points for the present systems 
were sharper (±2%) and easier to locate a t low C s th an  end 
points (±4%) a t high Cs (as shown in Figure 3b for data  in 
0.7 M). The values of (P/D )e thus obtained are p lotted 
against log Cs in Figure 4.

In the region 0.01 <  C s < 0.2, (P /D )e is approxim ately 4. 
I t increases very slightly w ith an increase in Ca. Beyond the 
region 0.2-0.3, (P/D )e increases very rapidly w ith increas­
ing Cs. A conformational change of th e  polymer induced by 
the change in Cs can be used to in te rp re t these results. In 
the low Cs region, interaction between polymer sites and 
dye molecules is essentially electrostatic. As the effective 
charge on each polymer site decreases with the increase in 
Cs up to  0.2-0.3, the electrostatic attraction  between a 
polymer site and the dye molecule is gradually decreased, 
and hence more polymer sites can be accom modated 
around a given dye molecule. Analogous to the data  from 
fluorescence m easurem ents (Figure 1), (P /D )e would even­
tually reach a constant level once the charges on the poly­
mer sites were com pletely shielded. I t  is the change in 
chain conformation or the increase in chain flexibility in 
the region C s = 0.1-0.3 which causes the rapid increase in 
(P /D )e beyond Cs = 0.3. The sim ultaneous occurrence of 
the  reduction in electrostatic interaction of the  charged 
sites and the onset of hydrophobic clustering of th e  ester

xIO5

Figure 3. Extinction coefficients of AO-polymer solutions at 492 nm 
vs. P/D: (a) in 0.05 MNaCI, (b) in 0.7 MNaCI.

groups has caused the coil to  collapse. Hence several car­
boxylate sites on the chain, which are partially  shielded by 
the counterions, can be accom modated around a given dye 
molecule. A lternatively, it is also possible th a t the  increase 
in Cs may have decreased the polym er-AO binding 
strength  and hence fewer dye molecules are required to 
bind to  a given num ber of polymer sites. Beyond the  Cs = 
0.5-0.7 region, (P /D )e begins to  level off as C s is increased. 
This is attribu ted  to the approxim ately unchanged confor­
m ation of the polymer.

It is to  be noted th a t the values for (P /D )e obtained from 
the present fully ionized polymer (between 4 and 8 ) are 
much higher than  the value of unity  observed for the sys­
tem s DNA-AO5-' and polystyrenesulfonate-A O . 9  The 
polymers used in the la tte r cases are rigid and extended, 
and the charged sites are only slightly shielded in low Cs 
m edia (water or below 0.05 M ), so th a t  a 1:1 complex is ex­
pected. The copolymer used in our titra tion  is more coiled 
owing to  the presence of hydrophobic ester groups, which 
facilitate the coiling of the backbone around a given dye 
molecule in aqueous media. In addition, the  sa lt concentra­
tions used in our m easurem ents are relatively high so th a t 
the charged sites are partially  or totally shielded. Hence, 
the change in (P /D )e caused by the change in C s can be 
used to  probe the conform ational change of the polymer.

W hile the polymer size decreases drastically w ith an in­
crease in Cs1  up to Cs = 0.2 these titra tion  data, as well as 
the results from sedim entation and dialysis discussed later, 
indicate only a slight change in polym er-dye interaction 
with Cs increasing up to  0.3. A probable explanation is tha t, 
although the size of the coil is a sensitive function of the
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TABLE  I: Molar Extinction Coefficients of Acridine Orange in NaCl Solutions at 492 nm

C„ M 0 0.01
e492 X 10-S, cm -1 M-1 0.625 ± .01 0.62

Figure 4. Titration end points, (P/D)e, vs. log Cs.

electrostatic interaction between the charged groups, the 
polym er-dye interaction changes only slightly w ith this 
quantity . It is only th e  onset of hydrophobic clustering in 
the coil in th e  region Cs = 0.1-0.3 which will enhance the 
polym er-T N S interaction or reduce the polym er-AO in te r­
action. N evertheless, it should he pointed out th a t the ori­
gin of polym er-T N S interaction is essentially hydrophobic 
and th a t of the polymer-AO is essentially electrostatic.

Sedimentation. D ata from sedim entation experim ents 
are compiled in T able II. Two P /D  ratios were chosen for 
these m easurem ents. The absorbance of the superna tan t 
liquids a t 492 nm is tabu lated  under Asup. T he correspond­
ing dye concentrations, Cao (free), were calculated using 
these absorbance data  and the data  for the absorbance of 
dye-N aC l solution as a function of dye concentration. The 
concentrations of the bound dye, Cao (bound), were ob­
tained by subtracting CAo (free) values from th e  initial dye 
concentration, C°A0 (2 X 1(T 5 M). Figure 5 shows the plots 
of CAo (bound) (±2 ~3%) vs. log Cs.

Sim ilar to  the discussion presented above for the t i t ra ­
tion data, the results shown in Figure 5 can be in terpreted  
in term s of the change in chain conform ation of this co­
polymer as a function of Cs. The num ber of dye molecules 
bound to a given num ber of polymer sites is maximum for a 
solution a t Cs = 0, bu t decreases slightly with an increase 
in Cs up to  0.1. The binding between the dye molecules and 
the polymer sites is essentially electrostatic in th is region. 
In the region of the change in conformation, i.e., Cs = 0.1- 
0.5, a m arked decrease in C ao (bound) was observed. The 
asym ptotic level beyond Cs = 0.5 is due to  the relatively 
unchanged conformation of the polymer.

Com parison of the calculated ratios of polymer sites per 
bound dye molecule with those obtained from the spectro- 
photom etric titra tions will be discussed later with the re­
sults obtained from dialysis.
Dialysis. D ata from equilibrium dialysis experim ents at 

various P /D  ratios are listed in Table III. Section 1 in 
Table III lists the data for the blank runs w ithout polymer 
and sections 2, 3, and 4 list those for the runs with polymer 
present inside the dialysis bag. An initial concentration of

0.05 0.1 0.3 0.7 1.2
0.61 0.60 0.54 0.50 0.48D

xlCT5

Figure 5. Concentrations of bound AO measured from sedimentation 
experiments vs. log Cs.

Acridine Orange, C°ao* of 2 X 10-5 M  was used for all the 
runs, and hence the to ta l am ount of dye present in each ex­
perim ent, M°a o , (6-ml dye-polym er-N aC l solution inside 
the bag and a 10-ml NaCl solution free of polymer and dye 
outside the bag) was (2 X 10~5 M)  X (6 ml) or 12 X 10-8 
mol. T he num bers listed under A°out are the absorbances of 
the outside solution for the blank runs after the systems 
reached dialysis equilibrium, while those listed under Aout 
are the corresponding values for the runs with polymer in ­
side the bags. Because of the presence of the polymer, the 
spectra of the inside solutions are com plicated by the  a p ­
pearance of a bound dim er peak. Therefore, it is more con­
venient to  analyze the outside solution. The apparen t 
am ount of the dye molecules bound to  the polymer, M Ao , 
was calculated from the quantity  A°out — A out using the a b ­
sorbance data for dye-N aC l as a function of dye concentra­
tion, assuming th a t the am ounts of dye adsorbed to  the 
bags were approxim ately the same for the blank and the 
actual runs.

Since a substantial am ount of dye which would have 
been free and available to the polymer sites was adsorbed 
to  the bag (this am ount varies with Cs), a correction to  each 
apparen t M ao (bound) was necessary. First, we assum ed 
th a t the free dye concentration was equal inside and ou t­
side the bag after dialysis equilibrium. The to ta l am ount of 
free dye, M ao (free), was estim ated from Aout and the total 
volume of the solutions inside and outside the bag. By also 
assuming th a t the am ount of dye adsorbed to  the bag 
would have been free and available to  the polymer sites, 
corrections for M Ao (bound) could be m ade according to 
the following equation:

M ao (bound)
Mcao (bound)
_____________ M ao (bound) + M ao (free)__________
total amount of dye including that lost to the bag

( -  12  x 10 -8 mol)

where M cao (bound) is the corrected M \o  (bound). The
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TABLE  II: Data from Sedimentation Experiments

Cs, M A™ sup C A0 (free) x 105, M C A0 (bound) x 105, M

(1) P /D  = 1.67 (C°AO = 2 X io - 5 M)
0 . 0 1 0.33 (0.53 ± 0.03) (1.47 ± 0.03)
0.05 0.37 0.61 1.39
0 . 1 0.35 0.58 1.42
0.3 0.49 0.90 1 . 1 0

0.7 0.58 1.17 0.83
1 . 2 0.55 1.15 0.85

(a)“ (b Y (a) (b) (a) (b)

(2) P /D  = 4 (C°AO =  2  X IO’ 5 M )
0 . 0 1 0 . 1 1  0 . 1 0 0.18 0.16 1.82 1.84
0.05 0.16 0 . 2 0 0.26 0.33 1.74 1.67
0 . 1 0 . 2 2  0 . 2 1 0.37 0.35 1.63 1.65
0.3 0.35 0.35 0.64 0.64 1.36 1.35
0.7 0.52 0.50 1.04 1.00 0.96 1.00
1 . 2 . 0.51 1.06 0.94

0 (a) and (b) designate two individual runs.

TABLE III: Data from Dialysis Experiments

C s) M A0™  Out C s, M A0 out C s , M A°^  out

1. Blank
0 0.048 ± 0.005
0 . 0 1 0.140 0 . 1 0 ,30q 0.7 0 . 2 2 3

0.05 0.283 0.3 0.28! 1 . 2 0.190

out ~ ^out
Mao (bound) Mao (free) M \ 0 (bound)

Cs, M -^out x 1 0 s, mol x 1 0 s, mol x IQS, m oi

(2) P /D  = 
0

0 . 0 1

2 (C°AO = 2 X IO' 5 M; m \ 0 -  1 2 X 1 0 ' 3 mol)

0.082 0.058 1.4 7 2 . I 2 4.9,
0.05 0.17! 0 . 1 1 2 2.9 4 4.48 4 -75
0 . 1 0.190 O.llQ 2.9 3 5.07 4.40

0.3 0 . 2 1  ! 0.070 2 .0 6 6 . I 9 3-°0
0.7 O.2 I 5 0.008 0.26 6 .8g 0.4 3

1 . 2 0.192 ~ 0 ~ 0 6.40 ~ 0

(3) P /D  = 4 (C 'V  =  2 X 10-s M; :,1\ 0 -  1 2 X 1 0 ’ 8 mol)
0 0 . 0 1 0 0.038 0.97 0 ,258 9.4g
0 . 0 1 0.035 O.IO5 2 .7 i O.9 O3 9 .O0

0.05 0.090 0.193 5.0g 2 .3 6 8 .1 8

0 . 1 O .llo 0.190 5.07 2.9 3 7 . 6 1

0.3 O.2 I 0 0.071 2 .0 8 6 -lg 3 . 6 3

0.7 0.194 0 .0 2 g 0.93 6 .2 ! 1.56

1 . 2 0.17q 0 . 0 2 0 0.67 5.6 7 1 . 2  rj

(4) P /D  = 25 (C° A 0  =  2  X IO’ 5 M; M° a 0 =  1 2 X 1 0 ‘ 8 mol)
0 0.007 0.041 1 .0 5 0.179 IO . 2 5

0 . 0 1 0.024 o .n 6 2 -9g 0.619 9.94

0.05 0.052 0.23 j 6 .0 6 1.36 9.80

0 . 1 0.070 0 ,23q 6 . I 3 1 .8 7 9.20

0.3 O.I6 0 0 . 1 2 ! 3.5g 4.7 0 5.16

0.7 O .I8 0 0.043 1.38 5.76 2.3 2

1 . 2 0.158 0.032 i .o7 5 . 2  7 2 .O3

quantity  M ao (bound) +  M ao (free) is the to ta l am ount of (bound) thus obtained were then  p lotted against log C s in
dye present less the am ount lost to the bag, i.e., the appar- Figure 6 , with an accuracy of ± 2-3%  in M cao (bound),
en t am ount available to the  polymer sites. Values for M cao The shape of the curve in Figure 6 once again supports
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Figure 6. Amounts of bound AO measured from dialysis experiments 
vs. log Cs.

the hypothesis of a conform ational change proposed for 
this copolymer.1 In the low Cs region (0 < Cs < 0.1), the 
am ount of dye bound is a maximum a t Cs = 0 and de­
creases slowly with an increase in Cs. A t C8 = 0, the 
charged sites are no t shielded by counterions and in terac­
tion between the sites and dye molecules is greatest. Hence, 
a smaller num ber of polymer sites is required to bind to a 
dye molecule. As the shielding effect is increased by an in­
crease in C s, the electrostatic interaction is decreased. 
Therefore, more polymer sites are required to  bind each 
dye molecule, as observed previously in Figure 4, or in ­
versely, fewer dye molecules are bound to  a given num ber 
of polymer sites, as shown in Figure 5. T he decrease in 
M ca o  (bound) becomes large in the  region 0.1 <  Cs <  0.5. 
This is a ttribu ted  to the conform ational change previously 
proposed for this region. Beyond Cs = 0.5, the flexibility of 
the chain does not change appreciably and the am ount of 
bound dye has leveled off. Although bold assum ptions had 
to  be made in the dialysis experim ents in order to derive 
these results, agreem ent between these d a ta  and those 
shown in Figures 1, 4, and 5 is rem arkable, supporting the 
correctness of the assumptions.

At first glance, the results shown in Figure 1 seem to be 
contradictory to those shown in Figures 4-6. T he in terac­
tion between the TN S molecules and the copolymer in­
creases with ionic strength, whereas the am ount of AO 
bound to a given num ber of polymer sites decreases with 
ionic strength. D ifferent binding mechanism s m ust be con­
sidered for these findings. In the case of TN S binding, the 
origin of binding between the negatively charged TN S and 
the polyanion is hydrophobic. The hydrophobicity of this 
copolymer increases with an increase in Cs, and hence the 
fluorescence intensity  of TN S increases w ith an increase in
Cs.

In the case of AO binding, the origin of the binding may

be attributed to both the electrostatic and hydrophobic at­
tractions between the polymer and dye molecules with the 
former predominantly prevailing. This is borne out by the 
continuously decreasing binding strength with increasing 
Cs (Figures 5 and 6), in spite of the increase in hydrophobic 
clustering with increasing Cs. The occurrence of the transi­
tion curve shape in the binding curves also suggests that, 
although the onset of hydrophobic clustering in the transi­
tion region has caused a rapid decrease in binding strength, 
hydrophobic attraction between the hydrophobic parts of 
the polymer and dye molecules may not contribute signifi­
cantly to the AO binding.

Conclusion

Polymer-dye-binding studies have revealed not only the 
nature of the polymer-dye interaction but also the change 
in polymer chain conformation as a function of the nature 
of the solvent. The region of the conformational change of 
sodium copoly(ethyl acrylate-acrylic acid) in NaCl solu­
tions was identified with the data on dye binding. While it 
is realized that the chain conformation in the absence and 
in the presence of dye molecules may differ slightly, partic­
ularly in the case of solutions without an excess amount of 
low-molecular-weight electrolytes, a gross change in confor­
mation as a function of ionic strength was observed and the 
transition region has been located. Finally, the data suggest 
that in the case of TNS binding, the source of binding 
strength is essentially hydrophobic, and in the case of AO 
binding, it is predominantly electrostatic.
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The solubilities of disodium cyclooctatetraeneide and dipotassium cyclooctatetraeneide have been accu­
rately determined in hexamethylphosphoramide (HMPA) and tetrahydrofuran (THF) as a function of 
temperature. For the THF systems the dianion was considered to exist as a quadruple ion (associated with 
two cations) as previously reported, and the enthalpies of solution were found to be 1.09 and 5.13 kcal/mol 
for the potassium and sodium salts, respectively. The fact that AH° of solution is positive indicates that 
the crystal lattice energies are larger than the solvation energies of the quadruple ions. In HMPA the di­
anion was considered to exist as a free ion. However, considerable curvature was observed in a plot of In 
K sp vs. l/RT. This curvature was attributed to the formation of ion pairs between the cyclooctatetraene 
(COT) dianion and one potassium cation. Addition of KI to solutions of the COT dianion and anion radical 
in HMPA shift the observed reverse disproportionation (comproportionation) equilibrium constant to 
smaller values confirming the formation of ion pairs. The sodium salt did not exhibit curvature in the van’t 
Hoff plot, and the comproportionation equilibrium constant was invariant with the addition of NaC10:j to 
solutions of the COT dianion and anion radical in HMPA.

The disproportionation of the cyclooctatetraene (COT) 
anion radical to form the COT dianion and neutral mole­
cule is of particular chemical interest, since it represents 
one of the very few reversible chemical reactions in which a 
compound is interchanged between an aromatic and anti- 
aromatic system. For this reason, the thermodynamic pa­
rameters controlling the reverse disproportionation reac­
tion (eq 1 ) should yield a lot of information concerning the

resonance energy of the dianion and anion radical, the elec­
tron-electron repulsion energy in the dianion, and other in­
tramolecular effects. Unfortunately much of this informa­
tion is obscured by the fact that ion pairing strongly pert­
urbes these thermodynamic parameters and even the stoi­
chiometry of the reaction.1-6 Despite this, some informa­
tion has been obtained concerning the relative electron- 
electron repulsion energies in some substituted COT’s in 
hexamethylphosphoramide (HMPA) ,7’8

The nature of ion pairing of the anion radical of COT has 
been studied in some detail in the etheral solvents and in 
ammonia by electron spin resonance (ESR).1-4 Ion pairing 
of the dianion is, however, much more difficult to observe 
directly. These difficulties were overcome by Cox and co- 
workers,9 who described the NMR spectra of the COT di­
anion with several different alkali metal cations and sol­
vents. They found that in tetrahydrofuran (THF) the di­
anion of COT exists as a quadruple ion, where the dianion 
is ion paired to two cations.9

These ion pairing effects not only alter the dispropor­
tionation thermodynamics but considerably change the sol­
ubility of the dianion, as evidenced by the fact that the ob­
servation of precipitated dianion was found to be a func­
tion of both the solvent and the counterion.1 Our intention 
in this report is in part to describe the thermodynamic pa­
rameters controlling the solubility of the COT dianion in

THF and HMPA and use this information to gain insight 
into the nature of ion pairing of the dianion in HMPA.

It has been previously observed that most anion radicals 
in HMPA are fully dissociated.10’11 Only a few anions of 
highly polar nature where a large charge density exists in a 
localized area form ion pairs in HMPA.12 This ion pairing 
can be increased by the addition of alkali metal salts to the 
anion radical solution.12-13 To date there are no known ion 
pairs of hydrocarbon anion radicals in HMPA.

There is some evidence that the COT dianion is ion 
paired even in HMPA.6 This evidence comes from the fact 
that the K eq for the reverse disproportionation reaction (eq 
1) varies with the cation.6 This observation, however, seems 
to be inconsistent with the fact that K eq was found to fit 
the stoichiometry of eq 1. If the anion radical was free of 
ion pairing and the dianion was associated with one cation, 
K eq would be expected to be given by

Here we wish to report the thermodynamic parameters 
controlling the solubility of the COT dianion as a function 
of the solvent and counterion and the role ion pairing plays 
in determining these solubilities.

Experimental Section
The solubility studies were carried out with the use of 

the apparatus shown in Figure 1. About 10 ml of THF was 
distilled from the solvated electron through the vacuum 
line into bulb C of the apparatus, which contained a 
weighed portion of alkali metal. A little less than 0.5 equiv 
of COT was then distilled into bulb C via a break seal. This 
mixture was stirred at room temperature until all of the 
COT was converted into the dianion. The ESR spectrum of
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Figure 1. Apparatus used for the solubility determinations.

this solution could he monitored during the reaction with 
the extending ESR tube. When the reaction mixture failed 
to yield an ESR signal the reaction was considered to be 
complete. This normally took about 6 hr. After completion 
of the reaction the mixture was checked for dianion precip­
itate. If a precipitate could not be observed, some of the 
THF was distilled from the mixture. Once the dianion pre­
cipitate was observed, the entire apparatus was taken from 
the vacuum line and immersed into a constant temperature 
bath and allowed to come to equilibrium for a period of 1 
hr. Stopcock E was then opened and a portion of the satu­
rated solution was allowed to pass through the frit and into 
the graduated tube F. The apparatus was then removed 
from the bath and the graduated tube separated from the 
rest of the apparatus. The solution in bulb F was rinsed 
into a volumetric flask and diluted to 100 ml with distilled 
water. This solution was then divided into three parts, 
which were subsequently titrated to a phenolphthalein end 
point with standardized HC1 solution. The number of 
moles of COT dianion passed into bulb F was considered to 
be one-half of the number of moles of hydroxide in the 
THF - wate; solution.

For the determination in HMPA, the dianion was 
formed in THF in bulb A. After completion of the reaction, 
the THF solution was separated from the excess alkali 
metal by passing this solution into bulb C. The THF was 
then distillsd off anc the dry salt was kept under vacuum 
for a period of 1 hr. HMPA was then dried in bulb A with 
potassium metal and was distilled into bulb C, which was 
kept in liquid nitrogen. The saturated HMPA solutions 
were then treated in a manner identical with that for the 
THF solutions.

The effect of dissolved salt upon the disproportionation 
equilibrium was studied with the use of the apparatus 
shown in Figure 1 . The dianion anion radical solution was 
formed in HMPA bulb A, and the apparatus was sealed off 
from the vacuum system at point C. An ESR sample of this 
solution was taken and the remainder of the solution was 
allowed to pass into bulb D, which contained a known por­
tion of either potassium iodide or sodium chlorate. The ap­
paratus was sealed at point E, and the solution was stirred 
until all of the salt had dissolved. An ESR sample was 
taken in the remaining ESR tube.

X-Band ESR spectra were recorded on a Varian E-9 
spectrometer equipped with a dual cavity. The tempera­
ture was controlled using a Varian V-4557 variable-temper- 
ature controller, which was calibrated with a copper-con- 
stantan thermocouple. Spin concentrations were compared 
using the dual cavity technique.

The HMPA was distilled from calcium hydride under re­

duced pressure before use. The inorganic salts were dried 
in a vacuum oven at 100° for 24 hr before use.

Results and Discussion

In THF the COT dianion is known to be ion paired with 
two alkali metal cations,9 thus AG°(soln) = ~RT  In 
(tt2-,M +2) where (rr2_,M+2) represents the concentration of 
the quadruple ion in the saturated solution. The solubility 
results at the temperatures investigated are given in Table 
I. ■'

As the solubility data were obtained over a range of tem­
peratures the standard enthalpy of solution was obtained 
from a plot of In (tt2~,M +2 > vs. 1/RT, Figure 2. Since the 
values for the enthalpy determined in this manner depend 
upon the fact that only quadruple ions remain in solution, 
there could be considerable error in the enthalpies if the 
quadruple ion dissociates at the lower temperatures. This 
dissociation, however, would result in curvature of the 
van’t Hoff plot. Since no curvature is noted in Figure 2, it is 
safe to assume that the dianion exists in the form of the 
quadruple ion at all of the temperatures investigated. It is 
interesting to note that the solubility of the potassium salt 
is about two orders of magnitude greater than that for the 
sodium ion, and the enthalpy of solution of the potassium 
salt is less endothermic, Table II. Both AS° and AH° rep­
resent differences in the solution state and the crystal. 
Thus, crystal lattice energies and entropies are very impor­
tant in the enthalpy and entropy of solution. It would be 
difficult to try and distinguish between the importance of 
solvation and that of crystal lattice effects at this point; but 
if we consider the third law entropies for the sodium and 
potassium salts to be about the same, it is clear that there 
is less solvent ordering for the potassium system. The theo­
retical entropy and enthalpy of solution of either salt from 
the gas phase are necessarily negative numbers due to the 
interactions between the solvent and the salts. The fact 
that both AH° and AS° are positive indicates that both of 
these salts have rather large crystal lattice energies.

The situation for the COT dianion in HMPA is more 
complicated since the extent of ion pairing of the dianion is 
unknown in this solvent. If the COT dianion is free of ion 
pairing in HMPA, the standard free energy of solution is 
equal to

AG° = - f i r  In )'r2-m r2-yMt!H%*2 (3)

where y*2- and ym+ are the mean molal activity coefficients 
for the dianion and cation, respectively, and m w2 -  and m j ^ +  

are the molalities of these ions in the saturated solution. 
For the experiments described here the concentrations are 
too large for the use of Debye-Hiickel theory for the esti­
mation of the activity coefficients. Further, the possibility 
of ion pairing exists and eq 3 should include another pa­
rameter representing the degree of dissociation of the ion 
pair.14

Since the concentrations were not sufficiently low for the 
use of Debye-Hiickel theory and the ion association con­
stants are unknown, AG° for the dissolution of the salts 
could only be roughly estimated from

AG° = -R T  In Ksp (4)

where Kap was assumed to be equal to the product of the 
dianion and the square of the total solution cation concen­
tration. The solubilities could be accurately determined, 
Table III.

The enthalpies of solution were estimated from plots of

G. R. Stevenson and I. Ocasio
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TABLE  I: Solubility (M) of the COT Dianion 
(Quadruple Ion) in THF at Various Temperatures

Na2COT K2COT

Solubility 
x 103 T, °C

Solubility 
x 101 o o

3 .00 . -23.20 3.92 -21.0
2.34 i -22.0 4.26 -15.7
5.48 • 0.5 4.62 -4.5
8.04 7.8 4.80 1.0
8.15 8.0 5.14 11.2

. 9.38 11.8 5.30 18.7
9.57 16.1 5.59 26.1

12.2 24.9
19.2 35.0

TABLE  II: Thermodynamic Parameters Controlling 
the Solubility of the COT Dianion in THF at 25°

AG°, A/T,
Salt kca l/m o l k c a l/  mol AS°, eu

K2COT 0.35 ± 0.02 1.C9 ± 0.05 2.5
Na2COT 2.59 ± 0.02 5.13 ± 0.3 8.5

TABLE III:  Solubility (Af) of the COT Dianion 
in HM PA at Various Temperatures

Na2COT K2COT

Solubility Solubility
x 10* T, °C x 101 oo

1.68 11.7 4.65 12.6
2.56 18.4 5.78 18.1
3.62 25.8 6.40 22.4
8.99 39.1 6.63 24.3

19.4 48.6 7.02 27.3

In Ksp vs. l/RT, Figure 3. It must be noted here that al­
though the solubilities of the COT dianion salts are accu­
rate within 0.5% at the various temperatures, there are 
errors (possibly large errors) in the thermodynamic param­
eters due to the simplification of eq 3 and the neglect of ion 
pairing. Curvature of the van’t Hoff plot for the potassium 
system indicates that ion pairs with the dianion are form­
ing.

From Table III it is clear that the potassium salt is more 
soluble in HMPA than is the sodium salt, but the differ­
ence in solubilities is much less than it is in THF. The solu­
bility of the potassium salt is about the same in the two sol­
vents, but the sodium salt is about 18 times more soluble in 
HMPA. Since the dielectric constant of HMPA at 25° is
30.5 and that for THF is 8.2,15>16 it is expected that these 
salts would be more soluble in the more polar solvent 
(HMPA). It is surprising that the potassium salt is not 
more soluble in HMPA than it is in THF, but we must re­
member that many poorly understood factors go into deter­
mining solubility such as the number of molecules that 
sterically fit into the first solvation shield, the number of 
molecules in each succeeding solvation sheath, and the spa­
tial relationship between the anion and the cation in sys­
tems that undergo ion pairing.

1 l.l'VRT
Figure 2. Plots of In (solubility) vs. 103/RTfor  the disodium cyclooc- 
tatetraeneide and dipotassium cyclooctatetraeneide systems in THF. 
For the potassium system the numbers are given in parentheses, 
and the plot is represented by □. The line represented by O  is for 
the sodium system.

Figure 3. Plots of In /Csp vs. 10a/ R T  for the disodium cyclooctate­
traeneide and the dipotassium cyclooctatetraeneide systems in 
HMPA. For the sodium system the numbers are given in parentheses 
and the plot is represented by O. The line represented by □  is for 
the potassium system.

In order to gain more information as to the extent of ion 
pairing in these systems, we have determined the effect of 
added salt upon the reverse disproportionation (compro- 
portionation) equilibrium. If the COT dianion exists free of 
ion pairing, the comproportionation equilibrium is defined 
by eq 1. However, if the dianion is ion paired with one alka­
li metal cation, the equilibrium is given by eq 5. The possi-

7T2',M* + 71 Î = t  2rr- + M* (5)

bility of the existence of the quadruple ion or the ion pair 
of the anion radical was ruled out in HMPA.10’11 The equi­
librium constant for this reaction is given by eq 2. If the ob­
served equilibrium constant (Kobsd) is taken as

K o b s d  =  ( 7 r * - ) 2 / ( 7 r ) ( r r 2 - ) t  ( 6 )

where (ir2-)t is the total dianion concentration ¡(tt2~,M+) + 
(-7T2-)}, then

Kohsd = Kt/{1 + ( M * ) ^ ) - 1} (7)
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where Kf represents the disproportionation equilibrium 
constant for the system containing only free ions and Kdiss 
is the dissociation constant for the ion pair (eq 8).

Kdis3 =  (7t2-)(M+)/(7T2-, M+) (8)

From eq 7 it is clear that the addition of alkali metal 
salts (KI or NaClOg) to solutions of the COT dianion and 
anion radical in HMPA should result in a decrease in K0bsd.

For the over modulated ESR spectra of the anion radical 
the anion radical concentration is proportional to the am­
plitude of the ESR line (A), and X 0bsd can be expressed as 
shown in eq 9 where B is simply a proportionality con-

Robsd =  ( B A ) 2/( 7 r ) ( iT 2" ) t  (9)
stant.6 Using the dual cavity technique, a simple compari­
son of A for samples with and without added salt allows us 
a comparison of Kobsd for the samples with various sodium 
and potassium cation concentrations.

No change in Robed could be observed upon addition of 
NaC103 from 0 to 0.3 M. In order for R obsd to remain con­
stant within experimental error, R diss must be very large. 
With the dual cavity technique used here, a change in 
K0bsd by more than about 5% would certainly be observed. 
For the change in R obsd to be less than 5% with the addi­
tion of 0.3 M salt, Rdiss must be greater than 6. Thus, we 
are probably correct in assuming that AG° of solution is 
equal to — RT  In Ksp for the sodium system. Addition of KI 
to the COT-HMPA-K system does result in a decrease in 
R 0bsd indicating that there is extensive ion pairing of the 
dianion and the thermodynamic parameters controlling the 
solubility of the dipotassium cyclooctatetraeneide cannot 
be calculated in this simple manner.

All of the data presented to this point indicate that the 
COT dianion is completely free of ion pairing with the sodi­
um cation, but it is ion paired with the potassium ion. It 
has been previously reported that the thermodynamic pa­
rameters controlling the disproportionation reaction (eq 1 ) 
are dependent upon the alkali metal cation in HMPA, 
which means that some ion pairing must exist.7 These pa­
rameters were measured again in the same manner7 but 
utilizing the more accurate dual cavity technique. Kobsd

T ABLE  IV  : Thermodynamic Parameters for 
Eq 1 in HM PA  at 25°

Metal 105/iobsd A//°, k c a l /mol AS°, eu

Na 230 ± 100 -5.3 ± 0.3 -30
K 2.3 ± 1 -4.7 ± 0.3 -37

and AH° were found to be within experimental error of 
those previously reported, Table IV (the entropy terms are 
multiplied by a constant in ref 7 and are corrected in Table
IV). The fact that Kobsd for the Na system is larger than 
that for the K system by a factor of 100 indicates that Kdiaa 
for the potassium system is ca. 10~2. This explains the cur­
vature in Figure 3 for the potassium system.
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Enthalpies of solution of urea (c) were determined at 25° in water and in solutions of electrolytes, mainly 
alkali and alkaline earth halides, over a range of salt molalities at urea molalities below 0.03 m. Slopes of 
the plots of enthalpy of transfer of urea vs. salt molality were obtained at infinite dilution of both solutes. 
Gibbs free energies of transfer of urea from water to solutions containing one of the salts, LiCl, NaCl, KC1, 
or CsCl, were obtained by potentiometric and isopiestic measurements. Entropies of transfer were calculat­
ed. Enthalpy-entropy compensation is observed with a compensation temperature of T* = 280°K. An in­
terpretation of the trends in the data is given based on the Friedman cosphere model. No conclusions can 
be drawn from data at low molalities regarding the effectiveness of amide group-salt interaction in the 
mechanism of isothermal protein dénaturation.

Introduction
Urea-water solutions have been the subject of intense 

experimental1 and theoretical investigation.2 The polarity 
of urea, its hydrogen-bonding ability, and its consequent 
high solubility in water provides intrinsic interest. The pro­
tein-denaturing ability of urea in aqueous solutions has 
also attracted attention.

Thermodynamic quantities for the transfer of solutes 
from water to urea-water mixtures have been determined 
recently in the hope of elucidating the structural features 
of the mixed solvent which cause it to differ from water. 
Studies involving nonpolar solutes3 have suggested that the 
addition of urea to water destabilizes water structure lead­
ing to the disruption of hydrophobic bonds in proteins. Re­
cently, Ben-Naim and Yaacobi4 have reached a different 
conclusion regarding hydropho ne interactions based on 
their studies of hydrocarbon solubilities in aqueous urea 
solutions. They suggested that urea strengthens the hydro- 
phobic interaction rather than weakens it. Quantities for 
the transfer of electrolytes from water to water-urea 
mixtures have been obtained by a number of investigators, 
among them Wen and his collaborators,5 Stern and Kul- 
luk,6 Desrosiers et al.,7 and Cassel and Wood.8 The results 
of these workers again suggested the reduction of structure 
in water-urea mixtures as compared to pure water.

The work to be described here was initiated with a some­
what different point of view than that of previous studies. 
We required a compound to use in modeling the interaction 
between an ion and an amide linkage in aqueous solution. 
This interaction appears to be significant in the mechanism 
of the denaturation of proteins by salts.9 Recently, enthal­
pies of transfer of formamide from water to salt solutions 
were obtained10 over a limited range of salt molalities. The 
greater stability of urea makes it better suited than form- 
amide to be a model for the amide linkage in aqueous salt 
solutions.

The program which we have established for this work 
calls initially for the development of thermodynamic infor­
mation which can be accurately extrapolated to limiting 
molalities of both salt and urea. In this way, parameters are 
obtained for the interaction of a urea molecule with a par­
ticular pair of ions in the aqueous medium. The availability

of these parameters allows us to assess the various factors 
which influence this interaction. The next phase of the 
work, more pertinent to protein denaturation, will be di­
rected to solute-solute interaction at higher solute concen­
trations.

Experimental Section

Materials. Urea (Fisher) was twice recrystallized from 
anhydrous methanol and dried under vacuum for 72 hr at 
room temperature. Tris(hydroxymethyl)aminomethane ob­
tained from Sigma Chemical Co. as Trizma Base was dried 
at 80° under vacuum. Tetramethylammonium bromide 
(Eastman), recrystallized twice from a 3:1 methanol-etha­
nol mixture, was dried under vacuum at 60°. The remain­
ing salts were reagent grade and were dried overnight at 
1 1 0 ° before use. Concentrated stock solutions were pre­
pared of hydrated salts and of other salts which were diffi­
cult to weigh directly in air. These stock solutions were 
passed through a 1.2-p Millipore filter and analyzed for ha­
lide using AgNC>3 in a potentiometric method. All solutions 
were made up with glass distilled water on a molality basis, 
i.e., moles of solute per kilogram of water as the solvent.

Calorimetry. Enthalpies of solution were measured using 
an LKB Model 8700-1 precision calorimeter in conjunction 
with a potentiometric recorder. Electrical calibrations were 
performed before and after the solution experiments. All 
calibrations and solution reactions were carried out at 
equal intervals on either side of the mean temperature, 
25.000 ± 0.005°. The corrected resistance change was de­
termined by linear extrapolation of the before and after 
drift curves to that time which corresponded to 63% of the 
heat absorption for the solution experiments and to 50% of 
the heat evolution for the calibrations.

Potentiometry. The technique for obtaining the data has 
been described.11-12 In general, potential differences were 
measured between two cells of the form

Ag|AgCl| M CI,ureaTbOl cation sensitive glass electrode

where the glass electrode is common to each cell. Each cell 
contained the same salt molality but different urea molali­
ties. Monovalent cation electrodes (Beckman no. 39137 and 
Corning no. 476220) were used for the LiCl-urea and
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KCl-urea solutions while a Corning sodium electrode (no. 
476210) and the Beckman cation electrode were used to 
measure potentials for the NaCl-urea system. An Electron­
ics Instruments Limited (EIL) ammonium-potassium elec­
trode was used in CsCl-urea mixtures. Silver chloride ref­
erence electrodes were prepared from Beckman silver billet 
electrodes by electrolysis in 0.1 M HC1 for 3 min with a 
15-mA current. Cell potentials were read to ± 0.02 mV with 
a Keithley 630 potentiometric electrometer. All runs were 
carried out at 25.0 ± 0.1° under a nitrogen atmosphere.

The pH range of optimum electrode response to each salt 
was determined potentiometrically by titrating a 0.1 M salt 
solution (pH 11-12) with 0.1 M  HC1. Because of the limited 
pH range in which the electrode responded to metal ion for 
CsCl-urea solutions and because of low electrode sensitivi­
ty to the metal ion in this system and in LiCl-urea, the ap­
parent slow hydrolysis of urea presented more difficulty in 
these systems than in the others. Frequent adjustment of 
the solution pH was necessary. Potential readings were 
made only when the pH values of both urea solutions were 
the same.

For the NaCl-urea and KCl-urea solutions, the potential 
differences were reproducible to ±0.1 mV for two or three 
electrode transfers between the cells. Results for LiCl-urea 
and CsCl-urea were less reliable (±0.2 mV) for the reasons 
mentioned above.

Separate studies on pure salt solutions confirmed that 
the electrodes obeyed the Nernst equation within experi­
mental error. Consequently, the theoretical Nernst slope,
118.3 mV, was used in all calculations.

Isopiestic Measurements. The technique and apparatus 
have been described.-3 Urea was used throughout as the 
reference solute. Generally, the solutions were allowed to 
equilibrate at 25:0 ± 0.1° for 1 week or less. The experi­
mental results consisted of a set of molalities of the refer­
ence solute plus a set of molalities of various mixtures of 
urea and the salt of interest.

Results

Calorimetry. The accuracy of the calorimeter was deter­
mined by measuring the enthalpy of reaction of tris(hy- 
droxymethyl)aminomethane with 0.1000 N  HC1. Our en­
thalpy of —7113 ± 3 cal/mol was in good agreement with 
that of Prosen and Kilday,14 —7115 ±  1 cal/mol. The uncer­
tainty of our value is tlie standard deviation of the mean of 
eight determinations.

The enthalpy of solution of urea in water, A //soinw, was 
measured as 3654 ±  1 cal/mol for the molality range, 0.01- 
0.03 m. The uncertainty is the standard deviation of the 
mean of 22 determinations. This value is in good agreement 
with that of Egan and Luff15 who obtained a value of 3656 
± 1 cal/mol by extrapolation of their data to infinite dilu­
tion. Our value also agrees within experimental error with 
that determined by Subramanian et al.,16 3686 ± 33 cal/ 
mol.

The enthalpies of solution of urea in a variety of salt so­
lutions, AHsoinws, were determined as a function of salt mo­
lality at urea molalities between 0.01 and 0.03 m. These 
data are given in Table 1M.17 In separate experiments with 
NaCl at fixed salt molality, it was shown that A /isoinws was 
independent of urea molality in the range considered. 
These AHS0inws values are, therefore, assumed to refer to 
infinite dilution with respect to the urea molality.

The enthalpy of transfer of 1 mol of urea from water to a 
salt solution of a given salt molality

TABLE  I: Coefficients for the Representation 
of SHir/mi by Eq 3

C o effic ien ts

No. R ange
i '2 i<0\  ca l

h  U )
n 2 \  f

of data of I I I  (, c a l kg3/2
Salt points m ol kg ’1 kg m o l '2 m ol"5/2

LiCI 26 0.26-3.0 -237 ± 5 38 ± 5
NaCl 14 0.40-3.0 -302 ± 3 88 ± 3
NaBr 10 0.25-3.0 -370 ± 6 106 ± 6
Nal 11 0.25-3.0 -394 ± 10 .109 ± 8
KC1 17 0.25-4.0 -292 ± 5 •77 ± 4
CsCl 7 0.27-2.0 -398 ± 4 122 ± 4
MgCl2 8 0.10-2.0 -533 ± 8 103 ± 9
CaCl2 17 0.20-3.0 -644 ± 11 157 ± 10
C aB r2 8 0.10-1.5 -748 ± 5 187 ± 7
C al2 ‘ 8 0.10-1.6 -778 ± 7 190 ± 9
S rC l2 8 0.05-1.5 -684 ± 5 180 ± 7
BaCl, 6 0.20-1.4 -805 ± 8 278 ± 10
LaC i3 7 0.09-0.8 -824 ± 22 119 ± 37
Me4NBr 6 0.20-1.5 -417 ± 5 134 ± 6
Na2SO,t 4 0.10-1.0 -987 ± 21 637 ± 31

Figure 1. Enthalpies ot transfer vs. salt molality for the transfer of 
urea to solutions of: ▲ , LiCI; O, Nal; • , CaCI2.

AHtr = AHso\nws -  AHsolnw (1 )

was calculated from the data at different salt molalities for 
each salt studied. Figure 1 shows the enthalpies of transfer 
of urea from water to solutions of Nal, LiCI, and CaCI2 as a 
function of salt molality. Plots of this kind suggested that 
the dependence of AHtr on salt molality was of the form

A HtI = h21i0)m 1 + h2](1)m l3/2 + h21(2)m i2 + — (2)

where the h2i (l) are empirical constants and m j is the salt 
molality.18 At sufficiently low salt molalities higher sensi­
tivity in the extrapolation was obtained by ignoring all but 
the first two terms and rewriting eq 2 as
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TABLE  II: Coefficients and Their Standard Deviations for the Representation of (<) log y2/<)m-i)m2 by Eq 4

Solute m olality 
ranges

System

No.
of data 
points

'«l,
mol k g '1

I"2,
mol k g '1

Coefficients

£-2)i0\ k g  m o l'1 #21 1;,k g 3/2 m o l'372 # 2 il2\  kg2 m o l'2

L iC l-u rea 70 0.0056-3.0 0.15-5.7 -0.0652 ± 0.0043 0.0114 ± 0.0045 0.00527 ± 0.0014
N aC l-u rea 38 0.0013-2.6 0.24-7.6 -0.0429 ± 0.0021 0.0223 ± 0.0027 0.00336 ± 0.00065
K C l-urea 45 0.0028-3.1 0.43-4.8 -0.0288 ± 0.0013 0.0146 ± 0.0012 0.00298 ± 0.00046
C sC l-u rea 24 0.0012-3.2 0.95-6.8 -0.0359 ± 0.0028 0.0148 ± 0.0017 0.00250 ± 0.00084

A H trM i = h2im  + V 1̂ ! 172 (3) -100

The coefficients, /i2i (0) and h2i{1), were then obtained from 
a plot of AHtr/mi vs. m i1/2. In practice, a least-squares rou­
tine was utilized to obtain the best fit of the data. Table I 
gives (1 ) the salt molality ranges for which the fit was ob­
tained, (2) the number of points utilized, (3) the coeffi­
cients, and (4) their uncertainties (standard deviations) for 
all salts studied. Plots of AHtrMi vs. m i1/2 for NaCl-urea 
and for CsCl-urea are shown in Figure 2. The lines were 
calculated from eq 3 and the coefficients of Table I.

The coefficient, h21(0), represents the enthalpy of trans­
fer of 1  mol of urea at infinite dilution in water to a salt so­
lution of unit molality which has ion-ion interactions 
equivalent to those at infinite dilution. As such, /i2i (0) is a 
useful measure pf the primary enthalpy of interaction of a 
urea molecule with a given pair of ions in the aqueous envi­
ronment. Extraneous concentration dependences are ab­
sent.

One may question whether the extrapolation to give 
h2i(0'> (see Figure 2) is valid, i.e., whether the extension of 
the line to mi = 0 should be linear rather than curved. We 
tested this extrapolation procedure using the system 
Me4NBr-urea. Cassel and Wen5 obtained enthalpies for 
the transfer of 1 mol of Me4NBr at infinite dilution from 
water to urea solutions of various molalities. Extrapolation 
of their data to zero urea molality gives the coefficient, 
hi2(0), for this system as -392 ± 20 cal/mol. Stern and co­
workers19 have shown that /i12(0) must equal h2i(0) at infi­
nite dilution. Our value of h2i (0) from Table I is -417 ± 5 
cal/mol which agrees with the value of Cassel and Wen for 
hi2<0) within experimental error. Since the dependence of 
the enthalpies of transfer on solute molality must be differ­
ent in the respective systems, it would be an unlikely acci­
dent to obtain numerical agreement within experimental 
error from two incorrect extrapolations. We suggest that 
this agreement supports the validity of our extrapolation 
procedure.

Potentiometry. Table 2M gives the measured potential 
differences between the cells at various salt and urea molal­
ities for the systems LiCl-urea, NaCl-urea, KCl-urea, and 
CsCl-urea.17 These data were analyzed by methods pre­
viously described1 1 '12 to give values of the quantity (a log 
y-ildmi)m2 for each data point. Here y2 is the molal activity 
coefficient of urea. For each salt-urea system, correlation 
was accomplished by means of an equation of the form20

(a log y2/ami)m2 = g2i (0) + g2i (1 )m ! 1/2 + g2i(2)m2 (4)

and a least-squares routine. Table II gives for each system 
the molality ranges in which data were obtained, the num-

Figure 2. Enthalpies of transfer divided by the salt molality vs. the 
square root of the salt molality for the transfer of urea to solutions 
of: □, NaCI; ■ , CsCI.

ber of data points taken, the values of the coefficients, and 
their standard deviations.

Isopiestic Measurements. Table 3M gives the solute 
molalities of solutions in isopiestic equilibrium and the 
values of A/m\m213 for the systems LiCl-urea and CsCl- 
urea.17 The osmotic coefficients of aqueous solutions of 
urea, LiCl, and CsCI required in the calculation of A/m\m2 
were obtained from the literature.21-23

The values of A/m\m2 were correlated using a least- 
squares routine by means of an equation of the form20

A lm xm2 = 2.303|g2i (0> +  #2i (1)m i1/2 + g2ii2)m2\ (5)

For the two systems, Table III gives the molality ranges in 
which data were obtained, the number of data points 
taken, the values of the coefficients, and their standard de­
viations.

Comparison of Potentiometric and Isopiestic Results. In 
principle, the numerical values of the coefficients of eq 4 
and 5 should be the same. Comparison of the coefficients in 
Tables II and III indicates that the agreement is good in 
the case of the urea-LiCl system and poor for CsCl-urea. 
Some variation in the parameters is produced by the differ­
ent ranges over which the data are fit.

A better test of the agreement of the data from the two
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T ABLE  III:  Coefficients and Their Standard Deviations for the Representation of A /m 1m2 by Eq 5

Solute m olality 
ranges

No. -------------------------------------  C oefficients
of data ni u ni o , ---------------------------------------------------------------------------------------

System points m ol k g '1 mol k g '1 f t i IJ),k g  m o l'1 Stn“ 1, kg,i/2 mol"3 72 g , t(2), kg2 m o l'2

L iC l-u re a  16 0.12-1.45 0.24-3.33 -0.0541 ± 0.0020 0.00889 ± 0.0023 0.00439 ± 0.0065
CsC l-u rea  23 0.11-2.13 0.23-1.14 -0.0572 ± 0.0043 0.0322 ± 0.0044 0.00377 ± 0.0013

T ABLE  IV: Comparison of the Values of -log 7 2 / 7 2 ° Obtained from Potentiometrie and Isopiestic Measurementsa’s

L iC l-u rea :-log  n/l'z N aC l-u rea f -log y-Jy-i C sC l-urea: -log y2/y 2°

»12

»h m,

1 2 3 1 2 3 1 2 3

0 0.0576 0.1088 0.1560 0.0280 0.0437 0.0515 0.0261 0.0439 0.0564
(0.0481) (0.0914) (0.0130) (0.0192) (0.0208) (0.0357) (0.0537)

l 0.0523 0.0983 0.1402 0.0247 0.0370 0.0414 0.0236 0.0389 0.0489
(0.0437) (0.0826) (0.0113) (0.0167) (0.0184) (0.0320) (0.0461)

2 . 0.0470 0.0878 0.1244 0.0213 0.0303 0.0313 0 .0 2 10 0.0339 0.0414
(0.0394) (0.0738) (0.0097) (0.0145) (0.0162) (0.0282) (0.0386)

3 0.0418 0.0772 0.1086 0.0179 0.0236 0 . 02 1 2 0.0185 0.0289 0.0339
(C.0350) ' (0.0650) (0.0083) (0.0124) (0.0143) (0.0244) (0.0311)

4 C.0365 0.0667 0.0928 0.0146 0.0169 0 . 0 1 1 1 0.0160 0.0239 0.0264
(0.0070) (0.0106) (0.0127) (0.0206) (0.0235)

5 0.0312 0.0562 0.0770 0 . 0 1 1 2 0 . 0 1 0 1 0 . 0 0 1 1 0.0135 0.0189 0.0189
(0.0058), (0.0090) (0.0 1 1 2 )

6 0.0260 0.0456 0.0612 0.0079 0.0034 -0.0090 0 . 0 1 1 0 0.0139 0.0114
(0.0048) (0.0077) (0.0 1 0 1 )

7 0.0045 -0.0033 -0.0191 0.0085 0.0089 0.0039
(0.0039) (0.0065) (0.0091

Isopiestic results are _n parentheses. " Units of m! are moles of salt per kilogram of water; units of m2 are moles of urea per kilogram
of water. ’ Values in parentheses are from ref 25.

methods is provided by comparing the values of -log  y2/  
72° calculated from the coefficients by means of the equa­
tion

-log 72/72° = mi)g2i (0> + %g2i (1)nu 1/2 + g 2 \ < 2 ) m 2 \  (6)

where 72° is the activity coefficient of urea in a solution of 
molality m2 which contains no salt. The comparison be­
tween the potentiometric and isopiestic results is shown in 
Table IV. The values calculated from the isopiestic data 
are indicated in parentheses.

The quality of the agreement between the two sets of 
values in the LiCl-urea and CsCl-urea systems is now com­
parable and is satisfactory. It does not approach what can 
be achieved ¡see the recent study of Phang and Steel24 on 
glycine-NaCl) but (1) the slow hydrolysis of urea, (2) the 
possible attack of the silver electrodes by urea, (3) the low 
level of the response of the electrodes to Li+ and Cs+, and
(4) the generally small deviations from ideality in these 
systems tend to limit the quality of the data.

The isopiestic data of Bower and Robinson25 are com­
pared with our potentiometric data for NaCl-urea in Table
IV. The agreement is poorer than in the other cases. In ad­
dition to the points just given, another possible explanation 
is the lack of emphasis in their isopiestic study on the low 
solute molality region. In further discussion, we shall em­
ploy the potentiometric values of ^2i<0) for all systems in­
vestigated here.

Discussion

The set of /i2i (0) and g2i (0) coefficients obtained in this 
work together with the g2i<0) value from the Na2S0 4-urea 
system13 and the h i2<0> and £ i2(0) values obtainable from 
the data of Wen and collaborators4-5 for the Me4NBr-urea 
and Bu4NBr-urea systems comprise the most complete set 
of limiting interaction coefficients available for a given 
nonelectrolyte in various salt solutions. Although a quanti­
tative interpretation of these results is well beyond the 
present level of theoretical understanding of these interac­
tions, a useful working perspective can be developed.

The trends in the h21(0) values in Table I are marked. As 
with the formamide-salt systems studied previously,10 the 
exothermicity of the h21(0) values increases with increasing 
ion size for a given series of alkali or alkaline earth halides. 
These is also a roughly 1:2:3 ratio of the numerical values of 
^21(0) from the alkali halides to the alkaline earth halides to 
lanthanum chloride.

A few values of h2i<0) for formamide-salt systems are 
available. They are, h21(0) = -275, -305, and —281 cal/mol 
for NaCl, NaBr, and KC1, respectively. The uncertainties 
for these numbers are ±15 cal/mol. The average 10% differ­
ence between these numbers and those for urea given in 
Table I is in keeping with the 12% difference in dipole mo­
ments between urea, 4.20 D, and formamide, 3.71 D .26 Al­
ternatively, this difference could be the effect of the addi-
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TABLE  V: Values of the Limiting Thermodynamic 
Quantities of Transfer of Urea from Water to 
Various Salt Solutions at 25°

Salt
R T  In £ 2l(0\  
ca l kg m o l '2

h (0>"21 ,
ca l kg m ol"2

(0)
21 >

gibbs kg m o l ':

L iC l -89 ± 6 -237 ± 5 -0.50 ± 0.04
N aCl -59 ± 3 -302 ± 3 -0.81 ± 0.02
KC1 -39 ± 2 -292 ± 5 -0.85 ± 0.02
C sC l -49 ± 4 -398 ± 4 -1.17 ± 0.03
M eiN B r3 -148 -392 ± 20 -0.82
Bu4N B r° -166 466 ± 17 2 . 1 2
N a2S<V -86 -987 ± 21 -3.02
° Data from ref 5. b RT In g2 i 01 data from ref 13.

tional -N H 2 group present in urea. In any case, urea ap­
pears to be quite similar to formamide in its interactions 
with salts, an important consideration in these model stud­
ies.

In our discussion of the differences between /i2i (0> for 
formamide and urea, we suggested the possible significance 
of ion-dipole interactions in these systems. In our view, the 
contributions of terms involving the work of cavity forma­
tion, ion-dipole interactions, dispersion interactions, etc. to 
the numerical magnitude of the parameters are of real im­
portance. Limited correlations27 which can be made involv­
ing as a function of the ionic radii and the ionic po­
larizabilities add strength to this contention. There seems 
little doubt, however, that the trends in these parameters 
and the companion entropy of transfer values are due to 
perturbations of the structure of water produced by the so­
lutes.

Table V collects the values and their uncertainties of 
fi2i(0), RT  In g2i (0), and S2i (0) calculated from the data of 
the various investigators. The quantity RT  In g2i(0> repre­
sents the Gibbs free energy of transfer while S2i (0) is the en­
tropy of transfer of 1 mol of urea at infinite dilution in 
water to a salt solution of unit molality which has ion-ion 
interactions equivalent to those at infinite dilution. A plot 
of h.2i (0) vs. S2i(0) is shown in Figure 3. The slope of the line, 
T*, is 280 ± 8°K and the intercept is 104 ± 13 cal/mol. The 
fit standard deviation is 15%. This type of enthalpy-entro­
py compensation behavior with T* =? 280° K appears to be 
characteristic28'29 of water structure related processes.

Friedman’s cosphere model29 provides a useful frame­
work with which to rationalize the trends in the data. In 
this model, a cosphere may be thought of as a layer of water 
molecules around a solute particle which is perturbed by 
the presence of the solute. The distinction is made in con­
sidering these cospheres between hydration of the first and 
second kind.29 While hydration of the first kind arises from 
ionic or polar field effects, hydration of the second kind re­
fers to a perturbation produced in water by the presence of 
a solute particle but without the influence of a directional 
solute-solvent force. For ions and other polar molecules, 
two, more or less distinct cospheres might correspond to 
these levels of hydration. They are type I and type II co­
spheres.

We deal only with type II cospheres. Urea is assumed to 
possess a type IIsb cosphere. The subscript, sb. stands for 
structure breaking meaning that the water in this cosphere 
contains fewer hydrogen bonds than bulk water. The ions 
we consider fall into three categories. They may have no

i-il
S 2 | l ,  G I B B S  MOLE

Figure 3. Enthalpy-entropy compensation plot for the transfer of 
urea from water to salt solutions.

type II cosphere, may have a type IIsb cosphere, or may 
have a type IIrg cosphere. The subscript, rg, stands for rare 
gas. The structure in this cosphere may be considered anal­
ogous to that surrounding a rare gas molecule, i.e., there are 
more hydrogen bonds than in bulk water.

In discussing ion-urea interactions, we assume that over­
lap of the cospheres of urea with those of the ions leads to 
destruction of some of the cosphere material of one or both 
of the ions. Starting with the interactions at the upper right 
hand corner of Figure 3, overlap of the type IIsb cosphere of 
urea with the type IIrg cosphere of Bu4N+ leads to a net de­
struction of some of the type IIrg cosphere, a relaxation of 
the structured water to bulk water, and a concomitant gain 
of enthalpy and entropy. Overlap of the type IIsb cosphere 
of Br~ with that of urea will lead to a net destruction of 
some of the type IIsb cosphere, a relaxation of unstructured 
water to bulk water, and a concomitant loss of enthalpy 
and entropy. The sum of the effects in the solution leads to 
a net gain of enthalpy and entropy in the transfer process.

Apparently,29 cosphere II for Li+ may also be thought of 
as the rare gas type. For the interaction of LiCl with urea, 
one obtains a negative enthalpy and entropy of transfer. 
The processes involving the urea-Li+ interaction are simi­
lar to those discussed above for urea-Bu4N + but the effect 
is smaller and (1 ) the interaction of urea with Cl-  and (2) 
the influence of hydration of the first kind lead to negative 
values in this case. We next consider NaCl. Since Na+ does 
not appear to give rise to hydration of the second kind, the 
enthalpy and entropy values are more nearly the sum of 
contributions of directional interactions and a cavity term 
in this case than for any of the other salts considered. 
While the enthalpies and entropies of transfer for KC1 are 
similar to those for NaCl, the values for CsCl are more neg­
ative than for NaCl because of the overlap of the type IIsb
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cospheres of the ions with that of urea resulting in the loss 
of some of the ionic GOsphere material.

Although the position of Me4NBr may be partially the 
result of the Br_ ion, it does suggest some structure-break­
ing character to the Me4N + cosphere. Finally, S 0 42- exhib­
its either exceptionally large structure-breaking tendencies 
or a strong H-bonding interaction with urea.

We next consider the effectiveness of these electrolytes 
as protein dénaturants. Dénaturation by electrolytes9 has 
been thought of in terms of interactions of the electrolyte- 
water medium with groups which are buried (not exposed 
to the solvent) in the native state of the protein but which 
become exposed as the protein is denatured. The free ener­
gy of dénaturation is comprised of opposite contributions 
from the unfavorable salting out of nonpolar groups and 
the favorable interactions of the amide linkage with the 
salt medium. Ying et al.30 have obtained data describing 
the isothermal dénaturation of ribonucléase by different 
salts at 25c. They included LiCl, LiBr, LiC104, NaC104, 
NaSCN, and CaCl2. Other alkali chlorides and Me4NBr did 
not act as dénaturants in the concentration range investi­
gated. Although Na2S04 was not studied, it is well known 
to be an antidenaturant both from thermal dénaturation 
results9 and general experience.

Urea may be thought of as a model for the amide link­
ages which are exposed to the solvent as the protein de­
natures. Although we hoped that the values of RT  In £21<0) 
would be helpful in determining the denaturing ability of 
salts, they provide little assistance. The value of LiCl is 
more negative than that for the other alkali chlorides but is 
the same as that for Na2S04. There is, of course, the diffi­
culty here of accounting for the larger salting out of nonpo­
lar groups by Na2S04 than by LiCl. The case of Me4NBr is 
unambiguous, however. The large negative value of RT  In 
g 2i(0) for Me4NBr suggests that it should be a strong dé­
naturant but it is not. Since Wen and Hung31 have shown 
that Me4NBr salts-in nonpolar compounds, there would be 
no loss of denaturing ability through interaction with non­
polar groups.

The concentration of effort by various investigators9-32 
on limiting interaction coefficients33 has come about be­
cause of the desire to interpret the thermal dénaturation of 
proteins, a process which can be described by parameters 
obtained at low salt concentrations. However, high salt 
concentrations are required for isothermal dénaturation by 
salts, e.g., 6.2 m LiCl is the midpoint concentration in the 
dénaturation of ribonucléase at 25°.30

Many workers have assumed that the sign and magni­
tude of the limiting interaction coefficients determine the 
salt-nonelectrolyte interaction up to high molalities of the 
solutes. Examination of available Gibbs free energy data 
for higher solute molalities than those studied here4-13’25,30 
indicate that the situation is more complex. In the systems, 
Me4NBr-urea,5a Bu4NBr-urea,5a and NaCl-urea,25 at m4 
>  1, m2 <  3, the quantity, (a2 log 72/am i2)m2, is positive. In 
Na2S04-urea, log 72 even changes sign from negative to 
positive at Na2S04 molalities greater than 0.75 m. In con­
trast, in the LiCl-urea system (a2 log 72/am i2)m2 is positive 
up to 3 m LiCl but is negative thereafter. This observation 
may be significant both for the thermodynamic description

of isothermal protein dénaturation and with regard to the 
controversy which has grown up regarding the interaction 
of lithium salts with amide linkages in aqueous solution. 
Thermodynamic studies of both the LiCl-urea system and 
other urea systems containing denaturing salts at high so­
lute molalities will be the subject of a later publication.
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The behavior and structure of polydimethylsiloxane films have been investigated on the following five or­
ganic liquid substrates: propylene carbonate, tetrahydronaphthalene, hexachloro-1 ,3-butadiene, 1 ,4-di- 
chlorobutane, and hexadecane. Systematic measurements were made of (a) the damping of capillary waves 
by thin films of polydimethylsiloxane, and (b) the film pressure F as a function of the area per monomer A. 
Although stable films were formed on each organic liquid, compression caused some of the film to dissolve 
once a critical area per monomer was reached. This critical area varied with the nature of the substrate. Be­
fore dissolving, each monolayer went through at least one conformational change. The type of structural 
change which occurred during film compression, as well as the conformation adopted by the polymer chain 
when first spread on a specific organic liquid, depended to a large degree on the polarity of the organic sub­
strate. Some of the wave-damping results on both clean and film-covered surfaces conformed rather well 
with predictions derivable from theory. The reasons for this agreement, as well as exceptions, will be dis­
cussed.

Introduction
Ever since Fox, Taylor, and Zisman1 reported in 1947 

that polydimethylsiloxanes could be spread spontaneously 
as monolayers over the clean surface of water, the subject 
of the surface activity of these liquid polymers has been a 
source of wide interest, application, and further research. 
The subsequent papbr by Fox, Solomon, and Zisman2 gen­
erated further interest as they described the remarkable ef­
fects of both the pH of thè water and the time of contact on 
the rate of hydrolysis of these synthetic polymers. Later, 
Banks3 reported the existence o: stable polydimethylsilox­
ane monolayers on such organic liquid substrates as glycol, 
oleic acid, and olive oil, and this was followed by the evolu­
tion of the all-Teflon film balance by Ellison and Zisman.4 
The Teflon balance permitted a wide variety of studies of 
the surface activity of the polyorganosiloxanes on organic 
liquids and really opened an entirely new field of surface 
chemistry.

Experimental Section
Apparatus. The basic experimental apparatus used to 

determine the wave-damping coefficient k and the film 
pressure F was the same as that described earlier.5 How­
ever, some experimental modifications were necessary for 
investigations in which organic liquids, rather than water, 
were used as substrates. The principal changes were: (a) a 
new trough was made entirely from one piece of Pyrex glass 
to prevent contamination from joint-bonding materials; (b) 
the stroboscope was placed above and to the side of the ex­
perimental apparatus (rather than under it as was done in 
previous work) and its light was reflected up through the 
organic liquid from a mirror in the floor of the trough be­
cause the bottom of the new trough was so thick that not 
enough light would penetrate it; and (c) a thin film of very 
low surface energy fluoropolymer, poly-1 H, 1-H-pentade- 
cafluorooctyl methacrylate which was supplied by the Min­
nesota Mining and Manufacturing Co. and had been de­

scribed by Bernett and Zisman,6 instead of paraffin wax, 
was used to coat the walls of the trough to keep the organic 
liquid from spilling over the sides.

Surface pressures were measured with a Langmuir-Adam 
type of film balance described earlier.7 However, since or­
ganic liquid substrates were used instead of water, the “end 
loops” were made of 12 -  ̂ thick strips of Teflon instead of 
polyethylene. The sensitivity of the film balance was 0.120 
dyn cm- 1  (degree of rotation)- 1  of the torsion head, and 
film pressures could be measured with a precision of 0.1 
dyn cm-1. The film balance and the wave generator were 
mounted on an excellent vibration-proof table and were en­
closed in a Lucite box to minimize contamination by air­
borne particles. All measurements reported here were made 
at room temperature (22 ± 1 °).

Materials Used. An ethoxy end-blocked polydimethylsi­
loxane, C2H50 [Si(CH3)20]iioC2H5, obtained from the Dow 
Corning Corp. was used to form the monolayer films. It was 
percolated through an adsorption column of activated Flor- 
isil to remove any polar impurities prior to use and was 
spread on the substrate in a solution containing about 0.5 
mg of polymer per milliliter of freshly distilled isopropyl al­
cohol (ACS reagent grade). The pure organic liquids used 
are listed in Table I. All were obtained from the Fisher Sci­
entific Co. Just before each experiment, the particular liq­
uid was percolated slowly through adsorption columns of 
activated alumina and silica gel to remove water and sur­
face-active contaminants. In order to compare theoretical 
and experimental wave-damping coefficients, the surface 
tension, viscosity, and density of each purified liquid sub­
strate were determined. (These are listed in Table I.) Kine­
matic viscosities were obtained with a calibrated Cannon- 
Fenske viscometer according to ASTM method D 445-61. 
The viscometer was immersed in a water bath maintained 
at 22.0 ± 0.1°. Surface tensions were determined by the Du 
Nouy method with a Cenco interfacial tensiometer and the 
correction factors of Harkins and Jordan.8 Densities were 
determined in a standard pycnometer.
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TA BLE  I: Comparison of Observed and Theoretical Wave-Damping Coefficients 
for PolydimethylsilQxane Films on Pure Organic Substrates

W ave -dam p ing
W ave-dam ping co e ff ic ien t

Surface co eff ic ien t of f i lm -
te n - K inem atic of p u re  liqu id  k 0 co v ered  s u r fa c e

D en sity  a t s ion v isc o s ity R atio
S u b s tra te  liquid 22° g /c c >'22° V, cP T h eo ry E xpt D iff, % K k bKmax k r ^ J k

D ich lo ro b u tan e  (h ig h est p u rity 1.137 35.12 1.36 0.252 0.245 3 0.425 0.863 2.0
g ra d e ; bp 153-154°) 

T e tra c h lo ro e th a n e  (reag en t 1.595 34.81 1.69 0.234 0.219 6
g ra d e ; bp 144-150°) 

T e tra h y d ro n ap h th a len e 0.969 35.87 2.17 0.310 0.283 9 0.474 0.890 1.9
(pu rified  g ra d e ; bp 
205-207°)

P ro p y len e  ca rb o n a te 1.204 41.84 2.66 0.300 0.262 13 0.454 0.903 2.0
(p ra c tic a l g rad e ; bp 
121-123° (17 m m ))

H exadecane (p ra c tic a l 0.772 27.18 3.27 0.582 0.458 21 0.633
g rad e ; rr.p 17-18°) 

H exach lo robu tad iene 1.680 35.68 3.30 0.441 0.350 21 0.632 1.190 1.9
(p ra c tic a l g rad e ; 210-212°) 

T e tra b ro m o e th a n e  (pu rified 2.962 48.73 10.20 0.882 0.561 36
g rad e)
a Calculated from eq 5. h Obtained experimentally.

Procedure. In a typical experiment the polydimethylsil- 
oxane was spread by means of a microburet to a predeter­
mined area per monomer by carefully placing small drops 
of the polymer-alcohol spreading solution over the surface 
of the freshly percolated organic liquid. When the film had 
equilibrated (about 10  min), it was compressed by slowly 
moving the barrier forward a definite distance, usually 1  or 
2 cm, by means of a variable-speed motor drive. After the 
film pressure had stabilized (invariably within 2 min), 
wave-damping and film-pressure measurements were 
made. All F vs. A and k vs. A plots presented are taken 
from a specific run, but each experiment was repeated at 
least twice; the results were reproducible as shown by the 
duplicated experiments. On at least one occasion, a film on 
each organic liquid was left under a high surface pressure 
for 1 hr with no significant decrease in F.

Results and Discussion

Films on Propylene Carbonate. Wave Damping and 
Film Pressure. Figure 1 shows both the damping coeffi­
cient k and the film pressure F plotted vs. the area per mo­
nomer A for a polysiloxane film compressed and expanded 
on a propylene carbonate substrate. As the film was com­
pressed, the « vs. A curve had maxima at about 20 and 12 
A2/monomer, with a minimum in between at about 16 A2/ 
monomer. This result is almost identical, down to the sec­
ond maximum, with that obtained9 for the same film com­
pressed on water. Since polydimethylsiloxanes are known 
to adsorb on water, this immediately suggested that the 
film was adsorbing water from either the atmosphere or the 
substrate. Therefore, the experiment was repeated with 
precautionary measures to minimize that possibility. The 
experimental chamber was flushed with dehumidified air 
until the water in the atmosphere reached a low minimum 
of 26 ppm. The resistivity of the propylene carbonate mea­
sured 1.62 megohms before and 1.80 megohms after the ex­
periment; the near agreement between these two values

Figure 1. Damping coefficient and film pressure vs. area per mono­
mer for polydimethylsiloxane film on propylene carbonate at 22.0°: 
open symbols, compression; filled symbols, expansion.

was good evidence that the substrate adsorbed little water 
during the experiment. The resulting wave-damping and 
film-pressure values were, within experimental error, the 
same as those obtained in an atmosphere of 30-50% rela­
tive humidity. Thus, it appeared that the films did, in fact, 
behave similarly on propylene carbonate and water when 
compressed to 12  A2/monomer. However, at smaller areas
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per monomer, the film behavior was obviously different on 
the two substrates as evidenced by the difference in the k 
vs. A curves and by the hysteresis that occurred in films on 
propylene carbonate. (Those compressed on water to very 
low monomer areas by Fox, Taylor, and Zisman1 were re­
versible when expanded.) In the film compressed on water, 
k passed through a low value of about 0.1 cm- 1  at approxi­
mately 10  A2/monomer, then rose rapidly to pass through a 
third maximum at about 8 A2/monomer. As the film was 
compressed on propylene carbonate (Figure 1), the value of 
k progressively decreased below its value at 12  A2/mono- 
mer with no hint of a change in the slope of the curve.

As a first step in interpreting the experimental results, it 
was assumed that whenever a maximum or minimum ap­
peared in the k vs. A curve, all of the polymer chains were 
in one structure and were packed to the utmost at that 
point. Therefore, Stuart and Briegleb molecular models 
were used to find plausible polydimethylsiloxane confor­
mations with monomer areas of 12 , 16, and 20 A2. The 
polymer was put initially in a regular zigzag arrangement; 
this should be a stable structure for the siloxane chain and 
had already been proposed by Fox, Taylor, and Zisman,1 as 
the one assumed on water at a certain level of compression. 
By use of a molecular model, these workers found that, if 
the zigzag chain was oriented so that the silicon and oxygen 
atoms were vertical to each other, a monomer unit occupied 
16 A2/monomer and was about 7.9 A high. The latter value 
was the same as the average film thickness calculated from 
the bulk density (0.984 g/cm3).10 Therefore, the minimum 
in the k vs. A curve at 16 A2/monomer was ascribed to a 
fully packed film with the chains in the zigzag structure 
oriented as described above. A simplified molecular model 
of this conformation is shown in Figure 2.

This interpretation became more probable after it was 
found that when a molecular model of this structure was 
rotated 90° about its long axis (so that the Si-O-Si groups 
were oriented horizontally), each monomer now occupied 
about 20 A2 (the area at which the first peak appeared in 
the k vs. A curve). The height of the chain in the new ori­
entation was estimated to be 6.2 A, the same as the calcu­
lated film thickness at 20 A2/monomer. Thus, the horizon­
tal zigzag conformation seems an excellent choice for the 
structure of the polymer molecules when they are spread at 
the higher areas per monomer. According to this interpre­
tation, compression of the film from 20 to 16 A2/monomer 
merely causes the film molecules to turn about their main 
axes while the chains remain horizontal to the liquid sur­
face. At 16 A2/monomer, all of the chains have been rotated 
exactly 90° and the film is packed to the utmost with the 
molecules in the new orientation.

It is uncertain whether the methyl or the Si-O-Si groups 
serve to anchor the polymer chains to the substrate. How­
ever, if the zigzag structure is in either of the orientations 
described above, and if the Si-O-Si groups are in or near 
the plane of the liquid surface, half of the methyl groups 
must be beneath the surface in the bulk liquid, and these 
groups would probably interact readily with the organic 
substrate.

It was postulated that further compression of a polydi­
methylsiloxane film with the chains in the zigzag conforma­
tion (16 A2/monomer) on water forms helices with an aver­
age of six monomers per turn.1 The same change probably 
occurred on propylene carbonate because a peak appeared 
in the k vs. A curve at 12  A2/monomer which is, according 
to molecular models, about the monomer area to be expect-

ZIGZAG COKFT«JUriOK
EXTENDED CONFOUIATION (OKtENTSD Vr.KT’CA:_LY)

Figure 2. Simplified molecular models for the polydimethylsiloxane 
chain.

ed for such a helix. The height of the helix was estimated to 
be 1 1  A, which compares reasonably with the calculated 
film thickness of 10.5 A at 12  A2/monomer.

The rise in the value of k in the region of 16 to 12  A2/  
monomer indicates that the formation of the helices 
strengthens the interaction between the film molecules and 
substrate. This result is plausible if one considers the gen­
eral orientation of the atoms in the six-membered helix. 
When this structure is formed from the zigzag conforma­
tion, the Si-O-Si groups are pulled toward the interior of 
the helix, leaving the hydrophobic methyl groups on the 
outside. This shielding of the polar silicon and oxygen 
atoms and the easy accessibility of the hydrocarbon groups 
to the organic substrate should greatly strengthen the film- 
substrate interaction. This would cause k to increase, as 
observed, probably because the surface viscosity becomes 
greater as the helices are formed. On the other hand, on 
water, the value of k decreases as helices are being formed 
because the oxygen and silicon atoms are being removed 
from the surface in the process.9

No further transitions occur in films compressed below 
12  A2/monomer since, as Figure 1  shows, k decreases stead­
ily from that point down to low monomer areas. Neverthe­
less, compression beyond 12  A2/monomer must drastically 
change the film because at that area it becomes irreversible 
when the pressure is relieved.

Hysteresis Effects. The expansion curves shown in Fig­
ure 1 provide a strong clue as to what causes hysteresis in 
these films. Both curves are very similar in shape to the 
compression curves, the main difference being that the ex­
pansion curves are shifted to lower areas per monomer. A 
simple interpretation is that compression beyond 12  A2/  
monomer causes some of the film molecules to disappear 
into the propylene carbonate, a good possibility since, as 
mentioned earlier, the helical structure should enhance the 
solubility of polydimethylsiloxane in organic liquids. If this 
is true, the values of A in the expansion curves are all too 
low, of course, since they were calculated on the assump­
tion that the film still contains all of the polymer initially 
spread on the substrate. The actual number of monomers 
left in the film can be calculated if it is assumed that ex­
pansion involves the same transformations as occur during 
compression, but in reverse order, that is, the transforma­
tions are reversible. Then, the first peak in the k vs. A ex­
pansion curve at an apparent area per monomer of 10 A2 
actually represents a close-packed film of helices which 
have a monomer area of 12  A2. By using 12  A2 as the true 
area per monomer when k passed through the first expan­
sion maximum and knowing the area of the liquid surface, 
the number of monomers in the liquid surface can be easily
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Figure 3. Damping coefficient and film pressure vs. area per mono­
mer for polydimethylsiloxane film on propylene carbonate: open 
symbols, points reproduced from compression of film shown in Fig­
ure 1; dots within symbols, points recalculated as explained in text 
for the expansion of film shown in Figure 1.

calculated This gives 21.5 X 1016 monomers on the liquid 
surface at the end of the compression as compared to 25.8 
X 1016 monomers initially deposited.

By use cf this new value, the areas per monomer were re­
calculated for the expansion data and the results are shown 
in Figure 3 compared with the unmodified compression 
curves. The new points fall quite close to the compression 
curve, although there are some deviations at the lower 
values of A. These deviations can be explained by assuming 
that at the end of the compression some of the long chains 
were partially immersed in the substrate and that the ener­
gy necessary to bring them back into the liquid surface was 
different from that required to force them into the bulk 
phase by compression. This difference in energies would 
naturally be reflected in different k and F values until all 
of the formerly immersed chain segments were once more 
in the liquid surface. When this occurred, the film would be 
fully packed with helices and the expanded film would be 
strictly comparable to the film when it was compressed to 
that point. Accordingly, Figure 3 shows that the recalculat­
ed k and F values fell much closer to the compression 
curves at A > 12 Á2.

Thus we conclude that, if compression does not expel 
some of the polymer molecules from the liquid surface after 
the film becomes fully packed with helices, polydimethylsi­
loxane films will be completely reversible on propylene car­
bonate just as they are on water. The observed experimen­
tal difference is due to the organic methyl groups on the 
outside of the helix favoring solubility of the film in propyl­
ene carbonate but hindering its dissolution in water. Com­
pression of a film past 12  Á2/monomer causes more and 
more of the polymer molecules to be lost into propylene 
carbonate, whereas on water it merely rearranges the film

Figure 4. Compressibility curve of polydimethylsiloxane film on pro­
pylene carbonate: open symbols, compression of film shown in Fig­
ure 1; symbols with dots, expansion of film shown in Figure 1 but 
points recalculated as explained in text.

molecules in the surface into a more upright position.1 Be­
cause of the low interaction energy between the helix and 
the underlying water, this can occur reversibly.

Compressibility Studies. The compressibility of the mo­
nolayers was studied by calculating the modulus of com­
pressibility, defined by Cs~l = -A  <\FU)A, from the slope 
of the F vs. A curves. In Figure 4 the Cs_1 values obtained 
from the compression and expansion F vs. A curves in Fig­
ure 3 are plotted vs. A; all of the points are seen to fall close 
to the same curve.

The sharp peak in the curve coincides with a minimum 
in k (this means that the film was most incompressible 
when it was closely packed with the chains in the zigzag 
conformation oriented so that each monomer occupied 16 
Â2). However, somewhat surprisingly, the curve gives no in­
dication of any transitions occurring in the film at either 20 
or 12 Â2/monomer which were so apparent in the k vs. A 
curve. However, it may be noted that at both of these A 
values, Cs- 1  was 6.3 dyn/cm. This is particularly notewor­
thy because Dorrestein’s11 theory of the damping of capil­
lary waves by insoluble films predicts that k should pass 
through a maximum when Cs~l is 6.4 dyn/cm (quoted by 
Davies and Vose12). This point will be discussed further in 
this article.

Summary. A picture can now be proposed for the behav­
ior of polydimethylsiloxane films compressed and expand­
ed on propylene carbonate. At higher values of A, the mo­
nolayer is composed of chains lying flat in the liquid sur­
face in a zigzag conformation oriented so that a monomer 
unit occupies 20 Â2. The film probably interacts with the 
substrate through half of the methyl groups which form 
one side of the chain. As the liquid surface is decreased, the 
chains are gradually pushed closer together, causing k to 
rise, until at 20 Â2/monomer the film is fully packed with 
zigzag chains. Further compression causes them to rotate 
axially by 90° until, at 16 Â2/monomer, the film is fully 
packed with rotated (edge-on) zigzag chains and is least 
compressible. Compression past 16 Â2/monomer causes the 
chains to coil up into horizontally oriented helices until, at 
12  Â2/monomer (where k passes through a second maxi-
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mum), the film is fully packed with helical chains. Further 
compression forces some of the chains down into the sub­
strate where they dissolve because the organic methyl 
groups located on the outside of the helix not only make 
the polymer more soluble in the propylene carbonate but 
also shield the polar Si-O -Si groups from the organic sub­
strate. It is not clear why dissolution of the film causes k to 
decrease. After the liquid surface becomes fully occupied 
with helices at 12  A2/monomer, the sole effect of further 
compression should be the displacement of chain segments, 
and eventually whole chains, into the substrate, with the 
packing and orientation of the chains remaining in the sur­
face being essentially constant. If this be true, k should be 
constant also, as was observed when polysiloxane films 
started to dissolve in other substrates used in this study. 
The experimental results show unambiguously, however, 
that more and more of the film is lost by compression be­
yond 12  A2/monomer, resulting in film hysteresis. The 
polymer molecules left in the liquid surface at the end of 
compression experience the same transitions when expand­
ed as when compressed, but in reverse order.

Films on Tetrahydronaphthalene, Hexachlorobuta- 
diene, and Dichlorobutane. Wave Damping and Film 
Pressure. The k vs. A and F vs. A curves, obtained for po­
lydimethylsiloxane films on 1,2,3,4-tetrahydronaphthalene, 
on hexachloro-1,3-butadiene, and on 1,4-dichlorobutane 
are very similar. The results shown in Figure 5 for a film on 
tetrahydronaphthalene are typical.

Assuming, as in the propylene carbonate case, that the 
peak in the k vs. A curve is caused by a closely packed film 
of polymer molecules in a definite conformation, a polydi­
methylsiloxane structure was sought (with the aid of mo­
lecular models) which had a monomer area of about 23.5 A2 
and a height of approximately 5.3 A, the calculated film 
thickness at that A value. Such a conformation results from 
putting one of the two methyl groups on adjacent silicon 
atoms as closely together as possible in the same plane to 
form one surface of the chain. Figure 2 shows a simplified 
molecular model of this structure, hereafter called the “ex­
tended conformation”. The oxygen and silicon atoms are 
located on the other side so that the chain has a hydrophil­
ic and oleophilic surface. The other half of the methyl 
groups alternate outwardly from both sides of the chains; 
neighboring chains would be expected to interact principal­
ly through these groups. The closely enmeshed row of 
methyl groups at the bottom of the chains would undoubt- 

, edly associate with the organic substrate to anchor the film 
to it. According to the molecular model, this structure has 
an area per monomer of 23.6 A2 and a height of 5.2 A, 
which match the experimental values very well.

The extended conformation model became more plausi­
ble when it was found that, by rotating the molecular 
model about the S i-0  bonds, it could be twisted easily into 
the regular zigzag conformation having a monomer area of 
20 A2, which is where the flat plateau begins in the k vs. A 
curve. Hence, we interpret the region of 23.5 to 20 A2/mo- 
nomer as one in which the polymer molecules are being 
composed from the extended into the zigzag conformation. 
The chain loses a lot of its hydrophilic/hydrophobic char­
acter during the transformation because the Si-O-Si 
groups which form the predominantly polar surface of the 
extended conformation are now in the middle of the chain 
(Figure 2). This, of course, tends to make the chain more 
soluble in organic liquids; reference will be made to this 
point later. Films on tetrahydronaphthalene and hexachlo-

09 J  
08^ 
0.7 z

LÜ
0.6 ÿ 
0.5 t

LU
0.4 o  

o
0.3 o

<o

1

Figure 5. Damping coefficient and film pressure vs. area per mono­
mer for a polydimethylsiloxane film on tetrahydronaphthalene at 
21.5C: open symbols, compression; filled symbols, expansion; dots 
within symbols, points recalculated as explained in text.

robutadiene, and inferentially on dichlorobutane as well, 
are fully reversible down to 20 Az/monomer, reflecting the 
ease with which the extended structure can be changed into 
the zigzag conformation, but there is hysteresis in films 
compressed beyond that point. The level plateau in the k 
vs. A curve extends to a low monomer area, indicating that 
the polymer chain does not form a helical structure on 
these liquids. This is in contrast to its behavior on propyl­
ene carbonate in this study and on water.1

The film’s preference for the extended structure on these 
liquids rather than the zigzag conformation assumed on 
propylene carbonate at high areas per monomer can be at­
tributed to the much lower polarity of this group of liquids. 
As will be brought out, polydimethylsiloxane assumes the 
same extended structure on hexadecane, the most nonpolar 
substrate used here. The dielectric constants of tetrahydro­
naphthalene, hexachlorobutadiene, and dichlorobutane are 
2.76 at 20°, 2.55 at 25°, and 8.90 at 25°, respectively,13 
compared to 65 at 25° for propylene carbonate.14 It follows 
that these nonpolar liquids have a greater affinity for the 
organic portion of the siloxane chain than does propylene 
carbonate. Apparently the attraction is so strong that the 
methyl groups which bind the film to the substrate are 
pulled into positions perpendicular to the liquid surface 
until they are packed to the utmost. The resistance to im­
mersion of the polar Si-O-Si groups on the other side of 
the chain prevents the whole molecule from being drawn 
into the substrate. Conversely, the adhesive forces between 
propylene carbonate and the same methyl groups are rela­
tively weak and, as a result, the conformation of least ener­
gy on that substrate is the regular zigzag structure in which 
the methyl groups anchoring the chain are separated and 
tilted at a slight angle to the vertical.

Hysteresis Effects. To determine if the hysteresis ob­
served in films compressed beyond 20 A2/monomer is due 
to solution of some of the film, the A values at which k and 
F measurements were made were recalculated, as described 
earlier, for the expansion data on tetrahydronaphthalene 
and hexachlorobutadiene. Typical results are shown in the 
original plot (Figure 5) for the film on tetrahydronaphthal­
ene. The peak in the expansion k vs. A curve is attributed 
to a close-packed film of chains in the extended conforma­
tion so that the actual area per monomer is 23.5 A2 at that
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point. The close correspondence of the corrected points to 
the compression curves leaves little doubt that, just as with 
propylene carbonate, the hysteresis is caused by the loss of 
some of the polymer molecules by compression. The diver­
gence of some of the new F points from the compression 
curve can again be ascribed to displaced chain segments re­
turning to the liquid surface. There is no corresponding de­
viation in the new k points, because k is independent of F 
once the film starts to dissolve. In contrast to the propylene 
carbonate case, k is constant, as would be expected if com­
pression beyond A = 20 A2 only forced polymer molecules 
into the underlying liquid and left unaltered the packing 
and orientation of those chains remaining in the liquid sur­
face.

On propylene carbonate the films start to dissolve only 
after the zigzag chains have been compressed into molecu­
lar helices. This is attributed to the increased solubility of 
the helices due to the methyl groups on the exterior of the 
chain which shield the Si-O-Si groups from the organic 
substrate. The situation seems to be entirely analogous in 
these films, except that they start to dissolve earlier when 
the chains are in the zigzag conformation. This difference 
in behavior can be explained on the basis of the low polari­
ty of these liquids compared to propylene carbonate, just as 
it was used earlier to account for the difference in the con­
formations. As pointed out earlier, the extended conforma­
tion has a polar surface of Si-O-Si groups on one side of 
the chain and a nonpolar surface of close-packed methyl 
groups on the other. However, when the chain is com­
pressed into the zigzag structure (Figure 2), it loses much of 
its polar-nonpolar character because the Si-O-Si groups 
move into the middle of the molecule and become sur­
rounded by methyl groups, somewhat similar to what oc­
curs when the zigzag molecular chains are compressed into 
helices on propylene carbonate. This removal of the Si-O- 
Si groups from the exterior of the chain apparently in­
creases the solubility of the polymer in these relatively 
nonpolar liquids so much that, once all of the chains are in 
zigzag conformation, some of the film dissolves upon fur­
ther compression. On the other and, the energy barrier for 
solution of the same zigzag chains in propylene carbonate is 
expected to be much higher because of the high polarity of 
the liquid. Therefore, compression causes the chains in that 
conformation to reorient rather than dissolve. Further­
more, polydimethylsiloxane films on water, an even more 
polar liquid, do not dissolve even after molecular helices 
are formed.9 Thus we conclude that the surface activity of 
polydimethylsiloxane films at liquid-air interfaces is 
strongly dependent on the polarity of the substrate.

Compressibility Studies. The film compressibility 
curves (Cs_1 vs. A) are similar to those obtained on propyl­
ene carbonate (Figure 4), except that the maximum occurs 
at 20 rather than at 16 A2/monomer. Thus, the film be­
comes least compressible at the same area per monomer 
that k becomes constant, i.e., when the monolayer becomes 
closely packed with zigzag chains. The films on propylene 
carbonate are also least compressible when they are fully 
packed with chains in the zigzag conformation (although in 
a different orientation). However, compression beyond the 
point of least compressibility affects the films on the two 
substrates in entirely different ways: a conformational 
change occurs on propylene carbonate, whereas the film on 
tetrahydronaphthalene starts to dissolve. As in the propyl­
ene carbonate case, there is no sign of a break in the com­
pressibility curve where k passes through a maximum (ap-

Figure 6. Damping coefficient and film pressure vs. area per mono­
mer for a polydimethylsiloxane film on hexadecane at 22.2°: open 
symbols, compression; filled symbols, expansion; dots within sym­
bols, points recalculated as explained in text.

proximately 23.5 A2/monomer). Interestingly, at that point, 
C9_1 is equal to 6.3 cm/dyn, which is exactly the value at 
which the first maximum in k occurs ,in films on propylene 
carbonate. This apparent correlation between Cs_1 and k 
will be dealt with later.

Films on Hexadecane. Film Pressure and Wave Damp­
ing. The most notable difference between the k vs. A 
curves of films compressed on hexadecane (Figure 6) and 
those shown earlier is that k never passes through a maxi­
mum. Significantly, however, there are two abrupt changes 
in slope at approximately 23.5 and 12  A2/monomer. These 
are the same monomer areas at which k maxima occurred 
on the other substrates in his study (e.g., see Figures 1  and 
5). Therefore, it is easy to interpret the behavior of films on 
this substrate: the polymer chains are in the extended 
structure at high values of area per monomer, become 
closely packed at 23.5 A2/monomer, and are converted into 
a helical structure in the region of 23.5 to 12 A2/monomer.

As in the propylene carbonate case, the monolayer on 
hexadecane is reversible only to A = 12 A2, where the liq­
uid surface was fully occupied with helical chains, and the 
hysteresis results from some of the film dissolving. This is 
shown by the closeness of the recalculated k and F points 
to the compression curve in Figure 6. The new points were 
obtained by assuming that at 8 A2/monomer, where the ex­
pansion value of k dropped rapidly, the film was closely 
packed with all of the chains in the helical conformation 
and that the actual area per monomer at that point was 
therefore 12  A2.

As might be anticipated from the low surface tension of 
hexadecane, the film pressures exhibited on that substrate 
are lower (at comparable areas per monomer) than on any 
of the other substrates in this study.

Compressibility Studies. The shape of a Cs_1 vs. A plot
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Figure 7. Compressibility curve of polydimethylsiloxane film on hexa- 
decane: open symbols, compression of film shown in Figure 7; sym­
bols with dots, expansion of film shown in Figure 7 but points recal­
culated as explained in text.

of a film on hexadecane (Figure 7, obtained from Figure 6) 
is unique in this study in that Cs_1 is constant over a wide 
range of A values, rather than showing a maximum as in all 
the other cases. Actually, the other compressibility curves 
do not correlate well with the wave-damping data since, as 
was noted, there are no inflections of any kind in the curves 
at some values of area per monomer where distinct peaks 
appeared in the k vs. A curve. On the other hand, the com­
pressibility and wave-damping results of films on hexade­
cane are in good accord because film transitions were indi­
cated at the same values of area per monomer in both k 
and Cs- 1  vs. A curves.

It is seen from Figure 7 that Cs_1 initially rises because 
the extended chains are being pushed closer together, as 
would be expected, and then becomes constant at the onset 
of the formation of helices. In contrast to the propylene 
carbonate case, the compressibility of these films does not 
change while helices are formed. No straightforward expla­
nation of this difference is apparent, although the condi­
tions under which the polymer chains are converted into 
the helical structure are not strictly comparable in the two 
cases. Not only are the helices formed from different poly­
mer conformations, but the forces binding the film to the 
substrate should be different because of the large differ­
ence in polarity between propylene carbonate and hexade­
cane. Thus, different energies may be required to compress 
the chains into helices on hexadecane and propylene car­
bonate and this could affect the compressibilities of the 
films. Figure 7 shows that Cs_1 decreases steadily as the 
film is dissolved in the substrate.

In light of the other compressibility data obtained in this 
study, one might assume that no peak appears in the k vs. 
A curve simply because Cs_1 does not reach a value of at 
least 6.3 dyn/cm. It was noted earlier that in all of the other 
films C8_1 is equal to 6.3 dyn/cm each time k passes 
through a maximum; this point will be discussed in the 
next section.

The behavior of a polydimethylsiloxane film on hexade­
cane, outlined above, may be compared with the interpre­
tations of other investigators who based their conclusions 
on force-area relationships. Ellison and Zisman’s account4 
agrees for the most part with that given here; the main dif-

Figure 8. Amplitude of capillary waves on pure organic liquids as a 
function of the distance from tne wave source: □, tetrahydronaphth- 
alene; A, propylene carbonate; O, hexadecane; V, dichlorobutane; 
O , hexachlorobutadiene; □, tetrachloroethane; O, tetrabromo- 
ethane.

ference is that they did not account for what happened 
after the film became close packed with helices. The pres­
ent results provide the answer that the film begins to dis­
solve if compressed beyond that point, causing hysteresis 
upon expansion. The subsequent investigation by Jarvis15 
led him to believe that the polymer chains are in the helical 
form at high values of area per monomer and that they re­
tain that structure regardless of the degree of compression. 
A similar conclusion was reached earlier by Noll, Stein- 
bach, and Sucker16 for polydimethylsiloxane films com­
pressed on paraffin oils and other nonhydrogen-bonding 
liquids. However, in view of the sharp breaks in the k and 
Cs- 1  vs. A curves observed here, the idea seems untenable 
that polydimethylsiloxane films do not undergo transitions 
when compressed on hexadecane and similar nonpolar liq­
uids.

Comparison of Wave-Damping Results with Some 
Theoretical Predictions

Wave Damping on Clean Surfaces. In this investigation 
we intended to use k vs. A relationships to elucidate the 
way polydimethylsiloxane films behave at the organic liq­
uid-air interface. However, the appearance of the peaks in 
the k vs. A curves at precisely the value of Cs- 1  predicted 
by Dorrestein11 encouraged us to compare other wave­
damping results with theoretical predictions.

According to theory, the wave-damping coefficient can 
be determined from the slope of the line obtained when the 
log of the wave amplitude (a) is plotted against the dis­
tance (x ) from the first wave (of amplitude ao):

In a =  In an -  kx ( 1 )

Such plots are shown in Figure 8 for seven pure organic liq­
uids differing widely in their physical properties. In addi­
tion to the five organic liquids used as substrates, wave­
damping data were obtained for two other liquids (1 ,1 ,2 ,2- 
tetrabromoethane and 1 ,1 ,2 ,2-tetrachloroethane) which 
were considered and not used as substrates. Since these

The Journal of Physical Chemistry, Vol. 79, No. 14, 1975



1404 R. L. Shuler and W. A. Zisman

two liquids are chemically similar but have greatly differ­
ent physical properties which affect capillary wave damp­
ing (see Table I), we hoped to compare the wave-damping 
properties of polysiloxane films on them. Unfortunately, 
when a monolayer is compressed on tetrabromoethane, the 
high viscosity of the liquid causes the capillary waves to 
decay so quickly that usually only three wave amplitudes 
can be measured. Consequently, a reliable plot of wave am­
plitude a vs. distance x cannot be obtained, although 
enough wave amplitudes (five) can be measured for the 
pure liquid to give a satisfactory plot. A good plot was ob­
tained also for pure tetrachloroethane, but this liquid was 
not used further because of its noxious vapors. The wave­
damping coefficients kc obtained from the slopes of the 
lines in Figure 8 are given in Table I along with the experi­
mentally determined values of the physical properties 
which affect the damping of the capillary waves (see equa­
tions below).

The theoretical values of kc for the organic liquids were 
calculated from hydrodynamic theory which was developed 
by solving Lamb’s equations describing liquid motion.17 
According to theory, the value of kc is given by

kc = 8n2T]/pVgX2 (2)

where t) is the kinematic viscosity (measured in poises), p is 
the density (in g/cc), Vg is the group velocity of the wave 
train (in cm/sec), and X is the wavelength (in cm). The 
group velocity of the wave train is given by

(3)

Here v is the wave velocity obtained from the well-known 
Thomson equation,20 which gives the wave velocity under 
the combined forces of gravity g (gravitational constant) 
and surface tension -v as

, g  , 2irXv2 = —  + ------
pX

(4)

The values of kc calculated from eq 2 are compiled in 
Table I along with rhe experimental values and the per­
centage differences between the two. All of the observed 
values are lower than those predicted by the theory by as 
much as 36%. The fact that the percentage difference in­
creases with the viscosity of the liquid suggests that viscosi­
ty has a greater affect on capillary-wave damping than is 
provided for in the theoretical equations.

For example, the surface tension and density of tetra­
chloroethane and hexachlorobutadiene are not very differ­
ent, but the latter is much more viscous and has an ob­
served kc 2 1% lower than the calculated value, compared 
with a 6% difference for tetrachloroethane. Conversely, the 
surface tension and, particularly, the density of hexachlo­
robutadiene are appreciably different from those of hexa- 
decane. However, their viscosities are practically the same, 
and their experimental kc values differ from the theoretical 
values by the same percentage. Since the theoretical and 
observed kc values of dichlorobutane, which is slightly 
more viscous than wa~er, agree so well, we might anticipate 
good agreement for water also if, as indicated here, viscosi­
ty is the principal factor. In fact, other workers19’20 have 
found excellent agreement between experimental and theo­
retical kc values for water. However, on the basis of the 
large discrepancies between theory and experiment ob­

served here, eq 2 must be judged not to be applicable to the 
more viscous liquids.

Wave Damping on Film-Covered Surfaces. Some of our 
experimental data agree very well with Dorrestein’s 11 theo­
retical treatment of the damping of capillary waves by mo­
nolayers (the peak in the k vs. A curve at the predicted 
value of Cs_1 has already been mentioned), but other re­
sults seem to go outside the framework of the theory. For 
this reason a brief summary will be given of the main 
points of his theory.

Dorrestein expressed capillary-wave damping by insolu­
ble films as a function of the compressibility, which can be 
measured by Cs_1, and of the surface viscosity vs of the mo­
nolayer. He defined the two limiting cases: (a) the effect of 
the film on the motion of the liquid surface is negligible 
(Cs_1 and v3 -* 0) and the theoretical value of k in this case 
is that of a clean surface and is given by eq 2; and (b) the 
liquid surface is completely immobilized by the film, i.e., 
the film practically prevents any horizontal motion in the 
liquid surface. According to hydrodynamic theory,17 the 
damping coefficient k, in this latter situation is given by

The values of k; for the five substrate liquids in this study 
are shown in Table I.

In going from case a toward case b the mathematics of 
the theory predicts that, if the viscosity of the film is negli­
gible, k should pass through a maximum when Cs- 1  reaches
6.4 dyn/cm, as was observed in the films on all of the sub­
strates in this study except on hexadecane. The maximum 
in k has been observed previously, but this is the first time 
that it has occurred so near the compressibility value pre­
dicted by theory.21

The absence of a peak in the k vs. A curve for films on 
hexadecane might be attributed to the fact that the films 
are so readily compressible that Cg- 1 never reaches the 
necessary 6.4 dyn/cm. However, if Dorrestein’s theory is 
further considered, another explanation presents itself. Ac­
cording to theory, k should not pass through a maximum if 
the viscosity of the film contributes much more to the 
damping of the capillary waves than does the incompressi­
bility of the film. This situation may occur in films on hex­
adecane because of the closer association of the hydrocar­
bon groups in the siloxane chain with the highly nonpolar 
hexadecane. The fact that k passed through a maximum at 
the predicted value of C9_1 for the other substrates implies 
that the viscosity of those films was not appreciable.

Another prediction of the Dorrestein theory11 is that 
when the damping coefficient k passes through the maxi­
mum &max, it should have about twice the value that it has 
when the liquid surface is fully immobilized by a film (that 
is to say, about twice the value k[ calculated from eq 5). As 
shown in the last column of Table I, this clearly holds true 
for films in this study.

The good quantitative agreement between our experi­
mental results and the predictions of Dorrestein suggests 
that his theory can be generally applied to the films studied 
here. An apparent exception is the behavior of the film on 
propylene carbonate because there are two peaks in the k 
vs. A curve, whereas only one is theoretically predicted.
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However, even the wave-damping properties of that film 
can be rationalized in terms of the theory if we make the 
following two assumptions: first, when the film becomes 
least compressible at 16 A2/monomer (where k passes 
through a minimum) the state of the liquid surface corre­
sponds to limiting case b described above; and second, the 
film when compressed beyond 16 A2/monomer affects the 
liquid surface in the same way as when it was compressed 
to that point, or, in the language of the theory, the process 
a —>- b is reversible. If these assumptions are valid, com­
pression of the film past 16 A2/monomer would cause k to 
rise and pass through a second maximum of the same mag­
nitude as the first when Cs_1 again was 6.4 dyn/cm, as was 
observed experimentally.

Although some of our results definitely are compatible 
with and lend some support to Dorrestein’s theoretical 
analysis, we have used a different basis for explaining the 
observed changes in the wave-damping properties as a mo­
nolayer is compressed. Our approach has been to identify 
each extremum in the k vs. A curve with a well-defined 
state of the film molecules. For example, in this study we 
propose that the first peak represents the point where the 
film first becomes close packed with every polymer mole­
cule in the same configuration and orientation. To verify 
this proposal, plausible chain conformations are assigned to 
the area per monomer at which the peaks appear. It follows 
from this that the location of the first peak depends upon 
the structure of the surfactant molecules when they be­
come close packed, and as a consequence, our wave-damp­
ing results are interpreted on an ad hoc basis. On the other 
hand, Dorrestein relates the maximum in the k vs. A curve 
to the compressibility of the film and attributes it to local­
ized oscillations at the liquid surface. Reconciling his ap­
proach with ours, which is largely empirical in nature, 
would apparently require an understanding of how the 
structure and properties (e.g., elasticity and solubility) of a 
given film affect its compressibility. Information of so com­
plex a situation would undoubtedly be very difficult to ob­
tain.

Conclusions
The main conclusions reached in this investigation can 

be summarized as follows.

(1) On all five of the organic liquids investigated here, 
the poiydimethylsiloxane monolayers form stable and re­
versible films which dissolve on compression, causing hys­
teresis upon expansion. Before dissolving, however, a film 
undergoes a conformational change, and when propylene 
carbonate is the substrate a change occurs in the orienta­
tion of the polymer chain on the liquid surface as well.

(2) The type of structural transformation which occurs 
as a film is compressed and the conformation assumed 
when it is first spread both depend to a large degree upon 
the matchings of polarities of the organic substrate and 
film.

(3) Hydrodynamic theory is not applicable to the more 
viscous (va > 3 cP) pure organic liquids studied here; how­
ever, the agreement between the observed and theoretical 
wave-damping coefficients is satisfactory for the less vis­
cous (<2 cP) liquids.

(4) Dorrestein’s theory11 of the damping of capillary 
waves by these compatible monolayers is especially satis­
factory for these particular substrates.
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Conjugation between Unsaturated Systems through a Heteroatom. II. Molecular 
Stereolability of Reacting Para-Substituted Phenyl Isobutenyl Ethers
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Laboratoire de Chimie Organique Physique de l'Université de Paris VU, associé au CNRS, 75005, Paris, France (Received July 25, 1974; 
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The hv electronic transitions associated with the charge-transfer complexes between para-substituted phe­
nyl isobutenyl ethers, XPh—O—CH=C(M e)2 (X = H, Me, MeO, Cl, Br, NO2) (donors), and tetracya- 
noethylene (acceptor) have been determined. The linear relationship between hr and c+ substituent con­
stants, hvev = 0.56 <tp+ + 2.39, shows that there is transmission of conjugation through the oxygen atom in 
the ground state of these molecules, thus confirming our previous theoretical calculations. However, the rrp 
linear free-energy relationship observed for the electrophilic bromination of these ethers, log (k/kr,) = 
—3.13<rp, indicates that conjugation between the two ir systems is weakened in the course of a reaction. The 
theoretical INDO analysis of the conformation and electronic structure of the carbonium ion, XPh—O— 
CH+CH3, chosen as a model of transition state of the reaction, shows that this weakening is due to a con­
formational modification of the molecule when it goes over the reaction energy barrier.

Introduction
In the preceding paper,1 we presented theoretical results 

on the conformational analysis and electronic structures of 
para-substituted phenyl vinyl ethers as calculated by the 
INDO method

H = C H ,

X =  H, Me, MeO, OH, F, NCb

All these compounds show the same conformation, in 
which the trend to maximum conjugation by coplanarity of 
the two unsaturated systems is blocked by steric hindrance 
between hydrogen atoms. Analysis of the electronic struc­
ture of the ground state demonstrates the transmission of 
the conjugative effect through the oxygen atom to the eth- 
ylenic bond, as shown by the linear relationship between 
the energy of the highest occupied molecular orbital 
K h o m o  and the crp +  para-substituent constants2 of the X 
substituent:

î 'homo ~  0.58crp + 10.92 ( 1 )

The work presented here concerns the experimental 
study of this transmission of the conjugative effect on two 
kinds of molecular properties, spectroscopy and kinetics. 
These properties are commonly associated with the energy 
of the highest occupied molecular orbital. As pointed out 
by Jaffé3 and Streitwieser,4 the energy of the HOMO of a 
compound is directly related to its spectroscopic behavior 
and chemical reactivity.

Spectroscopic Results

In order to compare the experimental properties with the 
theoretical analysis, we studied first spectroscopic proper­
ties related to this conjugation. As a spectroscopic observ­
able of the energy of the highest occupied molecular orbital 
E h o m o , we chose the charge-transfer type electronic tran­
sition associated with donor-acceptor complexes. These 
transitions involve the overlap of the highest occupied mo­

lecular orbital of the donor and the lowest empty molecular 
orbital of the acceptor.6 As shown by the molecular orbital 
treatment of these complexes by Dewar and Lepley,6 the 
energy of this electronic transition is linearly related to 
K h o m o -

The absorption spectra corresponding to the charge- 
transfer complexes between para-substituted phenyl isobu­
tenyl ethers (donors) and tetracyanoethylene (acceptor) in 
methylene chloride were determined. The results are listed 
in Table I, together with the <tp+ para-substituent con­
stants which were used previously in the ¿ ? h o m o  structure 
effect correlation. As shown in Figure 1 , a linear relation­
ship exists between the hv transition energies of the 
charge-transfer complexes and the op+ constants:

hveV = 0.56ap* + 2.39 (R =  0.990) (2)

The linearity of the correlation and the fact that the 
same slope is observed in the calculated1 and experimental2 
relations indicate that B h o m o  is highly sensitive to substit­
uent effect. This molecular orbital is mostly localized on 
the oxygen and alkene carbon atoms,1 thus confirming the 
existence of conjugation between the rr systems through the 
oxygen atom. The observation that the conjugative effect is 
transmitted through the heteroatom is in agreement with 
spectroscopic work done by Jaffe7 on phenyl rings linked 
by N and P atoms and by Koch8 on phenyl rings linked by 
a S atom.

In order to analyze the transmission of the substituent 
effect on the reactivity of the ethylenic double bond we 
have performed a kinetic study of an electrophilic reaction 
of these compounds.

Kinetic Results

The reaction considered is the electrophilic bromination 
of the para-substituted phenyl isobutenyl ethers, whose 
rate-determining step involves the formation of an ionic in­
termediate.
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TABLE  I: Charge Transfer Energy of the 
TCNE-Phenyl Isobutenyl Ether Complexes

X hUeV ° p  *

TABLE  II: Kinetic Constants for the Bromination 
Reaction of Para-Substituted Phenyl Isobutenyl 
Ethers in CFC12CF2C1 at 25°

X k, M-' s e c '1
H 2.393 0
Me 2.202 -0.311
MeO 2.016 -0.778
Cl 2.408 0.114
Br 2.442 0.15
n o 2 2.901 0.790

H 1.09 ± 0.03
Me 1.95 ± 0.05
MeO 4.93 ± 0.12
Cl 3.37 X IO '1 ± 0.18 x 10 '1
Br 2.67 X IO’1 ± 0.06 x 10-1
n o 2 2.38 X 10 '3 ± 0.05 x IO '3

Figure 1. Linear re lationship betw een the hveV cha rge-transfe r tra n ­
sition energy and the <tp+ substituents constants.

The experimental rate constants are reported in Table II.
Our previous theoretical calculations led us to propose a 

linear relationship1 between the E h o m o  energy and the <rp +  

substituent constants, defined by the solvolysis rate of 
para-substituted tert-cumyl chlorides. In this reference 
reaction, a positive charge X—Ph—C+(Me)2 is created a to 
the phenyl ring in direct resonance interaction with the 
para substituent. Taking the quantity E h o m o  a s  represen­
tative of the chemical reactivity,4 we may expect a linear 
free-energy relationship log k = f(<rp+) which would express 
the strong conjugation between the two unsaturated sys­
tems. This kind of relationship has been observed, for in­
stance, for electrophilic hydration9 or bromination10 of 
para-substituted styrenes, in which there is conjugation be­
tween the para substituent and the positively charged « 
carbon atom X—Ph—C+—C. However, as shown in Figure 
2, the rate data do not fit this relationship well at all, the 
largest deviations being observed for the substituents with 
strong conjugative effect (MeO, NO2). This suggests that 
the <rp+ parameters are unsuitable since they overestimate 
the importance of resonance in this reaction.

Figure 2. S tructure e ffe c t ot reactivity o f para-substituted phenyl 
isobutenyl ethers linearly re la ted to  <rp substituent constants.

In order to understand how this structural effect oper­
ates on the reactivity of these enol ethers, we tried Ham­
mett substituent constants o-pn which are defined from the 
dissociation of benzoic acids

and so contain a smaller contribution from resonance than 
do <7p+ constants. As shown in Figure 2, the correlation 
with <7P is now satisfactorily linear

log (k/k0) = -3 . 16uP (R = 0.987)
The value of the slope, p = —3.16, may be compared to that 
obtained by Fueno12 for the acidic hydrolysis of substituted 
phenyl vinyl ethers (p = —2.14)

C H , = C H O — CH:, C H o ( j 3 ^

---------► CH;iCH0 +  HO

in which the rate-determining step involves the electrophil­
ic protonation of the carbon atom.

This result, in apparent contradiction with theoretical 
calculations and spectroscopic data for the ground state, 
clearly indicates that the reactivity of the ethylenic double 
bond does not depend greatly on the conjugative part of 
the substituent effect. The height of the activation energy
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barrier of the reaction is in fact directly related to the ener­
gy level of the highly polarized transition state. In order to 
understand the origin of this substituent effect modifica­
tion we will now consider the structural stabilization of the 
transition state.

Theoretical Analysis of a Transition State Model
Taking into account the partial charges born by the Ci 

and Co atoms in the ground state of the molecule, the ap­
proach of an electrophilic reagent E+ to the ethylenic bond 
leads to a carbonium ion intermediate.

E

This assumption has been experimentally confirmed by 
reaction product studies in the case of acidic hydroly­
sis.13,14 We shall consider this ion as a limiting model for 
the transition state and undertake a theoretical study of 
the conformation and electronic structure in the case of E 
= H. As in the study of the phenyl vinyl ether molecule, the 
INDO method of Pople15 has been used.

Computing Conditions. The bond lengths and bond an­
gles used in the calculations are standard values given by 
Pople.16 The conformation of the carbonium ions, derived 
from the phenyl vinyl ether, has been determined by the 
minimization of the total molecular energy with respect to 
the two torsional angular parameters, 4>i and <i>2, shown in 
Figure 3. The ■!>] angle corresponds to the C3—O internal 
rotation angle, with positive clockwise rotation looking in­
ward from C3 to 0 . The $2 angle corresponds to the C2—0  
internal rotation angle with positive clockwise rotation 
looking inward from C2 to O. The variation intervals con­
sidered for the two internal rotation angles are the fol­
lowing: 0 < 3>i < 180° and —90° < $2 < 90° with the values 
.jjj = <f>2 = 0 corresponding to the planar form. These two 
intervals take into account the symmetry of the para-sub­
stituted phenyl ring and do not consider the sterically hin­
dered structure in which the phenyl ring would be “inside” 
the C2—Ci bond (Figure 4).

Conformation of the Transition State Model. The po­
tential surfaces obtained for the unsubstituted carbonium 
ion (X = H) are represented in Figure 5. One can first note 
that, compared with the original phenyl vinyl ether mole­
cule, there is no longer symmetry with respect to the origin. 
This loss of symmetry is due to the change of hybridization 
of the Ci carbon atom from sp2 to sp3 when the molecule 
goes to the ion.

The minimum energy conformation corresponds to the 
values 4>i = 22.5° and 4>2 = —22.5°. Just as in the case of 
the ground state molecules, we have considered the possi­
bility of a modification of the minimum energy conforma­
tion of the ion with respect to the substituent. For the two 
substituents MeO and NOo of opposite electronic effect, a 
variation of the 4>i and <t>2 angles was performed around the 
minimum determined for the unsubstituted ion. The po­
tential energy curves obtained, presented in Figure 6, show 
that a similar wide potential well is obtained for all substit­
uents. Thus, as for the molecules from which they are de­
rived, a same conformation can be considered for the car­
bonium ions whatever the substituent.

However, the important fact is that the new conforma­
tion obtained for the ion is quite different from that found 
for the molecular ground state. A spatial representation of

Figure 3. Internal rotation parameters for the conformational analy­
sis.

0

Figure 4. Forbidden structure: phenyl ring “ inside” the Ch— C2 bond.

Figure 5. Conformational map of C6Fi5— O— +CFICFl3.

Figure 6. Potential well for substituted ethers as a function of 4>i and
i 2.

this modification cannot be easily performed and may be 
better visualized through the analysis of the H -H  distance 
of Figure 7. In the molecule the calculated H -H  distance,
2.2 A, corresponds to the sum of the van der Waals radii of 
two hydrogen atoms; the system cannot therefore attain 
maximum conjugation because of this steric constraint. In 
the case of the carbonium ion this steric interaction is no 
longer operating as shown by the value of 2.6 A calculated 
for this H--H distance. The difference between the two cal­
culated H -H  distances (2 .2. and 2 .6. A) leads us to consid-
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Figure 7. Comparison of H—H interactions in molecular and ionic 
species.

er that in the carbonium ion there is only a weak conjuga- 
tive interaction between the phenyl ring and the vacant p 
orbital of the C2 carbon atom. This leads to a conformation 
where the sterically hindered position present in the ether 
molecule no longer exists.

As mentioned previously,1 this weakening of the conju­
gation is in agreement with the cationic mesomeric forms

x H ^ - 0 - ^ - ç  -  —  x - ^ C ^ o = c - c -

The electron demand of the electron deficient C2 carbon is 
partly satisfied by the neighboring oxygen electron pair, 
leaving little valency available for conjugation between the 
substituent and the side-chain group. These assumptions 
are confirmed by analysis of the differences of the calculat­
ed charges on the Ci, C2, and 0  atoms, for the molecule and 
the ion. These differences Aqatom = qmo1 — qlon, Table III, 
are positive and reflect the electron loss which occurs when 
the carbonium ion is formed. The contributions, other than 
those from Ci, C2, and 0 , are very small and can be neglect­
ed. These values show that the main contributions to the 
electron deficiency of the molecule involve both the C2 and 
the oxygen atoms. The participation of the oxygen atom in 
the stabilization of the carbonium ion emphasizes its weak­
ened conjugation transmitter role in the ion. The substitu­
ent effect on the transition state being mostly responsible 
for reactivity, it now becomes clear why the reactivity of 
the molecule cannot be represented by the <rp+ substituent 
constants associated with strong conjugation.

Conclusion

The experimental results presented here show two dif­
ferent types of structural effects on the physical and chem­
ical behavior of para-substituted phenyl isobutenyl ethers. 
This phenomenon can be understood by considering that 
these two properties are related to two different states of 
the molecular system.

The spectroscopic properties are directly associated to 
the ground state of the molecule. Owing to the Franck- 
Condon principle, an electronic transition lasting 10~14 to 
10 "lD sec is too fast to allow any conformational modifica­
tion of the molecule. Thus, the theoretical or experimental 
determination of the conformation and the electronic 
structure of the molecular ground state describe these 
properties adequately.

Concerning the reactivity, the crossing of a potential en­
ergy barrier is slow enough with respect to the rotation 
time constants around a chemical bond (10 —12 to 10~13 sec) 
for the molecule to adopt the most stable conformation in 
the transition state (Figure 8). As we showed experimental-

TABLE  III:  Charge Variation from Molecular to 
Ionic Species for the Ci, C2 , and O Atoms

A<7

X c , c 2 O

H 0.084 0.223 0.109
Me 0.083 0.224 0.107
MeO 0.087 0.209 0.116
n o 2 0.078 0.234 0.103

Figure 8. Molecular stereolability in the course of a reaction: confor­
mational change from the molecule to the ion.

ly and theoretically, this molecular stereolability leads to a 
modification of the substituent effect on reactivity. This 
modification cannot be accounted for by a mere analysis of 
the ground state of the molecule.

Experimental Section

Organic Synthesis. Identification. The vinyl ethers have 
the general formula

X = H, Me. MeO, Cl, Br, NO.

These ethers were prepared by allylpropenyl transposi­
tion, described in the literature:17

Ph—O— C H,—C = C  H- — *■ Ph— O— C H =C — Me
I I

R R

which was followed in eacli case by ir spectroscopic obser­
vation of the disappearing methylene band. Structures of 
all compounds have been checked by NMR spectroscopy. 
X (melting point or boiling point): H (199°, 760 mm); Me 
(100°, 15 mm); MeO (130°, 15 mm); Cl (29°); Br (40°); N 0 2 
(39°).

Kinetics. The bromination of the para-substituted phe­
nyl isobutyl ethers was studied in Fréon 113, CFC12CF2C1 
as solvent, at 25 ±  0.1°. The rate constants were deter­
mined by means of a Cary 16 spectrophotometer.

A bromine solution, [Br2] ~  10-3 M, was placed into a 
1 -cm optical path-length thermostated cell and stirred by a 
small Teflon-coated magnetic bar. The wavelength was 
fixed at X 410 nm, corresponding to the bromine absorption 
maximum. The enol ether was then injected into the cell 
with a microsyringe; the mixing time did not exceed 0.5 sec. 
The absorbance variation was recorded as function of time. 
The data were handled by a Digital Equipment Corpora­
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tion PDP 11 computer, to obtain rate constants and error 
values. Each rate constant is the mean of five measure­
ments.
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From deuteron magnetic resonance spectra of mesophases composed of anionic amphiphile, decanol, and 
heavy water, information about the degree of orientation of both water and decanol is provided. The de­
pendence of the deuteron quadrupole splitting on counterion, surfactant end group, sample composition, 
anc phase structure was investigated. The degree of water orientation with respect to the amphiphilic ag­
gregates was found to be considerably greater with Li+ as counterion than with the other alkali ions. The 
relative effects of Na+, K+, and Rb+ vary in a complicated way with sample composition. From the depen­
dence of water orientation on molar fraction of water it was found that only a small number of water mole­
cules is oriented with respect to the amphiphilic aggregates and, thus, that no long-range ordering effect 
can be detected. Changes in water quadrupole splitting with phase structure and sample composition are 
discussed in terms of phase anisotropy and amphiphile hydration. The degree of decanol-OD orientation 
increases with decreasing water content and increasing soap concentration but is approximately indepen­
dent of counterion and surfactant end group. For the alkali octanoate-decanol-D20 systems the sign of the 
order parameter is the same for D2O and decanol deuterons whereas there are strong indications that for 
the alkali octanoate-octanoic acid-D20 systems the order parameters of octanoic acid-COOD and water 
deuterons are of opposite signs.

introduction

The complex self-association of amphiphilic substances 
in aqueous solutions has for a long time attracted consider­
able interest. It is now well known that micelle formation is 
preceded by the formation of smaller complexes and that 
micellar shape and size changes often take place at higher 
amphiphile concentrations.1 Above the amphiphile satura­
tion concentration in water there is generally liquid crystal 
formation; it is now well documented that a large number 
of different mesomorphous phases may occur for a single 
amphiphile-water system. If a third component is added, 
phase equilibria frequently become very complex, as illus­
trated in Figure 1 where the phase diagram, taken from the 
work of Ekwall and coworkers,2 for the system sodium oc-

tanoate-decanol-water is outlined. In Figure 1  the struc­
tures of the mesophases are also schematically given. (All 
of the structures are not definitely established.) Mainly 
through the work of Ekwall and coworkers, several systems 
have now been elucidated concerning the region of stability 
of the different phases. As can be seen from a recent review 
by Ekwall,3 phase equilibria may depend markedly on 
counterion, on surfactant end group, on temperature, etc. 
While the general picture of the successive amphiphile as­
sociation is thus provided, an understanding of the under­
lying molecular interactions is to a great extent lacking. 
Obviously, amphiphile-amphiphile interactions as well as 
amphiphile-counterion (in the case of ionic amphiphiles), 
amphiphile-water, water-water, and counterion-water in­
teractions are important; it has, however, proved difficult
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Figure 1. Phase diagram of the ternary system sodium octanoate- 
decanol-water at 20° as described by Ekwall and collaborators (cf. 
ref 2). Inserted are depicted schematic drawings of the structures of 
the liquid crystalline phases D (lamellar), E (normal hexagonal), and F 
(reversed hexagonal). Some typical observed water deuteron qua­
druple splittings (in kHz) are given in the figure.

to obtain separate information on these interactions. Most 
progress has been made in elucidating the interactions in 
the nonpolar regions with relatively little being known 
about the water-rich domains. The present study is con­
cerned with the interactions between water and other 
species in amphiphilic liquid crystals using static effects in 
deuteron NMR spectroscopy.

The considerable progress in recent years in the under­
standing of the molecular interactions and the molecular 
motions in liquid crystals is to a great extent due to the ap­
plication of various magnetic resonance methods.4 For sys­
tems containing amphiphilic molecules and water a lot of 
information has been gathered from dynamic NMR param­
eters concerning the rotatory and translational motions of 
both the water and the amphiphilic molecules.0 In contrast 
to amorphous isotropic solutions, anisotropic mesophases 
give rise to NMR spectra where magnetic dipolar and elec­
tric quadrupolar interactions are not averaged to zero by 
the molecular motion.4’5 Therefore, important information 
on molecular interactions, which is lost due to the isotropic 
molecular motion in isotropic solutions, is retained in the 
NMR spectra of liquid crystalline systems. This is, for ex­
ample, the basis for the application of liquid crystals as sol­
vents in NMR studies of the structure of organic mole­
cules.6-7 Studies of this type are mainly based on residual 
magnetic dipolar interactions but a corresponding use can 
be made of residual electric quadrupolar interactions. Re­
cent studies of water NMR signals8“ 12 and of alkali12,13 and 
halide14 ion NMR signals have indeed given pertinent in­
formation on water-amphiphile, coumerion-water, and 
counterion-amphiphile interactions.

The applicability of static quadrupole effects in the deu­
teron NMR spectrum has recently been enlarged by some 
developments in the theoretical understanding.4-15“ 17 Mak­
ing use of the results15 obtained on the effect of chemical 
exchange on quadrupole-split NMR spectra we have de­
rived information on the water and amphiphile orientation 
in several lamellar mesophases composed of heavy water, 
alkali soap, and long-chain alcohol or fatty acid. The effect 
of different alkali ions and surfactant end groups was in­
vestigated as well as the effect of sample composition, tem­
perature, and pH. For comparison also some normal and

reversed hexagonal mesophases have been studied to some 
extent.

Experimental Section
Heavy water was purchased from Norsk Hydro, Norway 

or from CIBA-Geigy, Switzerland and its isotopic enrich­
ment was at least 99.7%. Sodium n-octanoate, n-octanoic 
acid, and n-decanol were obtained from BDH, United 
Kingdom. Sodium n-octyl sulfate was obtained from Schu- 
chardt, Germany and sodium n-octylsulfonate from Al­
drich, USA. Two compounds with the commercial name 
Aerosol OT were investigated. One of these, sodium di(2- 
ethylhexyl)sulfosuccinate (AOT I), was purchased from 
Fluka, Switzerland and the other, sodium di(n-octyl)sulfo- 
succinate (AOT II), from KEBO, Sweden. AOT II was puri­
fied according to the procedure described by Park et al.18

Lithium and potassium n-octanoate were prepared by 
neutralizing n-octanoic acid with the appropriate alkali 
ethanolate in ethanol. The products were washed with di­
ethyl ether and dried in vacuo. Rubidium n-octanoate was 
similarly prepared with the exception that neutralization of 
octanoic acid was achieved with rubidium hydroxide. To 
check the purities of the alkali octanoates the molar 
weights were determined by titration with perchloric acid 
in glacial acetic acid using crystal violet as an indicator. 
The molar weights obtained in this way agreed with the 
calculated ones within 1%. Lithium n-octyl sulfate was 
made by adding chlorosulfonic acid to octanol in ether so­
lution followed by neutralization with lithium hydroxide in 
an ice-ethanol mixture and drying of the product in vacuo.

Samples were prepared by weighing the appropriate 
chemicals to a total weight of ca. 1  g in glass ampoules, 
which were then immediately sealed off. To facilitate mix­
ing, a 5-mm glass bead was introduced into each ampoule. 
The octanoate samples were heated above the transition to 
the amorphous isotropic phase and thoroughly shaken. The 
samples had a homogeneous appearance and no phase sep­
aration could be detected. Additionally, the presence of 
more than a single phase could not be observed in the 
NMR spectrum (however, cf. below). Alkali alkyl sulfates 
and sulfonates hydrolyze at higher temperatures so in these 
cases samples were heated to ca. 70° and shaken vigorous­
ly-

The main systems investigated were (Cn denotes a n- 
alkyl chain containing n carbon atoms) C7COOLi- C10OH- 
D20 , C7COONa-C10OH-D2O, C7COOK-C10OH-D2O, C7- 
COORb-CioOH-D20 , C7C 00Li-C 7C 00H -D 20, C7COO- 
Na-C7C 00H -D 20 , C7C 00K -C 7C 00H -D 20 . C7COORb- 
C7C 00H -D 20 , CgSCLLi-CmOH-DjO, C8SO4Na-Ci0- 
0H -D 20 , C8SO3Na-C 10OH-D2O, AOT I-D20 , and AOT
II-D20.

For many of these systems (with H20  instead of D20) 
phase diagrams have been derived at 20° and are shown in 
Ekwall’s review article.3 For systems where phase equilib­
ria have not been studied and for the higher temperatures, 
phase diagrams were estimated through investigations of 
the change in the phase borders with temperature19 and 
with size of the counterion.19-20 In doubtful cases, samples 
were investigated with respect to the phase present. Thus 
the sample texture was examined, and the NMR spectra 
were inspected for the presence of more than one phase. 
(For example, for mixtures of lamellar mesophase and gel 
phase, a superposition of two quadrupole-split spectra were 
obtained.) Furthermore, phase structure studies21 by 
means of low-angle X-ray crystallography were kindly per­
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formed by Dr. Krister Fontell for a number of samples. We 
are also grateful to Dr. Fontell for the preparation of a 
number of samples in the systems C7COONa-C]oOH-D20  
and AOT I-D 20.

The deuteron NMR spectra were recorded using a Var- 
ian V-4200 wide-line spectrometer equipped with a 12-in. 
V-3603 magnet. The magnetic field and the radio frequen­
cy were 1.403 T (tesla) and 9.1786 MHz and were con­
trolled, respectively, by a Varian Mark II Fieldial unit and 
a crystal oscillator circuit. A Varian V-4540 temperature 
controller was used for controlling sample temperature. 
The actual sample temperature was measured by a copper- 
constantan thermocouple. Unless otherwise stated, the 
measurements were performed at 20 ±  0.3°. Except for 
very small deuteron splittings the derivatives of the NMR 
absorption curves were recorded using a modulation fre­
quency of 20 or 40 Hz. The modulation amplitude, the am­
plitude of the radiofrequency field, and the sweep rate were 
chosen small enough to give no detectable distortion of the 
spectra.

For those cases where the peaks arising from the hydrox- 
ylic deuterons were recorded (cf. below), larger sample 
tubes, which did not fit into the temperature controller, 
had to be used owing to the low signal intensities. In these 
cases the temperature was 26 ± 2°; furthermore, these sig­
nals had to be recorded under conditions of some over­
modulation and saturation. While this markedly affected 
signal shape,'the change in splitting is probably not more 
than 5%.

The experiments were generally performed with powder 
samples, i.e., samples without macroscopic alignment. For 
some samples, kindly supplied by Dr. Goran Lindblom, the 
effect of macroscopic alignment was investigated. In most 
cases orientation was achieved by inserting a bundle of par­
allel glass plates into a powder sample whereupon the tem­
perature was increased to produce an isotropic solution 
which entered between the glass plates. In thijg way, spectra 
for powder sample and aligned sample could be obtained 
simultaneously and effects of evaporation during prepara­
tion of aligned samples were eliminated.

The deuteron quadrupole splitting is defined as the dis­
tance between the two peaks in the NMR absorption spec­
trum. An empirical correction of the splittings for peak 
broadening was employed.10 In each case, at least two spec­
tra were recorded. The error in the reported splittings is es­
timated to be less than 5% except for the separate amphi- 
phile splittings and for those cases where the peaks are ex­
tensively broadened due to chemical exchange.

Theory and General Considerations
All nuclei with spin quantum numbers /  > 1 have electric 

quadrupole moments which couple to an inhomogeneous 
electric field. In an environment with noncubic symmetry, 
as in most solids and liquid crystals, the interaction be­
tween the quadrupole moment and the electric field gradi­
ents is not averaged out by the molecular motion. The re­
sidual interaction, which is rather small for water deuter­
ons or counterions in a liquid crystal, leads to a splitting of 
the NMR signal into 21 equidistant peaks. The general 
theory of quadrupole splittings is described by Cohen and 
Reif22 and a useful general description of NMR of liquid 
crystals is given by Luckhurst.4 A theoretical treatment of 
quadrupolar effects in lyotropic systems has recently been 
given. 17 (Cf. also ref 23.)

It may be shown that the hamiltonian for quadrupolar

interaction averaged over the molecular motion may be 
written17

Hq =  Aa L  (-1 )qV \ A LQ. D(ZV (R Dm) £ <2V o(« ld) (1)
QQ*

In the derivation of eq 1 it has been assumed that the sys­
tem has a threefold or higher symmetry around the direc­
tor. (The director is defined by the symmetry of the meso- 
phase and is usually coincident with the optical axis.) The 
following symbols are used in eq 1 : /3q = eQ/2 I(2I -  1  )h 
(eQ is the quadrupole moment); Vq and Aq are irreducible 
components of the electrical field gradient tensor and the 
spin tensor operator, respectively; M, L, and D denote the 
different coordinate systems where the quantities are to be 
taken, molecular, laboratory, and director frames, respec­
tively; D(2\ q' denotes a second rank Wigner rotation ma­
trix element; and fiy denotes the eulerian angles that spec­
ify the transformation from coordinate system j to system i.

The quadrupole term is usually small compared to the 
Zeeman term and, to first order, it is only the secular part 
of Hq that contributes to the time-independent hamilto­
nian, Ho. For deuterons with 1 = 1

=  - V o 4  +  ( 3  C O S 2 0 L D  -  1 ) ( 3 Q  -  2) (2)

The order parameter, S, is given by

S =  |  {(3 co s2 0DM ^ T ) + p(sin2 8dm c o s  2 (pDM)} 

and vq by

_  3 e2qQ t
Q ~  4 H T

Here r\ is the asymmetry parameter and eq twice the largest 
component of the electric field gradient tensor. 0 and <j> cor­
respond to the eulerian angles'/! and y, respectively.

From the hamiltonian in eq 2 one obtains a quadrupole 
splitting • ■

A(0) = |r>QS(3 cos2 9LD -  1)| (3)

Equation 3 applies for an oriented sample where the direc­
tor orientation is uniform throughout the sample. For a 
powder sample, where all values of cos 0ld are equally 
probable, the NMR spectrum consists of a broad absorp­
tion curve with two marked peaks separated by

A = \vQS\ (4)
and, in the derivative studied in the present work, two fur­
ther less pronounced maxima separated by 2A. In contrast 
to solid crystals, the shape of the powder spectrum of la­
mellar or hexagonal mesophases is, as a result of the cylin­
drical symmetry around the director, not affected by the 
asymmetry parameter. On the other hand, the magnitude 
of the splitting may depend on r? as can be seen from the 
expression for S .24

In the presence of chemical exchange, either exchange of 
D20  molecules between different environments or deuteron 
exchange between D20  and an amphiphilic molecule, the 
above equations should be modified. The effect of chemical 
exchange on spectral shape depends primarily on the ratio 
between the exchange rate and the difference in splitting 
between the different deuteron sites. In the limit of very 
slow exchange the observable spectrum is simply a super­
position of the spectra of the different sites and for each 
site the equations given above are separately valid. In the 
limit of very fast exchange only a single quadrupole-split
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spectrum  is obtained with a splitting given by

A =  (5)

Here p\ is the fraction of deuterons in site i and S\ and cq1 

characterize the properties of th is site. If it is possible to 
observe the deuteron spectrum  in bo th  thgt exchange limits 
the relative signs of the order param eter of two different 
sites may be determ ined.

Exchange rates of in term ediate m agnitude (residence 
tim es of the order of 10- 5  sec) resu lt in broadened peaks. A 
trea tm en t 1 5  of the effect of chemical exchange on quadru- 
pole-split spectra has recently been presented and it has 
been shown how deuteron exchange rates m ay be obtained 
from spectral shape.

In the present work, it appears th a t the fast exchange 
lim it (eq 5) pertains for the  soap-carboxylic acid-D jO  sys­
tem s a t all tem peratures studied, while the soap-alcohol- 
DvO systems are close to the slow exchange lim it around 
room tem perature and not too high p H ’s . 1 5  By increasing 
either the tem perature or pH, deuteron exchange can be 
accelerated so as to  produce the fast exchange limit. In the 
present study, the decanol-OD and D 2 O deuteron splittings 
were assumed to  be those m easured directly from the spec­
trum; the water deuteron splitting was additionally d e te r­
mined from the collapsed (after addition  of hydroxide) 
D20-decano l signal by means of eq 5. In the case of soap- 
decanol-w ater systems, the S;’s of w ater and alcohol were 
found to  have the same sign.

Under certain conditions, in addition  to  the quadrupole- 
split signal, a central peak a t the resonance Larm or fre­
quency may be observed in the D9O powder spectrum  of a 
liquid crystal . 1 6  Evidently, such a phenom enon may occur 
for a two-phase sample w ith some isotropic phase present 
or phase inhomogeneities providing an isotropic environ­
m ent of the water molecules, in both cases w ith a slow ex- , 
change between the d ifferent parts cf the sample. However, •/ 
a central peak may be obtained also when the effect of 
phase inhomogeneities is minimized and th is was recently 
dem onstrated 1 6  to be a result of double quantum  transi­
tions and not of slow water exchange2 5  in a homogeneous 
phase.

The natu re  of the central peak may be deduced from the 
changes of spectrum  with radiofrequency field am plitude . 1 6  

In the present work the radiofrequency field strength was 
kept low enough so as to  avoid double quantum  peaks in 
the spectra.

We will assume in our discussion of water deuteron sp lit­
tings th a t water exchange between different binding sites is 
always in the fast exchange limit. We adopt as a simple 
model for water binding in lyotropic mesophases the exis­
tence of two types of water binding sites : 2 3  one (denoted b) 
corresponding to w ater molecules bound to  the am phiphilic 
molecules and one (denoted f) to “ free” water molecules. In 
some parts  of the regions of existence of the lam ellar meso­
phases, addition of water has been shown to cause no d i­
m ensional changes in the am phiphilic lamellae . 2 6  For this 
one-dim ensional swelling case it may be assumed th a t 
water addition only changes the am ount of free water. By 
means of eq 5 we obtain for this model

^d2o = | i’tCâqS) f + pb{vqS)b j =

| ^ QS)( + ^ M ( i /Qs )b -  WQS)f)| (6) 
a e>2°

Here X d2o is the mole fraction of water, X a  the to tal mole

fraction of am phiphile, and n the average hydration num ­
ber of the am phiphile. According to  th is model, a plot of 
Ad2o against the molar ratio of am phiphile to w ater should 
give a straight line with an in tercep t am ounting to ((/QS)f 
and a slope given by ra((vQ-S)b -  (cQS)f).

From the above considerations it appears th a t q uad ru ­
p l e  splittings, except for d istribution  over d iffe ren t b ind­
ing sites, give inform ation on the product uqS, where vq = 
(3/4)(e2qQ/h). For w ater e'2qQ/h has been determ ined to  be 
215 kHz for solid D 2 O2 7  and to 305 kHz for gaseous D2C).28 
We expect cq for the liquid sta te  to  be slightly above th a t 
for solid D20  (cf. ref 29 and 30) and to  be relatively insensi­
tive3 1  to  changes in com position and tem perature . We as­
sume, therefore, th a t changes in Ad2o may to  a good ap ­
proxim ation be referred to changes in the order param eter. 
Asymmetry param eters have been determ ined to  be 0.1002 7  

(solid) and 0.11528 (gas); these values are small enough so 
th a t the neglect of the second term  in the expression for S 
is, for m ost cases, permissible. For decanol no determ ina­
tion of the quadrupole coupling constan t has been p er­
formed b u t the value for gaseous m ethanol3 2  e2qQ/h = 303 
kHz makes the use of the same value of uq as for liquid 
water reasonable (cf. below). In the calculations we have 
used the value3 0  of e2qQ/h = 220 kHz for both w ater and 
decanol.

Except for interactions and anisotropies on the molecu­
lar level, the deuteron spectrum  is also affected by phase 
anisotropy and by macroscopic alignment. For example, if 
regions with a uniform director orientation are small, 
translational diffusion between sites with d ifferent (?i,d may 
cause a to ta l or partial elim ination of the sta tic quadrupole 
interactions. Similar effects enter in the comparison of d if­
ferent phase structures. T hus it can be shown 1 7  th a t the 
splitting for a hexagonal phase should be half th a t of a la­
m ellar phase provided (i) the lamellae show no appreciable 
curvature, (ii) the local interactions and structure are the 
same for the two phases, and (iii) translational diffusion 
around cylinders in the hexagonal structure occurs in a 
tim e shorter than the inverse splitting. For cubic phases no 
splittings are observed8 '9 since translational motion may 
average. out the quadrupole interactions . 3 3

For a num ber of lamellar mesophase samples, the effect 
of macroscopic alignm ent as described above was investi­
gated. In all cases, spectra of oriented samples gave two 
peaks separated by an am ount proportional to  3 cos2 5 — 1 
where 5 is the angle between the norm al to the glass plates 
and the static magnetic field. I t appears, therefore, th a t the 
director is normal to the glass plates and, consequently, 
th a t the lam ellar phase is aligned with the lamellae and the 
glass surfaces parallel. (In other systems, more complicated 
alignm ent phenom ena may occur.23) Furtherm ore, in all 
cases we observed with the macroscopically aligned sam ­
ples A(90°) to equal the powder splitting w ithin the experi­
m ental error. It would appear, therefore, th a t the lamellae 
are not appreciably curved, since lamellar curvature would 
cause A of the powder sample to be smaller than  A(90°).

R esults
For lamellar mesophase samples composed of soap, deca­

nol, and D20  the deuteron NM R spectrum  a t low tem pera­
tures consists of two quadrupole-split signals, one due to 
D 2 O and one due to -O D  of decanol . 1 3  For samples com ­
posed of soap, octanoic acid, and D 2 0 , due to rapid deu ter­
on exchange, only a single splitting is observed, even at low 
tem peratures.
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For th e  three-com ponent systems, the com position of the 
sam ples was varied within the  limits of stability  of the la­
m ellar phases, e ither by changing the m olar fraction of 
DvO, X d2o , a t a constan t ratio between the two other com ­
ponents or by changing th is ratio  a t a constan t molar frac­
tion of D 2 0 . The molar ratio  of ionic am phiphile to  to ta l 
am phiphile is denoted Rumic-

T he variation of the  water deuteron splitting  with R io n ic 

for the systems C 7 COOM (M = Li, Na, K, or R b)-C joO H - 
D 20  was investigated a t two constan t mole fractions of 
water. As can be seen from Figures 2 and 3, where AD,2o 
(obtained by the two procedures described above) is given, 
the variation of AE , 0  w ith R ionic- is ra th e r small with K + or 
R b + as counterion. W ith  C7COONa a slight decrease in 
AD-o with increasing R ionic is observed while for C7COOLi a 
maxim um  in AD2o is observed when the  am phiphile com po­
sition corresponds approxim ately to  two C7COOLi per 
th ree C 1 0 OH. Of interest, is th a t the water deuteron sp lit­
ting depends considerably on the alkali ion present, the se­
quence of splittings in general being Li+ >  R b+ > K + > 
N a+.

T he data given in Figures 2 and 3 refer to  the right-hand 
side of the lam ellar phase region (Figure 1). At a value of 
Rumic of 0.27 the dependence of A d , o  on the molar fraction 
of D20  was investigated up to  the highest water contents 
where the lamellar phase exists. The data  are plotted in 
Figure 4 as a function of the molar ratio  of to ta l am phiphile 
to D 2 0 . The experim ental results agree closely with the be­
havior predicted by eq 6  and in all cases we obtain w ithin 
experim ental error (vqS)[ = 0. The values of n(i>QS)b ob­
tained from the slopes in Figure 4 are listed in Table I. Ap­
proxim ately the same values as those given in Table I were 
obtained for L i+ and N a+ a t higher values of R ¡„„¡c- Also in 
the w ater-rich p a rt of the lamellar phase region Ad2o is 
higher with L i+ as counterion than  with N a+, K +, or R b +. 
W ith C 7 COONa, An2o appears to  be slightly greater than 
w ith C-COOK or C7 COORb. A num ber of lam ellar meso- 
phase samples composed of alkali octanoate, decanol, and 
heavy w ater were also investigated using an equimolar m ix­
tu re  of two octanoat.es. I t  was found th a t with respect to 
the deuteron splittings these m ixtures behaved regularly.

For the system C7 COONa-CioOH-D 2 0 , more extensive 
studies of the lam ellar phase were perform ed and other liq ­
uid crystalline phases were investigated. Representative 
d a ta  are inserted in Figure 1. For the norm al (E) and re­
versed (F) hexagonal phases the splittings are close to  those 
for the lamellar phase with the same X d,o . (Cf. also Figure 
4 where some data for the E  phase are included.) In the E 
phase Aq2o increases w ith increasing .R ionic a t a constant 
A'djO. A comparison between results for E phase samples 
composed of alkali octanoate and D20  gave the following 
sequence of splitting: R b+ ~  K + > N a+. (See Table II.) 
The tem perature cependence was also investigated for E 
phase samples composed of sodium octanoate and D2 O. In 
contrast to samples containing decanol, there is no detec ta­
ble tem perature dependence. Thus, for a sample with Xi>,o 
= 0.90, Ad2o varies between 0.81 kHz a t 20° and 0.79 kHz 
a t 53°.

The phases denoted B and C in the phase diagram  of the 
system C7 CO O N a-CioO H -H 2 0  (see Figure 1) are not as 
well docum ented as the  other phases and to the earlier 
given structure 2 an alternative has recently been p ro­
posed . 3 4  A detailed investigation of these phases by differ­
ent m ethods is being perform ed together with Drs. G. J. T. 
T iddy and K. Fontell. While a detailed report of this study

TABLE I: V alues ofn|(i'qS)b| for Various S ystem s  
Obtained from the Slopes in F igures 4 and 7°

« lK s)b
System Phase îon ic kHz

CjCOOLi-C10OH—DjO D 0.27 9.8
C7COONa-C10OH-D2O D 0.27 8.2
C7C00Na-D20 E 1.00 ~7.5
C7COOK-C10OH-D2O D 0.27 7.4
C 7 COORb—C1 o OH—D2 O D 0.27 7.9
aot- d2o D 1.00 23
AOT-D..O F 1.00 7.4

0 Phase notations according to Figure 1 . Temperature 20°.

Figure 2. Directly observed (open symbols) and calculated as de­
scribed in the text (filled symbols) water deuteron quadrupole split­
tings, A in kHz, at 20° for lamellar mesophase samples in the 
C7COOM-C10OH-D2O systems: (0,0) M = Na; (□,■ ) M = K; and 
(A,A) M = Rb. Rlonlc is varied and XD2o is held constant at 0.77.

Figure 3. Observed and calculated (symbol convention as in Figure 
2) water deuteron quadrupole splittings, A in kHz, for lamellar meso­
phase samples in the C7COOM-C10OH-D2O systems as a function 
of Ronic- <> and ♦  denote samples with M = Li, the others are as in 
Figure 2. Molar fraction of water is held constant at 0.83. Tempera­
ture 20°.

will be given la ter the following prelim inary results on An2o 
are worth mentioning.

(a) For the C phase we have so far not been able to  elim i­
nate a central peak (not due to double quantum  tran s i­
tions) presen t in the spectra in addition to  a norm al qua- 
drupole-split spectrum . The spectra correspond, therefore, 
to a two-phase system with one isotropic and one aniso­
tropic phase. The splitting  obtained is close to th a t expect­
ed for the D phase if it extended to  this concentration re­
gion.
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TABLE II: Observed Deuteron S p littin gs for 
Selected Sam ples in Various Ternary and 
Binary System s at 20°

System Phase X D 0̂  R ionic kHz

C 8S04 Li—C, 0OH—D2 O D 0.83 0.361 1.36
D 0.83 0.300 1.32

C8S04Na-Cll)0H-D,0 D 0.83 0.361 0.95
D 0.83 0.300 1.00

C7C00Na-D20 E 0.91 1.000 0.79
C7C00Na-C7C00H-D20 E 0.91 0.902 0.56

E 0.90 0.843 0.45
C7COONa-C10OH—DzO E 0.90 0.771 0.76
c7cook- d2o E 0.91 1.000 1.01
C7COORb—D20 E 0.91 1.000 1.01

Figure 4. Observed water deuteron quadrupole splittings for lamellar 
mesophase samples in the C7C00M -C1C|0H-D20  systems as a 
function of the molar ratio of amphiphile to water (XA/XD2o). R̂ nic 
was held constant at 0.27. Open symbols as in Figures 2 and 3, the 
filled circles denote samples in the normal hexagonal phase of the 
binary system C7C00Na-D20. Temperature 20°.

(b) For the B phase we have not been able to resolve any 
splitting and the maximal splitting  (given by the line 
width) is considerably smaller than th a t obtained by ex tra­
polating the D phase splittings to the higher X d2o values.

The observed splittings (which contain contributions 
from both D20  and -COOD of octanoic acid) of the systems 
C7 COOM (M = Li, Na, K, or R b)-C 7 C 0 0 H -D 2 0  are given 
in Figure 5. In all cases the splitting increases with decreas­
ing R ¡„„ic- Also, for this system the  splitting depends 
strongly on the counterion, the sequence being N a+ >  R b+ 
> K + >  Li+. Since the splittings for these systems are 
much smaller than the water deuteron splittings of the 
soap-decanol-D 20  systems, the possibility of different 
signs of the contributions to the splittings of D20  and 
-COOD m ust be examined (cf. eq 5). Therefore, the effect 
on the splitting of addition of octanoic acid to hexagonal 
phase samples composed of alkali octanoate and DoO was 
investigated. An observed rapid decrease in splitting  (see 
Table II) supports the assum ption of different signs of the 
two contributions and from the rate  of decrease it could be 
estim ated th a t in the lamellar phase the absolute am phi­
phile contribution is greater than  th a t of water. This con­
clusion is supported by estim ates based on observations for 
systems where am phiphile and water contributions could 
be separately determ ined. Therefore, w hat we observe for 
the lam ellar phases of the alkali octanoate-octanoic acid- 
w ater systems is essentially the difference between the

Figure 5. Observed deuteron quadrupole splittings as a function of 
Rionic for samples In the C 7COOM-C7COOH-D20  systems. The 
molar fraction of water was 0.83: (0) M = Li; (O) M = Na; (□) M = 
K; and (A) M = Rb. Temperature 20°.

splitting  of octanoic acid and th a t of w ater weighted by the 
deuteron population num bers. If we assume, in analogy 
with the alkali octanoate-decanol-w ater systems (see 
below), th a t the am phiphile contribution  to the splitting is 
approxim ately independent of counterion, we obtain for 
the water splitting the sequence Li+ >  K + ~  R b+ >  N a+. 
Thus we obtain for the dependence of the w ater splitting 
on counterion essentially the same resu lt as for the alkali 
octanoate-decanol-w ater systems.

Ad2o values obtained a t a constan t Rjonjc b u t varying 
X d2o are presented in Figure 6  for the systems C8 S 0 4L i- 
C 1 0 O H -D 2 O, C 8SO 4 N a-C 1 0 O H -D 2 O, C8 SO 3 N a -C 1 0 O H - 
D 2 0 , and C7 C0 0 N a-C 7 C0 0 H -D 2 0 . In the  la tte r case the 
observed to ta l splitting of -COOD and D20  is given where­
as for the other cases the observed water deuteron splitting  
is shown. Because of hydrolysis a t high pH values the 'p ro - 
cedure used for the other surfactants to obtain Ad2o could 
not be employed with octyl sulfates and octylsulfonates. It 
can be inferred from Figure 6  and from Table II where a d ­
ditional d a ta  for these systems are presented, th a t a t not 
too high water contents greater splittings are obtained with 
C8S 0 4Li than with C8 S 0 4N a and th a t only in the  case of 
the C7 CO O N a-C 7 CO O H -D 2 0  system do the d a ta  follow 
the simple model of water binding considered above (eq 6 ).

Aerosol OT contains no exchangeable deuterons and, 
therefore, experim ents give A d 2o  directly for the Aerosol 
O T-D 20  systems. As can be seen from Figure 7 data follow 
over wide concentration ranges approxim ately the behavior 
predicted by eq 6  with (uqS)t ~  0  and the product n(vqS)b 
given in Table I. I t  can be seen th a t n(i*QS)b of the lamellar 
phase is more than  twice th a t of the reversed hexagonal 
phase. The difference between the two Aerosol OT com­
pounds is small.

Decanol-OD splittings were obtained for the systems 
C7 COOM -C 1 0 O H -D 2O with M = Li, Na, K, Rb, and these 
are given in Figure 8  a t two constant molar fractions of 
water as a function of Rlom(:. As can be seen the decanol 
splitting increases with decreasing water content and in ­
creasing Rionic b u t is within the experim ental error inde­
pendent of the counterion. Some data  obtained for the sys­
tem  NaC 8 S 0 4 -C ioO H -D 20  included for com parison in F ig­
ure 8  show th a t the  decanol splitting is no t m arkedly d e ­
pendent on surfactan t end group.

D iscussion
Our goal in studying deuteron quadrupole splittings of 

am phiphilic mesophases was to obtain inform ation on the 
degree of water and am phiphile orientation under various 
conditions. In tu rn  these results, which were given above,
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Figure 6 . Observed water quadrupole splittings as a function of the 
molar ratio of amphiphile to D20 for lamellar mesophase samples 
with a constant Rtonio of 0.31 in various systems: (0) C8S04U- 
C10OH-D2O; (O) C8S04Na-C10OH-D2O; (A) C8SO3Na-C10OH-D2O; 
and (□) C7COONa-C7C00H-D20. For the latter system both water 
and octanoic acid contribute to the splitting (cf. text). Temperature 
20°.

Figure 7. Observed water deuteron quadrupole splittings in the sys­
tems sodium di-i2-ethylhexyl)sulfosuccinate (O) and sodium dioctyl- 
sulfosuccinate (□). The main figure shows results for the reversed 
hexagonal phase whereas the insert refers to lamellar samples. 
Temperature of measurements was 25 ± 2°; filled squares denote 
results for lamellar sodium dioctylsuifosuccinate D20  samples ob­
tained at 20°.

should contain inform ation on the molecular interactions 
in the systems and this will now be considered.

L et us sta rt w ith some general observations for the water 
deuteron splittings. As can be seen from Figures 4, 6 , and 7 
the simplified model leading to eq 6  gives, for m any sys­
tems, a good rationalization of the data. Accordingly, a d i­
vision into bound and free water molecules seems m eaning­
ful. For the num ber of water molecules bound per am phi­
philic molecule no direct inform ation is provided, since 
only the product of the hydration num ber (n) and the 
order param eter is obtained. However, an upper lim it of n 
is given from the  extensions of the linear plots. In this way, 
upper lim its of n of about 5 are obtained for the alkali octa- 
noate-decanol-w ater systems; in contrast for the Aerosol 
O T-w ater systems an upper lim it of n = 2 is indicated. 
Using these upper lim its of n, lower lim its of |S | in the la­
m ellar phases are obtained of ca. 0 . 0 1  for the octanoate- 
decanol-w ater systems and 0.07 for the Aerosol O T-w ater 
system. Since we obtain the order param eter of the “ free” 
water molecules to be zero within experim ental error we 
may conclude th a t there appears to  be no long-range or­
dering of the water molecules with respect to  the am phi­
philic lamellae; only a small num ber of water molecules per 
am phiphilic molecule are detectably oriented.

Since in all cases investigated, Sf appears to  be close to 
zero we have approxim ately

I^ d2o |
By m ultiplying the experim ental w ater deu teron  splittings 
by the m olar ratio  of w ater to  am phiphile we obtain 
n|(</Q-S')b|- We give in Table III n|(i/QS)bj for a num ber of 
representative samples. Clearly, in discussions of molecular 
interactions n|(rQS)b| is more appropria te  than  the ob ­
served splitting. The nonlinear plots obtained for some sys­
tem s (Figure 6 ) can probably be referred to  changes in the 
am phiphile hydration num bers with sam ple composition.

Before using the splitting  param eters to  obtain inform a­
tion on molecular interactions, we will briefly consider the 
dependence of the splitting  on phase structure. As argued 
above we expect under certain conditions the  order param ­
eter of a lam ellar phase to be greater by a factor of 2  than  
th a t of a phase bu ilt up of long parallel rod-shaped aggre­
gates . 1 7  From  Figure 7 and Table I it can be seen th a t for 
the Aerosol O T -D 20  systems the ratio  of n\ (,vqS)y\ between 
the lam ellar and reversed hexagonal phases is about three. 
For the other systems the ratio  in splitting  between the la ­
m ellar and normal hexagonal phases was observed to  be 
considerably less than  two. Clearly one (or more) of the 
necessary assum ptions given above does not apply. A con­
siderable curvature of the lamellae does no t seem to be 
consistent w ith the splittings observed for macroscopically 
aligned samples (see above). Thus for all samples investi­
gated A(0°) divided by the powder splitting  is in the range
1.8-2.0. A second possible explanation is th a t water diffu­
sion around the cylinders is not fast enough to  produce the 
partial averaging of the static quadrupole interactions. 
However, the required translational diffusion coefficients, 
estim ated using cylinder radii of the order of the length of 
the am phiphilic molecules, are unrealistically small and 
therefore this explanation is m ost probably not correct. 
The rem aining possibility is th a t the w ater binding to  the 
aggregate surfaces is so affected by aggregate shape a lte r­
ation and composition variation between the phases th a t 
this considerably affects the splitting. In fact we expect on 
purely geometrical grounds the  area per polar group, and as 
a consequence also n, to  follow the sequence E >  D >  F. 
For the sodium octanoate-decanol-w ater system changes 
in the area per polar group are considerable , 3 5  while they 
are less pronounced for the AOT I-w ater system . 3 6  For 
three-com ponent systems, d ifferent hydration num bers of 
the two am phiphiles have to  be taken into account; for ex­
ample, we expect the hydration num ber of octanoate to be 
greater than  th a t of decanol. Also in data given by other 
workers8 1 2  it appears th a t the 2 : 1  ratio in sp litting  between 
the two types of phases is not obtained. I t  appears th a t 
conclusions on mesophase structure from w ater deuteron 
splittings are for many systems made impossible by the 
sensitivity of the water splitting to changes in other factors. 
The am phiphile splitting, changing very slowly with sam ­
ple composition (Figure 8 ), should, on the contrary, be 
more useful in connection with phase structure elucidation.

For all the cases studied it appears th a t Ap2o> as well as 
n|Sb|, is considerably greater with Li+ as the counterion 
than  with the other alkali ions. Since the lithium  ions, hav­
ing a great surface charge density, are strongly hydrated  an 
obvious explanation for the great degree of w ater orienta­
tion in the presence of L i+ ions is th a t  the w ater of hydra­
tion of the bound lithium  counterions is oriented with re-
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TABLE III: V alues of n|(rqS)b| Obtained by M ultiplying  
the Observed W ater Deuteron Quadrupole Splitting
by Au2o/XAa

System oQ* D- îonic « ! {u QS )b1

Lamellar Phases (D)
C : COOLi-C, qOH-DoO 0.83 0.499 8.8

0.83 0.443 9.9
0.83 0.380 10.8
0.83 0.335 10.2
0.83 0.273 9.3

C 7 COON a-C i o OH—D2 O 0.775 0.529 2.3
0.775 0.460 2.5 ¿
0.775 0.440 2.6
0.775 0.420 3.0
0.85 0.346 7.1
0.83 0.455 5.9
0.83 0.400 6.0
0.83 0.380 5.9
0.83 0.343 6.3
0.83 0.316 6.7
0.83 0.298 7.2
0.82 0.391 7.0
0.81 0.343 6.1

Cv COOK- C, (iOH - D30 0.77 0.769 6.8
0.77 0.500 5.1
0.77 0.400 4.9
0.83 0.497 7.8
0.83 0.398 7.4
0.83 0.307 7.5

C7COORb—C,0OH-D2O 0.77 0.688 6.9
0.77 0.450 5.9
0.83 0.445 7.6
0.83 0.309 7.7

C8S04Li—C10OH—D20 0.83 0.361 6.7
0.83 0.300 6.4

C8S04Na—CmOH-D20 0.77 0.424 1.6
0.77 0.295 2.6
0.83 0.361 4.6
0.83 0.300 4.9

C8SO8Na-C10OH-D,O 0.77 0.500 1.2
0.77 0.360 3.9

Normal Hexagonal Phases (E)
C 7 COON a-C 4 (1OH-D2 O 0.90 1.000 7.2

0.90 0.755 6.6
0.91 1.000 7.7

C7COOK-C10OH-D2O 0.91 1.000 9.8
C7COORb—C10OH—D20 0.91 1.000 9.8

Reversed Hexagonal Phases (F)
C7COONa—C10OH-D2O 0.75 0.171 2.3
0 Cf. text. T em perature 20°.

spect to  the lamellae. The data obtained with the other a l­
kali ions show, however, th a t the correlation between de­
gree of water orientation and strength  of hydration does 
not apply in all cases. For example, the relative effects of 
N a+, K +, and R b+ appear to depend in a complex way on 
mesophase composition. A definite explanation to th is in ­
trica te  behavior may not be given a t present, b u t possibly

30
Ns
<■
20

Figure 8 . Composition dependence of decanolic deuteron quadru­
p le  splittings of lamellar mesophase samples. Filled and open sym­
bols denote samples with X D20 = 0.77 and 0.83, respectively. The 
following systems were studied: (X) C7COOLi-C10OH-D2O; (O, ■ ) 
C7COONa-C10OH-D2O; (A, A) C7COOK-C10OH-D2O; (O, •) 
C7C0ORb-C10OH-D2O; (O, #) C8SO4Na-C10OH-D2O. Tempera­
ture 20°.

the reason why the degree of w ater orientation may be 
smaller w ith N a+ as the counterion than  with K + or R b + is 
th a t the water of hydration of bound sodium ions is o rien t­
ed with respect to  the lamellae only under certain  condi­
tions.

The details of the variation of the splitting, Ap2o, as well 
as the quantity  n|(i'Q>S)b|, within the lam ellar phase regions 
are ra ther complex and cannot be fully discussed; only a 
few interesting points will be taken up.

For the system m ost thoroughly investigated, the  sodium 
octanoate-decanol-w ater system, it is interesting to  note 
(see Tables I and III) th a t over m ost of the region of exis­
tence of the lam ellar phase, changes in n\ (i'QS)bl are ra ther 
small. However, a t the lowest w ater contents, rz| (^Q-S)b| 
drops to quite low values. Since Ad2o takes on low values in 
this p art of the phase and since the degree of orientation in 
the am phiphilic lamellae increases (Figure 8) with decreas­
ing water content, it appears reasonable to  a ttribu te  this 
observation to a decreased hydration num ber of the am phi­
philic molecules. Thus as the water conten t is decreased 
below the value com patible with complete hydration of 
both the am phiphilic molecules and the counterions, there 
appears first to be a dehydration of the am phiphiles. If the 
water of counterion hydration is not markedly oriented 
with respect to the lamellae a significant decrease in the 
degree of water orientation results. In p art our in te rp re ta­
tion parallels th a t of X -ray diffraction data.35 Such 
changes in am phiphile hydration num bers may also be the 
explanation to the nonlinear plots of A d 2o  v s . X a / X d ?o  ob­
tained for some systems (see Figure 6).

An interesting observation with the lithium  octanoate- 
decanol-D 2 0  system is the observed maximum in Ad2o dis­
played in Figure 3. This indicates th a t the interaction be­
tween the water and am phiphile layers is particularly 
strong a t th is am phiphile composition. Possibly, as d is­
cussed by Fontell e t al.,35 this may be due to the  formation 
of hydrogen-bonded complexes between octanoate and de- 
canol. Complex formation involving hydrogen bonding to 
water may be particularly im portant in the case of lithium  
due to its ability to markedly polarize the surrounding 
water molecules. Fontell e t al.35 have also proposed th a t 
when Ri(mic is reduced below ca. 0.43 the ability of water to 
form bridges between octanoate and decanol and between 
octanoate and counterion is reduced. This leads to  a partial 
release of counterions achieved by a Donnan equilibrium 
when the charge density of the aggregates becomes suffi­
ciently low. (The counterion release wilh decreasing Ri<m;c
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has been verified by 23Na NMR studies.37) The opposite 
variation with i?ionic at high decanol contents of Ad2o (Fig­
ure 3) for the lithium and sodium octanoates tends to sup­
port our assumption that the whole Li+-water complex is 
oriented with respect to the amphiphilic lamellae while this 
is not the case for Na+.

In previous work (e.g., ref 10, 11, 38, 39) the relation 
A„bsd = 2p;A; has generally been used instead of eq 5. The 
systems alkali octanoate-octanoic acid-water appear to 
provide the first experimental verification of the correct­
ness of eq 5. What we observe for these systems is the dif­
ference between the contributions of octanoic acid and of 
D2O. Support for this conclusion is provided by the effect 
of addition of octanoic acid on the deuteron splitting for 
the hexagonal phase, by the very small splitting of the la­
mellar phase compared to the other systems, and by the 
variation of the splitting with R ionic. If together with this 
result we assume that the contribution of octanoic acid to 
the observed deuteron splitting is independent of alkali ion 
present, it follows that in line with the other systems Li+ 
ions give a markedly greater order parameter for water 
than the other alkali ions.

As can be inferred from Figure 8, the decanol-OD deu­
teron splittings of the lamellar soap-decanol-D20  meso- 
phase samples are in the range 20-30 kHz. Estimating 
e2Qqlh for the liquid state to be 220 kHz (see above) we 
obtain for the order parameter |S| = 0.12-0.18. A compari­
son with the S values obtained for water shows that the de­
gree of amphiphile orientation is considerably greater than 
that of water and also than that of the water molecules 
bound to the amphiphile end groups. In contrast to Ad2o 
the decanol splitting is not appreciably dependent on ei­
ther counterion or surfactant end group. The independence 
of amphiphile orientation on counterion, together with the 
considerable variation of Ad2o with counterion, is in line 
with 2:iNa NMR investigations40-41 indicating that for the 
systems considered the counterions are, in general, exten­
sively hydrated. With decreasing water content and in­
creasing molar ratio of octanoate to decanol there is a slow 
increase in the degree of decanol orientation. The increase 
in |S| with increasing Rionic may be due to a stabilization of 
the surfaces of the lamellae with increasing charge density 
or an enhanced orientation arising from hydrogen bonding 
between octanoate and decanol. The increased degree of 
amphiphile orientation with decreasing water concentra­
tion is in line with the dehydration of the amphiphilic end 
groups proposed above.
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ESR spectra of a number of phenyl and 2-pyridyl radicals have been detected in aqueous solution. Two 
methods of radical production were used, namely, reaction of S04-~ produced by photolysis of S2082~ with 
aromatic carboxylate ions and reaction of. eaq~ produced by radiolysis with aromatic bromides. Most radi­
cals had only carboxyl groups as further substituents. The proton hyperfine constants of the phenyl radi­
cals, aQ ~  17, am ~  6, and np~ 2 G , are readily assigned on the basis of effects of the various substitutions 
and agree well with previous determinations for radicals in the solid state. With four phenyl radicals con­
taining two to four carboxyl groups it was also possible to detect all of the possible 13C containing isomers 
at natural abundance. A hyperfine constant of ~135 G for the carbon at the radical site confirms the a na­
ture of phenyl radical. The other ring 13C hyperfine constants are a0c ~  7.5, amc ~  13, and apc ~  1.5 G. 
Both 14N and proton hyperfine constants were determined for the 2-pyridyl radicals. Only the 14N value 
(~27 G) was known previously. The g factors of phenyl and 2-pyridyl radicals are low (near or below the 
free electron value) reflecting their a nature. The presence of carboxyl groups in a phenyl radical affects 
the g factor in an additive fashion with increments of 13, —2, and —3 units in the fifth decimal place for 
ortho, meta, and para substituents, respectively. The observation of phenyl and 2-pyridyl radicals demon­
strates in a direct way that these radicals are formed in the two above-mentioned reactions. (One example 
each of a 4-pyridyl and a pyrazyl radical were also produced and studied.) Phenyl and 2-pyridyl radicals 
with no ortho carboxyl group were found to be very reactive toward addition to another aromatic molecule 
and were best detected using low concentrations (5 X 10-4 M) of aromatic bromide. Spectra of the unsub­
stituted phenyl and 2-pyridyl radicals were obtained in this way from the corresponding bromides. At 
higher solute concentrations such as used for the decarboxylation reactions these radicals react further to 
form adducts of the cyclohexadienyl type. Radicals with an ortho carboxyl group (for example, 2-carboxyl- 
phenyl radical produced from phthalate) are much less reactive toward addition and could be studied at 
higher concentrations of the starting compound. Reaction of S04-_ with acids in which three (or more) ad­
jacent carboxyl groups are present leads preferentially to loss of a central or interior carboxyl group. To 
provide data for comparison with earlier indirect studies, a number of adducts of phenyl and pyridyl radi­
cals to CH2= N 0 2-  and trimesate were studied and therr hyperfine constants determined. In the latter 
cases it was found that the ortho and meta protons in the phenyl radical which has added (i.e., the side 
group in the final cyclohexadienyl radical) can produce splittings of ~0.05 and ~0.3 G, respectively. The 
radicals detected in experiments in which S04--  reacts with terephthalate and trimesate are thus shown to 
be adducts of phenyl type radicals to the starting molecule arid not SO.}--  adducts as previously suggested.

Introduction

The ESR spectra of phenyl radical2“6 and the related 
pyridyl radicals6-9 have been known for some time from 
studies in the solid phase. Indirect ESR evidence for the 
formation of phenyl radicals in aqueous solution has been 
found in studies of the reactions of reducing species with 
diazonium ions10 and of S04-“ with benzoate11 but no di­
rect ESR observations of phenyl radicals in solution have 
been reported. In the present paper we wish to present 
ESR spectra for a number of phenyl, pyridyl, and pyrazyl 
radicals in aqueous solution as prepared by several types of 
reactions.

The present work was initiated because of a desire to ex­
plore further the reactions of S04-~ with aromatic com­
pounds. The reactions of a number of oxidizing radicals are 
being used to probe enzyme deactivation12 and it is impor­
tant to understand in more detail the nature of the reac­
tions. Norman et al.13 have reported that 1,3,5-benzenetri- 
carboxylate (trimesate) and terephthalic acid form adducts 
with S04-while benzene yields the OH adduct13 and ben­
zoate appears to be decarboxylated.11 It was because of this

apparent variety of reactions that we began with S04-~ and 
aromatic acids. The results to be described help considera­
bly in eliminating much of the previous confusion regard­
ing these reactions.

Experim ental Section

The radicals were prepared using previously described 
techniques by radiolysis directly in the ESR cavity with
2.8-MeV electrons14 or by photolysis with a 1-kW mercury- 
xenon lamp.15 Magnetic field measurements were made by 
means of a field-tracking NMR unit and frequency coun­
ter.14 The g factors were determined by reference to the 
peak from the irradiated silica cell in the radiolysis experi­
ment or directly from field and microwave frequency mea­
surements in the photolysis work. The estimates of experi­
mental accuracy as given in footnote a, Table I are based 
on the reproducibility of splittings that occur several times 
in a given spectrum and upon comparisons of parameters 
from different spectra. The results refer to solutions within 
a few degrees of room temperature, about 24°. Most of the 
aromatic precursors were from the Aldrich Chemical Co.
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T A B L E  1: E S R  P a ra m e te rs  o f P h e n y l R a d ic a ls 0

Sub-
Radical stituent P osit ion 6 Method0 (72j6h (ortho) « 3, 5H (meta) fl4H(para) g

Ia None âq 17.43 (2) 6.25 (2) 2.04 2.00227
II Q -e 3 eaq 20.13. 15.77 9.12 1.32 2.00226
III OH/ 4 p̂ aq (16.8F(2) 4.90 (2) (2.00226)'
IV COT 2 SOT 18.11 7.85, 5.87" 1.71 2.00240
V COT 4 âq 17.06(2) 5.88 (2) 2.00224
VI COT 2, 6 sot 7.41 (2) 1.39 2.00254
VII COf 2, 5 e iq’ , SOT 18.71 7.66 1.44 2.00238
VIII COT 2,4 ean": SOT 17.66 7.45, 5.59* 2.00237
IX C02' ' 2,3,6 sop 7.47 1.17 2.00251
X COT 2,4,6 sop 7.10(2) 2.00251
XI c o 2- 2,3,5 SOT 18.14 1.23 2.00236
XII C02- 2,4,5 SOT 18.04 7.37 2.00237
XIII COf 2,3, 5,6 SOT 0.95 2.00246
XIV cot 2, 3,4,6 SOT 7.43 2.00249
XV c o 2- 2,3 ,4 ,5 ,6 SO T 2.00246

“ Hyperfine constants are given in gauss and are accurate to ±0.03 G. The number of nuclei exhibiting the splitting are given in paren­
theses if different than one. The g factors were determined from field and frequency measurements in photolysis experiments and by refer­
ence to the peak from the silica cell in radiolysis experiments. Second-order corrections have been made. The relative values are believed 
accurate to ±1 in the fifth decimal place and the absolute values to about ±3 in the fifth place. b Positions are numbered according to

c Radicals were produced by removal of Br^ from the appropriate bromide by reaction with eKq~ (reaction 4) or by removal of a carboxyl 
group from the appropriate carboxylate ion by reaction with SC>4 ~ (reaction 1). d Values observed for this radical in an argon matrix are a0 
= 17.4, am = 5.9, Qp = 1.9 G, g = 2.0023.4 e Observed at pH 12. If the pK  of the radical is similar to that of phenol (9.9) then the OH proton 
should be dissociated at this pH. 1 Observed at pH 7. The OH proton should not be dissociated. * Only the high-field line group (a triplet) 
was observed because of CIDEP effects.22 The# factor given in the table was assumed to allow determination of the ortho proton splitting. 
h As described in the text, the value of ~7.5 G can be assigned to the proton at the 3 position.

The 1,2,3- and 1,2,4-benzenetricarboxylic acids and ben- 
zenepentacarboxylic acid were from EGA-Chemie, KG (W. 
Germany), phthalic acid from Eastman Chemical Co., and 
bromobenzene and p-bromophenol from Baker. The sam­
ples of 1,2,3,5- and 1,2,3,4-benzenetetracarboxylic acids 
were kindly supplied by Dr. Klaus Eiben.16 The pH was ad­
justed with KOH, H2SO4, Na2B407, NagHPCL, and 
NaH2P0 4 which were all Baker Analyzed Reagents. The 
Na2S20g was obtained from Sigma Chemical Co. and tert- 
butyl alcohol from Mallinckrodt.

Typical solutions used in the photolysis experiments 
contained 30-70 mM NajSjOg and 1-5 mill of the aromatic 
acid. The pH was maintained with ~10 mill of the appro­
priate buffer (phosphate or borate) in the range 6-10. Flow 
rates varied from 5 to 40 cm3/min. Solutions for radiolysis 
experiments contained 0.5-5 mill of the desired compound 
(bromide) and were in the pH range 11-12. In most cases 
no other solute was present. Where an OH scavenger was 
needed, tert-butyl alcohol was used. Solutions were deoxy- 
genated by bubbling with N2 or N2O.

R esu lts and D iscussion
Direct Observation of Phenyl and Related Radicals. Be­

cause the radicals produced by reaction of SO^- with ter- 
ephthalate and 1,3,5-benzenetricarboxylate (trimesate) had 
already been reported,13 the initial experiments were car­
ried out with phthalate, 1,2,4,5-benzenetetracarboxylate, 
and benzenepenta- and hexacarboxylates. Solutions con­
taining these compounds and S20s2~ at pH 7-10 were pho- 
tolyzed and new ESR spectra characterized by relatively 
low g factors were found. With phthalate only this set of 
lines with the parameters aH (1) = 18.11, 7.85, 5.87, and

1.71 G, g = 2.00240 was present, while in the other cases a 
mixture of radicals occurred. The new spectra are ascribed 
to phenyl radicals formed by decarboxylation of the car­
boxylate ion by S04-~, (eq 1). The magnetic parameters are

ArCOa“ +  S 0 4 -  -  Ar- +  SO42-  +  C 0 2 (1 )

similar to those reported by Kasai et al.4 for phenyl radical 
itself in an argon matrix (a0 = 17.4, om = 5.9, ap = 1.9 G, g 
= 2.0023) with the low g factor reflecting the a nature of 
the radical. As was mentioned in the Introduction, such a 
decarboxylation reaction has been demonstrated indirectly 
in the case of benzoate by observation of the phenyl adduct 
to CH2= N 02_.u Phenyl radicals were also successfully 
produced in photolytic experiments with 1,2,3- and 1,2,4- 
benzenetricarboxylates, 1,2,3,4-, 1,2,3,5-, and 1,2,4,5-ben- 
zenetetracarboxylates, benzenepentacarboxylate, and ben- 
zenehexacarboxylate. The spectrum obtained with ben­
zenepentacarboxylate is shown in Figure 1. ESR parame­
ters for all phenyl radicals observed are summarized in 
Table I where they are also assigned an identifying Roman 
numeral. Further discussion of the magnitudes of the hy­
perfine constants is given in a later section. From the fact 
that no changes in the spectra assigned to phenyl radicals 
with carboxyl substituents occurred to pH 10 we assume 
the acid protons are dissociated as shown.

In each case the observed radicals can be identified as re­
sulting from decarboxylation of the parent carboxylate. 
The proton hyperfine constants are assignable to specific 
positions by comparison with those for the unsubstituted 
radical. Thus in the case of phthalate (radical IV) there is 
one ortho proton, two meta protons, and one para proton. 
The 18.11- and 1.71-G splittings are correspondingly as-
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Figure 1. Second-derivative ESR spectrum obtained upon photolysis 
of a solution of 5 mM benzenepentacarboxylic acid and 70 mlW 
Na2S20 8 at pH 6.7 (phosphate buffer). The main intensity is from the 
phenyl radicals XIII and XIV formed by loss of an “ internal" carboxyl 
group. Weak lines are observed from phenyl radical X which is pro­
duced in secondary reactions. Spectrum A is attributed to the penta- 
carboxyphenoxyl radical and spectra C, D, and E to tetracarboxy- 
phenoxyl radicals with single ring protons in the meta, ortho, and 
para positions, respectively. Spectrum B may come from the ortho 
or para tetracarboxybenzosemiquinone ion. Spectra F and G are hy- 
droxycyclohexadienyl radicals formed by OH addition to the unsubsti­
tuted position in benzenepentacarboxylate and 1,2,3,5-benzenete- 
tracarboxylate.

signed to the ortho and para protons while the 7.85- and 
5.87-G values must belong to the meta protons. In a num­
ber of other cases more than one radical can be produced 
but the pattern of splittings allows identification. With
1,2,3-benzenetricarboxylate two radicals are possible but 
only VI produced by loss of the central carboxyl group is 
found. Similarly the two radicals XIII and XIV resulting 
from the loss of an internal carboxyl group from benzene­
pentacarboxylate were found with no trace of the third rad­
ical which would result from loss adjacent to the unsubsti­
tuted position. With 1,2,3,5-benzenetetracarboxylate the 
main intensity is from radical X caused by loss of the car­
boxyl group at position 2 and only weak lines of radical XI 
formed by loss at positions 1 or 3 occur at ~1% of the inten­
sity of those of the previous radical (see Figure 2). No evi­
dence was found for loss of the carboxyl group at the 5 po­
sition. Again loss of a central carboxyl group is preferred. 
(With 1,2,4-benzenetricarboxylate only the phenyl radicals 
produced by loss of carboxyl groups at positions 1 (VIII) or 
2 (VII) are observed but loss at the 4 position also occurs 
and leads to an adduct to another molecule as will be dis­
cussed in the next section.) The high degree of selectivity 
for loss of a particular carboxyl group can be interpreted as 
demonstrating oxidation by SO,r~ of the molecule as a 
whole followed by loss of the most labile CO2 group rather 
than attack of SC -̂-  at a particular site.

No lines attributable to phenyl radicals were found for 
benzoate, isophthalate, terephthalate, and trimesate. In the 
latter two cases, spectra of radicals identifiable as of the cy- 
clohexadienyl type as reported by Norman et al.13 were ob­
tained. These spectra will be discussed in more detail in the 
next section. Similar radicals were detected for 1,2,4-ben­
zenetricarboxylate in addition to the phenyl radicals VII 
and VIII. With benzoate and isophthalate only weak lines 
which could not be analyzed were detected.

The spectra obtained with all of the compounds yielding 
phenyl radicals (with the exception of phthalate) were 
complex to varying degrees in that lines from other types of 
radicals were also present. These complex spectra were an­
alyzed by grouping together the lines with similar intensity

¡*- 213 G -  -4  ’ v

Figure 2. A portion, recorded at high gain, of the spectrum obtained 
upon photolysis of a solution of 2 mM 1,2,3,5-benzenetetracarboxy- 
late and 60 mM Na2S208 at pH 7.3. The off-scale peak is the high- 
field line of the 7.10-G triplet of 2,4,6-tricarboxyphenyl radical. Lines 
corresponding to radicals containing 13C are labeled with the posi­
tion of that atom according to the scheme used in Table II. (The 
primes represent the carboxyl carbons.) Weak lines of phenyl radi­
cal XI formed by loss of a carboxyl group at the 1 or 3 positions are 
also observed as are lines from the hydroxycyclohexadienyl radicals 
produced by OH addition to the tetracarboxylate (B) and to trimesate 
(A).

and a common spectral center and then looking for accept­
able patterns of splitting. All of the spectra for which pa­
rameters are reported in the tables were identified by 
means of most, if not all, of the lines and are known with a 
high degree of certainty. The radicals responsible for the 
additional lines could be identified as of the hydroxycyclo­
hexadienyl, phenoxyl, and semiquinone ion types. The in­
tensity of these spectra depended upon pH, flow rate, and 
reactant concentration becoming more intense at higher 
pH, lower flow rate, and lower concentration. Hydroxycy­
clohexadienyl radicals were identified by the ~30-G proton 
splitting by the CHOH ring proton and the parameters 
were checked against results of studies specifically of this 
type of radical.17'18 These radicals can be formed at pH 
> 10  as a result of the conversion of SO ,f_ to OH by

SO4 - + OH- ^  OH + SO42- (2)
with a rate constant of 6.5 X 107 M “ 1 sec- 1 .19 At lower pH 
values (7-9), this reaction cannot be significant and some 
other mechanism must exist for producing hydroxycyclo­
hexadienyl radicals. From the fact that the lines of these 
radicals are less intense at higher solute concentrations it 
seems likely that the reaction of S04--  with water (eq 3) is

SO4 - + H20 — OH + H+ + S042“ (3)
a source of OH which subsequently adds to the aromatic. 
The rate constant for this reaction has been reported to be 
103- 104 sec- 1 19,20 which is sufficiently fast to contribute. 
The phenoxyl and semiquinone ion radicals are probably 
secondary products and were identified by the high g fac­
tors and by reference to the parameters reported for a 
number of such radicals21 (some of which were also ob­
served in this study).

The spectrum obtained with benzenepentacarboxylate 
and given in Figure 1 illustrates the large number of radi­
cals possible. In addition to lines of the two main phenyl 
radicals there are lines from the phenyl radical X, two hy­
droxycyclohexadienyl types, from four radicals which can 
reasonably be identified as of the phenoxyl type, and from 
one semiquinone ion. (See the figure caption for the identi­
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fication.) At higher gain it was possible to observe lines 
from the 13C containing phenyl radicals (XIII, XIV) and 
weak lines of the phenyl radical XII and the OH adduct to
1,2,4,5-benzenetetracarboxylate. Exactly the same spec­
trum was observed from a sample of the pentacarboxylic 
acid which had been recrystallized and which showed no 
impurities in experiments18 which allowed observation of 
the 13C containing OH adduct. The two minor phenyl radi­
cals, two of the hydroxycyclohexadienyl radicals, and three 
of the phenoxyl radicals each appear to be produced from 
acids with one less carboxyl group than the starting com­
pound. Somewhat similar behavior was found for benzene- 
hexacarboxylate and 1,2,3,5-benzenetetracarboxylate. With 
the former compound both major phenyl radicals, the OH 
adduct, and the phenoxyl radical produced from the penta- 
carboxylate were observed as well as three phenoxyl radi­
cals with only four carboxyl groups. With the 1,2,3,5-tetra- 
carboxylate the OH adduct to trimesate was observed (as 
shown in Figure 2) as was the 2,4,6-tricarboxyphenoxyl 
radical. These radicals formed from compounds with one 
carboxyl group less than the starting compound must origi­
nate in secondary processes and not from impurities. This 
argument is supported by the fact that the radicals of con­
cern are more prominent at lower flow rates. From the ap­
pearance of phenyl and hydroxycyclohexadienyl radicals as 
well as the phenoxyl radicals it is clear that there must be 
some source of the acids themselves. One possibility is that 
the bimolecular disappearance of at least the highly substi­
tuted phenyl radicals proceeds by an electronic dispropor­
tionation which yields a positive and negative ion and ulti­
mately, after reaction with water, the corresponding substi­
tuted benzene and phenol.

A common feature of all of the phenyl radicals produced 
by reaction of S04--  is a carboxyl group ortho to the radical 
site. It is clear that such a structure must stabilize the radi­
cal against further reaction such as addition to another 
ring. If this conclusion is correct then the same radicals 
should be observable when produced by other routes such 
as the reaction of eaq_ with phenyl bromides. This type of 
reaction does indeed occur and in radiolytic experiments 
(eq 4) with o-bromobenzoate, 2-bromoterephthalate, and

ArBr + eaq-  —► Ar- + Br_ (4)

4-bromoisophthalate, the spectra of radicals IV, VII, and 
VIII were readily observed. Although no OH scavenger was 
employed in these experiments no other radicals were ob­
served. Apparently adducts of OH to the bromo com­
pounds did not give sufficient intensity to be detected. It is 
important to note that in each case the spectrum is identi­
cal with that obtained by S04-~ reaction with the appropri­
ate acid.

This same reaction also allowed observation of the un­
substituted phenyl radical from bromobenzene as well as 
the phenyl radicals II, III, and V from p-bromophenol, m- 
bromophenol, and p-bromobenzoate. In these three cases 
the concentration of the aromatic compound was kept low 
to prevent addition of the phenyl radical to a second mole­
cule. The optimum concentration of the halide was about 5 
X I0 -4 M  with both higher and lower concentrations giving 
less signal. Such a low concentration can be used because of 
the high rate constant for reaction with eaq- . The presence 
of up to 10 mM tert-butyl alcohol as an OH scavenger had 
little effect on signal intensity although 50 mM decreased 
the signals by about a factor of 2. Apparently, at this con­
centration the reaction of the phenyl radical with tert-

butyl alcohol becomes important. The spectra of these rad­
icals showed a strong intensity anomaly as the result of 
CIDEP22 with the low-field lines weak and inverted. This 
fact shows that a major disappearance pathway under 
these conditions is by radical-radical reaction.

The intensity of the spectra of the phenyl radicals in­
creased markedly in going to the more highly substituted 
compounds as a result of slower radical-radical reactions 
for these multiply charged radicals as well as the simpler 
spectra. The intensity was so great with 1,2,3-benzenetri- 
carboxylate, 1,2,3,5-benzenetetracarboxylate, and benzene- 
pentacarboxylate that lines from the naturally occurring 
13C containing phenyl radicals could be observed. With the 
latter compound both phenyl radicals could be studied. In 
each case all of the possible 13C hyperfine constants could 
be determined. The values are given in Table II.

Figure 2 illustrates some of the lines for the 13C contain­
ing radicals in the case of 1,2,3,5-benzenetetracarboxylate. 
Shown here is the region around the high-field line of the 
1:2:1 triplet for the 12C form. Both of the lines in the pairs 
split around the 12C line are evident for the three smallest 
13C hyperfine constants (0.73, 1.77, and 2.13 G). The peak 
heights are, starting with the smallest splitting, 0.5, 0.5, 
and 1% of that of the 12C radical. Only the high-field satel­
lite is evident for the radicals with the 7.08- and 13.06-G 
constants but in the latter case the high-field satellite of 
the central line of the 1:2:1 triplet is also in the portion 
shown. The lines for the radical with 13C at the radical site 
(ac = 137.1 G) are far away and are not shown. Also evi­
dent in this figure are lines from radical XI formed by loss 
of a carboxyl group from the 1 or 3 position and OH ad­
ducts to 1,2,3,5-benzenetetracarboxylate (A) and to trim­
esate (B).

Assignment of the hyperfine constants of the ring car­
bons was made by reference to the INDO calculations23 
(see Table II). In each radical a large splitting of ~135 G 
occurs which is assigned to the carbon atom at the radical 
site. The relative intensities of the other lines with the vari­
ous 13C splittings (0.5% of the 12C species for one carbon 
atom per radical or 1% for two equivalent atoms) together 
with the pattern which occurs upon changing the position 
of the carboxyl groups allows all of the other values to be 
assigned with reasonable certainty. The splittings assigned 
to ortho, meta, and para positions remain quite constant 
for the four radicals as is found for the proton splittings. A 
similar behavior is found for the splittings assigned to the 
carboxyl carbons and the assignment is quite certain ex­
cept in the case of radical XIV where it is possible that the 
1.58- and 2.10-G splittings could he reversed. The existence 
of ~0.7-G splittings only for radicals X and XIV assures 
that this value belongs to the para carboxyl carbon.

Similar reactions could be carried out with several pyri­
dine and pyrazine derivatives. Thus the 2-pyridyl radical 
(XVI, see Table III) could be produced from 2-bromopyri- 
dine and the radicals XVII-XXI could be produced from 
the appropriate carboxylic acids. As with the benzenecar- 
boxylic acids there occurred lines of other radicals in some 
of these spectra which could be assigned to OH adducts (by 
means of the large proton splitting at the attachment site) 
and phenoxyl or semiquinone ion radicals (by means of 
high g factors and small splittings). The proton hyperfine 
constants of XVI-XIX were assigned to the specific posi­
tions by noting the effects of changing the position of sub­
stitution. Those of XX and XXI could be assigned by ref­
erence to the phenyl and 2-pyridyl radicals, respectively.
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TABLE II: 13C Hyperfine C onstants for Phenyl Radicals®

Hyperfine constants6

Carboxyl --------------------------------------------------------------------------------------
Radical position 1 2 . 6 3.5 4 2 ' .6 ' 3',5' 4'

VI 2 . 6 135.31 7.42 (2) 12.56 (2) 1.27 1.57 (2)
X 2 ,4 .  6 137.15 7.08(2) 13.06(2) 1.77 2.13 (2) 0.73
XIII 2, 3. 5. 6 132.93 7.64(2) 12.78 (2) 1.54 1.42 (2) 4 .42(2)
XIV 2. 3, 4 , 6 135.55 7.76 1 2 . 8 8 1.58 2.90 4.06 0.70

6.94 12.28 2 . 1 0

I (INDO)c None 151.3 -4 .8 10.7 - 2 . 6

a Values in gauss. T he num ber of nuclei displaying the  splitting are given in parentheses if different than  one. * Unprim ed positions are 
num bered as in Table I (see footnote 6). Prim ed num bers refer to the carboxyl carbon at the corresponding po sitio n .r Values calculated  by 
the INDO m ethod as given by Pople e t a l.23

TABLE III: ESR Param eters of Pyridyl and Pyrazyl Radicals®

Radical Method6 r7N ti:tH p tH r/riH

XVI t o r
N

26.95 1.28 4.12 8.56 4.99 2 . 0 0 2 0 2

XVII
CO ."

N
S0 4 - 27.73 1.56 3.70 9.68. 2.00219

XVIII ' " ' i l l S O f 27.58 1.48 8.08 4.84 2.00207

XIX J S )
o e n

SO,' 28.84 4.09 8.24 4.43 2.00206

XX
J '  CO'

" Q f
N

so .r 0.95 9.99® 8.16® 18.94 2.00245

XXI
X J'0~

1Ç Î SO.,' 28.38 (g) 
0.27 (m)

2.39 7.32 2.00232

0 Hyperfine constants in gauss, see footnote a, Table I. h See footnote c, Table I. ' These values were assum ed to show the same asym ­
m etry as is apparen t for some of the phenyl radicals in Table I.

Decarboxylation could potentially occur at two sites in the 
cases of 2,3-, 2,5-, and 3,4-pyridinedicarboxylates but only 
the product radicals XVII, XVIII, and XX, respectively, 
were observed. Thus no spectrum of a 3-pyridyl radical was 
obtained. With 3,5-pyridinedicarboxylate a 3-pyridyl radi­
cal was formed but added to another molecule to form an 
adduct such as that observed with terephthalate. (This 
radical will be discussed in the next section.)

Indirect Detection of Phenyl Radicals. The observation 
of decarboxylation in the many cases discussed in the pre­
vious section suggests that this reaction occurs generally 
with all benzene carboxylates. In support of this idea, Gil­
bert et al.u  have already observed such a reaction with 
benzoate by use of nitromethane trapping. Further experi­
ments of this type were carried out here. The spectrum ob­
tained with phthalate and nitromethane and showing lines 
of the adduct of o-carboxyphenyl to nitromethane (radical 
XXVI) is illustrated in Figure 3. The results are summa­
rized in Table IV. Phenyl radicals were prepared either by 
reaction of SCL--  with a carboxylate or eaq-  with a bro­
mide. In several instances both methods were used to pre­
pare a given phenyl radical and the same adduct was found. 
Several cases are included in which the phenyl radical has 
been detected directly as described in the previous section.

These various arguments together with the observation 
that the parameters of the adducts are all quite similar es­
tablish the radicals in Table IV very clearly as adducts of 
phenyl type radicals. In most cases, the lines of the adduc: s 
were wider than is usually encountered with simpler ad­
ducts suggesting unresolved hyperfine structure. The pa­
rameters for the phenyl adduct (XXII) agree with those re­
ported by Gilbert et al.u

Lines from three other adducts are evident in Figure 3. 
Two of these spectra, A and C, are known to arise from the 
attack of SCL- on nitromethane. Spectrum A is that of the 
dinitroethane radical anion produced by trapping of 
CH2NO224’25 and spectrum C with the parameters aN = 
23.62, a 41 = 7.15 G, and g =■ 2.00504 is that assigned to the 
S04~ adduct to nitromethane.26 Spectrum B with the ap­
proximate parameters aN = 23.7, aH = 7.3, and g = 2.0051 
seems to belong to a radical analogous to that observed by 
Gilbert et al.11 and identified by them as the adduct of 
CSH5CÔ2. Adducts with similar parameters were also found 
in experiments with benzoate and terephthalate. The pa­
rameters for these adducts, which are similar to those of 
the S04-“ adduct in having a small nitrogen splitting of 
about 23.5 G, cannot be determined accurately in our spec­
tra because of overlap of those lines with other lines in the
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TABLE IV: ESR Parameters of Phenyl Radical Adducts to CH2= N 02~a
; ' .1___2

—  N O ’

n (i

Substituent
Radical on phenyl Position Method6’2 aN flH(CH2) cr<*>

XXII None ®aq ■> ^ 4 25.87 9.38 2.00494
XXIII O' 2 e aq 25.65 10.34 2.00501
XXIV O' 3 ®aq 25.67 9.47 2.00494
XXV O' 4 ^ a q 26.10 9.60 2.00497
XXVI C 0 2- 2 idCO1n(U 25.68 9.97 2.00498
XXVII c o 2- 3 S 0 4- 25.91 9.42 2.00495
XXVIII c o 2- 4 e14', S 0 4- 25.87 9.28 2.00497
XXIX c o 2- 3, 5 so4- 25.94 9.73 2.00495

XXX (QH'T-NOV ®aq ? S O 4 25.81 9.93 2.00496

" Hyperfine constants in gauss, see footnote a, Table I. 6 Method of production of the phenyl or pyridyl radical, see footnote c. Table I. 
f For radiolysis experiments starting with eair  the solutions contained 1 mM each of the bromide and nitromethane at pH 11. For 
photolysis experiments with S 04~ the solutions contained 3 mM of the carboxylate, 3 mM of nitromethane, and 70 mM Na2S20 8 
at pH 9-10.5.

XSZI I I I
B I I I

C l  I - 1
9.97 G

Figure 3. The low-field third of the ESR spectrum produced by pho­
tolysis of a solution containing 3 mM phthalate, 3 mM CH3N02, and 
70 mM Na2S20 8 at pH 10.5 and showing lines of the adduct of o- 
carboxyphenyl radical to CH2= N 0 2-  (XXVI). Other lines are from 
the adducts of -CH2N02 (spectrum A), S04-~ (C), and what is be­
lieved to be o-C6H4(C02~)C02- (B).

spectra. We agree that these adducts are probably formed 
from radicals of the type C6H5CO2.

The data of Table IV show that phenyl radicals are pro­
duced from terephthalate, isophthalate, and trimesate even 
though those radicals could not be observed directly. An 
experiment to reexamine the reactions of S04-_ with ter­
ephthalate and trimesate gave spectra typical of cyclohexa- 
dienyl radicals which matched those reported by Norman 
et al.13 except that small triplet splittings (not previously 
reported) of 0.29 and 0.05 G, respectively, were found. In 
these cases the radicals cannot be S04-  adducts because all 
protons are accounted for without considering the small 
triplets. It is clear now that these radicals must be the ad­
ducts of p-carboxv- and 3,5-dicarboxyphenyl radicals to a 
parent molecule. Further proof of this idea is provided by 
experiments using mixtures with two different carboxyl- 
ates. A photolysis experiment with 3 mM terephthalate 
and 1 mM trimesate showed clearly the presence of the 
four possible radicals produced by addition of the two phe­

nyl types to the two starting compounds (i.e., radicals 
XXXIV, XXXIII, and XXXV in Table V and the adduct 
of 3,5-dicarboxyphenyl to terephthalate). Considerable 
spectral overlap occurs because adducts to the same car­
boxylate ion produce similar spectra and so it was not pos­
sible to get a complete analysis of this spectrum. Only the 
parameters of radical XXXIII could be accurately deter­
mined from this spectrum while those of XXXIV and 
XXXV are known from experiments on terephthalate and 
trimesate alone. No parameters for the fourth radical (with 
the weakest spectrum) were determined. Parameters for 
some other adducts of this type are shown in Table V. Ex­
periments in which radicals were added to trimesate gave 
the best intensity. The radicals XXXVIII and XXXIX 
show that radicals of the 2- and 3-pyridyl type (produced 
from the appropriate bromides) also add to trimesate. Rad­
ical XL obtained in experiments with S04-_ and 3,5-pyridi- 
nedicarboxylate shows that a radical of the 3-pyridyl type 
can be produced in this way but that it is reactive toward 
addition so only the adduct is observed.

The parameters for phenyl radical adducts in Table V 
are very similar to those reported by Beckwith and Nor­
man10 who formed the initial phenyl radicals by reducing 
diazonium ions. In the one case where the same radical is 
reported (XXXIII) in both studies the parameters agree 
within experimental error (including the 0.29-G triplet). As 
mentioned above the parameters for radicals XXXV and 
XXXIV (see in Table V) formed in solutions of terephthal­
ate and trimesate, respectively, agree (except for the small­
est splittings) with those assigned by Norman et al.13 to 
S04-_ adducts. On the basis of the present work there is no 
evidence in any case for formation of an S04-_ adduct.

The origin of the ~0.3-G splitting in phenyl adducts is 
•demonstrated very clearly by the portions of spectra shown 
in Figure 4. Here phenyl radicals with zero, one, and two 
meta protons formed by decarboxylation of trimesate, iso­
phthalate, and benzoate, respectively, have added to trim­
esate to produce radicals XXXIV, XXXII, and XXXI with 
a singlet (at this level of resolution) and doublet and triplet 
splittings of about 0.3 G. This result illustrates very graphi­
cally that the meta protons are responsible for this split-
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T A B L E  V :  E S R  P a ra m e te rs  o f P h e n y l R a d ic a l A d d u c ts  to A ro m a tic  A c ids“ *

R adical Substituent

XXXI
x x  x n  

x x x n r

XXXIV"
XXXVe
XXXVI
XXXVIT

XXXVIIl'1

XXXIX*

C 02-
C 02-
C 0 2-
C02"
C 0 2-
C 02-
C 02"; OH

XL

P osition

1 ,3 ,5
1.3, 5, 3'
1.3, 5 ,4 '
1.3 , 5, 3 ', 5' 
1 .4 ,4 ' 
1 ,3 ,3 '
1, 3, 5;3'

n  H a 2
n H n Hi?3 a 4 «s” n  H n H 

a 2 \ 6' n H a 2 '\ 5' 8

2.52 2.52 31.52 0.29(2) 2.00317
2.52 2.52 31.78 0.28 2.00317
2.52 2.52 31.66 0.29(2) 2.00318
2.52 2.52 31.95 0.05(2) 2.00317
2.86 12.49 7.88 37.01 0.29(2) 2.00277
2.67' 2.20' 7.78 36.80 0.28 2.00305
2.52 2.52 31.23 0.34 2.00319

2.47 2.47 34.17 2.00311

2.48 2.48 31.83 2.00312

1.39' 2.82' 37.37 =  4.06 2.00349

0 Hyperfine constants in gauss, see footnote a, Table I. * Except where noted phenyl radicals were produced in photolytic experiments 
from SO.T • Typical solutions contained 1-5 mM of the acid or acids and 30-70 mM Na2S20 8 at pH 7-9. c Hyperfine constants reported for 
this radical by Beckwith and Norman10 are 32.0, 2.55(2), and 0.25(2) G. They prepared the initial phenyl radical by reduction of the diazoni­
um ion. d Hyperfine constants reported by Norman et al,.13 are 31.8 and 2.55(2) G. The initial phenyl radical was prepared by reaction of 
trimesate with S0 4~ as was done here but the final radical was incorrectly identified as the SO-r adduct to trimesate.e Hyperfine constants 
reported by Norman et al.13 are 36.8, 12.5, 7.9, 2.8 G. The 0.29(2) G splitting was not resolved and the radical was incorrectly identified as 
the SO4- adduct to terephthalate. < These two proton splittings were assigned to specific positions under the assumption that the asym­
metry is similar to that found in hydroxycyclohexadienyl radicals.18 The alternative assignment with these two values interchanged is possi­
ble. g The p-hydroxypheny 1 radical was produced at pH 9 by reaction of ea,r with p-bromophenol. " Pyridyi radicals were produced by reac­
tion of eaq' with the appropriate bromides at pH 11.7.

ting. The further very small triplet splitting of 0.05 G in the 
case of radical XXXIV, where no meta protons are present, 
shows the magnitude of the splitting by ortho protons. All 
of the radicals in Table V follow this rule for the 0.3-G 
splitting with the exception of XXXVIII for which this 
splitting could not be resolved. (The lines were corre­
spondingly broad, however.) With 1,2,4-benzenetricarboxy- 
late a spectrum of eight line groups corresponding to an ad­
duct (or adducts) at the 5 position was observed in addition 
to the two phenyl radicals VII and VIII. Based on the reac­
tivity observed for phenyl radicals with no ortho carboxyl 
group it is expected that decarboxylation at the 4 position 
will produce a radical which can add to another molecule. 
This adduct is presumed to be

Addition at the 5 position is shown by the presence of an 
ortho (8 G) and a meta (2.5 G) splitting in the adduct. The 
eight line groups are complex but can be interpreted as 
arising from two radicals with common major parameters 
of oH = 37.58, aH = 7.30, aH = 2.80 G, and g = 2.00302 but 
with two small additional splittings each of 0.21 and 0.15 
and 0.46 and 0.20 G. The radical with splittings of 0.21 and 
0.15 G is present at roughly three times the intensity of the 
other form. The presence of other unidentified weak lines

caused the eight line groups to be somewhat dissimilar in 
appearance. To explain the existence of two very similar 
radicals it is necessary to invoke two isomers with restrict­
ed rotation about the bond between the two rings. Such be­
havior has been proposed previously by Beckwith and Nor­
man10 for the o-chlorophenyl adduct to trimesate but in 
that case a large difference in the methylene splitting of the 
two isomers was observed contrary to the present example. 
The small splittings in our spectrum are different than the 
rather uniform value of ~0.3 G assigned to the meta pro­
tons in Table V and if the radical structure is indeed as 
suggested then it must be concluded that the ortho split­
tings in the secondary ring can be as large as 0.15-0.20 G in 
certain instances.

D iscussion  of the H yperfine C onstants
The proton hyperfine constants found here for phenyl 

radical agree very well with those reported by Kasai et al.4 
for the radical in an argon matrix. The values also agree 
with those calculated by the INDO method23 for the <7 
structure (a0 = 18.7, am = 6.1, a p = 3.9 G) with the calcu­
lated value for ap about twice that observed. The assign­
ment to specific positions is completely supported by the 
pattern of splittings for the various substituted radicals in 
Table I. In each case the splittings of the remaining pro­
tons are similar to those in the unsubstituted radical. The 
largest deviations are for radical II in which the presence of
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Figure 4. The high-field halves of the ESR spectra of the cyclohexa- 
dienyl-type radicals produced by trapping several phenyl radicals 
with trimesate. The three radicals trapped are given on the left and 
were obtained in experiments with trimesate itself and in mixtures 
with isophthalate and benzoate. In each case the major structure of 
the spectrum is the same with one large doublet splitting of ~ 3 2  G 
and a triplet of 2.52 G both from the protons on the cyclohexadienyl 
ring. The structure on the next finer scale of (from top to bottom) 
singlet, doublet, and triplet clearly is caused by the meta protons in 
the added radicals (illustrated). At higher resolution (lower micro- 
wave power and modulation amplitude) the lines obtained with trim­
esate itself appear as 0.05-G triplets as shown above the upper 
trace. This further splitting must come from the ortho protons.

the meta O- group introduces asymmetry into the ortho 
splittings and raises the value of am to 9.12 G. A similar 
asymmetry is seen for radical IV and it is possible to con­
clude by comparison of the values for IV, V, VI, and VII, 
for example, that the presence of an ortho carboxyl group 
raises the splitting by the meta proton on the same side of 
the ring to about 7.5 G. The splitting by the meta proton on 
the other side of the ring is affected very little.

The g factors of the radicals in Table I vary in a system­
atic fashion. A comparison of the values shows that carbox­
yl groups in ortho, meta, and para positions change the 
value by +13, —2, and —3 units in the fifth decimal place, 
respectively, and that the effects are additive. The root 
mean square of the deviations between the measured 
values and those calculated using these increments and a 
value of 2.00227 (as observed) for the unsubstituted radical 
is 1.1 units in the fifth decimal place. Because of the a 
character of the radical, which localizes the unpaired elec­
tron at the radical site, only a carboxyl group near the radi­
cal site (ortho position) can participate significantly in the 
singly occupied orbital and thereby shift the g factor.

The 13C hyperfine constants in Table II were assigned to 
specific ring positions by reference to the INDO calcula­
tions of Pople et al.23 for unsubstituted phenyl radical (also 
included in the table for reference). The values for the car­
boxyl carbons were assigned by means of the intensities 
and pattern of splittings obtained upon changing the posi­
tion and number of substituent carboxyl groups. The larg­
est splitting of ~135 G is clearly that of the carbon at the 
radical site and the large magnitude demonstrates the a na­

ture of phenyl radical (i.e., that a direct carbon 2s contribu­
tion to the singly occupied orbital is present to the extent 
of about 12%). The values found here agree with those de­
termined for phenyl radical itself as prepared in the solid 
on silica gel (about 140 G)5 and by a deposition method in 
solid bepzene (129 G)6 thus confirming the interpretation 
of those solid state spectra in terms of the large 13C hyper­
fine constant. The splittings of 7 and 13 G found here for 
two carbons each correspond well with the ortho and meta 
values predicted by calculation. The para values of 1.3-1.7 
G are somewhat smaller than the predicted 4.8 G. Unfortu­
nately INDO calculations give little help with a “mechanis­
tic” interpretation of the origin of these latter 13C interac­
tions and so cannot supply much insight into why the mag­
nitudes of the 13C splittings at ortho and meta positions are 
reversed from the proton splittings. Because of the a nature 
of the radicals it is difficult to anticipate the size of the 
splittings by the carboxyl carbons but values smaller than 
those of the carbons to which the carboxyl groups are at­
tached seem likely. The values found conform to this idea 
and the relative magnitudes for the carboxyl carbons paral­
lel in rough fashion the values for the corresponding ring 
carbons.

Both Bower et al.7 and Kasai and McLeod8'9 have dis­
cussed the structure of 2-pyridyl radical and Bower et al.7 
have reported from studies on a frozen system observation 
of a 170-G 13C splitting which establishes this radical as of 
the a type. The large value of the nitrogen splitting (~27 
G) was observed in all studies but the proton hyperfine 
constants were not known before the present work because 
of the limited resolution available in the solid state stud­
ies.6' 9 The INDO calculations in this case are not very 
helpful because they predict three proton splittings of com­
parable magnitude. Fortunately the pattern of splittings in 
Table III allows assignment to the various positions on the 
assumption that the position of the carboxyl group has lit­
tle effect on the remaining splittings (as was observed for 
the phenyl radicals). The pattern of proton splittings is 
very different than that found with the phenyl radicals.

INDO calculations on 2-pyridyl radical were carried out 
for two geometries; calculated hyperfine constants are 
given in Table VI. The first (geometry A) used standard 
bond lengths23 but ignored the difference between C-C and 
C-N bonds (i.e., a regular hexagon of bond length 1.40 ̂ A) 
while the second (geometry B) used the geometry of pyri­
dine following Kasai and McLeod.9 The results are quite 
similar except for smallest proton splitting, a3H, which 
changes sign. The nitrogen splitting (17 G) is not in partic­
ularly good agreement with the observed 27 G. The results 
given by Kasai and McLeod9 which show a calculated 29-G 
value were obtained by using the INDO 2s spin density and 
the theoretical value of splitting for 100% 2s spin density. 
Although good agreement with observation is obtained, 
this procedure is questionable and use of the empirical pa­
rameter from the original INDO study should logically be 
preferred.

The origin of the very large nitrogen splitting for 2-pyri- 
dyl radical has been, in part, attributed7 to an in-plane it 
bond (involving the nitrogen lone-pair electrons) between 
the radical carbon and the nitrogen. We wish to point out 
that the spin densities given by the INDO calculation do 
not support such an effect. In particular one would expect 
large spin densities in the nitrogen in-plane p orbitals while 
the calculation for geometry A gives values of 0.011 and 
—0.003 for the orbitals along the 1-4 direction and at right
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TABLE VI: R esu lts of INDO C alculations 
on 2-Pyridyl R adical“'0

1>2N -3H *1H "sH <

Geometry Ac 17.67 -0.61 6.73 8.49 7.26
Geometry B4 18.66 0.35 5.64 9.51 7.70
Experimental 26.95 1.28 4.12 8.56 4.99
a Positions numbered as

h Values in gauss. c Ring structure taken as a regular hexagon with 
all bond lengths 1.40 A with CH bond length 1.08 A. d Following 
Kasai and McLeod9 this structure was taken as for pyridine (J. 
Rastrup-Anderson, J. Mol. Spectrosc., 2, 361 (1958)) with CH bond 
lengths 1.08 A.

angles, respectively, while the 2s density is 0.047 (geometry 
B is similar). Thus a direct mixing of the nitrogen 2s orbital 
is mainly predicted. It should be pointed out in addition, 
however, that the small spin densities in the nitrogen p or­
bitals predicted by the INDO calculations probably cannot 
explain the relatively large anisotropy found for the 14N 
hyperfine interaction in both solid phase studies.6’7 Further 
study of this point is in order.

The one example of a 4-pyridyl radical (XX) has hyper­
fine constants similar to those of the phenyl radicals as 
might be expected and the assignment was made accord­
ingly. The nitrogen splitting of 0.95 G can be compared 
with the para 13C splitting for phenyl radical VIII. It is usu­
ally found that 13C hyperfine constants are about twice 
those of 14N in a similar position.27 Thus a value of around 
2 is expected for the para carbon in a phenyl radical. The 
observed values are 1.3-1.8 G.

Sum m ary
The present work provides, for the first time, solution 

spectra of phenyl and 2-pyridyl radicals and has allowed 
accurate measurement of the hyperfine constants. In the 
case of 2-pyridyl radical the proton splittings were not pre­
viously well known. It has also proved possible to deter­
mine the 13C hyperfine constants for four substituted phe­
nyl" radicals. The observation of a very large (~135 G) split­
ting by 13C at the radical site in these radicals has substan­
tiated the a nature of phenyl radical. The values of the g 
factors for both phenyl and 2-pyridyl radicals are below the 
free electron value as commonly observed for a radicals. 
The other ring 13C hyperfine constants (a0 ~  7.5, am ~  13, 
ap ~  1.5 G) are in approximate agreement with those pre­
dicted by INDO calculations. Hyperfine constants were 
also determined for 13C in the substituent carboxyl groups.

The observation of phenyl and 2-pyridyl radicals demon­
strates in a direct way their formation in the two types of 
reaction used, namely, the decarboxylation of aromatic car- 
boxylate ions by S04--  and the dissociative attachment of 
eaq_ to aromatic bromides. The radicals with no ortho sub­
stituents are very reactive toward addition to another ro- 
matic ring and are best studied at starting material concen­
trations of <1 mM. Such low concentrations can readily be 
used with the bromides because of the high rate constant 
for reaction with eaq_. The unsubstituted phenyl radical, 
for example, was produced in this way from 5 X 10-4 M

bromobenzene. At higher concentrations of starting materi­
al (1-10 mM), such as used in the decarboxylation reac­
tions, only the secondary adduct to another ring (a radical 
of the cyclohexadienyl type) is detected as with terephthal- 
ate or trimesate. This reaction, in part, explains the failure 
of Beckwith and Norman10 to directly observe phenyl radi­
cals. When the radical has at least one ortho carboxyl group 
the secondary addition reaction is much slower and the 
phenyl radical is observed in the presence of 10 mM  or 
more of aromatic. With compounds such as 1,2,3-benzene- 
tricarboxylate there is a very marked preference for loss of 
the central CO2-  upon reaction with S04-~. A similar result 
is observed with 2,3-pyridinedicarboxylate in that loss at 
the 2 position is much mere likely. In the case of 1,2,4-ben- 
zenetricarboxylate decarboxylation occurs at all three posi­
tions and direct observation of the two ortho-substituted 
phenyl radicals is possible while loss of the carboxyl group 
at the 4 position leads to a more reactive radical which adds 
to another molecule. The resulting adducts are observed.

N o t e  Ad d e d  in  P r o o f : A. L. J. Beckwith, in a review  
paper [Intra-Sci. Chem. Rep., 4, 127 (1970)], has given hy­
perfine constants for two ortho-substituted phenyl radicals 
but gives no other details.
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The Nature of the Potential Function for Internal 
Rotation about Carbon-Sulfur Bonds in Disulfides1
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The CNDO/2 semiempirical molecular orbital method has been used to calculate the variation in the con­
formational energy of methyl ethyl disulfide as a function of the SS-CC dihedral angle for various values of 
the CS-SC dihedral angle and for several different conformations of the methyl hydrogen atoms. Similar 
calculations were carried out on diethyl, methyl isopropyl, and methyl tert-butyl disulfides. The results in­
dicate that, in contrast to internal rotation about the central C-C bond in n-butane, which results in 
gauche and trans rotational isomers, internal rotation about the C-S bond in methyl ethyl disulfide results 
in cis and trans rotational isomers. In addition, the cis rotamer of methyl ethyl disulfide is found to have 
lower energy than the trans. This is also in contrast to the case for n-butane and other saturated hydrocar­
bons in which trans rotamers generally have lower energy. The calculated low-energy cis conformations 
about C-S bonds in disulfides in which the carbon atom is a primary, secondary, or tertiary one can be ra­
tionalized in terms of an attractive interaction between the rotating methyl group(s) and the distal sulfur 
across the C-S bond. Evidence for the existence of such an interaction is the short nonbonded van der 
Waals contact distance between sulfur atoms and CH groups, observed in the crystal structures of many di­
sulfides, as discussed in the accompanying paper. The presence of cis minima in the calculated potential 
functions is thought to arise from an underestimation of repulsive interactions in the CNDO/2 method. As 
discussed in the accompanying paper, it is believed that, while the CNDO/2 method leads to correct quali­
tative interactions across the C-S bond, the cis minima in the calculated potential functions should proba­
bly lie at somewhat larger values of the dihedral angle, intermediate between those of the cis and gauche 
conformations.

I. Introduction
In order to be able to assess the effects of internal rota­

tion about single bonds on the vibrational spectra of flexi­
ble molecules, it is necessary to know the nature of the po­
tential function describing such rotations. In principle, ro­
tational isomers of a given molecule need not have the 
same vibrational spectrum. In fact, Raman and infrared 
spectra of molecules for which rotational isomers are 
known to coexist commonly show bands characteristic of 
each of the species in equilibrium.3 The potential function 
for internal rotation provides information about the equi­
librium conformations, relative energies, and barriers for 
interconversion of these rotational isomers.

The conformation of a rotational isomer is described by 
the dihedral angles for rotation about the bonds in ques­
tion. The minima in the potential function for this rotation 
occur at dihedral angles which correspond to stable confor­
mations (rotational isomers) of the molecule. It has become 
common practice to designate rotational isomers that have 
certain characteristic ranges of dihedral angles as cis, 
gauche, or trans conformations. For example, internal rota­
tion about the central C-C bond in n-butane results in sta­
ble conformations of the molecule in which the terminal 
methyl groups are gauche and trans (CC-CC dihedral an­
gles of ±68 and 180°,4 respectively)5-8 to each other. The 
gauche and trans terminology has evolved predominantly 
from the study of internal rotation about C-C bonds in al­
kanes (principally 1,2-disubstituted ethanes) and other 
simple molecules.3'9 The presence of gauche and trans ro­
tamers in these systems has been supported by evidence 
from gas-phase electron diffraction studies, dipole moment 
measurements, and other experimental data.3 In most 
cases, either the gauche or the trans conformations are also

the ones that prevail in the solid state, as found in X-ray 
and neutron diffraction studies. As a result of the consis­
tent body of knowledge that has accumulated from the 
study of internal rotation about C-C bonds, the concept 
that internal rotation about single bonds in saturated mol­
ecules produces stable rotational isomers with characteris­
tic dihedral angles in only the gauche and trans regions has 
evolved.

The application of this concept for the interpretation of 
the vibrational spectra of alkanes and certain substituted 
alkanes is probably on firm ground, since these are the sys­
tems from which this concept was developed. However, it 
has become more common to apply this concept to the 
analysis of problems related to internal rotation about sin­
gle bonds (with saturated groups at each end) in more com­
plex molecules in which direct experimental evidence for 
the existence of gauche or trans rotamers is lacking. In par­
ticular, we are interested here in ascertaining the nature of 
the stable conformations for rotation about C-S bonds in 
alkyl disulfides. This information is necessary for inter­
preting Raman spectra of these molecules and for estab­
lishing correlations between frequency and conformation. 
The Raman spectra of these molecules have already been 
interpreted by assuming that gauche and trans rotamers 
coexist about their C-S bonds.1011 In particular, it has 
been proposed that the gauche rotamers are lower in ener­
gy than the trans. The purpose of this paper is to investi­
gate the nature of the potential function governing rota­
tions about C-S bonds in disulfides, and hence to deter­
mine the conformations and relative energies of the rotam­
ers present.

The most straightforward way of determining the con­
formations of the rotational isomers of various alkyl disul-
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TABLE I: Bond Lengths and Bond A ngles Used for 
Calculationsa’ft

Methyl
ethyl

disulfide
Diethyl
disulfide

Methyl
isopropyl
disulfide

Methyl
/-butyl

disulfide

R(S-S), Â 2.038 2.038 2.038 2.038
M C -S), Â 1.832 1.832 1.832 1.832
R(C-C), Â 1.533 1.533 1.533 1.533
M c - h ), A 1.090 1.090 1.090 1.090
t(SSC), '103.70 103.70 103.70 103.70

deg
r(SCC), 114.70 114.70 109.47 109.47

deg
r(SCaH), 109.30 107.40 109.47 109.47

deg
r te 'C /H ) , 107.40 107.40 109,47

deg
r(CCH), 109.30 109.30 109.47 109.47

deg
n The type of atom (e.g., C,., C.j', etc. ) is specified only where

needed to prevent ambiguity. See Figure 1 for the significance of 
the a, 0, and the prim e. 17 Taken from ref 16 and 18.

fides would be a direct experimental study of their struc­
tures. No such determination has yet been achieved, al­
though techniques such as gas-phase electron diffractibn 
and solid-phase X-ray diffraction are, at least in principle, 
applicable. On the other hand, a variety of theoretical tech­
niques are readily applicable to the study of the potential 
function for internal rotation about C-S bonds. Approxi­
mate molecular orbital methods have been successful' in 
calculating, for example, the experimentally observed con­
formations of rotational isomers of n-butane.12’13.Using:the 
semiempirical CNDO/2 method, we have recently exam­
ined the potential function for rotation about the S-S bond 
in dimethyl disulfide,14 and were able to calculate the ex­
perimentally observed equilibrium CS-SC dihedral angle, 
and obtained qualitatively good agreement between calcu­
lated and experimentally observed trends in equilibrium
S-S bond length and S-S stretching frequency with CS-SC 
dihedral angle. In this paper, we apply the CNDO/2 meth­
od to the study of rotation about C-S bonds in some alkyl 
disulfides.

An essential structural feature that will influence the po­
tential function for rotation about a given bond (computed 
by any type of molecular orbital procedure) is the bond 
length. Molecules with larger bond lengths would tend to 
have lower repulsive energies in, e.g., cis conformations. 
Considering C-S bonds (1.83 A) and C-C bonds (1.53 A), 
one would expect to have a greater probability of finding a 
cis conformation about C-S bonds compared to C-C bonds. 
This effect emerges from the CNDO/2 calculations re­
ported here, and leads to unusually short nonbonded C—S 
distances in cis conformations. This is verified by the exis­
tence of short nonbonded C—S distances in various crystal 
structures, as described in the accompanying paper;7 the 
motivation for examining nonbonded C—S distances in 
crystals arose from the results of the CNDO/2 calculations 
reported here.

II. N uclear Geometry Used for C alculations
Calculations were carried out on methyl ethyl, diethyl, 

methyl isopropyl, and methyl tert- butyl disulfides. No

Figure 1. An ortep diagram of methyl ethyl disulfide with the C„S- 
S'C,/ dihedral angle equal to 90° and SS'-C^'Cp dihedral angle 
equal to 180°. The C„ and C;/ hydrogen atoms are in the staggered 
conformation, as explained in the text. The direction of positive rota­
tion about the S'-C„' bond is that in which the C„'-Cp  bond is rotat­
ed clockwise when looking from C„' toward S'.

structural determinations are available for any of these 
molecules. However, neutron and X-ray diffraction struc­
tures have been determined for the structurally related 
molecule, L-cystine hydrochloride.15-17 We used the bond 
lengths and bond angles from the recent neutron diffrac­
tion study by Jones et al.16 on L-cystine hydrochloride 
(with the slight modifications discussed below) for our cal­
culations, as shown ,in Table I. These parameters are in 
good agreement with those reported from other studies on 
this molecule.15'17 In all cases, a C-H bond length of 1.090 
A was used. The S'Cq/H, SCC, and CCH bond angles of 
methyl ethyl and diethyl disulfides, the SC„H bond angle 
of diethyl disulfide, the SCC bond angles and all of the 
bond lengths of all of the molecules studied here were 
taken from the neutron diffraction structure of L-cystine 
hydrochloride.16 The SC„H bond angle of methyl ethyl di­
sulfide, however, was taken from the microwave structure 
of dimethyl disulfide.18 Since no data were available on 
molecules similar to methyl isopropyl and methyl tert- 
butyl disulfides, for these molecules tetrahedral values 
were assumed for the SCC, SCH, and CCH bond angles. 
Calculations were carried out for a few different conforma­
tions of the methyl hydrogen atoms (e.g., staggered or ec­
lipsed with respect to either the S-S bond or the methylene 
hydrogen atoms), and these will be specified below for each 
molecule as it is discussed.

III. C N DO /2 Method
CNDO/2 is a semiempirical SCF-LCAO-MO theory de­

veloped by Pople and coworkers.19'20 In the present 
study,21 standard CNDO/2 parameterization was used, and 
all calculations were done in double precision. The d orbit­
als of the sulfur atoms were included in the basis set. The 
SCF procedure was considered to have converged when the 
electronic energy changed by less than 10-6 atomic unit be­
tween one iteration and the next.

IV. R esults o f C alculations
Potential Energies. Figure 1 shows an ORTEP diagram of 

methyl ethyl disulfide, and illustrates some geometrical 
features important in the calculations. The atoms are la­
beled in such a way that the primed side of the molecule ro­
tates clockwise when looking from C,/ toward S' about the 
S'-C,,' bond as the SS'-C,/C,/ dihedral angle is increased 
from 0 to 360°.22-23 In the conformation shown in this fig­
ure, the C„S-S'C,/ and SS'-C./C,/ dihedral angles are 90
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and 180°, respectively. In these calculations, only values of 
the C,,.S-S'C,,' dihedral angle between 0 and 180° will be 
considered, since the energy of the molecule is the same for 
positive and negative values of the pairs of dihedral angles 
(C„S-S'C,/, SS'-C„'CA Hence, the potential function for 
rotation about the C-S bond of a disulfide with C(rS- S'C,/ 
dihedral angle of +.» is the mirror image of the potential 
function for a C„S-S'C,/ dihedral angle of —x. Values of 
the SS'-C./C,/ dihedral angle of about 0, ±60, and 180° de­
fine the commonly referred to cis, gauche, and trans posi­
tions;' respectively, for the rotation of the C,/ moiety 
about the S'-C,/ bond with respect to the S atom. It should 
be noted that the C./ and C„ methyl groups are in closest 
proximity (for a C(iS-S'C,/ dihedral angle of 90°) when the 
SS'-C./C/ dihedral angle is approximately 250-300°, and 
that their separation also depends on the values of the 
C„S-S'C„' dihedral angle. In the conformation shown in 
Figure 1, the C,, hydrogen atoms are staggered with respect 
to the S-S' bond and the C / hydrogen atoms are staggered 
with respect to the C„' hydrogen atoms.

The first set of calculations was carried out on methyl 
ethyl disulfide. This is the smallest molecule for which 
rotation about the S'-C,/ bond is thought to affect the S-S' 
stretching frequency. It has been observed experimental­
ly1011 that, while dimethyl disulfide shows a single S- S 
stretching band at 508 cm-1, methyl ethyl and diethyl di­
sulfides show bands at about 508 and 524 cm“ 1 Providing 
that rotations about the C,,-S and S'-C,/ bonds do not in­
terfere greatly with each other (i.e., that they are pairwise 
additive), the potential function for rotation about the S' 
C„' bond in methyl ethyl disulfide should be a good ap­
proximation to that in diethyl disulfide.

The three curves shown in Figure 2 represent the varia­
tion in the energy of methyl ethyl disulfide as a function of 
the SS'- CyC,/ dihedral angle for three different conforma­
tions of the C„ and C / methyl hydrogen atoms. The energy 
(here, and in subsequent calculations) was computed in 20° 
intervals, except near the minima, where the interval was 
reduced to 10°. The C„S-S'C,,' dihedral angle was held 
fixed at 90°. The equilibrium C,,S-S'C,/ dihedral angle for 
dimethyl disulfide is about 85°. Since this dihedral angle is 
expected to increase slightly as bulkier alkyl groups are at­
tached to the sulfur atoms,21 and since it was not known at 
the start of the calculations whether or not rotations about 
the S -S' and S'-C,/ bonds were independent, we thought it 
reasonable to perform the initial calculations with a value 
of 90° for this dihedral angle. The effects of variation of 
this angle are considered later (in Figures 3, 4, and 8). For 
curves SS, SE, and ES, the C„ hydrogen atoms were 
staggered, staggered, and eclipsed, respectively, with re­
spect to the S-S' bond, and the C,/ hydrogen atoms were 
staggered, eclipsed, and staggered, respectively, with re­
spect to the C„' hydrogen atoms. The methylene hydrogens 
on the C„' atoms, of course, rotated as the SS'-C„'C,/ dihe­
dral angle was changed. The energy has been normalized to 
zero for the SE hydrogen conformation with an SS'-C,/0,/ 
dihedral angle of 0°.

The most striking features of all three curves are the dis­
tinct minima near the cis and trans positions. This is in di­
rect contrast to the well-known result for internal rotation 
about the central C-C bond in n-butane, where minima are 
observed at the gauche and trans positions.4 The conforma­
tion of methyl ethyl disulfide in which all the hydrogen 
atoms are staggered (SS) is the most stable one, except 
near 0°, where the molecule prefers to eclipse the C / hy-

Figure 2. Variation of the energy of methyl ethyl disulfide with SS'- 
C,,'C,/ dihedral angle for a C„S-S'Cf/ dihedral angle of 90° and for 
various conformations of the hydrogen atoms. In cases SS, SE, and 
ES, the C,, hydrogen atoms were staggered, staggered, and ec­
lipsed, respectively, with respect to the S-S bond, and the C,/ hy­
drogen atoms were staggered, eclipsed, and staggered, respective­
ly, with respect to the C,/ hydrogen atoms. The energy has been 
normalized to zero for the cis form with the SE hydrogen conforma­
tion. ;

drogen atoms with respect to the C„' hydrogen atoms (SE). 
In this eclipsed conformation, one of the C / hydrogen 
atoms points down directly over the S atom. This stable SE 
conformation at 0° in methyl ethyl disulfide would not be a 
disallowed conformation in cystine (which would have its a 
hydrogen pointing directly over:a sulfur atom), despite the 
substitution of two C / hydrogens by bulky amino and car­
boxyl groups, because these bulky groups do not provide 
steric overlap with other atoms in this SE conformation. It 
is observed experimentally that diisobutyl disulfide (which 
is analogous to cystine, but with the carboxyl and amino 
groups replaced by methyl groups) also exhibits S-S 
stretching bands at about 508 and 524 cm“ 1,10’11 hinting 
that it also is able to adopt conformations about the C,/-S'- 
bond similar to methyl ethyl and diethyl disulfides.

The trans energy minima for these three curves all fall 
very close to 180°. The cis minima fall at 0° for the SE and 
ES conformations, hut at 10° for the low-energy SS confor­
mation. Examination of a space-filling model of this mole­
cule shows that, in the SS conformation, one of the C./ hy­
drogen atoms is very close to one of the C„ hydrogen atoms 
when the SS'- ( / /( / /  dihedral angle is 0°; this is not so for 
the other conformations. Hence, the displacement of the 
minimum for the SS curve to 10° is probably due to some 
steric repulsion between a C,/ and a C„ hydrogen atom. 
The bumpy region of these curves near SS'-C./C,/ dihedral 
angles of 250-300° can also be shown, with the aid of mod­
els, to coincide with close contacts between the hydrogen 
atoms on the C,, and C / methyl groups. This interpretation 
is supported by the results of Figure 4, which will be dis­
cussed below.

The differences in energy between the cis and trans ro- 
tamers for the SS, ES, and SE conformations are 2.05, 2.06, 
and 3.37 kcal/mol, respectively. Sugeta et al.11 have deter­
mined the enthalpy difference between the rotamers for 
methyl ethyl disulfide from the effect of temperature on its 
Raman spectrum and report a value of 0.9 ± 0.2 kcal/mol. 
It is difficult to compare this value directly with our results 
since we have calculated the relative potential energy of 
these two rotational isomers by assuming rigid rotation 
about the S'-C,/ bond. That is, all degrees of freedom of 
the molecules (except for the SS'-C„'C,/ dihedral angle)
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Figure 3. Variation of the energy of methyl ethyl disulfide with SS'- 
C„'Cp dihedral angle for values of the CQ.S~S'Cn/ dihedral angle of 
0, 30, and 60°. The hydrogen atoms were held fixed in the SS (com­
pletely staggered) conformation. The dashed lines indicate high en­
ergy regions. The zero of energy is that for the SE conformation, as 
shown in Figure 2.

Figure 4. Same as Figure 3, but for C(,S-SfCc/ dihedral angles of 
120, 150, and 180°.

were held fixed during the calculation. It is not unreason­
able to assume, for example, that changes in the SCC or 
SSC bond angles could accompany such rotations. Further­
more, variations in the SS'-Q /C/ and C„S-S'C„' dihedral 
angles are not always independent, as will be evident from 
the data shown in Figures 3 and 4. The experimentally de­
termined enthalpy difference between these two rotational 
isomers, on the other hand, reflects potential energy differ­
ences (including those due to bond angle bending) as well

as conformational differences due to zero-point and ther­
mal vibrational energies and intermolecular effects. The 
discrepancy between our calculated AE' and the AH of 
Sugeta et al.n is probably due both to the factors cited 
above and to the errors inherent in the CNDO/2 method.

It should be pointed out that, while the calculations pre­
sented here indicate that the cis rotamer is of lowef energy, 
the relative entropies of these two rotamers must also be 
taken into consideration before it can be ascertained which 
species predominates under a given set of experimental 
conditions. For example, it may happen that the rotational 
entropy of the C,/ methyl group is greatly diminished be­
cause of its proximity to the sulfur atom in the cis confor­
mation; this would lead to an increased population of the 
trans relative to the cis conformations.

The variation in the energy of methyl ethyl disulfide 
with ,SS'-C,/C,/ dihedral angle for other values of the 
C,,S S'C,/ dihedral angle from 0 to 180° are shown in Fig­
ures 3 and 4. The zero of energy is the same as for Figure 2. 
The broken lines in Figure 3 represent high energy regions 
caused by atomic overlaps between the C,/ and C„ methyl 
groups. The energy of the molecule increases as the C,VS- 
S'C,,' dihedral angle departs from about 90°, as was shown 
for dimethyl disulfide.14 In all of these calculations, the sta­
ble SS conformation for the C„ and C /  hydrogen atoms 
was used.

A comparison of the curves plotted in Figures 2 and 3 
shows that lowering the C„S-S'C(/  dihedral angle from 90° 
changes both the positions and relative stability of their 
energy minima. The cis conformation for the C /  methyl 
group (SS'-C„'Cy dihedral angle = 0 to 10°), is a high ener­
gy conformation for low values of the C„S-S'C„' dihedral 
angle because of severe atomic overlap between the C /  and 
C„ methyl groups. There is, however, a definite tendency 
for the C,/ methyl group to approach the S atom as closely 
as the C„ methyl group will allow. This manifests itself as 
energy minima (in roughly the gauche regions) on both 
sides of the cis position. These two minima approach each 
other and coalesce at the cis position as the C„S-S'G,/ di­
hedral angle is increased to 90° (i.e., as the C„ methyl 
group gets out of the way of the C / methyl group). The po­
sition of the trans minimum is not affected by changes in 
the C„S-S'C,/ dihedral angle. The relative stabilities of the 
minima do, however, vary monotonically with the C„S- 
S'C,,' dihedral angle. As this angle is increased from 0 to 
90°, the trans rotamer becomes increasingly less stable 
than the other two. This trend persists as the disulfide di­
hedral angle is increased from 90 to 180°, as shown in Fig­
ure 4. This is illustrated further in Figure 5 in which the 
energy difference between the trans (t) and the more stable 
of the remaining rotamers (c') is plotted as a function of 
C(iS-S'C,/ dihedral angle.

The minima in the cis region shown in Figure 4 are at 
SS'-C./C,/ dihedral angles of 0° as opposed to the value of 
10° for the SS conformation with a C-„S-S'C„' dihedral 
angle of 90° (Figure 2). Hence, the cis SS'-C,/C/  dihedral 
angle of 10° (rather than 0°) is probably due to the steric 
repulsion between the C„ and C,/ methyl groups. These 
calculations indicate then that, in the absence of other in­
fluences, the potential function for rotation about the C-S 
bond in methyl ethyl disulfide has minima at the cis and 
trans positions. We now use this information as a starting 
point for the calculations on diethyl disulfide.

Figure 6 shows an ORTEP diagram of diethyl disulfide 
with a C„S-S'C(l' dihedral angle of 90°. The C(JC(V-SS' di­
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CaS-S'Ci Dihedral Angle (degrees)

Figure 5. Variation of the relative energies of c' and t rotamers (for 
rotation about S'-C,/ bond) in methyl ethyl disulfide with C„S-S'C,V' 
dihedral angle, where the t rotamer is always the trans form and the 
c' the most stable of the remaining rotamers.

Figure 6 . An ortep diagram of diethyl disulfide with CpC„-SS' di­
hedral angle equal to 10° (cis), C„S-S'C„' dihedral angle equal to 
90°, and SS'-C„'C,/ dihedral angle equal to 180° (trans). The direc­
tion of positive rotation about the S'-C,/ bond is that in which the 
C</-(V bond is rotated clockwise when looking from C„' toward S'. 
The C,j and Ct/ hydrogens are in the SS conformation.

hedral angle is 10° and the Ĉj and C / hydrogen atoms are 
in the SS conformation. The energy of this molecule was 
calculated as a function of the SS,-C„'C/ dihedral angle in 
the same manner as for methyl ethyl disulfide. The results 
of this and three other calculations on diethyl disulfide are 
shown in Figure 7. For curves 1 and 2, the C,vC(j-SS' dihe­
dral angle was 180° while for curves 3 and 4 this angle was 
10°. These are the minima found for rotation about the 
S'-C„' bond in methyl ethyl disulfide. For curves 1 and 3, 
the C,j or C,/ hydrogen atoms were eclipsed with respect to 
the C„ or C„' hydrogen atoms, respectively. In cases 2 and 
4, these hydrogen atoms were staggered. The energy is nor­
malized to zero for curve 4 at a SS'-C./C/ dihedral angle of 
10°.

The results shown in Figure 7 indicate that the most sta­
ble form of this molecule is the conformation in which the 
C/j and C /  methyl groups are cis to the S' and S atoms, re­
spectively, and in which the C,j and C,/ hydrogen atoms are 
staggered. This is essentially the same result as for methyl 
ethyl disulfide. The energy difference between the cis and 
trans rotamers in curve 4 (Figure 7) is 2.12 kcal/mol. Suge- 
ta et al.n have determined the energy difference between 
these rotamers in diethyl disulfide to be 0.6 ± 0.2 kcal/mol, 
which is within experimental error of the analogous value 
reported for methyl ethyl disulfide. The calculated value of
2.12 kcal/mol is almost equal to the calculated value of 2.05 
kcal/mol for methyl ethyl disulfide (Figure 2). These re­
sults indicate that, for a C„S-S'C„' dihedral angle of 90°, 
rotations about the C-S bonds are essentially pairwise ad­
ditive. Other features of the curves shown in Figure 7, such 
as the bumpy region near SS'-C./C/ equal to 250-300°, are

Figure 7. Variation of the energy of diethyl disulfide with SS'-C,,'Cr/ 
dihedral angle. The C„ and C,,' hydrogen atoms were held staggered 
with respect to the S-S' bond. In curves 1 and 2, the C/jC„-SS' di­
hedral angle was 180° while in curves 3 and 4 this angle was 10°. In 
curves 1 and 3 ,  the C m or C/  hydrogen atoms were eclipsed with re­
spect to the C„ or C„ hydrogen atoms, respectively. In curves 2 and 
4, these hydrogen atoms were staggered. The energy is normalized 
to zero for curve 4 with an SS'-C„'Ci:j' dihedral angle of 10°.

Figure 8 . Variation of the energy of diethyl disulfide in the (1) trans- 
trans and (2) cis-cis forms (for rotation about the C((-S and C(/-S' 
bonds) with C„S-S'C,/ dihedral angle. The energy is normalized to 
zero for the cis-cis form.

due to the same factors as discussed previously for Figure
2. .

In order to investigate the effects of rotations about the 
C-S bonds on the equilibrium value of the C„S-S'C,/ dihe­
dral angle in diethyl disulfide, the following calculations 
were carried out. Holding the C,jC„-SS' and the SS'-C„'C/ 
dihedral angles (1) both at 180° and (2) both at 10° with 
staggered and C /  hydrogen atom conformations, the en­
ergy was calculated as a function of the C„,S-S'C,/ dihedral 
angle near the expected minimum of 85-90°. The results, 
shown in Figure 8, confirm that the equilibrium value of 
the C„S-S'Ca' dihedral angle is independent of the confor­
mation about the C-S bonds and is close to the value of 85° 
found for dimethyl disulfide. This shows that the equilibri­
um C(vS-S'Ct/  dihedral angle is not affected even though 
the low energy conformations about both C-S bonds are 
cis; i.e., there is no steric overlap between the ethyl ends of 
the molecule which could cause the C„S-S'C„' dihedral 
angle to depart from 85°.

The variation of the energy of methyl isopropyl disulfide 
with SS'-C./C,/ dihedral angle is shown in Figure 9. The 
SS'-C ./C / dihedral angle is defined in such a way that 
with the C„' hydrogen in Figure 1 pointing out toward the
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Figure 9. Variation of the energy of methyl isopropyl disulfide with 
SS'-C„'C,/ dihedral angle for a C„S-S'C„' dihedral angle of 90° 
and a staggered hydrogen conformation. The manner in which the 
SS'-Ca'Cp dihedral angle is defined is discussed in the text.

Figure 10. Variation of the energy of methyl ferf-butyl disulfide with 
SS’-Ca’Cp dihedral angle for a C„S-S'Ca' dihedral angle of 90° 
and a staggered hydrogen conformation. The manner in which the 
SS'-Ca'C '̂ dihedral angle is defined is discussed in the text.

reader replaced by a methyl group (we will refer to this as 
the Cp" methyl group), the SS'-C./C/ dihedral angle 
shown would still be 180°. The C„S-SC„' dihedral angle 
was held fixed at 90°. The C„ methyl hydrogen atoms were 
staggered with respect to the S-S' bond and the C,/ and 
Cp" methyl hydrogen atoms were staggered with respect to 
the S'-C„' bond. For values of the SS'-Ca'Cp dihedral 
angle of 0 and 240°, the Cp and Cp" methyl groups, respec­
tively, are situated eis tothe S atom. The energy minima in 
Figure 9 are at 10 and 250°, and are conformations in 
which the Cp and Cp" methyl groups are situated 10° frqm 
the S atom (away from the side of the molecule with the C„ 
methyl group) as in the lower energy conformations of 
methyl ethyl disulfide. The energy difference between 
these two minima is 0.46 kcal/mol, Values of the SS'-CVC/ 
dihedral angle of 60 and 180° place the Cp" and Cp' methyl 
groups, respectively, in the trans position. These, however, 
are high energy regions, presumably because the methyl 
groups prefer the eis positions much more than the trans 
positions.

Figure 10 shows the variation of the energy of methyl 
ferf-butyl disulfide as a function of SS'-C/C,/ dihedral 
angle. Since there is local Cp symmetry for rotation about 
the S'-C,/ bond, there is no ambiguity in the way the SS'- 
CJCp dihedral angle is defined. Here, again, the CtIS-S'C„' 
dihedral angle has been held fixed at 90° and the Crt hydro­
gen atoms staggered with respect to the S-S' bond. The hy­
drogen atoms on the three Cp methyl groups were 
staggered with respect to the S'-C„' bond. The minima in 
this potential function are at SS'-C./C,/ dihedral angles of

10, 130, and 250°, and correspond, again, to conformations 
in which one of the Cp methyl groups is nearly cis to the S
atom.

Vibrational Frequencies. It has been observed experi­
mentally that internal rotation about both C-S and S-S 
bonds affects the S-S stretching frequency in disul­
fides.10,11 In a previous paper,14 it was shown that torsion 
about the S-S bond away from the equilibrium dihedral 
angle of 85° in the model compound dimethyl disulfide is 
accompanied by an increase in the equilibrium bond length 
of the disulfide group, with a concomitant decrease in the 
force constant for a pure S-S stretching motion. While this 
motion is undoubtedly not a pure S-S stretch, it probably 
is predominantly so. Hence, the observed variation in S-S 
stretching frequency due to rotations about the S-S bond 
can, at least in part, be attributed to changes in the force 
constant due to the bond weakening associated with this 
torsion. In order to investigate whether or not rotations 
about C-S bonds affect the force constant for a pure S-S 
stretching motion similarly, the following calculation was 
performed on diethyl, methyl isopropyl, and methyl tert- 
butyl disulfides. With the C„S-S'C„' dihedral angle held 
fixed at 90° (and, in the case of diethyl disulfide, with the 
C^C^-SS' dihedral angle held fixed at either 10 or 180°), a 
value of the SS'-C./C/ dihedral angle was first selected. 
Then four values of the energy were calculated by varying 
the S-S bond length, R s s eq, in 0.01-A steps close to its 
CNDO/2 equilibrium value. These energies were then used 
to calculate the equilibrium energy, Ep, the equilibrium
S-S bond length, R s s eq, the disulfide stretching force con­
stant, Ks_s> and the anharmonicity constant, Ka, shown in 
the following equation:

E = E0 + (%)Ks-s(«s-s -  «s-seq)2 +
(V6)Ka(flS-S -  flS-Seq)3 (1)

This calculation was performed at 20° intervals in the 
SS'-C(/C(/  dihedral angle. The values of K s s  obtained 
were then translated into stretching frequencies using the 
following equation:

co.s_s = [l/(27rc)](Ks_s/y)1/2 (2)
where c is the speed of light and p is the reduced mass for 
the pure S-S stretching motion. The results of these calcu­
lations are shown in Figure 11 where cos-s is plotted as a 
function of SS/-C,/Cij/ dihedral angle.

Curve 1 represents the results of calculations on methyl 
ferf-butyl disulfide and curves 2 and 3 the results for di­
ethyl disulfide with CpCix-SS' dihedral angles of 10 and 
180°, respectively. The curve for methyl isopropyl disulfide 
is not shown, but is also relatively flat and lies essentially 
on top of curves 1-3. For comparison, the results of an ear­
lier study on dimethyl disulfide14 showing the variation in 
cos-s with CS-SC dihedral angle is plotted as curve 4. The 
magnitudes of these stretching frequencies are too large by 
about a factor of 2. The variations in ^s-S with SS'-C„'C/ 
dihedral angle shown by curves 1-3 show that rotation 
about C-S bonds does not affect the S-S stretching force 
constant significantly.

This and the previous14 calculations of the variation of 
the S-S stretching frequency with dihedral angles were 
made by assuming the character of the S-S stretching nor­
mal mode and then calculating the vibrational frequency 
for that assumed mode by use of the CNDO/2-calculated 
Ks-s- The normal mode considered was a “pure” S-S 
stretch in which the parts of the molecule at each end of
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4) Dihedral Angle (degrees)

Figure 11. Variation-'" S-S stretching frequency with SS'- 
C„'Cfj' dihedral angle roi ( i) methyl terf-butyl disulfide, (2) diethyl di­
sulfide with CfjC^-SS' dihedral angle equal to 10°, (3) diethyl disul­
fide with CtfC„-SS' dihedral angle equal to 180°, and (4) variation of 
S-S stretching frequency with CS-SC dihedral angle for dimethyl di­
sulfide (this curve was taken from ref 14). The curve for the variation 
of u)S-s with SS'-Ca'Cfs' dihedral angle for methyl isopropyl disulfide 
was calculated but is not shown since it is also relatively flat and lies 
essentially o i top of curves 1-3.

the S-S bond moved as rigid units during the S-S stretch­
ing motion. It is of interest to consider the problem in 
terms of a more general model for harmonic vibrations, viz., 
the GF method.25 The F matrix is the force constant ma­
trix in terms of the internal coordinates (bond stretches, 
bond angle bends, torsions, etc.) and the G matrix contains 
both atomic mass and molecular structural information. 
The norma, modes are obtained by diagonalizing the prod­
uct GF, so that the variation (with dihedral angles) of the 
character (viz., the contribution of each internal coordinate 
to the normal mode identified as the S-S stretching mode) 
is determined by variations in both the F and G matrices. 
The G matrices for the molecules studied here are calcula­
ble and the F matrices could be calculated (with the expen­
diture of a considerable amount of computer time) using 
the CNDO/2 method. However, after analysis of the results 
of the initial studies reported here, it was felt that the accu­
racy of the CNDO/2 internal potential energy surface was 
not good enough to justify going ahead with the full GF 
calculation.

It has been observed experimentally10’11 that the 
frequencies of bands, which have been identified as S-S 
stretching bands, in alkyl disulfides vary with SS-CC dihe­
dral angle. Since the preceding calculation has shown that 
the force constant for a pure S-S stretching motion does 
not vary with SS-CC dihedral angle, we conclude that the 
observed bands are not due to pure S-S stretching motions, 
but are due to a mixture of at least two motions, of which 
the S-S stretching motion is predominant. These experi­
mentally observed bands, then, are most likely S-S stretch­
ing motions mechanically coupled with C-S stretches, SCC 
bends, etc. The effects of vibrational coupling cannot show 
up in this calculation of the force constants since we have 
constrained the calculated cos_s to arise from a pure S-S 
stretching motion by allowing changes in only the S-S 
bond length.

V. Discussion

The results of the calculations presented here indicate 
that energy minima in the potential function for rotation 
about C-S bonds in disulfides (where the carbon atom is a 
primary one) are at the cis and trans positions and that the 
cis rotamer is of lower energy. Furthermore, the positions 
of the energy minima for such rotations involving secon­
dary and tertiary carbons can be understood by considering 
the dominant tendency to position a rotating methyl group 
cis to the distal sulfur across the C-S bond. It seems to be 
this tendency that differentiates this potential function 
from that describing rotations about the central C-C bond 
in n-butane. If the results of the calculations presented 
here are confirmed experimentally, the vibrational spectra 
of these alkyl disulfides10’11 will require reinterpretation.

It is difficult to abstract from an approximate molecular 
orbital calculation physical insight concerning the origins 
of the observed trends. One conclusion, however, that is 
worthy of consideration in light of the present results is 
that there is an attractive interaction between the rotating 
methyl group and the distal sulfur. This would account for 
the occurrence of the cis minima and for the fact that they 
are lower in energy than the trans minima. On the other 
hand, it is commonly believed that the terminal methyl 
groups in n-butane prefer to be apart from each other and 
from the methylene hydrogen atoms on the central car­
bons, accounting for the gauche and trans minima. The 
physical origin of an attractive methyl group-sulfur atom 
interaction in sulfur-containing compounds is not obvious. 
The CNDO/2 partial charges on both sulfur atoms are neg­
ative while the charge on the C/  carbon atom in methyl 
ethyl disulfide is slightly positive (typically —0.05 and 
+0.02, respectively, when the CJS-S'C«7 dihedral angle is 
90°). Hence, an attractive electrostatic interaction between 
these atoms is feasible. If this were the only factor respon­
sible for the cis minimum, one might expect the trend in 
the stability of the cis relative to the trans rotamer shown 
in Figure 5 to follow the trend in the partial charges. This is 
not the case, however, since the CNDO/2 partial charge on 
the sulfur atoms becomes more negative as the C^-S-S'C,/ 
dihedral angle departs from 90° (about -0.07 at 180° and 
about —0.06 at 0°), while the partial charge on the C / car­
bon atom remains fairly constant. It may be that the cis 
form becomes more stable as the CQS-S'C„' dihedral angle 
increases from 0 to 180° because the positive C / methyl 
“sees” the two sets of lone-pair electrons on the S atom 
better. It is noteworthy that the disposition of the C / hy­
drogen atoms is not crucial for the relative stability of the 
cis and trans rotamers, as can be seen from Figure 2. At no 
time during rotation are the sulfur, C / carbon atom, and 
one of the C /  hydrogen atoms colinear. Hence, this interac­
tion would seem to lack the directionality commonly attrib­
uted to a hydrogen bond.

The results of the present study should be considered 
along with the known tendency of the CNDO/2 method to 
underestimate overlap repulsions in mind. For example, 
this underestimation of overlap repulsions consistently 
leads to calculated hydrogen bond distances that are too 
short.28 As another example, calculations carried out on n- 
butane using the CNDO/2 method give the experimentally 
observed dihedral angles for the gauche and trans rotamers 
for rotation about the central C-C bond but, because of the 
underestimation of overlap repulsions between terminal 
methyl groups, they do not yield the experimentally ob­
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served relative energies of these rotamers; i.e., these calcu­
lations indicate that the gauche form is more stable than 
the trans form by 70 cal/mol,13 whereas it is observed ex­
perimentally that the trans form is more stable than the 
gauche by about 800 cal/mol.9 It is, therefore, conceivable 
that the occurrence of the cis minima in the calculations 
described in this paper may be due, in part, to a similar un­
derestimation of repulsions between nearby groups in the 
cis conformations. If this turns out to be the case, the po­
tential function for rotation about the S'-CV bond in 
methyl ethyl disulfide may have an energy minimum at a 
dihedral angle intermediate in value between those which 
we have defined for the cis and gauche conformations in­
stead of at the cis conformation. This possibility is dis­
cussed in detail in the accompanying paper.7

Even if this turns out to be the case, however, these 
CNDO/2 calculations have been valuable in that they have 
pointed to an attractive interaction between carbon and 
sulfur atoms across C-S bonds which explains why the 
trans rotamer is not the one of lowest energy.

With proper allowance for the expected underestimation 
of overlap repulsions, the calculated CNDO/2 potential en­
ergy curves are a good starting point for the understanding 
of the conformations of alkyl disulfides; these CNDO/2 cal­
culations have provided useful information for the inter­
pretation of existing spectroscopic data on disulfides and 
for the optimum design of future experimental and theo­
retical studies using more sophisticated methods than 
CNDO/2.

As mentioned earlier, no direct experimental evidence is 
available on the nature of the rotamers present in the com­
pounds studied here. The only available data are diffrac­
tion data on crystals of structurally related disulfides. A 
survey of these data has revealed many examples of short 
intramolecular nonbonded carbon-sulfur contact distances. 
These results are presented in the accompanying paper7 in 
which the implications of an attractive carbon-sulfur inter­
action for the conformations of organosulfur molecules are 
considered and in which the effect of a reduced repulsion in 
the CNDO/2 method on the calculated potential functions 
is discussed in detail.

N o t e  Ad d e d  i n  P r o o f : Recently, Yokozeki and 
Bauer29 and Van Wart et al.30 have completed an electron 
diffraction and Raman spectral study, respectively, of 
methyl ethyl disulfide. The Raman spectra indicated the 
existence of three rotamers about the S'-C«' bond. The 
electron diffraction data indicated that one of these is 
trans, but the conformations of the other two rotamers 
could not be specified uniquely.
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Theoretical and Experimental Evidence for a Nonbonded 1,4 
Carbon-Sulfur Interaction in Organosulfur Compounds1
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The suggestion in an earlier paper that an attractive nonbonded carbon-sulfur interaction exists in organo- 
sulfur compounds has been investigated further. The potential functions for internal rotation about single 
bonds between carbon and sulfur atoms in methyl n-propyl sulfide and methyl nr- propyl disulfide have 
been calculated using the CNDO/2 semiempirical molecular orbital method. The results of these calcula­
tions are consistent with the existence of an attractive nonbonded interaction between a methylene or 
methyl group and a sulfur atom. When there are three intervening single bonds, this interaction is referred 
to as a 1,4 carbon-sulfur interaction, although hydrogen atoms bonded to the carbon are thought to partici­
pate in the interaction. A summary of short 1,4 carbon-sulfur contacts taken from crystal structures of or­
ganosulfur compounds in the literature has been compiled. On the basis of these contact data, it can be in­
ferred that there is an attractive nonbonded 1,4 carbon-sulfur interaction that is comparable in strength to 
a weak hydrogen bond, but with less directionality. The existence of such an interaction is consistent with 
independent thermodynamic evidence which gives a value for the enthalpy of formation of such an interac­
tion of —1 to —2 kcal/mol. It is concluded that, although the CNDO/2 calculations are qualitatively correct 
in that they point to the existence of this 1,4 carbon-sulfur interaction, they overestimate its strength. The 
effect of this overestimate on the calculated potential functions is discussed.

I. Introduction

In the preceding paper,3 the potential function for inter­
nal rotation about C-S bonds in several alkyl disulfides was 
studied using the semiempirical molecular orbital CNDO/2 
method. The results indicated that, in contrast to internal 
rotation about the central C-C bond in n-butane, which 
leads to stable gauche and trans rotational isomers,4 rota­
tion about the C-S bond in methyl ethyl disulfide results in 
stable cis and trans rotational isomers. These two results 
are depicted schematically in Figure 1. The Newman pro­
jections show the relative positions of the atoms for the sta­
ble cis, gauche, and trans rotamers mentioned above (and 
defined earlier3), as seen by viewing n-butane and methyl 
ethyl disulfide along the 2C-3C and 2C-3S bonds, respec­
tively.

In this paper, the cis, gauche, and trans terminology will 
be replaced by the more systematic nomenclature of Klyne 
and Prelog.5-7 This change allows one to specify more pre­
cisely the steric relationship between groups in the 1 and 4 
positions which are separated by three single bonds. The 
relationship between these two terminologies can be visual­
ized by superimposing the Newman projections of the cis, 
gauche, and trans rotamers shown in the lower part of Fig­
ure 1 on the schematic diagram at the top. In order to des­
ignate the relative positions of groups in the 1 and 4 posi­
tions in the Klyne and Prelog terminology, one views the 
molecule along the 2 —*• 3 bond with the group in the 4 posi­
tion at 12 o’clock. The steric relationship between groups in 
the 1 and 4 positions is then designated by the symbols6 in 
the sector of the circle in which the group in the 1 position 
lies. In the Klyne-Prelog system, the two conformationally 
equivalent gauche rotamers of n-butane are said to have 
their terminal methyl groups ± syn-clinal (±sc) to each 
other.

The reason for the occurrence of stable ±sc and ap con­
formations for n-butane but of +sp and ap conformations

for methyl ethyl disulfide, as shown in Figure 1, can be ra­
tionalized in terms of the differences between the interac­
tions of the groups across the 2C-3C and 2C-3S bonds, re­
spectively. For n-butane, the interactions between each 
methyl group in the 1 or 4 positions and the methylene hy­
drogen atoms across the 2-3 bond are repulsive when their 
nonbonded internuclear distances are smaller than the sum 
of their van der Waals radii. This leads to energy minima at 
the ±sc and ap positions at which these repulsions are min­
imized by having these groups as far apart as possible.4 The 
stability of the -l-sp conformation for internal rotation 
about the 2C-3S bond of methyl ethyl disulfide, on the 
other hand, can be explained3 by an attractive nonbonded 
interaction between the methyl group in the 1 position and 
the sulfur atom in the 4 position when the molecule adopts 
the +sp conformation. The sum of the van der Waals radii 
of the sulfur atom and the methyl group varies from 3.458 
to 3.859 A, depending on which set of van der Waals con­
tact distances one chooses. Hence, if the results of the 
CNDO/2 calculations3 are correct, the attractive nonbond­
ed interaction between the sulfur atom and the methyl 
group is stronger than can be accounted for by van der 
Waals interactions alone since these calculations lead to 
nonbonded carbon-sulfur distances less than 3.45 A. We 
will refer to this interaction as a 1,4 carbon-sulfur interac­
tion. For the moment, the role that the hydrogen atoms 
play in this attractive interaction will not be specified (but 
will be discussed in section IIIE).

The primary aim of this paper is to investigate further 
the possible existence of the nonbonded 1,4 carbon-sulfur 
interaction proposed previously3 and to determine how 
such an interaction would influence the conformation of or­
ganosulfur compounds, in general. In particular, it is of in­
terest to determine (by CNDO/2 calculations) whether 
such an interaction can affect the potential function for 
rotation about bonds other than C-S bonds, in which the 
bond in question lies between the 2 and 3 positions relative
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gauche (+sc) trans (ap) gauche (-sc)

n -b u tan e  'CH3- C H S- C H 2- C H 3

'CH3

c is (+sp ) trans  (ap)

methyl ethyl 
disulfide 'CH3- C h 2- S “ 4S -5CH3

Figure 1. Newman projections showing known conformations of the 
rotational isomers of n-butane4 and the calculated conformations of 
the rotational isomers of methyl ethy disulfide3 due to rotations 
about the 2C-3C and 2C-3S bonds, respectively. The schematic di­
agram at the top can be used to relate the well-known cis, gauche, 
and trans terminology for rotational isomers to that of Klyne and Pre- 
log,5̂ 7 as explained in the text.

to the 1,4 carbon-sulfur interaction. In addition, the crystal 
structures of a number of organosulfur compounds will be 
examined for experimental evidence supporting the exis­
tence of such an interaction. Finally, the results of the cal­
culations and the available experimental evidence will be 
discussed in light of the known limitations of the CNDO/2 
method. Conclusions can then be drawn about the manner 
in which such an interaction influences the conformation of 
organosulfur compounds.

II. Theoretical Evidence for a Nonbonded 1,4 Carbon- 
Sulfur Interaction from Molecular Orbital 
Calculations

A. Nuclear Geometry Used for CNDO/2 Calculations. 
Calculations were carried out on methyl n-propyl sulfide 
and methyl n-propyl disulfide. The bond lengths and bond 
angles used for the calculations are shown in Table I. Since 
no structural determinations are yet available for either of 
these molecules, these parameters were obtained from 
structurally related molecules. The parameters listed in 
Table I for methyl n-propyl sulfide were taken from the re­
cent crystal structure determination of L-methionine,10 
since methyl n-propyl sulfide can be considered to be a 
model compound for the methionine side chain. L-Methio 
nine crystals contain two conformationally nonequivalent 
sets of molecules per unit cell (which are referred to as the 
A and B conformations10). Calculations were carried out on

TABLE 1: Bond Lengths and Bond Angles Used for 
Calculations"

Methyl n-pfppyl
su lfid e6 Methyl 

u-propy l“ 
disulfideA B

Ä(S-3), A 2.038
B(Ca-S ), À 1.810 1.758 1.832
i?(S-Ca '), Ä 1.863 1.798 1.832
R{Ctt—c b), a 1.535 r  1.546 1.533
i?(Cg—Cy), A 1.536 1.561 1.533
Ä(C-H), À 1.090 1.090 1.090
T (S S c J , deg 103.7
t (SCctCb), deg 107.3 113.4 114.7
t (CaC(3Cy), deg 111.1 117.8 109.47
T(cas c „ ') ,  deg 99.8 101.8
t (SCH) =  r(CCH), 109.47 109.47 109.47

deg
x te c y -c y c y ) , 174.2 73.6 <>

deg
“ The type of atom (e.g., C„, CV, etc.) is specified only where 

needed to prevent ambiguity. See Figures 2. 4. and 6 for the 
significance of the a, ¡1, y, and the prime. * These data were taken 
from ref 10. ‘ These data were taken from ref 3. “ Varied in the 
calculations.

both nuclear geometries with the coordinates shown in col­
umns A and B, respectively, of Table I. The conformation 
of methyl n-propyl sulfide that is the analog of the B con­
formation of L-methionine is shown in Figure 2. This mole­
cule has an SCy-C/C./ dihedral angle of 73.6°. The analog 
of the A conformation differs from the B mainly in that its 
SC„ -Cf/cy dihedral angle is 174.2°. The SCH and CCH 
bond angles were assumed to have the tetrahedral value of 
109.47°. The bond lengths and bond angles used for methyl 
n-propyl disulfide were the same as those used in the ear­
lier calculations on disulfides3 except that the CCC bond 
angle for the n-propyl group (which was not encountered in 
earlier calculations) was assumed to have the tetrahedral 
value of 109.47°. In all cases, a C-H bond length of 1.090 A 
was used. Other conformational constraints made in these 
calculations will be discussed where appropriate.

R. CNDO/2 Method. The CNDO/2 calculations were car­
ried out as described earlier.3

C. Results of Calculations. The CNDO/2 method has 
been shown to yield dihedral angles that are in good agree­
ment with the observed rotational isomers of n-butane" 
and dimethyl disulfideII. 12 due to rotations about the central 
C-C and S-S bonds, respectively. Using this method, +sp 
and ap conformations were found to be energy minima for 
rotation about the C-S bond in methyl ethyl disulfide; 
however, no direct experimental evidence was available 
witn which to check this result. In order to test further the 
reliability of the CNDO/2 method for calculating the con­
formations of organosulfur compounds, the potential func­
tion for rotation about the S-C,/ bond (Figure 2) of methyl 
n-propyl sulfide was investigated. If the results of the cal­
culations are reliable, the calculated positions of the energy 
minima in this potential function should be in agreement 
with the experimentally observed C„S C„'C,/ dihedral an­
gles for the L-methionine side chains in the crystalline 
state.

Figure 2 shows an O R TE P  diagram of methyl n-propyl
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Figure 2. An ortep diagram of methyl n-propyl sulfide with C„S- 
C „ 'C /  and SC„'-C /C7' dihedral angles equal to 0 and 73.6°, re­
spectively. The C„ and C7' hydrogen atoms are staggered with re­
spect to the S-C,/ and C / - C /  bonds, respectively. The direction of 
positive rotation about the S-C,,' bond is that in which the primed 
side of the molecule is rotated clockwise when looking from C,/ 
toward S'.

sulfide with the B conformation about the C„'-C/ bond. In 
this conformation, the C„S-C„'C/ and SC„'-C/C7' dihe­
dral angles are 0 and 73.6°, respectively. In conformations 
A and B, the C / methyl group is ap and sc, respectively, to 
the S atom across the C /-C / bond. The C„S-C,/C(/  dihe­
dral angle is defined in such a way that the primed side of 
the molecule rotates clockwise (viewed with the C,/ atom in 
front) about the S-C,/ bond as this dihedral angle is in­
creased from 0 to 360°.13 This brings the C„ and C7' groups 
in closest proximity when the C„S-C,/C/ dihedral angle is 
about 250 to 300°. The C„ hydrogen atoms were held 
staggered with respect to the S-C,/ bond and the C7' hy­
drogen atoms were held staggered with respect to the ( //  
hydrogen atoms during the calculations. The energies of 
both the A and B conformations were calculated as a func­
tion of the C„S-C„Ty dihedral angle in 20° intervals, ex­
cept near the minima, where the intervals were reduced to 
10°. The results of these calculations are shown in Figure 3.

The minima for curve A are at values of the C„S-C,/C/ 
dihedral angles of about 65,180, and 285°; for curve B, they 
are at about 65, 180, and 270°. The C„S-C„'C//  dihedral 
angles found crystallographically in the side chains of the 
two forms of L-methionine are 179.7 and 73.6° for confor­
mations A and B, respectively.10 The lowest-energy confor­
mation found in the calculations using either the A or the B 
geometries of Table I has a C„S-C,/C//  dihedral angle of 
180°. This is in good agreement with the observed C„S- 
C,/C/ dihedral angle of the A crystal conformation of the 
methionine side chain, but in disagreement with the ob­
served B crystal conformation. We presume that intermo- 
lecular packing forces (not included in the calculation) in­
fluence the B conformation. These additional interactions 
force the B molecule into the next lowest-energy calculated 
minimum (with a C/S-C./C/ dihedral angle of about 65°).

The broken lines for curve B near C„S-C,/C/ dihedral 
angles of 0 and 300° indicate high-energy regions caused by 
steric overlap between the C,v and C7' groups. The shoulder 
on curve A near 330° can be shown, with the aid of space­
filling models, to correspond to a close contact between hy­
drogen atoms attached to the C„ and Cy' atoms.

The Cy group and the S atom are in 1,4 positions across 
the C,/-Cy bond. In order to investigate the effect, if any, 
of this 1,4 carbon-sulfur interaction on the potential func­
tion for rotation about the C,/-C,/ bond, the following cal­
culation was performed. Using the bond lengths, bond an­
gles, and C„S-C„'C//  dihedral angle from the A conforma­
tion (179.7°) of L-methionine, the energy of methyl n-pro-

Figure 3. Variation of the energy of methyl n-propyl sulfide with 
C,,S-C,/C/ dihedral angle for the sets of geometrical parameters A 
and B listed in Table I. The energy has been normalized to zero for 
the ap conformation of curve B.

Figure 4. An ortep diagram of methyl n-propyl sulfide with C„S- 
C /C /  and SC,/-C,/C-/ dihedral angles of 179.7 and 0°, respec­
tively. The C„ and C7' hydrogen atoms are staggered with respect to 
the S-C,/ and C,/-C,/ bonds, respectively. The direction of positive 
rotation about the C,/-C/  bond is that in which the C / -C 7' bond is 
rotated clockwise when looking from C /  toward C,/.

pyl sulfide was calculated as a function of the SC„'-C//C7' 
dihedral angle. The A geometry was chosen because in this 
conformation the C„ group is trans to the C / and C7' 
groups and will not interfere with rotation about the C„'- 
C ,/ bond. An ORTEP diagram of this molecule with a 
SC,/-C/C7' dihedral angle of 0° is shown in Figure 4. The 
C„ hydrogen atoms are staggered with respect to the S-C,/ 
bond, and the C7' hydrogen atoms are staggered with re­
spect to the C,/—C / bond. The direction of positive rota­
tion about the C,/-C/ bond is that in which the C/-C-/ 
bond is rotated clockwise when looking from C / to C„'.

The results of this calculation are shown in Figure 5. The 
minima in this potential function correspond to sp and ap 
conformations with the sp more stable by more than 12 
kcal/mol. The energy has been normalized to zero for the 
sp conformation. This potential function has minima at the 
same dihedral angles as the potential function for internal 
rotation about the C-S bond in methyl ethyl disulfide.3- In 
both cases, there were carbon and sulfur atoms in the 1 and 
4 positions, respectively. One striking difference between 
these two calculated potentials, however, is the relative en­
ergy differences between the minima. In methyl ethyl di­
sulfide, the sp form is more stable than the ap form by only 
about 2 kcal/mol/ Another important difference between 
the two calculations that should be pointed out is that the 
nonbonded carbon-sulfur internuclear distance in the sp

The Jo u rn a l o f  P hys ica l C hem istry, Vol. 79, No. 14, 1975



1,4 Carbon-Sulfur Interaction in Organosulfur Compounds 1439

Figure 5. Variation of the energy of methyl n-propyl sulfide with 
SC„'-C,/C7' dihedral angle for the conformation shown in Figure 4. 
The energy has been normalized to zero for the sp conformation.

conformation is 3.01 A for methyl ethyl disulfide, but 2.66 
A for methyl n-propyl sulfide. The calculated difference in 
the relative energies of the sp and ap conformations of 
these two molecules is probably related to the differences 
in these nonbonded carbon-sulfur distances. It seems natu­
ral to conclude that the carbon-sulfur interaction, which is 
thought to be responsible for the sp minima in these poten­
tial functions, is more favorable at a carbon-sulfur internu- 
clear distance of 2.66 A than 3.01 A. The fact that a non­
bonded carbon-sulfur distance as short as 2.66 A is associ­
ated with a conformation of low energy in these calcula­
tions, however, suggests that the tendency toward carbon- 
sulfur interaction is being exaggerated. One well-recog­
nized characteristic of the CNDO/2 method is that, while it 
generally gives correct qualitative trends for interatomic 
interaction, it tends to overestimate the magnitudes of at­
tractive interactions. For example, for attractive intermo- 
lecular interactions (such as hydrogen bonds), the CNDO/2 
method has been found to systematically overestimate the 
stabilization energy and allow contact distances that are 
too short.14 Hence, the large energy difference between Hie 
sp and ap conformations found here for methyl n-propyl 
sulfide is probably related to this deficiency of the CNDO/ 
2 method. The manner in which this deficiency may be af­
fecting the calculated potential functions is discussed in 
section IIIH.

It should be kept in mind that these calculations were 
carried out using the assumption of rigid rotations (i.e., by 
calculating the energy as a function of a dihedral angle 
alone and not allowing for other simultaneous changes in 
bond lengths, bond angles, etc.). Hence, the nonbonded 
carbon-sulfur internuclear distance is determined com­
pletely by the three bond lengths, two bond angles, and di­
hedral angle of the valence bonds connecting atoms 1-4. It 
is the differences in the values of these structural parame­
ters that makes the nonbonded carbon-sulfur internuclear 
distances and relative energies of the sp conformations of 
methyl ethyl disulfide and methyl n-propyl sulfide dis­
cussed above different.

The last set of calculations that were carried out were on

Figure 6. An ortep diagram of methyl n-propyl disulfide with C„S- 
S'C„', SS'-C(('C(/, and S 'C „'-C /C7' dihedral angles of 90, 270, 
and 0°, respectively. The C, and C, ’ hydrogen atoms are staggered 
with respect to the S-S' and C,t'-C i/  bonds, respectively. The direc­
tion of positive rotation about the C ,/-C/ bond is that in which the 
C,/-<V bond is rotated clockwise when looking from C«' toward 
C„ ■

Figure 7. Variation of the energy of methyl n-propyl disulfide with 
S'C„'-Cfi'Cy' dihedral angle, with various values of the SS '-C„'C / 
dihedral angle. The value of the SS'-C./C,/ dihedral angle is shown 
next to each curve. The energy is normalized to zero for the mini­
mum in the 0° curve near S'C,/-C(/C 7' ~  50°.

methyl n-propyl disulfide. An ORTEP drawing of this mole­
cule is shown in Figure 6, This molecule is of interest be­
cause of the possibility of two different 1,4 carbon-sulfur 
interactions. The S and C,/ atoms as well as the S' and C7' 
atoms are in the 1,4 positions relative to one another across 
the S'-C,/ and C(/  C./ bonds, respectively. The energy of 
the molecule was calculated as a function of the SC,/- 
C /C 7' dihedral angle for various values of the SS'-C,/C,/ 
dihedral angle. The C„S-S'C,/ dihedral angle was held 
fixed at 90°. The C„ hydrogen atoms were held staggered 
with respect to the S-S' bond and the CT' hydrogen atoms 
were held staggered with respect to the C„'-C^' bond. The 
direction of positive rotation about the C,/-C$ bond is that 
in which the C,/~C7' bond is rotated clockwise when look­
ing from C,/ to C,/. In the conformation of the molecule 
shown in this figure, the SS'-C./C,/ dihedral angle is 270° 
and the S,C,/-C(/C-,' dihedral angle is 0°. It should be 
noted that the Cn and C(/  groups come into closest proxim­
ity when the SS'-C„'C/  dihedral angle is around 300°, and 
that certain pairs of SS'-C„'C/ and S'C„'- CJ/C7' dihedral 
angles will result in severe atomic overlaps between the C7' 
group and either the S atom or C„ group. The resulting 
high energy regions in the potential energy curves will be 
indicated by broken lines in Figure 7.

The results of the calculations on methyl n-propyl disul­
fide are shown in Figure 7. The value of the SS'-C./C,/ di­
hedral angle used for each calculation is shown next to each 
curve. The energy has been normalized to zero for the mini­
mum of the 0° curve near the S'C„'-C/C7' dihedral angle
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of ~50°. One conclusion that follows from the results 
shown in Figure 7 is that the energy minima for rotation 
about the C„'-C/  bond correspond to conformations in 
which the C7' and S' atoms are sp and ap to each other, ex­
cept for those values of the SS'-C„'C,/ dihedral angle in 
which there are steric overlaps for the sp conformation 
about the Ca' - C /  bond (and for the bumpy region of the 
270° curve near S 'C a'~ C / C y '  dihedral angles of 20-80°, 
which will be discussed at the end of this section). In those 
cases where atomic overlaps prevent the sp form from 
being a low-energy conformation, energy minima appear at 
values of the S 'C„'-(y C7' dihedral angle which are as close 
to the sp conformation as these atomic overlaps will allow. 
That is, minima still appear for conformations in which the 
carbon and sulfur atoms in the 1 and 4 positions are as 
close to one another as they can get before severe overlap 
results in high energies. Minima of this sort which are 
found very close to regions of severe steric overlap occur for 
curves whose SS'-C„'C^ dihedral angles are 0, 300, and 
330°.

The two conformations of lowest energy are those in 
which the SS'-C./C/ dihedral angles are 0 and 180° and in 
which the S'C(/-C /C 7' dihedral angles are 50 and 0°, re­
spectively. These are conformations in which close carbon- 
sulfur contacts occur. In the lowest-energy conformation, 
the S atom and the C /  methylene group are sp to one an­
other and the C7' group lies in contact with the S atom (at 
an S /C ,r' - C ;/ C - /  dihedral angle of 50°). Hence, this lowest- 
energy conformation of methyl n-propyl disulfide obtains 
some of its stability from a 1,5 C-/-S interaction. The C7'-- 
•S nonbonded internuclear distance in this conformation is 
about 2.5 A. Distances shorter than this lead to high ener­
gies. Hence, it appears that in these calculations carbon- 
sulfur nonbonded distances as short as 2.5 A are allowed.

The second-lowest energy conformation found is one in 
which the S atom and C / methylene groups are ap and in 
which the S' and C7' groups are sp. These two lowest-ener­
gy conformations have the same values of the S S ' - C „ 'C /  
dihedral angles as the two lowest-energy conformations of 
methyl ethyl disulfide.-5 Hence, it seems that the 1,4 C/-S 
interaction determines the conformation about the S'-C,/ 
bond. The low-energy position of the C7' group is then 
found by rotation about the C (/ - C /  bond until this group 
comes into contact with either the S atom (when the SS'- 
C,/C/ dihedral angle is 0°) or the S' atom (when the SS'- 
C r/ C , /  dihedral angle is 180°).

With the aid of space-filling models, the double mini­
mum in the 270° curve between S'C,/-Cf/C 7' dihedral an­
gles of 20 and 80° can be shown to be due to two of the hy­
drogen atoms on the C7' methyl group brushing past one of 
the hydrogen atoms on the C(, group. This feature does not 
appear on the 90° curve because, in this conformation, the 
C„ group is on the side of the molecule opposite from the 
C7' group.
III. Experim ental Evidence for a Nonbonded 1,4 
C arbon-Sulfur Interaction  from Short Intram olecular  
Nonbonded C arbon-Sulfur Contacts in Crystals

A. Definition of and Criterion for an Attractive Non­
bonded Carbon-Sulfur Interaction. It has been shown in 
section II of this paper and in a previous paper3 that the 
form of the potential functions for rotations about C-S and 
C-C bonds can be rationalized in terms of an attractive 
nonbonded carbon-sulfur interaction, in cases where there 
are carbon and sulfur atoms in the 1 and 4 positions. The

TABLE II: Sets o f van  der W aals Contact D istan ces

van d er W aals contact d is tan ce , A
Atomic -------------------------------------------------------
contact Ref 9 Ref 8 This w ork“

CH—CH6 4.0 3.5 3.5
c —r  c^ar ^ar 3.4 3.4 3.4
C'— C'd 2.9 2.9
s —s 3.7 3.4 3.3
OH—OH 3.2 3.2
0 ” ‘0° 2.8 2.4 2.4
NH” -NH 3.4 3.4
N—N 3.0 2.6 2.6

" Only the S- ••S contact distance in this column differs
those of Nemethy and Scheraga.8 6 CH is used for CH, CH2, and 
CH3 groups without correction for the deviation of these groups 
from a spherical shape. f This is the radius of an aromatic carbon 
and takes into account, the thickness of an aromatic molecule. 
a C' is used for contacts involving a carbonyl carbon. e This refers 
to an alcohol oxygen atom. This contact distance was not given by 
Nemethy and Scheraga,8 but is obtained by subtracting 0.4 A from 
the van der Waals radius of an OH group. Similarly, the van der 
Waals radii of the NH group and N atom differ by 0.4 A.

value of the internuclear distance (in this case, the non­
bonded C—S distance) at which the usual nonbonded at­
tractive (dispersion, etc.) and repulsive (overlap repulsions, 
etc.) forces between the atoms involved balance one anoth­
er is referred to as the van der Waals contact distance of 
the two groups. When the observed equilibrium internu­
clear distance between the two groups is shorter than th.eir 
van der Waals contact distance, an additional attractive in­
teraction (besides the van der Waals attractive forces) 
must exist between the two groups. The origin of the addi­
tional 1,4 carbon-sulfur attractive interaction proposed 
here has not yet been identified, but the strength of this 
force can, and will, be compared with those in other inter­
actions, such as hydrogen bonds. Having defined what is 
meant by a carbon-sulfur interaction and having estab­
lished a criterion for its existence (viz., observed carbon- 
sulfur contact distances less than their van der Waals con­
tact distances), we turn now to the problem of choosing a 
reasonable set of van der Waals contact distances to be 
used for comparison with those observed in crystals of or- 
ganosulfur compounds.

R. Choice of van der Waals Contact Distances. The con­
cept of a van der Waals contact distance between two 
groups is not a rigorously defined one, but is a measure of 
the space occupied by the groups due to the mutual repul­
sion of their electron clouds. Because of the qualitative na­
ture of this concept, there is a wide variation in the accept­
ed values for these contact distances. A comparison and 
discussion of several sets of these contact distances has 
been made15 (see Table II).

The van der Waals contact distances given in the second 
column of Table II are those of Pauling,9 while those in the 
third column are the values used by Nemethy and Schera­
ga8 to calculate the sterically allowed conformations of pep­
tides. These two sets of van der Waals contact distances 
represent a “long” and a “short” set, respectively. The con­
tact distances listed in the fourth column are those to be 
used in this paper for comparison with cryst.allographically 
observed nonbonded carbon-sulfur contacts. These values 
are essentially the “short” values used by Nemethy and 
Scheraga,8 except that the van der Waals contact distance
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between two sulfur atoms has been reduced even further 
from the value given by Pauling to a value of 3.3 Á. The 
shortest nonbonded sulfur-sulfur contact distance that has 
been observed is 3.25 Á.16 This short set of values was cho­
sen intentionally so that one could have confidence that ex­
perimentally observed nonbonded distances shorter than 
those calculated from this set would point to the presence 
of nonbonded attractive interactions over and above the 
van der Waals attractive forces.

It should be noted that three different types of contact 
distances involving carbon atoms appear in Table II. The 
values taken for contacts with CH3 , CH2, and CH groups 
are shown as CH values in this table. C' values are used for 
carbon atoms in a carbonyl group and Car values are used 
for aromatic carbon atoms, and take into account the thick­
ness of an aromatic molecule. Since there may be differ­
ences in the nature of the attractive interactions between a 
sulfur atom and each of these three types of carbon atoms, 
experimentally observed short carbcn-sulfur contacts will 
be listed separately according to the type of carbon in­
volved in the interaction.

In order to obtain a feeling for how experimentally ob­
served nonbonded distances compare with those calculated 
from the van der Waals contact distances listed in Table II 
for cases in which the atoms in question are hydrogen 
bonded,17 the data in Table III were assembled. The values 
in the second column of Table III are the nonbonded con­
tact distances calculated from Pauling’s values shown in 
Table II. The numbers in the parentheses in the second 
column, which are explained in footnote a of the table, take 
into account the effect of the hydrogen atom. These are to 
be compared with the other two sets of contact distances 
(which also take the hydrogen into account) listed in Table 
II and with the representative crystallographically ob­
served hydrogen bonded distances taken from ref 17.

From a comparison of the last four columns in Table III, 
it can be seen that van der Waals contact distances calcu­
lated using Pauling’s9 values are generally a few tenths of 
an ángstróm larger than the crystallographically observed 
hydrogen bonded distances. The contact distances calcu­
lated on the basis of the Nemethy and Scheraga values,8 on 
the other hand, are comparable to, or smaller than, those 
found in hydrogen bonds. The C-H—O contact distance is 
particularly short by the Nemethy and Scheraga criterion. 
The data shown in this table serve two purposes. First, they 
illustrate that the set of contact distances to be used in this 
paper is, indeed, a “short” set. Second, the data give one a 
basis on which to assess the strength of an interaction from 
the difference in calculated and observed contact distances 
by showing how these calculated and observed distances 
are related for interactions such as the hydrogen bonds (of 
various strengths) shown in this table.

C. Geometrical Parameters that Determine the Non­
bonded 1,4 Carbon-Sulfur Distance. Before presenting ex­
amples of short nonbonded carbon-sulfur distances, it is of 
interest to reiterate the degrees of freedom in the !CXY4S 
unit that determine the 1C—4S distance. A diagram of the 
1CXY4S fragment is shown in Figure 8. The 1C—4S non­
bonded internuclear distance is a function of the 1C-X, 
X-Y, and Y-4S bond lengths, 4CXY and XY4S bond an­
gles, and 1CX-Y4S dihedral angle, as indicated in this fig­
ure. Hence, a favorable 4C—4S contact distance can be 
achieved by the simultaneous variation of any or all six of 
these degrees of freedom.

D. Crystallographically Observed Short Nonbonded In-

TABLE III: Comparison of Some Calculated Contact 
D istances w ith Crystallographically Observed 
Hydrogen-Bonded D istances

C alculated

Atomic
contact

contact d istances, A Observed 
H-bonded 

d is ­
ta n ce s ,6

ÂPauling“

Nemethy
and

Scheraga
This

w ork

(1) OH—0 2.8(3.1) 2.8 2.8 2.7
(2) OH—N 2.9(3.1) 2.9 2.9 2.8
(3) NH—O 2.9(3.1) 2.9 2.9 2.9
(4) NH—N 3.0(3.2) 3.0 3.0 3.1
(5) NH—S 3.35 (3.55) 3.4 3.35 3.4
(6) CH—0 .3.4 (3.4) 2.95 2.95 3.2
(7) CH—S 3.85 (3.85) 3.45 3.40c
(8) C „ - S 3.55(3.55) 3.40 3.35“
(9) C '—S 3.15 CO 0

0

0 Since Pauling reports van der Waals radii only for 0  and N 
atoms and not for the OH and NH groups, contacts involving NH 
and OH groups in this column were calculated in two ways. The 
first number is simply the heavy atom contact distance calculated 
using Pauling’s van der Waals radii for the 0  and N atoms. In 
parentheses are contact distances calculated by allowing an 
additional 0.2 A for the effect of the hydrogen. The numbers in 
parentheses are the values to be compared with those in the other 
two co.umns since contacts in these columns have also taken the 
effect of the hydrogen into account. The value of 0.2 A was chosen 
because it is the difference between the NH and OH values of 
Nemethy and Scheraga8 and the N and 0  values of Pauling,9 re­
spectively. b These are representative crystallographically observed 
internuclear distances for the types of hydrogen bonds indicated. 
These values have been taken from ref 17. 1 To be compared with 
data in Tables IV-VI.

4s

Figure 8. A schematic diagram defining the three bond lengths, two 
bond angles, and one dihedral angle that determine the 1C—4S non­
bonded internuclear distance.

tramolecular Carbon-Sulfur Contact Distances. Examples 
of short 1,4 carbon-sulfur contact distances1016,18-43 are 
shown in Tables IV-VI for each of the three types of car­
bon atoms defined earlier (Table VI is available in micro­
film; see paragraph at end of text regarding supplementary 
material). The data shown in these tables require some ex­
planation. Only intramolecular contacts involving carbon 
and divalent sulfur atoms which are separated by at least 
two other singly bonded atoms are listed. These structures 
can have one of several different atoms in the X and Y po­
sitions (see Figure 8). In order to illustrate how different 
combinations of the six independent degrees of freedom 
shown in Figure 8 lead to the observed contact distances, 
each of these six geometrical parameters are included in
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TABLE IV: C rystallographically Observed Short Intram olecular Contact D istances between Sulfur and A liphatic

Compound ft(1C---,S),A R(CX). A R(XY), A R(YS), A
t(CXY),

deg
r(XYS),

deg
xCcx- 

Y‘s), deg Ref

Tetragonal l-cystine Cg-'-S! 3.55 C-C 1.53 C-S 1.79 S-S 2.04 CCS 116.8 CSS 104.1 CC-SS 67 18
Bis[Ar,V-(dimethyl- C8-"S4 3.32 C-C 1.51 C-S 1.81 S-S 2.04 CCS 115.4 CSS 102.8 CC-CS 55 19

amino)ethyll disul- Ci2- S 3 3.40 C-C 1.51 C-S 1.81 S-S 2.04 CCS 111.4 CSS 103.6 CC-CS 67
fide

Thiamine n -propyl“ C3---S, 3.09 C-C 1.49 C-C 1.76 C-S 1.90 CCC 97 CCS 113 CC-CS 79 20
disulfide C7—S, 3.31 C-C 1.54 C-S 1.79 S-S 2.04 CCS 118 CSS 107 CC-SS 34

C8---S, 3.43 C-C 1.51 C-C 1.54 C-S 1.79 CCC 113 CCS 118 CC-CS 72
l-Methionine C?r***Sir 3.44 C-C 1.53 C-C 1.51 C-S 1.79 CCC 117.8 CCS 113.4 CC-CS 74 10
l -Cystine-2HBr-2HoO C5---S, 3.44 C-C 1.52 C-S 1.82 S-S 2.04 CCS 113.1 CSS 100.1 CC-SS 70 21
3.3.3',3'-Tetra- CV-S, 3.37 C-C 1.52 C-S 1.87 S-S 2.05 CCS 110.1 CSS 105.5 CC-SS 55 21

methyl-D -cystine- C5---S, 3.53 C-C 1.56 C-S 1.87 S-S 2.05 CCS 109.9 CSS 105.5 CC-SS 67
, 2HC1 C7---S2 3.42 C-C 1.51 C-S 1.87 S-S 2.05 CCS 113.8 CSS 105.5 CC-SS 53

C,---S2 3.51 C-C 1.47 C-S 1.87 S-S 2.05 CCS 106.8 CSS 105.5 CC-SS 70
•p',L-6,8-Thioctic acid C5---S2 3.24 C-C 1.51 C-C 1.53 C-S 1.83 CCC 115.3 CCS 111.3 CC-CS 60 22
Dicinnamyl disulfide C 3 * • * S1

C3'- S , '= C-C 1.33 C-C 1.54 C-S 1.88 CCC 122.8 CCS 105.4 CC-CS 1 23
2.85

c 2- s , '=
c 2' - s ,= C-C 1.54 C-S 1.88 S-S 2.01 CCS 105.4 CSS 103.3 CC-SS 57

3.23
C3-S , '=  )
c 3' " -s,= j> 1,5 interactions

2.86 )
tcrt-Butyl -N,N- C6—S, 3.33 C-C 1.54 C-S 1.85 S-S 2.00 CCS 109.8 CSS 105.4 CC-SS 56 24

dimethyl trithioper
carbamate

Tetraethyl thiuram C4---S2 3.52 1
disulfide Cl0—S4 3.56 > 1,5 interactions 25

C8—S3 3.46 ,
n The structure of the rc-propyl group was not accurately determined in this study due to its thermal mobility.

these tables for each contact cited. In a few cases, contacts namyl disulfide,23 each of the examples listed in this tablt
are listed between atoms in the 1 and 5 positions. In these 
cases, only the 1C—5S contact distance is listed.

The reference to the published crystal structure from 
which each contact distance was calculated is listed in the 
last column of these tables. The numbers on the carbon 
and sulfur atoms in the second column refer to the labeling 
scheme used for these atoms in the published structure. 
The bond lengths in these tables have been rounded to the 
nearest 0.01 A, the bond angles to the nearest 0.1°, and the 
dihedral angles to the nearest degree. Since the contacts 
listed in these tables will be compared with the “short” set

involves a contact with a hydrogen atom bonded to a tetra­
hedral carbon atom. In the case of dicinnamyl disulfide, the 
contact involves a hydrogen atom bonded to a trigonal car­
bon. It could be argued that this example belongs in either 
Table V or VI with the other trigonal carbon atoms. How­
ever, the observed contact distances are short by the crite­
ria established for any of these three types of carbon atoms.

About half of the contacts listed in Table IV are shorter 
than the “short” calculated CH—S van der Waals contact 
distance of 3.40 A, and the other half are still shorter than 
the value of 3.85 A calculated using Pauling’s criteria

of calculated van der Waals contacts in the fourth column 
of Table III, observed contacts up to 0.2 A larger than those 
shown in column 4, rows 7-9, of Table III are included in 
Tables IV-VI. The literature search that uncovered these 
examples of short carbon-sulfur contacts was by no means 
exhaustive and, hence, other examples (especially intermo- 
lecular ones) may have been overlooked. Unfortunately, the 
positions of the hydrogens bonded to the carbon atoms in­
volved in these short contacts are seldom determined from 
X-ray studies, and neutron diffraction data generally are 
not available. Hence, while it would have been desirable to 
list H—S contact distances in these tables, only the CH—S 
distances could be calculated.

E. Short Contacts Involving Aliphatic CH-Type Carbon 
Atoms. The short carbon-sulfur contacts listed in Table IV 
are for CH-type carbon atoms. With the exception of dicin-

(Table III). This indicates that there is an attractive inter­
action between these two groups. The unusually short con­
tacts found for dicinnamyl disulfide have been attributed23 
to bifurcated hydrogen bonds between a methylene hydro­
gen atom and two sulfur atoms. A detailed discussion of the 
nature of each of the contacts listed would be prohibitively 
long and, hence, the reader is referred to the published 
structures for further details. It should be pointed out that 
there is no indication in the papers cited that these con­
tacts were due to other influences, such as ring closure 
constraints, partial double bond character between atoms 
in the 2-3 position, etc.

In order to be able to assess unambiguously the role that 
the hydrogen atoms play in this interaction, a knowledge of 
the positions of the hydrogen atoms in these structures 
would be required. As mentioned earlier, these positions
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TABLE V: C rystallographically Observed Short Intram olecular Contact D istances between Sulfur and 
C a r-T y p e  Carbon Atoms

i?(,c -””4s), x('CS-Y4S),
Compound A R(CX), A R(XY), A

Diphenyl disulfide C,2- S ,
3.25

C-C 1.38 C-S 1.81

c 2- s 2
3.25

C-C 1.40 C-S 1.79

Bis(o-nitrophenyl)
disulfide

C,2- S ,
3.14

C-C 1.38 C-S 1.81

Bis(p-nitrophenyl)

Ce"”S2
3.19

C*-S' =

C-C 1.39 C-S 1.78

disulfide C Y -S -
3.28

C-C 1.41 C-S 1.77

2 -(2 -Pyridylmethyl - 
dithiolbenzoic

Ce, ' ,S2
3.20

C-C 1.39 C-S 1.80

acid C)o‘"S2
3.46

C-C 1.39 C-C 1.50

2,2'-Dicarboxydi- 
phenyl disulfide

C te‘**S6 
3.21

C-C 1.38 C-S 1.80

anion C23’"S5
3.21

C-C 1.41 C-S 1.78

Dibenzyl disulfide c 3- s ,
3.44

C-C 1.38 C-C 1.49

C,0- S 2
3.41

C-C 1.43 C-C 1.50

C2- S 2
3.53

C-C 1.49 C-S 1.84

5,5'-Dithiobis(2-

C9- S 1
3.49

C4- S '=

C-C 1.50 C-S 1.85

nitrobenzoic acid) C4'- S =
3.13

C-C 1.38 C-S 1.78

4,4' -Dithiour idine c 5- s
3.07

C-C 1.39a C-S 1.79

Tetraphenyl o-thio- 
carbonate

C j!-S4
3.09

C-S 1.78 C-S 1.83

C21—s t 
3.20

C-S 1.78 C-S 1.83

C41- S 2
3.38

C-S 1.77 C-S 1.84

C n-S j
3.39

C-S 1.77 C-S 1.81

syn-2,11 -Dithia-9, 
18-dimethyl[3,3]-

c 5- s , '
3.28

C-C 1.41 C-C 1.52

iii -cyclophane <V -s ,
3.25

C-C 1.40 C-C 1.52

" These values were not given in the structures referenced, hut were

are not generally determined accurately from X-ray dif­
fraction studies. Hence, deductions made concerning the 
role of the hydrogen atoms in this interaction from the con­
tacts shown are speculative. The nature of this interaction, 
however, is not unlike hydrogen bonding. The short values 
of the contact distances shown in Table IV compared with 
those calculated distances shown in Table III indicate that 
this interaction is comparable in strength with many of 
those hydrogen bonds listed in column 1 of Table III. Using 
the Lippincott-Schroeder empirical potential function, it 
has recently been concluded that C-H—S hydrogen bonds 
exist and that they are two to three times stronger than 
C-H—O or C-H—N hydrogen bonds.44 This prediction is 
not inconsistent with the data shown in Tables III and IV.

R(YSl A t(CXY), ceg t(XYS), deg deg Ref

S-S 2.03 CCS 123.7 CSS 105.8 CC-SS 18 26

S-S 2.03 CCS 124.3 CSS 106.5 c c - s s  0

S-S 2.05 CCS 120.8 CSS 104.6 CC-SS 11 27

S-S 2.05 CCS 122.6 CSS 104.3 CCH3S 19

S-S 2.02 CCS 124.7 CSS 106.2 CC-SS 22 28

S-S 2.05 CCS 121.0 CSS 105.1 CC-SS 21 ,2 9

C-S 1.83 CCC 122.4 CCS 111.7 CC-CS 78 ■ t.-.

S-S 2.05 CCS 121.4 CSS 105.4 CC-SS 22 30

SR3 2.05 CCS 121.5 CSS 107.2 CC-SS 8

C-S 1.84 CCC 122.6 CCS 114.3 CC-CS 70 31

C-S 1.85 CCC 119.7 CCS 112.3 CC-CS 72

S-S 2.02 CCS 114.3 ■ CSS 103.3 CC-SS 73

S-S 2.02 CCS 112.3 .CSS 102.9 CC-SS 72

S-S 2.02 CCS 120a CSS 105.5 CC-SS 16 32

S-S 2.02 CCS 120a CSS 104 CC-SS 4 33

C-S 1.84 CSC 103.9 SCS 107.0 CS-CS 44 34

C-S 1.81 CSC 1C5.1 SCS 103.9 CS-CS 57

C-S 1.83 CSC 1C5.3 SCS 105.5 CS-CS 66

C-S 1.83 CSC 110.3 SCS 108.8 CS-CS 55

C-S 1.80 CCC 117 CCS 117.4 CC-CS 54 35

C-S 1.79 CCC 116 CCS 115.5 CC-CS 54

assumed for the calculation of the carbon-sulfur nonbonded distance.

There is also recent thermc dynamic evidence for a C-H—S 
interaction with an enthalpy of formation of about —1 to
—2 kcal/mol.45-4.

The results of the CNDO/2 calculations carried out ear­
lier3 show that the orientation of the hydrogen atoms at­
tached to the carbon is not crucial for this interaction. 
Hence, it would seem to be less directional in character 
than one would expect for a hydrogen bond such as N-H— 
0=C. In light of this result, and because of the lack of di­
rect experimental evidence concerning the involvement of 
the hydrogen atoms in this interaction, the nonspecific 
term “interaction” will be retained for the description of 
this effect.

One other important conclusion that can be drawn from

The Journal o f Physical Chemistry, Vol. 79, No. 14, 1975



1444 H. E. Van Wart, L. L. Shipman, and H. A. Scheraga

the data shown in Table IV is that short contacts between 
carbon and sulfur atoms in the 1 and 4 positions, respec­
tively, do not generally coincide with values of the 1CX- 
Y4S dihedral angle near 0°. This means that, in contrast to 
the results of the CNDO/2 calculations, the 1,4 carbon-sul­
fur interaction need not lead to sp conformations about the 
XY bond. We will return to this point in section IIIH.

F. Short Contacts Involving Car-Type Carbon Atoms. 
The short carbon-sulfur contacts listed in Table V involve 
aromatic carbon atoms. More than half of the short contact 
distances listed are shorter than the “short” calculated Car 
carbon-sulfur contact distance of 3.35 A of Table III. The 
other values are still shorter than the values of 3.55 A cal­
culated using Pauling’s criterion. These contacts cannot be 
discussed in the same manner as those shown in Table IV 
since there is the possibility of a p-7r interaction between 
an unhybridized p orbital on the sulfur and the aromatic ir 
system. Hence, the possible effects of this type of interac­
tion must be considered.

A large number of the short contacts in Table V occur in 
disulfides in which phenyl rings are directly bonded to the 
sulfur atoms. We will refer to compounds with this type of 
structure as aromatic disulfides. In terms of the diagram 
shown in Figure 8 (in which X and Y are C and S atoms, re­
spectively), atoms C and X form part of a phenyl ring. The 
p -7T interaction mentioned previously is between unhybrid- 
ized p orbitals on the X and Y atoms which are perpendicu­
lar to the ’CXY and XY4S planes, respectively. Maximum 
orbital overlap between these orbitals is achieved when the 
SS-CC dihedral angle is 0°. At the same time, this is the 
value of the SS-CC dihedral angle that brings the JC and 
4S atoms into closest contact. Hence, one might attribute 
the observed short carbon-sulfur contacts to a 2,3 p-Tr in­
teraction, to a 1,4 carbon-sulfur interaction, or to both. 
The data plotted in Figure 9 are helpful for choosing be­
tween these alternatives.

Figure 9 shows the variation of the SSC bond angle and 
C-S bond length with SS-CC dihedral angle for a series of 
aromatic disulfides.2fi“30i32’33>48_50 Observed values of the 
SS-CC dihedral angle are clustered in two regions, near 10 
and 90°; there are no values of the SS-CC dihedral angle 
observed between 25 and 75°. Furthermore, the cluster of 
points at low SS-CC dihedral angles generally have larger 
SSC bond angles and longer C-S bond lengths. Since p-7r 
overlap, which would be maximal at low values of the 
SS-CC dihedral angle, would lead to a shorter C-S bond 
length (because of the increased partial double bond char­
acter), in contrast to the larger values observed in Figure 
9B, we conclude that there is no appreciable attractive p-7r 
interaction.

Alternatively, the low values of the SS-CC dihedral 
angle can be considered to result from the 1,4 carbon-sul­
fur interaction proposed here. The SSC bond angle may in­
crease at low values of the SS-CC dihedral angle in order to 
allow the hydrogen atom bonded to the !C atom to have a 
more favorable interaction with the 4S atom. It has been 
shown that the energy required to bend the SSC bond 
angle by a few degrees is not large in dimethyl disulfide.12 
It should be noted that, for SS-CC dihedral angles near 0°, 
the hydrogen that is bonded to the carbon atom involved in 
the short contact must point almost directly over the sulfur 
atom. Hence, if the positions of these hydrogens were 
known accurately, the H—S contact distance would almost 
certainly be short. The reason for the occurrence of confor­
mations with SS-CC dihedral angles of about 90° with

O
ir

0 25 50 75 100
SS-CC Dihedral Angle (degrees)

Figure 9. Variation in the (A) SSC bond angle and (B) C-S bond 
length with SS-CC dihedral angle for the aromatic disulfides of ref 
26-30, 32, 33, and 48-50.

shortened C-S bond lengths is not clear. The absence of 
any orbital interaction between the phenyl ring and the 
sulfur to which it is bonded is supported by the very low 
barrier to internal rotation about the C-S bond in thiophe- 
nol. This barrier has been determined from a recent far- 
infrared study51 to be only 216 cm^1. Furthermore, the ob­
served nonplanar structures of molecules such as thian- 
threne,52 in which such p-7r carbon-sulfur orbital interac­
tions would lead to planar structures, also supports the 
present interpretation of these data.

G. Short Contacts Involving C'-Type Carbon Atoms. 
The short carbon-sulfur contacts listed in Table VI (which 
appears only in the microfilm edition of this Journal) in­
volve C'-type carbon atoms which are encountered in the 
carbonyl group. In contrast to the contact distances listed 
in Tables IV and V, none of the contact distances listed in 
this table are very much shorter than the calculated van 
der Waals contact distance of 3.10 A of Table III. Hence, 
these contact distances are indicative of C' and S atoms 
that are at their van der Waals contact distance, but not 
closer. Therefore, it cannot be concluded that there is an 
attractive interaction between these atoms of the sort pro­
posed between CH or Car groups and an S atom. This is 
probably related to the fact that the C'-type carbon atom 
does not have a hydrogen atom bonded to it. This type of 
carbon atom also has an unhybridized p orbital which 
could possibly interact with another p orbital on a sulfur 
atom. However, there is no evidence for such an interaction 
based on these contact distances. The occurrence of this 
many contacts at the van der Waals contact distance may 
be a significant observation in itself, however, in that it 
suggests that the crystal conformations of these molecules 
are partly determined by optimizing the C'—S van der 
Waals contacts.

H. Relationship between the Nonbonded 1,4 Carbon- 
Sulfur Interaction and the SS-CC Dihedral Angle in Di­
sulfides. The search for experimental evidence supporting 
the existence of a 1,4 carbon-sulfur interaction was moti­
vated by the results of the CNDO/2 calculations in this and 
the previous paper.3 The existence of such an interaction
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Figure 10. Variation in the 1C—4S nonbonded internuclear distance 
defined in Figure 8 calculated using the parameters shown in Table 
VII for (A) aromatic disulfides and (B) cystine-like disulfides. The solid 
and dashed lines are explained in the text in section III.

could help explain the  occurrence of the sp conformations 
in the calculated potential functions for ro tations about 
C -S  an’d C-C bonds in cases where there are carbon and 
sulfur atoms in the 1 and 4 positions, respectively. There 
are indications from the calculations, however, th a t the 
CNDO/2 m ethod is underestim ating the repulsions be- 
tween^the 'C  and 4S atoms in the sp conformation. I t is the 
underestim ation of these repulsions, for example, th a t is 
probably responsible for the abnorm ally short nonbonded 
carbon-sulfur distance of 2.5 A discussed in section IIC. It 
is of in terest to  consider what the effect of this underesti­
m ation of interatom ic repulsions is on the calculated po­
tential functions.

These calculations lead to low-energy sp conformations 
with nonbonded carbon-sulfur distances th a t are shorter 
than any th a t have been observed experimentally; however, 
such conformations should have higher energies because of 
these steric overlaps. Presumably, if the calculations cor­
rectly accounted for interatom ic repulsions, the minimum- 
energy sp conformations, which are stabilized by the 1,4 
carbon-sulfur interaction, would occur a t nonbonded 1,4 
carbon-sulfur internuclear distances th a t are comparable 
to those observed experimentally (see Tables IV and V). 
Since these calculations were carried out using the assum p­
tion of rigid rotation, if the minimum-energy sp conforma­
tions were forced to  have the larger experim entally ob­
served values of the 1,4 carbon-sulfur internuclear dis­
tance, this would result in a change of the value of the d ihe­
dral angle of these sp minima away from 0°. This may even 
result in new minima on both sides of 0°, a t either the ±sp  
or ±sc positions.

Figure 10 shows the relationship between the nonbonded
1,4 carbon-sulfur distance and the SS-CC dihedral angle 
for rigid rotation about the X -Y  bond of the fragm ent 
shown in Figure 8 with X = C and Y = S. For curves A and 
B, d ifferent sets of C-C, C-S, and S -S  bond lengths and 
SSC and SCC bond angles were chosen to be representative 
of those found in the same fragm ent in arom atic disulfides 
and in cystine-like disulfides, respectively. The values cho­
sen were obtained by averaging those for a num ber of com­
pounds of related structure. These average values are

TABLE VII: Average Bond Lengths and Bond Angles 
for the SS-CC Fragment of Aromatic and 
Cystine-Like Disulfides0

A B
a ro m a tic  c y s t in e - l ik e

d i s u l f id e s 6 d is u l f id e s 0

R (C -C ), A 1 .390 1 .511  (16)
R ( C - S ) ,  A 1 .7 8 8 (3 4 ) 1 .821 (37)
R {S -S ), A 2 .043  (26) 2 .0 3 9 (8 )
r(S C C ), d e g  120 .0  1 1 3 .4 (4 .5 )
r(SSC ), d e g  104.4 (1 .9 ) 1 0 3 .6 (8 )

a N um bers in parentheses are the  com puted standard  deviations 
in the last significant figures shown. No standard  deviation is re­
ported for fi(C -C ) and r(CCS) in column A since these param eters 
alm ost never varied within the experim ental errors of the  structural 
determ inations. 6 The num bers in th is colum n were obtained by 
averaging param eters from the structures reported in ref 26-30, 32, 
44, and 45. 1 T he num bers in this column were obtained by averag­
ing param eters from the structures in ref 18, 19, 21, and 36-39.

shown in Table VII. The 1C—4S distance was then calculat­
ed as a function of the SS-CC dihedral angle by assuming 
rigid rotation about the C -S bond as in the calculations of 
section II. The broker, lines on either side of curves A and 
B were calculated similarly, except th a t values from Table 
VII th a t differed by one standard  deviation from the aver­
age values were used. These deviations were added and 
subtracted  in such a way th a t the broken curves represent 
the maximum range of the !C—4S distances from the solid 
lines due to all combinations of a variation in one standard 
deviation in each of five structural param eters shown in 
T able VII. These broken lines, then, give an indication of 
how the 'C —4S distance may also be influenced by varia­
tions in the param eters of Table VII. By assuming tha t cys- 
tine-like and arom atic disulfides actually undergo rigid 
rotation  and th a t the position of one of the m inim a in the 
potential functions is determ ined only by the optim um 1,4 
carbon-sulfur contact distance, a range of dihedral angles 
for this minimum can be obtained from Figure 10. Using 
th is  procedure, an experimentally observed contact d is­
tance of 3.15-3.25 A for the arom atic disulfides leads to  a 
predicted minimum in the potential function for rotation 
about the C-S bond at an SS-CC dihedral angle of about 
20-35°. Similarly, an experimentally observed contact d is­
tance of 3.3-3.4 A for the cystine-like compounds gives 
minima a t SS-CC dihedral angles of 50-60°. Finally, by 
using the same 3.3-3.4 A estim ate for the experimentally 
observed contact distance (bu t the bond lengths and bond 
angles from an earlier study),3 an SS-CC dihedral angle of 
about 45-55° follows for methyl ethyl disulfide. These esti­
m ates may be on the high side, however, if the assum ption 
of rigid rotation is ne t valid. This is illustrated by the data 
in Figure 9 which show tha t, for the arom atic disulfides, 
the SSC bond angle and C-S bond length both increase as 
the SS-CC dihedral angle is lowered, whereas the bond an ­
gles of a rigid rotor should remain constant. An increase in 
bond length would increase the value of the dihedral angle 
needed to achieve a given C -S  contact distance; similarly, 
an increase in SSC bond angle would decrease the corre­
sponding value of the dihedral angle. Since the effect of in ­
creasing the bond angle outweighs the effect of increasing 
the bond lengths in this case, the net result is th a t the same 
carbon-sulfur contact distance can be achieved only with a 
smaller SS-CC dihedral angle. This, indeed, is what is ob­
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served experim entally, since, in Table V, contact distances 
of about 3.2 A generally are associated w ith dihedral angles 
of less than  20°; i.e., since the rigid rotor is not a good ap ­
proxim ation, th e  dihedral angles are decreased here.

If sim ilar bond angle and bond length changes were to 
accom pany the lowering of the SS-CC dihedral angle in ali­
phatic disulfides, then  the positions of the m inim a es tim at­
ed above would also be som ewhat smaller. T he curve shown 
in Figure 10B is very flat near low values of the SS-CC d i­
hedral angle. Hence, a small increase in the SSC bond angle 
in this region can resu lt in a large decrease in the value of 
the dihedral angle associated with the experim entally ob­
served 1,4 nonbonded carbon-sulfur contact distance.

While no quantita tive conclusions can be drawn from the 
above argum ents, they serve to  illustrate qualitatively th a t 
the  underestim ation of interatom ic repulsions by the 
CNDO/2 m ethod results in an energy m inim um  a t an 
SS-CC dihedral angle of 0° that, in fact, should be a t a 
somewhat larger value of th is dihedral angle. The true 
value, however, is influenced by all of the degrees of free­
dom of the 'C X Y 4S u n it shown in Figure 8 and could be ei­
ther an sp or an sc conformation.

IV. Conclusions
The results of the CNDO/2 calculations in th is and the 

previous3 paper give indications tha t the interaction be­
tween a methyl or methylene group and a sulfur atom is a t­
tractive, even a t interatom ic distances shorter than  their 
van der Waals contact distance. This interaction seems to 
occur m ost frequently between carbon and sulfur atoms 
separated by two other singly bonded atom s and, hence, 
has been term ed a 1,4 carbon-sulfur interaction, even 
though it is thought th a t the hydrogen atom bonded to  the 
carbon atom participates in the interaction. Subsequent to 
the calculations, a survey of crystal structures on organo- 
sulfur compounds has uncovered a reasonably large num ­
ber of short intram olecular 1,4 carbon-sulfur contacts, 
which supports the existence of this interaction.

The CNDO/2 m ethod has been known to systematically 
overestimate interatom ic stabilization energies with the re­
sult th a t it allows contact distances th a t are too short. 
Hence, while the CNDO/2 calculations correctly reflect 
qualitative tendencies for molecular interaction (such as 
hydrogen bonding), they overpredict the stability  of these 
interactions. The forms of the potential functions for ro ta­
tion about X -Y  single bonds which are in the 2,3 position 
with respect to a 1,4 carbon-sulfur interaction have been 
calculated here to have energy minima near ]C X -Y 4S dihe­
dral angles of 0°. Since the minima a t these dihedral angles 
reflect the presence of an attractive 1,4 carbon-sulfur in ­
teraction in these systems, the positions of these minima 
are affected by the tendency in these calculations to bring 
the carbon and sulfur atoms in the 1 and 4 positions, re­
spectively, too close together. This defect, however, can be 
qualitatively taken into account by shifting the minima at 
1C X -Y 4S dihedral angles of 0° to somewhat larger values, 
depending on the bond lengths and bond angles of the 
4C X -Y 4S unit.

N o t e  A d d e d  i n  P r o o f : It has come to  our attention  [ J .  

Donohue, A.C.A. Abstracts, No. C3, p 43, Berkeley, Calif., 
M arch 24-28 (1974)] th a t the structure of dicinnam yl d i­
sulfide (Table IV) m ay not be correct.

Supplementary Material Available. T able VI will ap ­
pear following these pages in the microfilm ed ition  of this 
volume of the journal. Photocopies of the supplem entary  
m aterial from this paper only or microfiche (105 X  148 mm, 
24X reduction, negatives) containing all of th e  supplem en­
tary  m aterial for the papers in th is issue may be obtained 
from the Journals D epartm ent, American Chemical Soci­
ety, 1155 16th St., N.W., W ashington, D.C. 20036. Rem it 
check or money order for $4.00 for photocopy or $2.50 for 
microfiche, referring to code num ber JPC-75-1436.
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The Boltzm ann distribution  law is introduced in the discussion of the cation distribution  in silicate m iner­
als. This allows the calculation of potential energy differences between two cation sites and the calculation 
of the variation of the site population with tem perature. I t was found th a t for potassium -exchanged X and 
Y zeolites, the energy differences between the sites varied linearly with the degree of isomorphic sub stitu ­
tion. The tem perature-dependent d istribution of Fe2+ in orthopyroxenes also obeyed the Boltzm ann d istri­
bution law.

Introduction
Cations in silicates are mobile to a certain  extent. Very 

high tem peratures are often needed to  accomplish m igra­
tion. On the other hand, zeolites contain cations which are 
exchangeable a t room tem perature. The study of the mi­
gration with tem perature and the d istribution of the ca t­
ions over different sites has repeatedly been a subject of in ­
vestigation. Although the cations probably obey general 
rules, such rules were never clearly established. This study 
is an a ttem p t to  develop the more basic laws underlying the 
cation' distribution. Results from a previous study on KX 
and KY zeolites,1'2 and literature data on orthopyroxenes 
from Virgo and H afner3 will allow us to  make some consid­
erations on the cation distribution of two much differing 
silicates.

The zeolites X and Y are synthetic isotypes of the m iner­
al faujasite (MI +AlI S ii9 2 -x 0 3 8 4 Y H 20 ), a hydrated alum i­
nosilicate with a three-dim ensional anion network. The 
structures of many cation exchanged forms were deter­
mined by several authors. For a general review, refer to 
Sm ith.4

For the location of the cations, to which several physico­
chemical properties refer, no general distribution laws 
could be expressed. From a structural viewpoint, the zeolite 
system was never considered as a whole, accounting for all 
the interactions which finally result in a certain cation dis­
tribution . There were some attem pts a t the in terpretation  
of those distributions by considering, e.g., the m utual in te r­
action of cations located a t two sites. The M adelung po ten­

tial calculations of Dempsey5 was an exception of the gen­
eral treatm ent.

Orthopyroxenes (Mg2+,Fe2+)2Si206 are orthorhom bic 
pyroxenes, i.e., chain silicates. The chains are form ed by 
sharing two of the four corners by the S i0 4 te trahedra. The 
chains are laterally linked by cations.

Theoretical Approximation
The exchangeable potassium ions are located a t several 

nonequivalent sites (I, I', II, and unlocated) in the stru c tu r­
al framework of the zeolites X and Y. Orthopyroxenes have 
two nonequivalent sites, Mi and M 2, containing cations 
which are m utual exchangeable only at elevated tem pera­
tures. Several factors influence the cation location as, e.g., 
the Si/Al ratio and the presence of ligands. Together with 
the local framework environm ent, these factors determ ine 
the potential energy of an exchange site. As for plasmas or 
electrolyte solutions,6 the coulombic interaction of a  cation 
with its environm ent may be expressed by the potential en­
ergy of this ion in the electrostatic field (4>). This electro­
static field is the result of the contribution of all charges 
present in the structure. The potential energy (q) is then 
given by ze3>¡. The num ber (nj) of such ions a t the site i is 
then expressed by the Boltzm ann relation:

n\ = rip exp(— ze$i/kT) = no e x p ( -q IkT) (1)

where no is the num ber of such ions in a un it volume. This 
formula may be applied whenever the cations are freely 
mobile and includes the m utual electrostatic interaction of
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TABLE I: Distribution of the Cations 
among the Exchange Sites

Un-
Site l b Site I' Site II located

KF 48.2" Hydrated O o 13.6 17.8 16.8
Dehydrated 6.4 14.1 26.1 1.6

KF54.7 Hydrated 1.3 13.3 20.0 20.1
Dehydrated 5.4 18.1 26.8 4.4

KF69.8 Hydrated 7.0 12.0 24.3 26.5
Dehydrated 9.4 16.6 28.9 14.9

KF86.5 Hydrated 8.9 7.2 23.2 47.2
Dehydrated 9.2 13.6 25.6 38.2

" The sample nam e indicates the exchangeable cation (K), the 
framework structure  of faujasite  (F), and the  num ber of exchange­
able cations per u n it cell (forSi:A l = 1, i.e., 96). The sam ples KF54.7 
and KF86.5 are the conventional Y and X sam ples, respectively. 
The Si/A l ratio for these sam ples varies from KF48.2 to KF86.5, 
i.e.. 2.98. 2.51, 1.75. and 1.22, respectively. "T h e  m ultip licity  of 
the sites equals 1«. 32, and 32 per unit cell for the sites I, I ', and II, 
respectively. IJnlocated cations were supposed to be located at the 
sites III' with a m ultiplicity  of 96.1-2 c The values are the num ber of 
potassium  ions per unit cell a t the given site.

TABLE II: Energy Differences (ej — q) between the 
Exchange Sites Given in k T  Units, i.e., In (njcoj/njcoi)

Sample IT'
Unlo-

I/H T /II  cated/T
Unlo-

cated/II

KF48.2
A. Hydrated Samples  

-0 .2 6 -0 .8 9 -1 .16
KT' 54 .7 - 1 . 6 4 3 -2.04" -0 .4 1 -0 .6 9 -1 .1 0
KF69.8 0.15 -0 .5 5  -0 .71 -0 .31 -1 .01
KF86.5 0.90 -0 .2 7  -1 .1 7 0.78 -0 .3 9

KF48.2
B.

-0 .1 0
Dehydrated Samples  

-0 .7 2  -0 .6 2  -3.28" - 3 .89b
KF54.7 -0 .5 2 -0 .91  -0 .3 9 -2 .51 -2 .91
KF69.8 + 0.12 -0 .43  -0 .5 5 -1 .21 -1 .7 6
KF86.5 + 0.30 -0 .3 3  -0 .6 3 -0 .0 7 -0 .7 0

" Subject to large error due to the very small occupancy ot the site 
I. " Subject to large error due to the sm all am ount of unlocated 
cat ions.

the cations as well as the cation-fram ew ork interaction. If 
we assume tha t, at all equivalent sites, the same potential 
energy is created, we m ust account for a degeneracy o>;, 
which is the m ultiplicity of the site under consideration. 
For two different sites the ratio of the occupancy num bers 
is then related to the energy difference by

In (rcjtaj/nju);) = — (q — q)/kT (2)

This allows us to determ ine (q — q) if the ratio of the occu­
pancy num bers in the equilibrium distribution  is known. 
The la tter can easily be calculated from X-ray structure 
determ inations. The influence of the tem perature on the
site occupancy ratio is obvious.

Results and Discussion
(1) Cation Distribution of Four K-Exchanged X  and Y 

Z e o l i te s  w i th  Varying Si/Al Ratio. For m onovalent cations 
no irreversibilities were observed even a t room tem pera-

cations/UC

Figure 1. Variation of In (njooj/ r»jC0i) with the number of exchangeable 
cations per unit cell for the hydrated X and Y zeolites with varying 
Si/Al ratio. The points marked with a cross are subject to large 
error.

Figure 2. Variation of In (njujj/njcq) with the number of exchangeable 
cations per unit cell for the hydrated X and Y zeolites with varying 
Si/Al ratio. The points marked with a cross are subject to large 
error.

5 6 0

_ " .8 9 1. 1.1 1.2 1.3
________ l________ I________ i________ l________ l________ I__

103/T
Figure 3. Variation with temperature of the Fe2+ site occupancy 
number ratio in the cation sites Mi and M2 for orthopyroxenes. 
These data were obtained from Virgo and Hafner.3 The figures indi­
cate the experiment number on their sample 3209.

ture, and we assume th a t eq 2 is applicable. T he d istribu ­
tion of the cations for the hydrated and dehydrated series 
is given in Table I. For the different sites, the energy differ­
ence between the sites, in kT  units, is given in Table IIA 
and IIB for the hydrated and dehydrated series, respective­
ly. A positive energy difference (In (n\^J nyjif) negative) in ­
dicates a more favorable location of the cations a t the sites 
j, i.e., a lower q value.

The values of the dehydrated series may be compared to 
the M adelung potential calculations of Dempsey.5 For de­
hydrated X and Y zeolites exchanged with K ions, D em p­
sey gives the following site preference series: i.e., for X (Si:
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Al = 1:1) I ~  I ' >  II >  III; and for Y (Si:Al = 2:1) II >  I =* 
V >  III. This site III may be compared to  our unlocated 
cations, which we accept to  be located a t sites III'. We ob­
ta ined  a com parable sequence for the Y sam ple (KF54.7): 
II >  I ' >  I >  III ', b u t the X sample is different: II > I >  I' > 
III '. In  all cases, site III' is the least favorable site. Those 
differences may be due to  a difference in the site occupan­
cies accepted and the probable location of “ unlocated ca t­
ions” a t  site III' instead of site III. Site III ' has a more fa­
vorable coordination from framework oxygens.1’2

A nother result is the  variation of energy differences with 
the num ber of cations per un it cell. For the  hydrated  sam ­
ples (Figure 1) this energy difference seems to  vary linearly 
with the degree of isom orphic substitution. This is also the 
case for the dehydrated  series (Figure 2). (There are a few 
deviating values. For KF54.7 dehydrated, a change in the 
occupancy from 8.69 to 7.62 K + per un it cell for the site I 
and for I ' from 18.11 to  15.88 fits those points to  the ob­
served variation for the other samples. Similar variations, 
as for KF69.8 hydrated, m ay be w ithin the error since those 
structures were determ ined from powder diffraction m ea­
surem ents.) An im portan t result for the potassium  forms is 
th a t the potential energy a t a site mainly depends on the 
electrostatic interactions with the framework, since a linear 
variation with the degree of isom orphic substitu tion  was 
observed. T he variation of the cation location with tem per­
ature can also be estim ated if the same energy levels a t the 
exchange sites may be accepted.

(2) Temperature Dependence of the Fe2+ Distribution 
over Two Sites (M\ and Mq) in Orthopyroxenes. Using 
M ossbauer spectroscopic studies, Virgo and H afner fol­
lowed the variation of the site occupancy for Fe2+ and 
Mg2+ in the two sites. They found th a t a t higher tem pera­
tures (above 500°) an equilibrium  distribution was reached 
which varies with tem perature. The logarithm of the Fe2+ 
occupancy ratio (In (M 1 /M 2 ) should vary linearly with the

reciprocal absolute tem perature if the difference in energy 
level of those sites is constant in the tem perature range of 
their experim ents. This is shown in Figure 3. This indicates 
th a t a t higher tem peratures, where equilibrium  has been 
reached, the ir observations com pletely fit the Boltzm ann 
relation. T he deviation a t 500° is in agreem ent with the 
conclusion of the authors th a t no equilibrium  has been 
reached.

Those energy level differences however do no t apply to 
other cations, since the size of the la tte r is also im portant. 
Indeed, the closer approach to the framework, the  higher 
the attraction  between framework and cations.

In conclusion we can sta te th a t the  sta tistica l therm ody­
nam ical approach is valid in cases where no irreversibilities 
arise and may largely contribute to the  discussion of cation 
distributions among several sites in m inerals. A sta tic  de­
scription of the cation location cannot be realistic and a 
small change (as, e.g., the exchange of some cations as in 
the case of zeolites) m ust have an influence on the entire 
system.
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T he low conductivity of concentrated aqueous solutions of fatty  acids cannot be explained by the model of 
a cyclic dim er proposed by K atchalsky, Eisenberg, and Lifson because (1) the “dim erization constan ts” of 
homologs calculated on th is basis are inconsistent w ith the  model; (2) “dim erization constan ts” calculated 
from conductivity are larger than  those from other data  (this includes vapor pressure d a ta  if the presence 
of hydrated  fa tty  acids in the vapor phase is recognized); (3) Ram an spectra published by K oteswaram  and 
confirmed in this paper show very little cyclic dim er in predom inantly  aqueous solutions of fa tty  acids. In 
these solutions the dim erization constant calculated from Ram an spectra is approxim ately 0.01 M _1. M ost 
of the anom aly in the conductivity or electrom otive force cannot be due to dim erization, b u t m ust be as­
cribed to the replacem ent of water by un-ionized fatty  acid in the solvent medium. The m edium  effect 
m ust still be regarded as empirical, since a ttem pts to calculate its value from the properties of the medium  
have not been successful.

Introduction
I t has long been known th a t fatty  acids in the vapor 

phase and in organic solvents form dimers. Various physi­
cal m ethods, including electron diffraction,1 leave no doubt 
th a t under these conditions the carboxyl groups form a ring 
by hydrogen bonding. When the activities or conductances 
of m oderately concentrated aqueous solutions of fatty  
acids were found to be less than predicted from the dilute 
solution values, the discrepancies were a t first2-4 ascribed 
to the effect of the  medium (un-ionized fatty  acid replacing 
water); in 1933, however, MacDougall and B lum er0 appar­
ently fitted their vapor pressure data by assuming acetic 
acid dimers in the aqueous phase. Influenced by this and 
the established dimerization in nonaqueous solvents, K a t­
chalsky, Eisenberg, and Lifson6 proposed a nonionizable 
cyclic dimer to explain the conductances of fatty  acids in 
aqueous solution. Their explanation has been widely quo t­
ed, and subsequent workers have usually7 assumed th a t 
anomalies in conductivity and electromotive force of fatty  
acid solutions were due to dimerization. Actually, papers 
by Koteswaram 8 cited by Katchalsky, Eisenberg, and Lif­
son as support for dim erization in water gave clear spectro­
scopic evidence th a t the concentration of hydrogen-bonded 
dim er m ust be very small in the solutions for which the la t­
ter authors calculated rather large dimerization constants. 
In th is paper Koteswaram ’s studies are confirmed, and the 
role of the un-ionized fatty  acid as p art of the solvent m edi­
um is recalled.

centages of water are by volume. E.g., 50% water = 1 ml of 
water + 1 ml of acid.

Results and Conclusions
Katchalsky, Eisenberg, and Lifson calculated the  “d i­

m erization constan ts” shown in the first column of Table I 
by assuming th a t conductivities smaller than  predicted by 
the Fuoss-O nsager theory were entirely due to a dimer 
which did not ionize. I t will be shown here th a t these d im ­
erization constants are unsatisfactory in several respects.

I. Calculation of Dimerization Constant from Vapor 
Pressure. Katchalsky, Eisenberg, and Lifson6 found th a t 
their acetic acid dimerization constant of 0.16 AT"1 agreed 
with the value of 0.185 A T 1 obtained by MacDougall and 
Blum er5 (MB) from m easurem ents of the vapor pressure of 
acetic acid.-and water above aqueous solutions. The la tte r 
authors d id  not consider, however, an im portant species in 
the vapor, the complex of acetic acid with water. If the 
presence of this species is recognized, the vapor pressure 
data are actually fitted better with a very small value of liq ­
uid phase dim erization constant than with the large value 
th a t MacDougall and Blumer obtained.

To show this, the to tal acetic acid pressure p x  was calcu­
lated from the other data in MacDougall and B lum er’s nine 
experim ents with low sulfuric acid concentration (0.05 M), 
using the equations (see Appendix)

/ ’ h a
y  "1 + V 1 + 8 Pc

AD (1)

Experimental Section
An Industrial Instrum ents Model RC16 conductivity 

bridge was used for the conductance m easurem ents.
Solutions of the esters used were titra ted  with sodium 

hydroxide to  determ ine im purities due to hydrolysis. It was 
found th a t newly opened reagent bottles contained negligi­
ble am ounts of acid.

A Gary model 81 spectrophotom eter with an argon laser 
of wavelength 5145 A provided the Ram an spectra. P e r­

Px =  /’ h a [ 1  + /’h a / 0 - 3 2 5  +  HpH20/ ( l  + HpHA)] ( 2 )

where 1/0.325 mm is the vapor phase dimerization con­
stant; c is the concentration from M B’s Table I, column 3; 
P h  , o  is the water pressure from M B’s Table III, column 3; 
and the three param eters V, the vapor pressure of m ono­
meric HA per un it concentration of acetic acid, D, the d i­
merization constant in the liquid phase, and H, the  hy d ra­
tion constant to form HA-H20  in the vapor phase were var­
ied to give the best fit of the calculated p x  to  the observed
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TABLE I: “ D im erization C onstants” (M *) of 
Carboxylic Acids Calculated from V arious Types of D ata

Conduc-
tivity" Cryoscopy6’c Partition0

Formic 0.04 0.01-0.015 at 3 M
Acetic 0.16 0.027-0.030 at 3 M 0.04/ 0.02/ 

0.005/
Propionic 0.23 0.05-0.17 at 4 M 0.07f
Butyric 0.36 0.10-0.17 at 1.2 M 0.1"
“ Reference 6, calculated from data of ref 4. b E. R. Jones and C. 

R. Bury, Phil. Mag., 4, 841 (1927). c To compare these with the 
conductivity results, we have calculated the data in terms of 
“dimerization constants” although not all the authors used1 this 
interpretation. d M. Davies and D. M. L. Griffiths, Z. Phys. 
Chem., (Frankfurt am Main), 2, 353 (1954).e F. S. Brown and C. R. 
Bury, J. Chem. Soc., 123, 2430 (1923).' S. D. Christian, H. E. Aff- 
sprung, and S. A. Taylor, J. Phys. Chem., 67, 187 (1963). 6 H. W. 
Smith and T. A. White, ibid., 33, 1953 (1929). h M. Davies and D. 
M. L. Griffiths, Z. Phys. Chem. (Frankfurt am Main), 6, 143 (1956).

Px- The best fit was obtained with V = 3 mm/mole fraction 
of acetic acid, and with H = 0.1 mm-1, and D = 0.02 M“ 1. 
A dihydrate model with the last term in the equation for 
px appropriately altered was also tested and gave the best 
fit with a dihydration constant 0 005 mm’“2 and a van­
ishingly small value of D. Since the standard deviation of 
the errors for the best fits (0.0072 mm) was not appreciably 
better than for the MacDougall-Blumer model (0.0084
mm), additional support for the model with large hydration 
constant must come from independent data.

From Levy and Davis’ data9 on the vapor pressure of 
acetic acid and water at elevated temperatures the ratio of 
the monohydration constant to the dimerization constant 
in the vapor phase is shown in Figure la. The value of the 
ratio obtained at 25° from extrapolation of their ratios to 
low temperatures depends on the relative enthalpies of the 
hydration and dimerization reactions. If, as it appears from 
the data in Levy and Davis’ limited temperature range, the 
two enthalpies are about equal, the ratio of monohydration 
constant to dimerization constant at 25° would actually be 
somewhat larger than the ratio (0.03) calculated from Mac- 
Dougall and Blumer’s data. On the other hand, it seems 
plausible that the hydration reaction, with a smaller free 
energy change than the dimerization, should have a smaller 
enthalpy change, and it is easy to see that a line with suffi­
cient slope to give a negligible value of hydration constant 
at 25° would also be a credible approximation to the data 
points. Support for the larger value of hydration constant, 
however, comes from the value of 0.05 for the ratio of hy­
dration constant to dimerization constant of acetic acid in 
benzene at 25°.10

For the dihydrate model, the ratio of the dihydration 
constant to the dimerization constant is shown in Figure 
lb. The average value of the ratio is 0.00013 mm“ 1 if only 
Levy and Davis’ most consistent series are used, and 
0.00025 mm-1 if all their data are used. The best fit to 
MacDougall and Blumer’s data gives a ratio of 0.0016 
mm ' 1 at 25°. For trifluoroacetic acid at 20° the vapor 
phase hydration constant11 was found to be 0.01 mm-2, 
giving a ratio of dihydration constant to dimerization con­
stant of 0.02 mm-1.

From most of the evidence available, therefore, a large 
vapor phase hydration constant and a small liquid phase 
dimerization constant seems more reasonable than the op­
posite alternative in fitting the MacDougall-Blumer data.

TEtIPERRTURE, C.

Figure 1. Effect of temperature on ratio of hydration constant to di­
merization constant of acetic acid in the vapor phase. Calculated 
from the data of Levy and Davis.9 Different symbols refer to their 
four series of experiments: X, series 1; squares, series 2; triangles, 
series 3; +, series 4. For the extrapolation to 25° it was assumed 
that the enthalpy of the two equilibria is the same, i.e., that devia­
tions of points from a horizontal line are random, rather than indica­
tive of a slope. Thus the ordinate of the dashed line is the average of 
the ordinates of series 1, 2, and 4, while the ordinate of the solid line 
is the average of all the ordinates. Figure 1a was calculated for mo­
nohydrate model, Figure 1b, calculated for dihydrate model.

II. Calculation of Dimerization Constant from Raman 
Spectra. Figures 2-4 show Raman spectra of acetic and bu­
tyric acid with various fractions of water added. Figure 2 
agrees well with the spectra of Koteswaram.8

The hydrogen-bonded C = 0 vibration of fatty acid di­
mers has been identified in the vapor phase as a line at 
1740 cm-1 in the infrared.12 Concomitant with the dissocia­
tion of the dimer at low pressure or high temperature this 
line decreases in intensity and a doublet at 1776-1799 cm“ 1 
increases in intensity.12’13 The hydrogen bonded C = 0  line 
of the dimer occurs at 1660-1670 cm“ 1 in the Raman spec­
tra of pure liquid fatty acids. Since the intensity of this line 
decreases relative to a line at higher frequency (1710 cm“1) 
as water is added to the fatty acid (ref 8 and Figures 2 and
4), it is eminently reasonable to ascribe this phenomenon, 
as Koteswaram did, to dissociation of the dimer. That it is 
not a medium effect per se is indicated by the facts that (1) 
the frequencies of other lines in the spectrum remain es­
sentially constant, and (2) as water concentration increases,
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Figure 2. Raman spectra of acetic acid solutions. Recorded heights 
depend on sensitivity settings and other factors. Some solutions, 
e.g., 60% water, show more slope of the base line than others, 
probably because they were not irradiated long enough to quench 
fluorescence.

there is a concentration range in which the frequency 
changes, and then a long concentration range in which the 
1710-cm_1 line does not change in width or frequency.

If the relative intensities of these lines are considered to 
be proportional to the relative concentrations of C = 0  in 
the dimer and monomer species, the precipitous drop in 
the 1670-cm_1 intensity as the water content increases in­
dicates that the C = 0 present in dimer must extrapolate to 
a fraction much smaller than the 15% anomaly in conduc­
tivity observed at 1 M acetic acid (94% water).

To calculate a “dimerization constant” we must take ac­
count of the competition between water and acetic acid for 
the hydrogen bonding with the carboxyl group. We may 
combine the equation for dimerization of the anhydrous 
monomer

DIM = [(HA)2]/[(HA)]2 (3)
with an equation for hydration of the monomer

1800 1600 1400 1200
F R E Q U E N C Y  ( cm. - ' )

Figure 3. Raman spectra of acetic acid solutions and water. Record­
ed heights of different samples depend on sensitivity settings and 
other factors.

FREQUENCY (cm.-')

Figure 4. Raman spectra of butyric acid solutions. Recorded heights 
of different solutions depend on sensitivity settings and other factors.

drated in predominantly aqueous solutions, we first make 
use of Henry’s law:

partial pressure of HA =
vapor pressure (of pure HA) x

HYD = [HA- H20]/[HA][H20] (4) mole fraction of HA (6)
to get a dimerization equation involving the hydrated mo- 
nomer

[(HA)2]/[HA- h2o]2 = dim,/hyd2[h2o]2 (5)
Hydration of Acetic Acid in Water. To show, by a rough 

calculation, that almost all the monomeric acetic acid is hy-

To get the coefficient representing the vapor pressure of 
pure HA we apply the equation to glacial acetic acid. The 
ratio of monomer to dimer decreases rapidly as acetic acid 
is added to organic solvents,14 so that in glacial acetic acid 
the ratio must be very small. We shall take 0.01 as a round 
number for the mole fraction of monomer in glacial acetic
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acid. The vapor pressure of glacial acetic acid at 25° is 15.4 
mm, and using the vapor phase dimerization constant 1/
0. 325 mm yields a partial pressure of 1.5 mm for the mono­
mer. From eq 6 therefore the hypothetical vapor pressure 
of pure anhydrous monomeric acetic acid is in the neigh­
borhood of 1.5/0.01, i.e., 150 mm.

From the best fit to the data of MacDougall and Blumer5 
we found that
partial pressure of anhydrous monomeric acetic acid 
= 3(mole fraction of [HA* H20  + HA] in solution) (7)

Equating the two expressions (6) and (7) for the partial 
pressure of anhydrous monomeric acetic acid, we get:
150(mole fraction of HA) =

3(mole fraction of [HA* H20  + HA]) (8)
Equation 8 shows that in the solutions with which Mac­

Dougall and Blumer worked, the ratio of hydrated to anhy­
drous acetic acid is in the neighborhood of 50 to 1, and 
therefore it may be safely assumed that the monomer rep­
resented by the Raman line at 1710 cm-1 is the hydrated 
monomer occurring in eq 5. In applying eq 6 to predomi­
nantly aqueous solutions we assumed that the activity coef­
ficient of anhydrous monomeric acetic acid is substantially 
unchanged in going from glacial acetic acid to water, an ap­
proximation we consider sufficiently good for our purposes.

Calculation of Dimerization Equilibrium. Since the 
height of the recorded Raman spectrum of a particular 
sample is affected by several uncontrolled factors, the rela­
tive intensities of the 1670- and 1710-cm-1 lines cannot be 
determined by comparing the recorded heights from two 
different spectra. The relative intensities may, however, be 
obtained by comparison of each band with the methyl de­
formation band at 1430 cm-1, since the intensity of this 
band should be unaffected by hydrogen bonding of the sol­
vent. Applying this method to Figure 3, we estimate that 
the integrated intensity of the monomer line at 1710 cm-1 
is intrinsically about two times that of the dimer line at 
1670 cm-1. In making this estimate, we attribute the 1720- 
and 1760-cm-1 bands in glacial acetic acid to oligomers, as 
Haurie and Novak suggested.15

Let us now calculate the values in eq 5 from the relative 
intensities of the 1670- and 1710-cm-1 bands in some par­
ticular solution, e.g., that with 50% water. If we subtract 
the spectrum of the pure monomer from this curve, we 
should get the area of the shoulder at 1670 cm-1 due to 
dimer. To get the shape of the “pure monomer” spectrum, 
we take the 90% water spectrum, and subtract the contri­
bution of the water band. (The relative height of the water 
band is estimated by comparison of the spectra for 90 and 
95% water, and the shape of the water band is obtained 
from the spectrum of pure water in Figure 3.) Following 
this procedure, we estimate the area of the shoulder near 
1670 cm-1 as about 12% of the area of the 1710-cm-1 band 
in the solution with 50% water. Multiplying this by the in­
trinsic area ratio 2 noted above, we calculate the ratio of 
C = 0  in the form of dimer to that of C = 0  in the form of 
monomer as about 0.24. Since there are two C = 0 groups 
per dimer, the mole ratio of (HA)2 to monomer is 0.24/2,
1. e., 0.12. Dividing this by 7 M, the approximate monomer 
concentration in a 50% water solution, we get 0.017 M-1 for 
the left-hand side of eq 5.

From the vapor pressure data of Arich and Tagliavini16 
we obtain the activity coefficient of water as a function of 
mole fraction at 69.7° (Figure 5). By comparison with their

PERCENT WATER BY VOLUME 
10 20  3 0  4 0  5 0  6C 8 0

Figure 5. Activity coefficient of water in acetic acid solutions at 
69.7°, calculated from the vapor pressure data of Arich and Tagliav­
ini.16

data at 89.9° we find that there is very little variation of ac­
tivity coefficient with temperature, so Figure 5 should also 
apply fairly well at 25°.

In 50% water the mole fraction of water is 0.76, and from 
Figure 5 the activity coefficient relative to pure water is 
about 1.06, so that the square of the water activity in eq 5 is 
(0.76 X 1.06)2, i.e. 0.65. Therefore the value of DIM/HYD2 
is 0.017 X 0.65, equal to approximately 0.01 M-1. In solu­
tions of less than 1 M  acid concentration, where the activi­
ty of water is greater than 0.98, this number, 0.01, would 
also represent the value of the left-hand side of eq 5, the 
conventional dimerization constant.17

Tne greatest uncertainty in this result comes from the 
uncertainty in the areas, i.e., integrated intensities, of the 
1670- and 1710-cm-1 bands. If we had chosen the line at 
1100 rather than 1430 as a reference intensity, we would 
have obtained an area ratio closer to 1 than 2, yielding a 
dimerization constant of about 0.005 rather than 0.01 M~1.

Values in the same neighborhood are obtained from solu­
tions with other water contents. It is worth noting that the 
predicted rate of change in the monomer-dimer ratio with 
change in water activity is dependent on the exponent for 
water in eq 5, and this in turn is dependent on the average 
number of water molecules in the complex (assumed to be 
one in eq 4). Although an accurate number is difficult to 
determine because of uncertainties about the contribution 
of oligomers and other weak lines, our spectra fit better the 
assumption of a monohydrate than of an anhydrous mono­
mer.18

Figure 4 shows that for butyric acid, the dimerization 
constant must also be quite small.

III. Dimerization Constant from Cryoscopy and Parti­
tion. Table I shows that the “dimerization constants” cal­
culated from conductivity are much larger than those cal­
culated from cryoscopy or partition.

IV. Inconsistency of Values of “Dimerization Con­
stants” Calculated from Conductivity, (a) For a cyclic 
dimer the dimerization constant should be essentially inde­
pendent of chain length because the planarity of the reso­
nating ring would keep the hydrocarbon chains so far away 
from each other that there could be practically no interac­
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tion between them, (b) The “dimerization constant” calcu­
lated from aqueous conductivity on the basis of this model 
(Table I) increases by a factor of 9 from formic to butyric 
acid. (For comparison, the dimerization constants of the 
acids from acetic to lauric in carbon tetrachloride show 
random deviations of only 21%.)19 (c) Therefore the as­
sumption that the conductivity anomalies are due to di­
merization leads to results that are inconsistent with the 
model.

Medium Effect. It is clear that we must return to an ex­
planation of the solution properties based on the medium 
effect,3-20 i.e., that replacement of solvent water by un-ion- 
ized fatty acid will decrease the activity of organic mole­
cules and increase the activity of ions.

Neutral Molecules. From the measurement of activity of 
un-ionized molecules, e.g., the last two columns of Table I, 
it is not possible to distinguish between association (a small 
number of solute molecules in close contact) and a general­
ized medium effect (a large number of solute molecules at 
various small but nonbonding distances from each other). 
In the absence of compelling structural evidence for specif­
ic bonding, it is unwarranted, or at least arbitrary, to at­
tribute the decrease in activity coefficient of carboxylic 
acids in aqueous solution to dimerization. At any rate, car­
boxylic acids are not unique in showing decreases in activi­
ty coefficients as the concentration is increased, since some 
other organic compounds, e.g., the alcohols,21-24 show 
roughly similar decreases.

Although the dimerization constant calculated from 
Raman spectra may be large enough to account for the 
numbers in the last two columns of Table I for acetic acid, 
this is not true for butyric acid. Thus, for the longer acids, 
at least, the activity coefficient changes probably involve 
further association or a generalized medium effect.

Ions. If ionization were not hindered by dimerization, 
there should be a negligible effect of dimerization on con­
ductivity and on antilog (emf), which, to a first approxima­
tion, are proportional to the number of ions.

Let us consider the usual assumption that the effect of 
dimerization on the conductivity or emf is due to nonioni- 
zable dimer. We shall calculate its effect on the number of 
solute particles and on the number of ions. Let us suppose 
that 1% of the neutral solute particles are dimers. The 
freezing point lowering would be approximately 1% less 
than in the absence of dimerization. On the basis of the 
foregoing assumption, the fraction of molecules (or carbox­
yl groups) available for ionization would be about 2% less 
than in the absence of dimerization, i.e., the concentration 
of ionizable HA would be about 98% of its normal value. 
From the definition of the ionization constant, [H+] = [A- ] 
= (K[HA])1/2, so that [H+] or [A- ] would have about 0.981,/2 
= 0.99 of its value in the absence of dimerization, and, to a 
first approximation, the anomaly in conductivity or antilog 
(emf) would be 1%. It follows, on the basis of the above as­
sumption, that the anomaly due to nonionizable dimer 
must be approximately the same, whether one uses mea­
surements of neutral molecules (colligative properties) or 
measurements of ions (conductivity or emf).

However, in fact, the anomalies in conductivity and emf 
are much larger than in colligative properties. All of the 
difference must be attributed to other causes, e.g., the me­
dium effect, and any treatments which start with the fore­
going assumption, whether explicit6 or implicit,7-25 and as­
cribe a large part of the conductivity or emf anomaly to 
dimerization must be incorrect.

TABLE II: Percentage D ecrease in Conductivity  
Caused by Presence of Un-ionized Compounds

0.16 M
1 M  Methyl aceta te  Methyl bu tyrate

0.015 M  HClO.j 4 3
O .lA /H A c 15 8

1 iM Acetic acid 0.16 .1/ B utyric acid 
15a‘ 6“

a These are the conductivity anomalies of the acids, i.e., the per­
centage differences between the observed conductivity and that 
calculated from the Fuoss-Onsager theory.

One cannot, even now, be much more specific about the 
details of the influence of organic molecules than was 
Owen,3 whose primary medium effect was not calculated 
from a model as in the Debye-Hiickel theory or the Kat- 
chalsky, Eisenberg, and Lifson hypothesis, but regarded 
merely as a parameter which fit the emf data.

This is also the situation at present with the conductivity 
data. Certain qualitative rules are discernible, e.g., in­
creased viscosity decreases conductivity, and larger organic 
molecules are more effective than small ones in decreasing 
conductivity. Attempts at a quantitative explanation, how­
ever, have not been successful.

In solutions wfyere there is no ambiguity about the differ­
ence between activity and concentration, we may define

conductivity =  S (concentration x m obility of ions) (9)

Davies26 found that Maclnnes and Shedlovsky’s27 conduc­
tivity data on acetic acid could be fitted fairly well by as­
suming that the mobilities of the ions were inversely pro­
portional to the viscosity of the medium. For the other 
fatty acids Cartwright and Monk7 employed the same hy­
pothesis, and ascribed the remainder of the anomaly to 
nonionizable dimer. Table II shows that the conductivity 
effects are more specific than the above hypothesis would 
indicate, and the inaccuracy of Cartwright and Monk’s con­
stant for butyric acid shows that Davies’ fit26 was fortui­
tous.

In eq 9 the substitution of activities (calculated from 
electromotive force data) for concentrations, either with or 
without the substitution of the viscosity of the medium for 
that of water, also does not give a quantitative fit to the 
conductivity data. Although a more sophisticated theory 
may some day be available, one must at present accept the 
fact that the conductivity anomaly is not simply related to 
any property, such as fraction of dimer, viscosity of the me­
dium, or activity of the ions. The medium effect must still 
be regarded as empirical.
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Appendix
Equation 1 for the vapor pressure of monomeric acetic 

acid was obtained by combining the equations for the total 
aqueous concentration

c = [HA] + 2[(HA) 2] 
the aqueous dimerization constant

D = [(HA)2]/[HA]2 
and the definition of vapor pressure 

/’ha = F[HA]

The Journal of Physical Chemistry, Vol. 79, No. 14, 1975



Conductivity Anomalies of Aqueous Carboxylic Acid Solutions 1455

Equation 2 for the total acetic acid pressure was ob­
tained by substituting into

Px ~  Pha + P(ha)2 + Pha-h2o

the value MacDougall and Blumer used for the vapor phase 
dimerization constant

1/0.325 mm = P ^ A)r/{pHA)2

and the vapor phase hydration constant

H = Pr a * h 2 o ' P\\ A* Pw

where p w is the pressure of uncomplexed water as distin­
guished from the total water pressure Ph2o

/ ,  Pha-h2o \
Pv, -  Ph2o Pha.h20 -  ph2o p^o )

Since the fraction of water complexed with fatty acid is 
small, we may make a binomial series of the reciprocal of 
the expression in parentheses, and take only the first two 
terms, to give

(6)
(7)

(8)
(9)(10)

(11)
(12)
(13)
(14)
(15)
(16) 
(17)

(18)

A. K a tch a lsky , H. E isenberg, and S. L ifson , J. Am. Chem. Soc., 73, 
5 88 9  (1951).
D. C. Cartwright and C. S. M onk. J. Chem. Soc., 2500 (1955), po in ted  
o u t the  la rge  e ffe c t o f v iscos ity , but still ca lcu la te d  d im e riza tio n  co n ­
s ta n ts  fro m  the  co nd u c tiv ity  data .
P. K o te sw ara m , Z. Phys., 110, 118 (1938); 112, 3 95  (1939).
B. L evy  and T. W . D avis , J. Am. Chem. Soc., 76, 3 2 6 8  (1954). 
R e fe re n ce  f in  Tab le  I.
S. D. C hris tian , H. E. A ffsp ru n g , and C. Ling, J. Chem. Soc 2378 
(1965).
R. C. H erm an and R. H o fs tad te r, J. Chem. Phys., 6 , 5 3 4  (1938).
M, H aurie  and  A. N ovak, J. Chim. Phys., 62, 139 (1965).
J. L a sco m b e , M. H aurie, and A . N ovak, J. Chim. Phys., 5 9 , 1217  (1962). 
M. H aurie  and A. N ovax, C. R. Acad. Sci., Ser. B, 2 4 6 , 6 94  (1967).
G. A r ic h  and  G. Tagliavini, Rie. Sci., 28, 2 4 9 3  (1958).
This is a bo u t the  sa m e  as th e  va lue  0 .0 0 5  es tim ate d  by I. M. K lo tz  and 
J. S. F ranzen , J. Am. Chem. Soc., 84, 3461  (1962), fo r th e  aqueous 
d im e riza tio n  constant of N-methylacetamide, even though  th e  d im e riza ­
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calculated fro m  in fra re d  spectra).
The R am an s p e c tra  do n o t p rov ide  suppo rt fo r  an ex te n de d  d im er sug-

R—C
OH

R—C
\ OH

1
'H20 /

1 + Pn A.HjO
Pv.2o

In this last expression p ha-h2o = fipHAPw is then approxi­
mated by HphaPhiO- he., pw is approximated by p h2o, to 
give

Pw ~ PH2° 1 + \ p ~ A
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Capacitance and Conductance of Solutions of Optically 
Active Amino Acid ion Pairs in 1-Octanol
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T h e dipole mom ents {p) and the equilibrium  constants for proton transfer (K p) and ionic dissociation (K ¿) 
for ion pairs composed of L-phenylalanine m ethyl ester and N-acetyl-D- or L-phenylalanine in 1-octanol 
were determ ined by capacitance and conductance m easurem ents. T he nearly equal values for p, K p, and 
Kd  for the  D,L and L,L ion pairs imply th a t specific contacts a t points other than  the charge centers do not 
occur in  th is  semipolar medium  (to = 9.88) which roughly approxim ates the interior of a protein. Ion pair­
ing and proton transfer are discussed.

Introduction
R ecent increased in terest in ion pairs in solution has m o­

tivated  research to obtain detailed descriptions of the asso­
ciation and structure of ion pairs in solvents of low perm it­
tivity  by measuring the dielectric properties of the solu­
tio n .1 T he results for salts in sufficiently apolar media, 
where the  solvent association and conductance are negligi­
ble, have yielded highly detailed structures for ion pairs in 
solution. In an a ttem p t to  obtain sim ilar inform ation for 
ion pairs in a somewhat polar solvent, the capacitance and 
conductance of solutions of the am ine L-phenylalanine 
m ethyl ester p lus one of the carboxylic acids, JV-acetyl-D- 
or L-phenylalanine in 1-octanol were measured.

My intent was to determine what differences exist in the 
equilibrium constants for proton transfer and ionic disso­
ciation and the structures for amino acid ion pairs for 
which the sole difference is the optical activity of one of the 
ions. Any differences found would be attributable to 
nonelectrostatic interactions between the modified amino 
acids and would result from differences in the shapes of the 
ions. Solvation, the atomic skeleton, and the electronic dis­
tribution are identical for the D  and L  ions. London disper­
sion forces, hydrogen bonding, dipole stabilization, and ion 
pair solvation were expected as possible contributors to the 
differences, if any, between the optically active ion pairs. 
Model biylding (using Ealing CPK atomic models) showed 
that the closely packed L ,D  pair allowed favorable phenyl- 
phenyl interactions which were not possible for the L ,L  

pair. Thus, if the ions were in contact at points other than 
the charge centers, the L ,D  pair would be expected to have 
a smaller dissociation constant and a different dipole mo­
ment from the L ,L  pair.

Hydrogen bonding at a second point of contact appeared, 
from model building, to be possible for both pairs between 
the amide hydrogen and the ester carbonyl oxygen. The ion 
pairs with the second hydrogen bond had no other possible 
points of contact, implying that these structures would 
have equal dissociation constants but dissimilar dipole mo­
ments.

The specific physical and chemical interactions which 
occur in the interior of a protein molecule to determine its 
unique three-dimensional shape, although of interest, are 
difficult to measure directly in a macromolecule due to the 
large number of such interactions which occur simulta-

* Address correspondence to Cardiovascular Research Institute, 
University of California, San Francisco, Calif. 94143.

neously. The present study was motivated by a desire to 
devise a model system for such interactions. Octanol, with 
a permittivity of 9.88, offers a reasonable model for the in­
terior of a protein2 perhaps somewhat on the apolar side; so 
interactions between the amino acids are of interest as 
models for the specific interactions involved in determin­
ing the tertiary structure of proteins.

Experimental Section
Materials. 1-Octanol (99%) was purchased from Aldrich 

Chemical Co. and distilled twice under reduced pressure. A 
center portion was collected each time and stored in the 
dark under nitrogen. AI-Acetyl-L- and D-phenylalanine and 
L-phenylalanine methyl ester-HCl were obtained from the 
Sigma Chemical Co. The acid was recrystallized thrice from 
chloroform and stored in a desiccator at 4°. Stock solutions 
were prepared by weighing out samples which were dis­
solved in octanol. The stock solutions were stored at 4°. 
The base was dissolved in dilute aqueous Na2C0 3 and ex­
tracted with ether. The combined ether portions were dried 
with MgS04 and the ether was removed on a rotary evapo­
rator. The clear viscous free base was then distilled at re­
duced pressure. A center portion was collected in a weighed 
flask and octanol was added to make a stock solution. The 
entire operation took about 1 hour. The stock solution was 
stored at 4°. Potentiometric titration of the stock solution, 
when the base was extracted into dilute HC1, yielded a con­
centration which was within 0.2% agreement with the con­
centration determined by weighing. The purified stock so­
lutions were stable for several weeks. Tetraisoamylammon- 
ium nitrate was gratefully received from Dr. Adan Effio 
and used directly. Stock solutions were prepared as for the 
acid.

Solutions used for measurements were prepared by 
weighing out portions of the acid and the base stock solu­
tions and octanol in a nitrogen drybox. Special care had to 
be taken to clean the measuring cells of the viscous octanol. 
The best procedure was found to be rinses with boiling hex­
ane, acetone, and methanol, followed by several hours 
under vacuum.

Measurements. The optical activity of the stock solu­
tions was checked using a Zeiss Winkel polarimeter. Poten­
tiometric titrations were done at 25.0° using a Corning dig­
ital 112 research pH meter. Molar volumes were measured 
at 25.0° using twin-necked pycnometers produced by G. 
Finkenbeiner, Inc. The complex admittance of the solu-
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tions, G + jwC, was measured with a General Radio Type 
1615 A transformer ratioarm bridge and guarded three ter­
minal cells by the method of Grunwald and Effio.3’4 The 
cells were thermostated at 25.00 ± 0.01° in a dry nitrogen 
bath. The conductance, G, varied from 0 to 60 ixS. The ca­
pacitance, C, was about 175 pF. Air capacitance was 18 pF. 
Three solutions and a pure solvent reference were mea­
sured during one experiment.

Results
Conductance Data. The solvent showed a conductance 

which varied from 0.2 to 1.5 nS depending on the method of 
cleaning the cells between runs. Solutions of the base 
showed no increased conductance with concentration. So­
lutions of acid showed a small increase with G = 2.5 pS for 
the most concentrated solutions (1.293 X 10-2 M). A plot of 
the conductance, G, of the D acid plus L base solutions vs. 
the total concentration of added base is shown in Figure 1. 
The equilibria shown by eq 1 and 2 for proton transfer to

A + B ^  A'B* (1)

A"B+ A‘ -  B+ (2)

form the ion pairs and for dissociation of the ion pairs to 
free ions must be considered.5 If ca and cb are the total 
concentration of acid and and base, x is the concentration 
of free base, I is the concentration of free ions, and a is the 
concentration of excess acid, then the expressions for mass
balance are as follows:

cA = (x + a) + (cB — x) + I  (3)

cB = x + (cB -  x) + I  (4)
a — cA — cB (5)

Thus the equilibrium constants may be written as

Kv = (cB -  x)/x(x + a) (6)
and

Kd = I 2/ (c E -  x) (7)
where cb — x is the concentration of the ion pairs and I is 
taken as stoichiometrically negligible compared to x and cb 
— x. The activity coefficients have been taken as unity.

The specific conductance, 1000L = 1000G/A (where A is 
the cell constant) is equal to A/ or

1000L = A■iKA{cB -  x)U2 (8)
where A is the equivalent conductance of the free ions. The 
concentration of free base, x, can be obtained as a function 
of the known a and cb and the parameter Kp as shown in

V (aKp + l )2 + 4cBK-a — (aKv + 1) /r,x 
* ~  2 Kv W

When (9) is substituted into (8), a least-squares analysis 
can be done to obtain values for the parameters AVTCj and 
Kp. No data are available for A for these ions or this sol­
vent; so the value obtained from measurements on tetraiso- 
amylammonium nitrate in octanol, 4.0, was used. With this 
analysis, the concentrations of all the species in solution 
could be obtained and are shown in Table I along with the 
equilibrium constants.

Capacitance Data. The dielectric increments (the slopes 
of the plots of the change in permittivity vs. concentration) 
for solutions of acid and base only were found to be SA = 
2.44 ± 0.29 M_1 and Sb = —2.74 ± 0.48 A/-1, respectively.

60j

10“G.
30

0 ‘ .4 — ' .8

10’ c.
Figure 1. The conductance, Gb, in seimens, of solutions of W-acetyl- 
L- or D-phenylalanine and L-phenylalanine methyl ester in 1-octanol 
vs. the concentration, cB, of base (the ester). Acid is in roughly 0.2 
X 10 2 M excess. Circles are for the l,d solutions and crosses are 
for the l,l solutions.

.01 O'

Ac

.0 0 5
o

0 ----♦----►--- 4--------1----4----4----■----■----—0 *5 V0

/0?[xs acid]
Figure 2. The change in permittivity, Ac, for 0.2 X 10-2 M solutions 
of tie  base, L-pheny alanine methyl ester, vs. the concentration of 
excess acid, N-acetyl-D-phenylalanine.

Solutions of acid and base were prepared with excess acid 
to drive the equilibrium toward more complete proton 
transfer.5 Figure 2 shows the effect of increasing excess 
acid on the Ac for a 0.2 X 10~2 M  solution of base plus acid. 
Experiments were done using solutions with an excess acid 
concentration of approximately 0.2 X 10-2 M.

The change in permittivity due to the ion pairs and free 
ions was obtained correcting the measured permittivity for 
the contributions due to the free acid and base (see Table
II). The solutions were dilute enough to assume that Acmeas 
= SS,C„ where S; is the molar dielectric increment for 
species i of concentration C,. Thus eq 10 yields (11). When 
the mass law is applied, assuming the free ions are stoichio­
metrically insignificant, one obtains eq 12. A linear least-

^ 'i n e a s  =  ions C ion pairs 1" A € ac,d 3" A c  base +  C

(10)
= SIP(IP) + Sfi(FI) + Sa(A) + Sb(B) + c

(11)

A e. ,,,eas S A (A )to ta l (B )  to ta l -  free ions G ion pairs

= (sIP -  s A -  SB)(IP) + Sfi(FI)1/2 + c
(12)
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TABLE I

Expt no. 102cb, M 102ca , M 102x, M o rT a 1 10 V7, At1 /2 106G ,s

Ap = 22 ± 2AT1 K a =
L ’ D

(2.68 ± 0.24) x 10'■6M  K vK a = 6 .0 X o

1 0.1489 0.3554 0.1369 0.0103 0.403 13.12
2 0.2988 0.5413 0.2662 0.0297 0.531 22.79
3 0.3464 0.5465 0.3087 0.0346 0.556 24.98
4 0.4048 0.6352 0.3554 0.0458 0.595 28.57
5 0.6982 0.9072 0.5894 0.1035 0.727 42.77
6 0.8023 1.0540 0.6629 0.1334 0.775 48.51

= 19.5 ± 2 M'x K a =
L ? L

(2.93 ± 0.25) x 10"“ M  K vK a = 5 .7 X o

1 0.0261 0.1051 0.0252 0.0005 0.202 3.29
2 0.1051 0.2248 0.0997 0.0043 0.333 8.98
3 0.2611 0.5079 0.2363 0.0223 0.504 20.56
4 0.5204 0.7551 0.4549 0.0612 0.654 34.65
5 0.7063 0.8227 0.6138 0.0874 0.717 41.50
6 1.0171 1.2835 0.8318 0.1781 0.850 58.40

TABLE II

Expt no.
102[ion 

pa irs], M tt ^ ̂  me as
A e(corr for 

acid + base)

1 0.0103
L>D

0.0212 0.0158
2 0.0297 0.0319 0.0248
3 0.0346 0.0317 0.0256
4 0.0458 0.0354 0.0284
5 0.104 0.0521 0.0451
6 0.133 0.0566 0.0483

1 0.0005
L ? L

-0.0049 -0.0071
2 0.0043 0.0013 -0.0022
3 0.0223 0.0239 0.0167
4 0.0612 0.0355 0.0282
5 0.0874 0.0364 0.0319
6 0.1781 0.0661 0.0570

“ Total concentrations of acid and base, Ca and Cb, are shown 
in Table I.

square analysis was then done to separate the contribution 
due to the ion pairs and the free ions (this is the 90° out- 
of-phase contribution due to the conductance6-9), and ob­
tain the molar dielectric increments needed to calculate the 
dipole moment. S;p is the molar dielectric increment due to 
the ion pairs, Sa is that due to the acid, S b to the base, and 
Spi(free ions)1/2 is the contribution due to the free ions. Sfi 
is an empirical slope, which according to Onsager and Pro- 
vencher8 must lie between 10.6 and 3.6 for the given sol­
vent. Equation 12 contains a constant term, C, to allow for 
the presence of free ions in the pure solvent. Although the 
concentration of the latter is small, their effect is not negli­
gible since it varies as the square root of the concentration. 
The results are shown in Table III.

D iscussion
Equilibrium Constants. The equilibrium constant for 

proton transfer, Kp = 21, is small. This may seem surpris­
ing compared to a predicted value of about 105 based on 
aqueous P-Ka’s. However, acidities and basicities are diffi­
cult to predict in nonaqueous solutions. Kp values from 
Jadzyn and Malecki10 for acids and bases in solvents of low

TABLE III

Compd Sip, M '1 SF1, AT1 C p ,D

l,d 12.47 5.14 -0.0068 9.9
l,l 14.74 5.87 -0.0197 10.6

permittivity (e0 = 2-3), where pKA + p/f b is equal to that 
in this work (8.2), when extrapolated to «o = 9-88 agree with 
the measured value. K p includes two reactions: the associa­
tion of the free acid and free base to form a complex, and 
the proton transfer step to form the ion pair. No unequivo­
cal rationalization of the low value is possible. It could be 
due to strong solvation of the free acid or base or due to the 
unfavorable energetics of forming an ion pair in a solvent of 
permittivity 9.88. Jadzyn and Malecki10 assumed the latter 
to be the case for their apolar solvents. Their data are for 
three solvents which are not likely to have solvating prop­
erties similar to each other or to octanol; so unfavorable en­
ergetics of ion pair formation seems to be the more reason­
able explanation.

Comparisons are difficult to make with data for proton 
transfer in water. Ion pairs in water dissociate nearly com­
pletely and aqueous data must be compared to KpK d. The 
ratio is 11 orders of magnitude.

In applying the values reported for K(i, it should be kept 
in mind that our experiment does not measure K d directly. 
As explained before, it measures AvTTd, and the accuracy 
of the result for Kd depends on the accuracy of the value 
chosen for A. However, the ratio of Kd for the enantiomers 
is independent of A because the free ions have the identical 
equivalent conductance in an optically inactive solvent. 
Moreover, the absolute magnitude of Kd also appears to be 
reasonable, based on the value of Kd for tetraisoamylam- 
monium nitrate (2.88 X 1CT5 M).9 This is about one order 
of magnitude larger than for the amino acid ion pairs and 
the difference is typical for ion pairs with and without a hy­
drogen bond.

Dipole Moments and Structures of the Ion Pairs. The 
dipole moments for the L,D and L,L complexes were calcu­
lated by the method of Onsager.1112 Within experimental 
error, the dipole moments for the two enantiomers are the 
same. The average of the values 9.9 and 10.6 D, when treat­
ed by the method of Bauge and Smith,13 which method
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COyM. A, _ r '

/  H
CH,i ¿
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NHCOM.

X

Figure 3. Favored configuration for l,d ior pair.

considers the effects of the dipole moments of the cation 
and anion and the mutual polarization of the ions, yields an 
interionic distance of 3.1 Á which is in excellent agreement 
with that obtained from the crystallographic data14 for 
NH4+ and -C 02~, 3.2 Á. When this is combined with the 
apparent equality of the equilibrium constants, the fol­
lowing picture of the ion pairs emerges: the ions have inti­
mate contact at the centers of charge with no other endur­
ing specific points of contact; the ions are each free to ro­
tate about the point of contact and about the single bonds 
within each ion to an extent which is comparable to that al­
lowed in the free acid and base.

If there were stable specific secondary points of contact, 
there certainly would be a difference in the dipole moments 
and possibly in the dissociation and proton transfer equi­
librium constants. If the ions were solvent separated or 
were not in contact at the charge centers, the dipole mo­

ment would have to be larger. Figure 3 shows the favored 
structure for the L,D pair.
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Evaluation of Dielectric Behavior by Time Domain Spectroscopy. 
I. Dielectric Response by Real Time Analysis
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Simple formulas are derived by “real time” analysis by which the dielectric response function of a finite 
sample in a coaxial line may be calculated from the time integral and self convolution of the reflections 
produced by an incident step voltage pulse. These take account of finite amplitude of the reflection in sec­
ond-order approximation and of finite rise time of the incident pulse. The cases of a sample inserted in a 
matched line and of a sample terminating a line are treated; the latter is shown to have several advantages. 
Errors in the analysis and information derivable from short time behavior are discussed. Formulas are also 
derived which take account of finite ohmic conductivity if this is not too large.

I. Introduction
The availability of time domain spectroscopy (TDS) sys­

tems for generating voltage pulses with short rise times 
(<40 X 10-12 sec) and observing reflected or transmitted 
signals from samples in coaxial lines has led to develop­
ment of a variety of methods1 for determining dielectric re­
sponse behavior from these signals for a wide possible 
range of times (10-7 to 10“ 11 sec at least). These methods 
have, however, suffered from one or more of several limita­
tions: necessity for numerical Fourier analysis, restricted

time range (time “window”), small signals and large errors 
from residuals, difficulty in taking account of finite ohmic 
conductance, and necessity of assuming the form of the re­
sponse or relaxation function.

In this first of two companion papers, we describe “real 
time” methods for evaluating dielectric response functions 
from observations of voltage waves reflected from a dielec­
tric sample. The analyses require only simple numerical in­
tegrations without prior assumptions as to the form of the 
function, are applicable for a considerably wider range of
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sample parameters than in previous simple methods, and 
permit evaluation of conductivity and dielectric properties 
of samples with appreciable ohmic conductance. In the sec­
ond paper, we shall present “frequency domain” methods 
which do require numerical Fourier transformation to ob­
tain complex permittivity e*(co), but are otherwise simple 
and are still more generally useful.

We here take the objective of the measurements to be 
determination of the time dependence of dielectric polar­
ization, assumed linear in the sense of time superposition. 
For a time-dependent voltage V(t) across a sample, an ap­
propriate response function <i>(i) can then be defined relat­
ing electrode charge Q(t) for geometric capacitance C to 
V(t) by

Q(t) = C[e„V(t) + f  At' i ( t  -  t')V(t')] (1)
J o

where is the conventional limiting permittivity at high 
frequency or time short compared to the scale of 4>(£) and 
resolution of the observed reflected wave. The complex 
permittivity e*(s) measured by steady state methods is re­
lated to i>(£) by

€ * = € »  + S0(s) (2)

ip(s) = L<*>(£) = f  At e'st$(£) (3)
J(l

s being the Laplace transform variable, replaced by ico 
where co = 2ir frequency to obtain e*(co).

Conventional treatments of the problem of evaluating 
$(£) or e*(s) from an observed reflected voltage wave R(t) 
for a given incident Vo(t) proceed by Laplace transforma­
tion of eq 1 and the propagation equations for the coaxial 
line with appropriate boundary conditions to obtain an ex­
plicit solution for r{s), the Laplace transform LR(£), in 
terms of vo(s), e*(s), and line parameters. The difficulties 
with the resulting expressions can be illustrated by the so­
lution2 for a dielectric sample of length d inserted in a line 
terminated in its characteristic impedance

, , _ * 1 -  exp(-2dç*U2s/c)
S ^ 1 -  p*2 exp(-2dz*l,2s/c)

p* = (e*1/2 - l)/(e*1/2 + 1)
v0{s) (4)

Here c is the speed of propagation in the empty line 
(0.300 mm/psec, 1 psec = 10-12 sec), our sign conventions 
for R(t), r(s), and p* are the negative of the usual ones to 
make their real parts positive, and u q (s ) = LVo(t).

No exact analytic solutions of eq 4 for e* are known even 
in the simple case of Debye relaxation. For times preceding 
the first internal reflection, the exponentials can be 
dropped, permitting solution for e*1/2 and hence <*, but 
long samples are required for times greater than a few 
nanoseconds and the relation of R(t) to <!>(£) is not simple. 
Suggett3 and coworkers have solved eq 4 by Newton-Raph- 
son iteration assuming trial values for e* starting at low 
frequencies, a procedure which works well but gives little 
insight into the relation of R(t) to $(£) or of r(,s) to e*(s).

The thin sample method proposed by Fellner-Feldegg2 is 
an entirely different approach based on expanding the ex­
ponentials in eq 4 and retaining only the first-order terms 
in d. His result is

r(s) = (d/2c)(e* -  l) s ? ’0(s) (5)

which gives a very simple explicit solution for e* — J . For 
an applied step voltage Lo(i) = V0, t > 0, the reflected

voltage pulse R(t) by inverse Laplace transformation of eq 
5 is

R(t) = L-’r(s) =  (d/2c)[(«„ -  1)5(f) + 4>(/)]F0 (6)
thus showing the direct proportionality of R(t) to the de­
rivative of the response function. The results are attrac­
tively simple, but unfortunately exact only in the limit of 
zero sample length (and hence no signal) with no indication 
of errors for real samples of finite length, van Gemert has 
pointed out4 that the 5 function at time t = 0 is an idealiza­
tion obtained only in the limit d —*• 0. In reality a large but 
finite peak is observed, with duration of order 
T«, = 2df oo1/2/c, i.e., the time required to charge the sample 
during the first internal reflection, which is typically of 
order 10-100 psec (see Figures 5, 7, and 10 for examples). 
He also showed by including second-order terms in the ex­
pansion of eq 4 and numerical calculations of R(t) assum­
ing a Debye relaxation, 4>(f) ~  1 -  exp(-£/r), that values of 
4>(t) from eq 6 can be considerably in error for quite small 
lengths, calculated relaxation times being too long.

Despite the drawbacks, Fellner-Feldegg’s thin sample re­
sult has, in contrast to other methods, the advantage of giv­
ing 4>(i) directly from R(t), although this formula is ob­
tained by transformations to and from the frequency do­
main. In a review of time domain methods, Suggett5 re­
marked that “since the first application of fast-response 
methods to dielectric measurements, the value of direct 
time-domain conversion of the data has been universally 
recognized. It is after all a strange paradox that, in order to 
obtain information about time-dependent molecular mo­
tions from the time-dependent reflection coefficient, P(t), 
one must go through the stage of the frequency-dependent 
reflection coefficient p(/co)”.

It seemed to the writer that at least Fellner-Feldegg’s 
first-order result should be obtainable directly without 
transformations. This indeed proves to be possible by a 
simple analysis, but more important, the analysis reveals 
the principal reason for errors in $(£) calculated from eq 6 
and provides a simple means for obtaining a considerably 
better approximation without prior assumptions as to the 
form of 4>(f). The second-order correction obtained re­
quires only a simple numerical convolution of R(t) to eval­
uate L(f) with useful accuracy for sample lengths and re­
flection signals much larger than can be used for satisfacto­
ry results from eq 6.

A similar analysis can be developed for alternative ex­
perimental arrangements. The case of a dielectric sample 
terminating a coaxial line, rather than being inserted in a 
matched line, is found to have advantages of greater sim­
plicity and larger observed reflection signals for a given ac­
curacy of determining <f>(£) from the analysis. In both cases, 
there are no intrinsic long time limits, permitting observa­
tions of finite ohmic conductivity. If this is not too large, 
both its limiting value at long times and a total response 
function can be evaluated.

The results are particularly simple for an incident step 
voltage, but approximate account of finite rise time can be 
taken. We also discuss procedures which can be helpful in 
analysis of initial behavior at times less than the sum of 
pulse rise and internal sample reflection times.

II. Sample in Matched Line
In this experimental arrangement, shown in Figure 1, a 

finite sample of length d is inserted in a coaxial line, as­
sumed loss free, which is terminated in its characteristic
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TUNNELDIODE SAMPLER DIELEC'RIC Sc

SCOPE
Figure 1. Experimental arrangement for sample in matched line 
method.

function expressing the sampler response characteristic 
commutes with the operations in eq 12.

In commercially available TDS equipment, the incident 
pulse has The form shown in Figure 2a, and can be approxi­
mated by a finite ramp with linear rise to constant value V0 
in time Tr (40 psec for Hewlett-Packard Type 181 TDS 
system):

V0{f) = V0t / T r  0 < t < Tr

conductance Gc. We denote the incident voltage pulse at 
the front surface by V0(t) and the reflected voltage by 
R(t), t > 0, so that the voltage at d = 0 is

V(t) = V0{t) -  R(t) (7)
For nonmagnetic samples with permeability u = 1, the volt­
age V = V(t,z) and current I = Hi,2) at all points in the 
line áre related by

87 _  81
az ~ L°at (8)

where Lc is the inductance per unit length. For the empty 
line preceding the dielectric section, I  and V are also relat­
ed by

9/ 9F
92 ~ at z < 0 (9)

where Cc is the geometric capacitance per unit length. The 
current /(t) at d = 0 is then given by

m  = Gc[p0(i) 1- m ]  do)
where Gc = (Cc/Lc)1/2 and c = (CcLc)~l/2 is the speed of 
propagation in the empty line.

In the dielectric section, 0 < z < d, the second propaga­
tion eq 9 is replaced by

dl/dz = -dQ/at. 2 > 0 (11)
where Q is given by eq 1 with C = Cc for unit length. As the 
line is terminated by its characteristic conductance Gc, the 
boundary condition at 2 = d in this arrangement is I(t,d) = 
GcV(t,d). We now approximate I{t,d) and V(t,d) in terms 
of I(t) and V(t) at d = 0 by second-order Taylor series ex­
pansion in powers of d:

= T0 t >  Tr  (13)
Although our principal interest is in the relation of 4>(i) to 
the response R(t) for times t > Tr, analysis for t < Tr is 
needed to take account of the effect of finite rise time on 
this relation, and can be useful for situations in which the 
rise time is by design or necessity not small compared to 
times in which 4>(t) changes significantly.

For times t  < Tr, eq 12 can be written

(€„ * 1) + Hf) = (2cTr/d) + T r x
v 0

-  l)5(i") + $(/')] R(t -  /')
V. + 2 Tr R(t)

Vn
t < Tr  (14)

In first-order approximation for small sample lengths, 4>(i) 
is given by the counterpart of Fellner-Feldegg’s thin sam­
ple result

(€. -  1) + m  a  (2cTr/d) ß ß  t < Tr  (15)
v 0

This is an attractively simple result, but if the sample 
length is not so small that R(t) is much less than V0, the 
last two second-order terms in eq 14 give appreciable cor­
rections. For 4>(t) and Rit) of the general form shown in 
Figure 2b,c, the last term in R(t) is small except at short 
times of order T„, for charging the “instantaneous” polar­
ization too — 1. The superposition integral of 4)(f) and R(t) 
can, however, be significant at all times for which 4>(t) is. A 
useful approximation to its value can be obtained by using 
the first-order result 15, which gives after partial integra­
tion

v(t,d)

= m

-  Vit)

-  1) + $(í) = (2cTr/d) ~ ß  + IcT r/d  x

V . 7 V + 2 T r _ m
Vn F„

the subscript zero denoting evaluation at 2 = 0. Inserting 
values of I(t) and V(t) from eq 7 and 10, of the derivatives 
from eq 8, 11, and 1, and applying the boundary condition 
gives after rearrangement the second-order result

(d/2c) ~  f  'd fK e- -  1 ) 6(f') + 4>(f')][F0(f -  t') -

R(t -  j")] = R{t) + (d/c)R{t) (12)

In this equation, there are no terms explicitly of order d2 
because those of second-order involving Vo cancel, while 
ones involving R(t) are of third order and have been ne­
glected. We also note that although Vo(t) and R(t) have 
been defined as true values in the line at d = 0, and at the 
sampler probe input after taking account of propagation 
time, the result 12 is also valid for recorded response of the 
sampler to Vo(t) and Rit), because a linear superposition

t < Tr  (16)

For times t > Tr, the solution of eq 12 for Vo(t) given by 
eq 13 after time integration is

(e„ - 1) + f  V$(F) = (2c/d) +
1  y J t-T r  ^0 V0

I df'[(e„ -  1) 6(i') + -  + 2^
J n F0

t > Tr  (17)
The integral on the left-hand side is simply the time aver­
age of 4>(t) over the interval t — Tr to t, which we approxi­
mate by 4>(i — lkTr). The first-order result is then essen­
tially Fellner-Feldegg’s thin sample formula in integrated 
form:
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Figure 2. (a) Incident pulse V0(t) and finite ramp approximation with 
rise time Tr. (b) Typical response function + 4(f). (c) Reflected 
signal R(f) for a finite sample in matched line.

(€. -  1) + 4(f -  y2 Tr) = (2c/d) f ‘dt' ^ p -
J Cl 'O

t > Tr  (18)

creases with time to a limiting value corresponding to the 
static permittivity (see below).

The most important correction to the first-order result is 
the self convolution of R(t). It is easily seen from eq 1 and 
12 that it appears because the voltage across the sample is 
Vo(t) ~ R(t) rather than Vo(t). The integral is significant 
at all times for which R(t) is not very small compared to 
V0(t), reaching a maximum at times of order of a charac­
teristic relaxation time for 4(f), and falling off to zero at t 
-r co. Omission of the correction results in the thin sample 

approximation to 4(f) by the integral of R(t). This rises 
more slowly than the true function, giving apparent relaxa­
tion times which are too long, by significant amounts if 
R(t) is more than a few percent of Vo at the beginning of 
the response resulting from 4(f). This “nonlinear” effect 
evidently has nothing to do with finite propagation times in 
the sample, but rather results from the delay in rise of the 
sample voltage V(t) to the final value Vo.

Conclusions similar to ours have been reached by van 
Gemert4 for the special case of a Debye dielectric expressed 
by

4(f) = (e„ -  e j [ l  -  ex p H /r)]  (22)
corresponding to

which is again a good approximation only for sample 
lengths small enough that R{t) «  V0. To obtain a more ac­
curate second-order result, the superposition integral in eq 
17 is approximated using eq 15 for 4(f), t < Tr, and the ap­
proximation from eq 18 for t > Tr that

(e„ -  l)ô(f) + 4(f) = (2c/d) R(t)
V„

f > Tr  (19)

With these approximations, the second-order solution for t 
> Tr is

(e. -  1) + 4(f -  %Tr) = (2c/d] ( ‘dt '—p -  +
vo

, R(t)R(t') R{t -  f') + (2c/d) x(2c/d) J

r « . \ T r h p - m - ] s £ z n  t > T r
J o L lo x o J vo

(20)

In Appendix A, we consider the evaluation of the last inte­
gral, and show that it can for most purposes be adequately 
approximated by (cTr/d)R{Tr)R (f)/Vo2, giving

(e« 1) + 4(1 -  \/Tr) =  (2c/d) f*di'
^ 0 M)

(2c/dì r a s p a i  -  a  .
«''A VA

2 + (cTr/d)

V0 
R( Tr) 

Vn .
R(t)
Vn f > Tr  (21)

This is the formula we propose for direct evaluation of 
time-dependent dielectric response from measured reflect­
ed pulses. Examples of its use are given in section IV, but 
some general comments are appropriate here. The evalua­
tion of 4 at time t -  \ T r  corresponds to that for an equiv­
alent ideal step starting at time \Tr ,  while the last term in 
eq 20 or 21 vanishes for Tr = 0 and is usually unimportant 
except for times not much greater than t = Tr. The latter is 
also true for the term 2R(t)/Vo arising from the termina­
tion by Gc, which decreases in time for <p(t) and R{t) of the 
form shown in Figure 2b,c, while the integral of R(t) in-

e*(s) = €„ + (e0 -  e J /( l  + ts) (23)
where r is the relaxation time. In his analysis, he evaluated 
R(t) from the second-order expansion of eq 4 for r(s) using 
eq 23 for i*(s) and showed that the results for t > T„ = 
2dtcc1/2/c could be approximated by

R{t)/Vn = (d/2c) exp(-//rapp) (24)

Ta„p = t + (d/2c)(e0 -  e j  (25)
Essentially the same result can be obtained from the pres­
ent analysis. If the observed R{t) can be approximated by 
eq 24, evaluation of the integrals in eq 21 and neglect of the 
terms proportional to R(t) gives

4 (f) s  Uo -  € .) X

1 -  exp(~t/Tw ) ^1 - d
2 c T app

(€0 (26)

If the quantity a = (d/2cTapp)(fo — (») is small compared to 
unity, this expression is surprisingly well approximated by 
4(f) = («o -  e„)[l — exp(—t/r)] with r and Tapp related by 
eq 25. It is not clear analytically from eq 26 why this should 
be so, although at short times the approximation

1 -  (d/2cTapp)(£0 -  €„)//rapp s  exp(-Mf/rapp) (27) 
valid for

( / Tapp «  2c r app/(€ 0 -  (28)
gives 4(f) = (f0 -  i»)[l -  exp(—t/r)] with r = rapp/(l + p.) 
— rapp — (d/2c)((o — fco) + 0(n2) in agreement with eq 25.

Conditions of the form of the inequality 28 have been 
cited4 as giving an upper limit on times for which the thin 
sample method is valid. These are somewhat misleading, at 
least if the integrated form for 4(t) is used, as the derived 
value of 4(f) from the integral of R(t) is correct in the limit 
t  ̂ co for any sample length. This follows from a limit the­
orem for Laplace transforms:

f . d t ' R { t ’) =  Lim r(s)
0 s-0

where the Laplace transform of r(s) is given exactly by eq
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4. For an incident pulse V0(t) approaching the constant 
value Vo as t -* <*> and v0(s) -* V0/s as s —► 0, evaluation of 
the limit gives

f d t ' R i t ' )  =  (rf/2c)(6„  ̂ 1)V0

in agreement with the thin sample formula. (We note that 
this agreement is secured only if the area under the initial 
peak is included.)

From these considerations, errors in values of <f>(t) from 
the thin sample formula have the form of distentions of the 
time scale, the calculated rise of <t>(r) to its correct final 
value being slower than the true one. A useful rule of 
thumb is that the fractional error in time of response is of 
order R(t\)/Vq, where t\ is the time at the end of the initial 
peak in R(t) resulting primarily from charging the instan­
taneous polarization, as discussed in section V. For a Debye 
response, this error is approximately (d/2cTapp)(eo — e„). 
The self convolution of R(t)/Vo in eq 21 corrects this dis­
tortion with remaining error of order (R(ti)/Vo)2. Thus for 
2% error of the first-order result, R(ti) should not exceed 
2% of Vo, i.e., R(ti) < 5 mV for a 250 mV incident pulse, 
while for the same error after making the convolution cor­
rection R(ti) can be as large as 35 mV. As the reflection sig­
nal seen by the sampler is superposed on Vo(f), noise and 
irregularities from even small impedance mismatches have 
much less effect on values of 4>(i) calculated for thicker 
samples using the finite sample formula 21. A further ad­
vantage of using an integrated formula for 4>(i) rather than 
Fellner-Feldegg’s original formula for 4>(f) is that irregular­
ities are smoothed by integration, as shown by examples in 
section IV.

Figure 3. ('Jpper) Experimental arrangement for sample termination 
method. (Lower) Voltage observed at sampler for finite ramp voltage 
from generator.

the capacitance of an open ended 50-ohm coaxial line), and 
the correction term on the right with the factor (Cs/dCc) 
can then also be neglected.

The similarity of eq 29 to eq 12 for a sample in a 
matched line is evident, and the differences between the 
two cases will be considered after solutions for a finite 
ramp voltage Vo(f) given by eq 13 have been developed. 
For times t < Tr, the dielectric response is given to second 
order by

e- + (Cs/dC0) + m  = ( c T r /d ) ^ P  +
Z  Q

III. Sam ple Term inating Line

The methods of the preceding section can be usefully ap­
plied to an alternative experimental method, proposed in 
one form by Iskander and Stuchly,6 in which a dielectric 
sample is placed at the end of a coaxial line and so acts as 
its termination. We consider the arrangement shown in 
Figure 3, with a sample of length d and lumped capacitance 
Cs at the end, to take approximate account of either dielec­
tric or open end effects. As shown in Figure 3, the observed 
signal at the sampler for an applied finite ramp is initially 
the same as for a sample in a matched line, but then rises to 
a final open circuit value 2V0 as charging of the termina­
tion is completed. The voltage and current at d = 0 are 
conveniently expressed in terms of P{t) = V0(f) + R(t), 
i.e., the difference between V(t) and the open circuit reflec­
tion voltage Vo(i), by the relations V(f) = 2Vo(t) — P(t), 
I(t) = GcP(t). The boundary condition at z = d is I(t,d) = 
Cs dV(t,d)/dt. Using the Taylor series expansions for 
I(t,d), V{t,d) and propagation equations to evaluate the 
derivatives as before gives through second-order terms

(d/c) _d
At

+ 6 i f)  +

i d ' ) ]  [2v,{t -  p) -  h i  -  /')] = m  +

1
2

2_Cj_ _cF _ 
dC0 d/2 _m  +

Cs 
d C,

dA_ 
c At VJJ) (29)

In obtaining this result, a term explicitly of order d2 has 
been dropped as it involves P{t) and so is third order. The 
stray capacitance Cs in any reasonable experimental ar­
rangement is small (e.g., of order 0.12 pF if it represents

iTr/d) f  i , Pit') Pit -  /')
dt 270 e I o 27„ / < Tr  (30)

For times t > Tr, the procedure used in the preceding sec­
tion gives in second order

+ ( 0 , / d C J  + | T r )  -  I c ' d ]  /  d .V ip  +

f dt' Tr Pit') P{1')
27, 2 7„

Pit -  t')
27„ l > Tr  (31)

and the last integral may similarly be approximated by (c 
Tr/2d)P(Tr)P(t)/4V02

The results in the present case differ from those for the 
sample in a matched line by the factor P(t)/2Vo replacing 
R(t)/Vo and c/d replacing 2c/d. Together, these differences 
result in a signal P{t) which is larger than R(t) for a given 
sample length, by approximately a factor of 4 if the length 
is not too great. This gain is not realized for the same accu­
racy of derived response, however, as the self convolution 
correction is approximately twice as large for the same d. A 
sample half as long is thus required for comparable accura­
cy in the present case, v/ith a reflected signal twice as large; 
these are modest but worthwhile gains. One might suppose 
that a shorter sample would result in a better approxima­
tion to 4>(t) at short times, but as discussed in sections IV 
and V there is little difference in this respect. The present 
result is also simpler than eq 29 or 21 in that there is no 
counterpart of the term 2R{t)/Vo for the sample in a 
matched line. That term results from the conductive termi­
nation Gc with some effect at short times, whereas in the
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present case the effect of small stray capacitance Cs has 
been neglected.

For a Debye dielectric with response function 4>(i) given 
by eq 22, the present analysis shows that an apparent re­
laxation time Tapp of P(t) is related approximately to the 
true r of the dielectric by

T = I'app -  (d /c )(€ 0 -  €«)
and the error for a given d is thus twice as great in the pres­
ent case, in agreement with the preceding discussion.

Finally, we may note that as before in the long time 
limit, the integrated area of the reflected wave gives the 
correct static result for arbitrary sample length. This fol­
lows from the exact expression for the Laplace transform 
p(s) of P(t):

P(s)
1 + p* 

2
x

(1 + zs) -  (1 -  zs) exp(-2dz * xns/c) , ,
(1 + zs) -  p*( 1 -  zs) exp(-2de*’ n s/c)

z = (d/c)(Cs/dCce* 1/2)

(32)

from which

dV = Lim p{s) = (d/c)[e0 + Cs/dC c]27„
s -  0

(33)
for an incident pulse approaching the limiting value V0 as t 
-* <x>. In addition to establishing the validity of the first- 
order result in this limit, the equation is useful for deter­
mining the effective length or stray capacitance correction 
Cs/dCc from measurements of samples with known eo.

IV. Examples of Use of the Analysis
Measurements of reflection signals from samples of vari­

ous lengths in both experimental arrangements have been 
used to test the analysis. For the most part, liquid normal 
aliphatic alcohols and glycols were used, as these have been 
studied by a variety of time domain and steady state meth­
ods with reasonable agreement of values of dielectric pa­
rameters obtained by different workers.

The measurements were made with a Hewlett-Packard 
Type 181 TDS system, including Type 1105A-1106B pulse 
generators, Type 1811A sampling time base, and Type 
181A sampling oscilloscope connected to an X-Y recorder 
to obtain plots of reflected voltage vs. time suitable for nu­
merical analysis.

Very simple sample cells designed for easy construction 
and attachment to precision 7-mm coaxial line of the TDS 
system were found to give satisfactory results. For the 
matched line arrangement, the cells shown in Figure 4a,b 
are simply short sections of 3-mm rod and 7-mm i.d. tubing 
with one or two Kel-F disks 1.5 mm thick to confine the 
liquid sample. These disks were threaded on a %6 screw, a 
size which gives an approximate impedance match and 
small reflections in the absence of liquid sample. The ver­
sion in Figure 4a can be filled to different heights and the 
presence of a curved meniscus, rather than confined flat 
surfaces, produced no apparent errors for sample lengths 
used.

For the sample termination arrangement, a section of
7-mm coaxial line was either closed off by a thin Kel-F 
washer as in Figure 4c or a metal cup 1.6 mm deep as in 
Figure 4d, a shell from a standard connector being used to

Figure 4. Schematic drawings of liquid sample cells for Insertion in 
matched line (a,b) and for termination of the line (c,d). The symbol K 
denotes a Kel-F washer, the symbol C a metal cap.

secure the end piece in either case. In the former, there is 
an end capacitance C8 ce 0.10 pF, in the other the effective 
length of the cell is approximately 1.8 mm greater than the 
length of sample in the coaxial line.

From a variety of experiments, it was found that these 
arrangements gave consistent results from the appropriate 
analysis if the real or effective length of the cell used was 
greater than 3 mm, inconsistencies for shorter lengths re­
sulting from meniscus errors, imperfections in impedance 
matching, or the approximation of an effective length. For 
strongly polar dielectrics with short relaxation times, the 
errors from nonlinearity using this minimum length may 
then be unacceptably large. As a rough criterion, if errors in 
derived relaxation times r are not to exceed 4%, the ratio 
(d/c)(to — c<o)/t for a Debye dielectric should not exceed 
0.02 for sample termination or 0.04 for sample in the 
matched line if r is in picoseconds.

All four cells were filled with known volumes of liquid by 
a microliter syringe and sample lengths were calculated 
from the cell dimensions. Measurements were made at am­
bient temperatures in the range 22-26° without tempera­
ture control, but thermostats for measurements at other 
temperatures should present no special difficulties, and 
should be simpler for the “single ended” cells of the sample 
termination method.

Numerical integrations and self convolutions of R(t) and 
P(t) were done by simple trapezoidal rule sums for the ex­
amples described below, with constant intervals A of 40 or 
100 psec between values from the recorder plots and 30 to 
40 points out to reflection signals of order 1-2% of the peak 
value.

Results for a 3.2-mm sample of 1-propanol at 22° in the 
cell of Figure 4a are shown in Figure 5: the upper plot is the 
observed reflection R{t) and the lower shows calculated 
values of (c„ — 1) + $(f) from the thin sample eq 18 and 
second-order eq 21. Both of the latter can be fitted at times 
greater than 80 psec by the Debye eq 22 for 4>(i). This is 
conveniently shown, and the relaxation time r determined, 
by Guggenheim’s method of plotting logarithms of differ­
ences A$ = 4>(f + nA) — 4>(f) for constant difference nA 
against t, giving a straight line of slope —1/2.303t if eq 22 is 
valid. The plot of second-order results for nA = 640 psec in 
Figure 6 gives t  = 355 psec; a similar plot of results from 
the thin sample formula gives r = 445 psec. The difference 
of 90 psec is consistent with the value 95 psec from the ap­
proximate eq 25 using t0 = 20 from the integrated area of
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Figure 5. (Upper) Reflected signal R(f) from a 3.2-mm sample of 1- 
propanol at 22° in a matched line for incident V0 =  240 mV. (Lower) 
Response function e„ + 4>(f) calculated from eq 21 (open circles) 
and from thin sample eq 18 (filled circles).

Figure 6 . Guggenheim plot of the difference <f>(f +  ri) — <J>(f) for in­
terval nA = 640 psec from data of Figure 5.

the R(t) curve and = 3.7 (from short time behavior as 
discussed in section V). Similar results for 1-butanol in a 
matched line were reported in an earlier communication.7 
In both cases, values of «o, e<=, and r from the second-order 
analysis agree well with ones from other sources (as tabu­
lated, for example, in the review by Suggett5).

Results from the sample termination method with a 
11.0-mm sample of 1-octanol at 23.5° in the cell of Figure 
4d are shown in Figure 7: the upper plot is of the observed 
reflection P(t) and the lower of the differences A4> with nA 
= 1600 psec from the second-order analysis. For times 
greater than 300 psec, the data are fitted by a Debye relax­
ation with ri = 1290 psec, but the differences at shorter 
times cannot be accounted for by system rise time or sam­
ple propagation time and give evidence of a smaller short 
time relaxation process. The resolution of the data does not 
permit accurate definition of this process, but rough esti­
mates indicate a relaxation time T2 of order 100 psec. Anal­
ysis by frequency domain methods described in part II con­
firms the existence of such a relaxation with T2 = 72 psec. 
Lebrun8 using steady state methods found evidence of two 
relaxations, with relaxation times ti = 1490 psec and T2 = 
240 psec estimated from his data in qualitative agreement 
with our results. The static permittivity «o = 9.8 from the 
area of the P(t) curve and the high-frequency limit of the 
primary relaxation from short time behavior of P(t) is esti-

Figure 7. (Upper) Reflected s gnal P (t) from a 11.0-mm sample of 
1-octanol at 23.5° terminating the coaxial line for incident V0 = 250 
mV. (Lower) Guggenheim plot for nA = 1600 psec.

mated to be <i = 2.4 as compared to 2.6 from the frequency 
domain analysis.

Results for a 3.0-mm sample of 1,2-propanediol at 25° in 
the cell of Figure 4d are an example of nonexponential re­
laxation. The calculated response curve shown in Figure 8 
is Fitted by an exponential with relaxation time 490 psec for 
times greater than 600 psec, but there are increasing devia­
tions at shorter times of the sort found at lower tempera­
tures (—45 to —90°) by Davidson and Cole9 and fitted by a 
“skewed arc” relaxation function e* — £„ (eo — e»)/( 1 + 
iwr)5 with d ^  0.65. The response function <f>(t) = («0 — 
£=)7 (f/T,d)/7 (d), where "/(f/r,d) is the incomplete 7 func­
tion,10 fits the present results for times greater than 100 
psec, as shown by the solid curve in Figure 8 for values to — 
£oo = 28.2, r = 515 psec, and d = 0.84.

V. Short Tim e Behavior

Both the thin sample and second-order analysis become 
inaccurate at short times because of the finite times be­
tween multiple internal reflections in the dielectric sample 
which lead to more complicated relations between the re­
flected wave and dielectric response function. For such 
times, more detailed treatments are necessary, which can 
be based on the Laplace transforms of R(t) and P(t) given 
by eq 4 and 32, but require numerical analysis in general. 
If, however, e* is not too large or frequency dependent in 
the range of interest, approximate analytical results for 
R(t) and P(t) can be obtained which provide useful insight 
and supplement the analysis for longer times.

Writing the complex permittivity £*(s) = + s\p(s), we
consider the case that s\f/(s) is small enough to justify ex­
pansion of «* 1/2 in powers of s\p(s) retaining only first- 
order terms. This gives

e* i /2 ^ e j 72 + sip(s)/2ej /2 

p* = p . + sip(s)/€.Jn [ e J /2 + l )2 x

exp ( - 2de* {/2s/c) = exp(-2d e„ '/ 2s /c )  x

[1 -  s2tl>{s)d/ej/2c] (34) 
As the limiting high-frequency permittivity t» is assumed 
constant, the factor exp(—2df„1/2s/c) has the time shift
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Figure 8. Calculated response functions for a 3.0-mm sample of 
1,2-propanedlol at 25° terminating a coaxial line. Solid circles calcu­
lated by the thin sample approximation, open circles by the second- 
order formula 31. The upper dashed curve is an exponential of time 
constant r  = 490 psec, the solid curve a skewed arc response 
function with 0 = 0.84.

property on inverse Laplace transformation to the time do­
main:

L-1[/(s) exp(-T„s)] =  Fit -  T j  t > T„
— 0 t < T„

where F(t) is the inverse transform of /(s) and T» = 
2di«,1/2/c.

We consider the case of a sample in a matched line. Ex­
pansion of the denominator 1 — p* 2 exp(—2dt* 1/2s/e) in 
eq 4 for r(s) using the approximation of eq 34 results in a 
series of reflections at multiples of T„, in the time domain, 
but if is in the range 2-4 as for many polar dielectrics, 
p«2 = [(e«1/2 — l)/(foo1/2 + l )]2 is in the range 0.03-0.09 and 
to a useful approximation these reflections can be neglect­
ed. For Vijit) a finite ramp with rise time Tr as defined by 
eq 13, u0(s) = (V0/Tr)[l -  exp(-7>s)]/s2 and eq 4 for r(s) 
becomes on neglecting second-order terms in p„ and s\p(s)

r(s)

(1 exp(-T„s)) +

e j n { € j ' 2 + 1VS^ S))  X

! a  s 2ip {s)  exp(~T«,s)
£.00 C  _

[1 -  ex p (-T rs)]

x

(35)

The reflected signal R(t) predicted from this equation 
has four distinct regions with discontinuities at times Tr, 
T„, and Tr + T„. The response to instantaneous polariza­
tion characterized by is a trapezoidal wave form, to 
which is added an algebraic sum of time shifted integrals of 
4>(i) = L_1 s\p(s), this sum approaching 4>(f) at long times. 
The behavior for a Debye relaxation with ip(s) = (<o — 
e„)/s(l +  ts) ( t 0 — € „ ) / t s 2 for|rs| »  1 is shown in Figure
9 for the case «o -  = 9.0, = 2.25, and t = lOTr with
three sample lengths such that Tm — \ T r , Tr, and 2 Tr. For 
convenience, calculated values of (2cTr/d)R(t)/V0 are plot­
ted as a function of time in units of Tr, with reflected sig­
nal f?„(t) due to €« shown as the dashed lines. We note that 
the integrated area of R„(t) to time Tr + T„ is from eq 35 
given by

Figure 9. Calculated reflected pulses from a finite sample with relax­
ation time r  = 10 7r In a matched line for sample lengths corre­
sponding to T„ = 1/2 Tr, Tr, and 2 Tr, where Tr is the rise of the inci­
dent finite ramp voltage pulse.

(2c/d) f Ta,tTrdt'RM')/V0 = 2cpaT j d  =

- 1)(1 -  p«2)

which for pm2 «  1 is very nearly the value — 1 for the 
complete response integral to t = «=. Evaluation of the inte­
gral of R(t) from eq 35 similarly shows that it quite closely 
approximates the assumed 4>(f) for times t > Tr + T„, 
with increasing deviations at much longer times resulting 
from the finite amplitude effect.

The observed short time reflection from a 7.8-mm sam­
ple of 1-butanol at 23° is shown in Figure 10. The discon­
tinuities predicted by eq 35 are rounded somewhat because 
the actual incident signal V0(t) deviates from the idealized 
finite ramp assumed in the approximate analysis, but 
values Tr = 40 psec and = 92 psec are reasonably well 
defined. The latter corresponds to = 3.13 in agreement 
with other estimates in the range 3.1-3.2. Estimates of the 
contributions are shown as dashed lines in Figure 10. 
The difference R(t) — R m(t) is thus attributable to initial 
behavior of <f>(i) and can give useful information, but no 
simple general procedures have been found.

The initial behavior of the reflection P(t) from a sample 
termination can be worked out from eq 32, but for results 
to a similar approximation it is necessary to retain the first 
internal reflection of order p* from expansion of [1 — 
p*exp(—2de* 1/2s/c)]-1. When this is done with the approx­
imations of eq 32 and neglecting z, one obtains

f ^ j  = 2 ^ 2  [1 + P- + siKs)/2€ J / 2(e„ 1/2 + l) 2 -

(1 -  s2ij){s)d/ij/2c) exp(-T.s) -  
(p„ + s0(s)/2e„1/2 (e»1/2 + l)2 -  

s2̂ (s)2p„d/e„,/2c) exp(-2T„s)][l -  exp(-Trs)] (36)

The predicted reflections have a more complicated struc­
ture than for the sample in a matched line, as a result of 
the added contributions beginning at times 2T„ and 2T„ + 
Tr. The behavior is shown in Figure 11 for the normalized 
function (cTr/d)P(t)/2Vo with the same values of parame-
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Figure 10. Short time reflected pulse from a 7.8-mm sample of 1- 
butanol at 23° in a matched line.

assumed to be nonconducting with finite relaxation func­
tion 4>(t) in the limit t — and reflected signals approach­
ing zero. The effect of finite ohmic conductivity can be 
taken into account by replacing eq 1 by
3Q
3/ = (G/E)aV  + C ~

n  v ( n (37)

where a is the specific conductance of the sample and E  an 
appropriate conversion factor for consistency of units cho­
sen (if a is in mho cm-1 and C in pF, E = 0.0884).

For sample of length d in a matched line, the counter­
part of eq 12 is

{ad/2cE V/t) + (d/2c) f V [ ( € „  -  l)ô (f') +
a i J  o

¿U ')][F0U -  f )  -  R(t -  f')] =

(1 + ad/2cE)R{t) + (d/c)R(t) (38)
For an incident pulse Vo(£) reaching a limiting value Vo as 
t —► the limiting value 7?(°°) of the reflected signal is no
longer zero, but is given by

R H  = <Jd/2cE = G„
70 1 + era/2c E 2GC + Gs ^

where Gs = (<j/E)Ccd is the ohmic sample conductance and 
Gc = cCc the characteristic conductance of the coaxial line 
(e.g., 20 mmho). Although derived from our second-order 
analysis, this result is exact as can be shown from the La­
place limit theorem

Figure 11. Calculated reflected pulses from a sample termination 
with relaxation time r  = 10 7rfor sample lengths corresponding to T 
= 1/2 Tr, Tr, and 2 Tr, where Tr is the rise time of the incident finite 
ramp voltage pulse.

ters as before: e„ = 2.25, to — £«> = 9.0, r = 10TV and three 
sample lengths such that T„ = '/Tr, Tr, and 2Tr. The re­
flections P«,(f) associated with f„, plotted as dashed lines, 
are essentially complete over a time interval 2 T„ + Tr, 
rather than T„ + Tr for the matched line case, as shown by 
the integral

(c/dj f ^ ^ d t ' P M ) / 2V0 = e„[l -  2pJ / ( l  + p.)]

The effect of the assumed Debye relaxation is shown by the 
solid curves, and the integrated area is found from eq 36 to 
approach 4>(f ) for times t > 27L, + Tr (except for the finite 
amplitude error). Thus for short as well as long time behav­
ior, samples terminating a line give more nearly compara­
ble results to those from samples in a matched line for half 
the sample length (i.e., one-half as large). Although the 
difference between the total reflected signal P(f) and P„(f) 
calculated for induced polarization gives information about 
the contributions from 4>(£), it is evident from eq 36 that 
the relation is not simple. In most cases, one expects that 
the principal value of analysis of short time data (t < 2T„) 
is for estimates of T„, and hence e», plus qualitative indi­
cations of the magnitude of the relaxation function. More 
reliable quantitative results at short times can be obtained 
by Fourier transform analysis, as discussed in part II.

R(°°) = Lim sr{s)
S - O

using eq 4 for r(s) with «* replaced by e* + cr/Es and i>o(s) 
= Vo/s. (We note that eq 39 is also simply derived from the 
equivalent dc circuit of sample conductance Gs and line 
conductance Gc in parallel, with open circuit voltage 2V0 
applied through series conductance Gc.)

The decay to finite limiting value P(°=) suggests that 
analysis to determine dielectric response 4>(£) be expressed 
in terms of the difference of R(t) from this value. For sim­
plicity, we consider an ideal step pulse Vo(£) = Vo, t > 0, 
but the cases of a ramp or finite ramp present no difficul­
ties. Defining AR(t) -  R{t) — Ri^)  gives on substitution in 
eq 38 and use of eq 39 the second-order result

e„ -  1 + Ht) = (2c/¿¡(I + crd/2cE) x

(1 + ad/2cE) f d P ^  + (1 + ad/2cE)2 x 
Jo 0̂

f (df'A P ( n  AR{t -  t') +  dRf.fi 1 (4m
d  o V 0 V 0 c  V(| J

The similarity of this result to eq 21 (with Tr = 0) for a 
nonconducting dielectric is apparent, and the dielectric re­
sponse function can be evaluated in a similar way from 
AR(t) if the ratio ad/2cE = GJ2GC is not too large. For 
nonconducting dielectrics, we showed in II that «o — 1 is 
given exactly by the integral of (2c/d)R(t)/Vo to infinite 
time. Its counterpart for finite conductivity a can be ob­
tained by evaluating

J  dt'[R(t') ,R(x>)] = Lim [r(s) -  ?;0(s)]
s-0

VI. C onducting D ielectrics
In the preceding analysis, the dielectric sample has been
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where u0(s) = V0/s and r(s) is given by eq 4 on replacing e* 
by e* + a/Es. This gives

(2c /d )(l + ad/2cE)2 f  d / ' ^ ~  =

€0 -  1 -  (Jd/2cE -  ^{od/2cE)2 (41)

The first-order limit of eq 40 thus does not give to — 1 ex­
actly, and the error of order ad/cE sets an upper limit on 
usable sample length. Such a restriction is also necessary 
because too large a value of R(<*>)/Vo makes the difference 
AR(t) too small. As an example, a specific conductance a = 
10~2 mho cm-1 sets a limit d < 1.8 mm if R(co)/V0 is not to 
exceed 0.25 and the error in eo — 1 is then 0.81.

There is a further limitation on possibilities of evaluating 
the response function e«, — 1 + $(¿1 from AR(t), as the 
ratio of AR{t) to ftO) is determined by intrinsic properties 
of the sample independent of its geometry. The exact rela­
tion depends on the response function but is of the form

ERjt) €0 -  €.
R{°°) ra/E

where to — is the relaxation contribution to the total re­
sponse and r a characteristic time for this contribution,
e.g., the Debye relaxation time. As an example, for R{<*>) = 
0.25Vo and a = 10-2 mho cm-1, AR{t) will be as large as 
0.25Vo only for («0 ~ e»)/r > 0.60 psec-1, which for r = 500 
psec requires eo — e™ > 30.

Similar procedures can be developed for conducting di­
electrics as sample terminations. When eq 37 for aQ/at is 
used, the basic eq 29 for the method becomes

(od/cE)2V^t) + (d / c ) ~  rdf'teJSCf') + i ( i ') ] x  at J q

[2V0(f -  /') -  P{t -  t')} +

(C3/cCc) ~  [2Vjt) -  P(t)} = (1 + od/cE) Pit) (42)

if terms involving the product (d/c)HCJdCc) are neglected. 
The limiting reflection signal P(®) for an incident pulse 
approaching Vo as t -*• ® is given by

P H  = ud/cE Gs
2 V0 1 + ad/cE Gc + Gs [ ’

where Gs is the sample conductance, a result again in 
agreement with the exact response from the Laplace trans­
form of p(s) and with the dc equivalent circuit for this case.

Introducing the difference AP(t) = Pit) — P(<*>) in eq 42 
gives for a step voltage Vo(t) = Vo It the second-order re­
sult

C- + + Cs/dCc = (c/d)i 1 + ad/cE)2 X

u
‘ A Pit')dt'=EE-i

o 2V0

i
+ (1 + vd/cE) x

A P (/  -  /'

2 Va o y  (44)'0 4l/0 J
In the limit t -*• », exact analysis based on eq 32 for pis) 

gives
, a p i n  =

2V0

+ Cs/dCc -  | ivd/cE)2 (45)

ic/d)i 1 + od/c'E)2 P d t
“ ' 0

e0

and the error in the first-order expression is of order {ad/

cE')2. This smaller error, as compared to ad/cE for the 
matched line method, is negligible for acceptable values of 
P{°°)/2 Vo, and is a potential advantage of using the sample 
termination method. The working eq 44 is also simpler, and 
the reflected signals for a given accuracy of derived 4>(f) 
larger, for the sample termination.

Finally in this section, we remark that the function 4>(f) 
derived by either method of necessity represents effects of 
both dielectric response and of dispersion in conductivity. 
This is of course true of any observed electromagnetic ef­
fect, as the Maxwell field equations together with the equa­
tion of continuity for charge involve only the sum of con­
duction and polarization currents, and any evaluation of 
separate contributions must be on the basis of a theoretical 
model. In this section we have adopted a model only in the 
sense that a finite limiting response at long times is as­
sumed and is described as the result of a finite ohmic con­
ductance.

VII. D iscussion

In the limit of very short samples, the observed reflection 
of an incident step voltage is proportional to the derivative 
of the response function of the dielectric, as first pointed 
out by Fellner-Feldegg2 for the case of a sample in a 
matched line.

The analyses presented here show that major deviations 
from this behavior for finite samples result from the fact 
that the voltage across the sample is not the incident volt­
age, but the sum of incident and reflected pulses. The for­
mulas obtained in second approximation for finite samples 
provide simple corrections, the principal one being the self 
convolution of the reflected voltage, by which satisfactory 
response functions can be calculated for much larger sam­
ples (and observed reflections) than is possible with the 
thin sample approximation.

The limitations of the analysis are that approximate, 
rather than exact, account is taken of the finite reflected 
pulse and that deviations at short times as a result of finite 
speed of propagation in the sample are not taken into ac­
count, but simple criteria in terms of the observed reflec­
tion permit at least rough estimates of the errors. These 
can be made satisfactorily small for reasonable sample 
lengths of at least moderately polar substances with not too 
short relaxation time. One can, however, expect unaccept­
able errors for such systems as dilute solutions of polar 
molecules in a nonpolar solvent or strongly polar solvent, 
e.g., water.

Although the present analysis can be extended by carry­
ing the expansions in powers of sample length to higher 
order, the resulting formulas involve multiple convolutions 
and time derivatives which are unattractive for numerical 
calculations. A more useful approach if greater accuracy is 
needed is to work with Laplace transforms of the incident 
and reflected voltage pulses. As we show in part II, the 
extra labor of numerical computations of the transforms 
makes it possible to use quite simple explicit formulas for 
permittivity t* which are exact with respect to finite am­
plitude of the reflection signal and satisfactory up to 
frequencies corresponding to much shorter times than in 
the time domain analysis.

Acknowledgments. This work was supported by the 
Brown University Materials Science Program and the Na­
tional Science Foundation.

The Journal o f Physical Chemistry, Voi. 79, No. 14, 1975



Evaluation of Dielectric Behavior by TDS 1469

Appendix A

The integral correction /  for finite rise time Tr in eq 20 is

= (2c/d) rJn
r T r

dt'
L F q J

R(t -  /')
VB (Al)

We assume that R(t') and R(t 
t' in the interval 0 < t' < Tr:

t') both vary linearly with

R(t') = R{Tr) t ' /Tr  

R{t -  t') =  R{t) -  t'R{t)

which gives

I = (cTr /d ) R(Tr) R{t)
^0 ^0

1

For reflected pulses R{t) of the form shown in Figure 2c, 
the term %TrR(f)/I?(t) is much less than unity for times t 
> Tr — T«,, and to a sufficient approximation

I = (cTr/d) (A3)
v o vo

which is the result used to obtain eq 21. An alternative ap­
proximation is to evaluate the integral I by the trapezoidal 
rule using values of the integrand at t' — 0 and t' = Tr, 
which gives the same result eq A3.

Note Added in Proof: After the manuscript went to 
the printer, a referee has pointed out to me a difficulty in 
the expansion of

exp(-2<i€*1/2s/c)
given by the last of eq 34 if s2 \p(s) does not remain finite in 
the limit s —► «>, as in the cases of skewed arc or circular 
arc relaxation functions. In such cases, the expansion of the 
exponential should not be made, but the approximation to 
s*i/2 given by the second of eq 34 can be used in the expo­
nential. The predicted reflection starting at time T„ which 
permits an estimate of T„ has been confirmed by explicit 
calculations and observations.
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Simple explicit formulas are derived for evaluation of permittivity t*(u>) cf a dielectric sample in a coaxial 
line from Fourier transforms of incident and reflected voltage pulses. These take exact account of finite re­
flected wave amplitude and provide good approximations to propagation effects for wavelengths greater 
than one-sixth the sample length. Use of the sample as termination of the line is shown to have several ad­
vantages over the more common method of inserting it in a matched line. Simple numerical and analytical 
procedures for evaluation of the Fourier transforms are given, together with a discussion of errors.

I. Introduction
A variety of methods has been developed1 for evaluating 

the steady state permittivity f* from observations of the 
voltage pulses transmitted through or reflected from a di­
electric sample in a coaxial line as a function of time after 
an incident pulse arrives at its front surface. The analyses 
have usually been based on explicit solutions for frequency 
components of the pulse wave forms as obtained by La­
place transformation of the basic propagation equations 
and current-voltage relation characterizing the dielectric. 
The scattering and transmission coefficients so derived

represent the combined effects of the relation of observed 
voltages to the sample voltage and current at the front sur­
face, propagation effects in the sample, and boundary con­
ditions at the back surface.

The usual expressions are better suited for calculation of 
the expected behavior given the dielectric properties than 
for evaluation of permittivity from observed voltage wave­
forms, as they involve reflection coefficients p* = (e*1/2 — 
l)/(e*1/2 + 1) and propagation functions exp(-ia>de*1/2/c), 
where d is the sample length and c = 0.300 mm psec-1 the 
speed of propagation in vacuo. The result is that explicit
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solutions for t* cannot be obtained even for the simple case 
of Debye relaxation, and the effects of the several compli­
cating factors are so to speak scrambled together.

In the preceding companion paper1 (hereafter referred to 
as part I), a quite different approach was developed of solv­
ing the basic propagation equations without recourse to La­
place transformations by expanding the voltage and cur­
rent in the dielectric in Taylor series as a function of sam­
ple length and voltage-current relations at the surface. In 
first order, these results confirm Fellner-Feldegg’s “thin 
sample“ result2 and show simple relations of observed re­
flection signal to the dielectric response function in this 
limit of small sample length and reflected pulse amplitude.

In the second approximation, one finds that the princi­
pal difference except at short times is the consequence of 
the fact that the voltage at front surface of the dielectric 
sample is the sum of incident and reflected pulse voltages, 
not just the incident voltage as assumed in the first-order 
approximation, and that the resultant distortion of the 
simple relations is significant at all times for which dielec­
tric response to the incident pulse is incomplete. Although 
the second analysis provides simple approximate correc­
tions which give results of useful accuracy for considerably 
greater sample lengths and reflection signals, it too be­
comes inaccurate as these increase and no account can be 
simply taken of effects of finite speed of propagation in the 
sample.

In this paper, we formulate the problem in terms of fre­
quency components of voltage and current at the sample 
surfaces as related to dielectric properties and the bounda­
ry conditions. This leads quite directly to convenient rela­
tions which take exact account of finite reflection signal 
amplitude and approximate propagation effects by a series 
expansion in powers of (Lod/c)2t*. From these relations, 
simple explicit solutions for e* in terms of incident and re­
flected voltages are obtained which are correct to terms of 
order (cod/c)4 and (uid/c)6 if necessary and give results of 
useful accuracy up to frequencies for which the sample 
length is an appreciable fraction of the wavelength in the 
sample.

Two experimental arrangements are considered: inser­
tion of a dielectric sample in a coaxial line terminated in its 
characteristic conductance, and termination of the line by a 
finite length of sample. The latter is shown to have advan­
tages of larger reflected signals for comparable accuracy, 
simpler analysis, and simpler cell designs. In both cases, 
there are no intrinsic low-frequency limits and evaluation 
of properties of dielectrics with appreciable ohmic conduc­
tance is possible.

II. Basic Analysis
We consider a section of uniform transmission line of 

length d filled with dielectric of complex relative permittiv­
ity f*. Regarded as a symmetrical four terminal network, 
this section has an input admittance Vin given by3

= Vo + t’d
ln 1 + 2 s Vd (1)

Vo ?wCcde*

iu>L„d /tanh x
V x

(2)

where x = ia>(LcCc)1/2f*1/2d = i(wd/c)t*1/2, as the speed of 
propagation c in vacuo is c = (LcCc)-1/2. (In these expres­
sions for Zs and x, a nonmagnetic sample with relative per­
meability ii* = 1 is assumed.)

If the component of incident pulse voltage Vo(t) of fre­
quency u/2tv is denoted by uq(io)), i.e., vq(io>) = LVo(t) 
where L is the Laplace transform, and the component of re­
flected pulse voltage —R(t) at the input of the dielectric 
section by — r(ico), the input voltage and current are given 
by v(ia>) = vo(iai) — r(iu>) and i(iw) = Gc[Va(ia>) + r(ia>)], 
where Gc = (Cc/Lc)1/2 is the characteristic conductance of 
the coaxial line, assumed loss free, connecting the sample 
section to the pulse generator. The input admittance of the 
dielectric section and termination is then related to Vo and 
r by

_  Hiu) _  r  ô(ice) + r(icu)
' ln v { i u )  c v 0( i w )  -  r ( i w )

Combining eq 1, 2, and 3 gives on rearrangement and using
GJCc = c

€* + Vd
i coC-d x  coth x —

c
iu)d

va + r {x coth x + itoLcydd) (4)

In this equation, the relation of voltages U(, and r, calcula­
ble from observed incident and reflected pulses, to the 
input voltage and current of the sample is accounted for by 
the ratio (i>o + r)/(vo -  r). The result is not an explicit so­
lution for e*, as t* appears in The argument x = i(wd/ 
c)c*1/2, but the key to approximate solutions is that x coth 
x can be expanded as a series in powers of x2 valid for |x| < 
7r:

x coth X = 1 + l  x2 -  X4 + - f i  X6 +. . .3 45 945

= 1 -  |(r.'d /c )2e* -  -~(cod/c)4e*2 -

-g!^(a>d/'e)6e* 3 +. . . (5)

From this expansion and eq 4, a solution correct to terms of 
order (u>d/c)4 is obtained as a linear equation in e* and to 
terms of order (a¡d/c)6 as a quadratic. The most convenient 
forms depend on the terminating admittance yd and we 
consider two useful arrangements separately.

A. Sample Inserted in Matched Line. In this case, the 
terminating admittance yd = Gc, as the output of the sam­
ple section is a coaxial line terminated in its characteristic 
conductance Gc. Inserting this value in eq 4 and rearrang­
ing gives

€* -  1 = f [ x  coth x + ¿(u>d/c)] (6)

where yo is the open circuit admittance of the section, Zs 
its short circuit impedance, and ya the input admittance of 
the line or network used to terminate the section. If the 
geometric capacitance and inductance per unit length of 
line are Cc and Lc, then from transmission line theory y0 
and Zs are given by3

where
f  _  (2 c / d ) { r / i w v 0)

1 -  i ( u > d / 2 c ) [ { 2 c / d ) l r / i < a v B) ]  (7)
Neglecting terms of order wd/c gives t* -  1 ~  (2c/d)(r/ 

iuvo), which is essentially Fellner-Feldegg’s thin sample
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formula. However, the replacement of the denominator in 
eq 7 by unity leads to large errors in derived values of <* — 
1, except in the limit of zero frequency, unless the sample 
length is very small and \ r/v$\ «  1. If this approximation is 
not made, but x coth x in eq 6 is replaced by unity, thereby 
neglecting terms of order (wd/c)2, a first approximation 
(e*)i is given by
(€*)j = 1 + / [  1 + i(cod/c)]

U u d / c ) h *  «  1 (8)

Retaining the x2 term in the expansion 5 for x coth x gives 
our second approximation

(e*)2 =  (e*) 1 + |(w d /c )2/

45 (ciJrf/c)4€* 2 «  1 (9)

and using the approximation for the x4 term in x coth x 
gives to order (<od/c)Re*3

U *)3 U *)2 1 -  -^( tod /cŸU*)2

g^(u.'d /c)6e* 3 «  1 (10)

A series of solutions for e* adequate to increasingly high 
frequencies is thus generated from the ratio r/itouo and 
straightforward algebra of complex numbers, the order of 
approximation needed depending on the sample length, 
value of c*, and frequency. For a variety of examples we 
have considered, the approximation (e*)i of eq 8 has 
proved adequate in many cases, with the correction by the 
(i*)2 formula significant only at the higher frequencies of 
interest and the (e* ).g formula usually unnecessary or un­
justified because of inaccuracies in values of r/icovo at very 
high frequencies.

Similar methods can be used to derive formulas for c* 
from the transmitted pulse, but these have been found to 
be less useful, chiefly because of problems in choosing a 
proper zero of time for evaluation of the Fourier transform 
of the transmitted pulse.

B. Sample Termination. From the basic eq 4, a particu­
larly simple formula results for the case y<i = 0, i.e., a sam­
ple terminated by an open circuit, as one has merely

€ *  =  j ° +  } x  c o th  X (1 1 )i cod ?;0 -  r

An ideal open circuit cannot be realized exactly of course, 
as even an open ended coaxial line has an effective admit­
tance characterizing its end capacitance, or more generally 
radiation into the external medium, but two close approxi­
mations to the ideal are possible. From standing wave mea­
surements, the effective electrical length of an open ended 
14 mm coaxial line is found to be about 2.5 mm greater 
than its physical length below a frequency of 3 GHz and to 
increase by about 0.2 mm at 8 GHz.4 Below this range at 
least, the effect of an open ended 7-mm coaxial line should 
be well described by a fixed capacitance Cs of order 0.08 
pF, corresponding to 1.2 mm length of 50-ohm coaxial line 
and ya = iajCs.

A second alternative is to close off the end of the dielec­
tric section with a cap, also filled with the dielectric (cells 
corresponding to these cases are shown schematically in

Figure 4 of part I), and to approximate the effect of the 
added dielectric by an effective sample length d in eq 11 
which is longer than the length in the line. This assumption 
is certainly valid at low frequencies and measurements 
with the cell of Figure 4d of part I give an extra length Ad 
= 1.8 mm.

At sufficiently high frequencies, propagation effects 
must complicate the problem, but a variety of measure­
ments have failed to reveal any significant errors at 
frequencies below 3 GHz from the simplifying assumptions. 
Analytic solutions of the field problem for boundary condi­
tions in the cells shown in Figure 4c,d have not been found, 
but Levine and Papas5 have obtained solutions for an open 
coaxial line ending at an infinite grounded plane at right 
angles to the axis and radiating into free space. Their re­
sults for driving point admittance at the end of the line cor­
respond to a limiting capacitance Cs = 0.076 pF for a 7-mm 
50-ohm line increasing only slightly with frequency below 
15 GHz and corresponding zo an effective end length of 1.1 
mm, with radiation losses increasing as co4 initially becom­
ing appreciable at higher frequencies. The results are quali­
tatively similar to those for the end effects we assume. 
Exact agreement is not to be expected because of the dif­
ferent boundary conditions, and the differences (larger Cs 
and negligible radiation losses in the assumed effects) are 
consistent with the finite boundaries of the cells used.

If the terminating admittance is either neglected or 
taken into account by use of an effective length d, eq 11 can 
be solved very simply to remarkably good approximation. 
We denote the difference of voltage v at the sample input 
from the value 2i>0 for an open circuit by p = vg+ r, corre­
sponding to observed voltage P(t) = V„(t) + R(t) as shown 
in Figure 3 of part I and eq 11 can then be written

e* = g{x coth x) (12)

where

______ { c / d ) { p / 2 i ( o v 0)

*  1 -  i { ( o d / c ) [ ( c / d ) { p / 2 i ( o v 0) ]
(13)

The sequence of approximations as in A for a sample in a 
matched line then gives

U *)2

U *)3

(€*)

u * ) /

i = g |(w d /c )2e* «  1 

1 + |(co d / c ) 2( e * ) 1

{ i o d / c Y e * 2 

1 -  ^ ( i o d / c Y U*)22

«

(14)

1 (15)

2
945 (cod/c) 6€* 3 « 1 (16)

The (e*h approximation is seen to be even simpler than its 
counterpart in A and has likewise been found sufficient in 
many cases, the (c*)2 correction becoming significant only 
at relatively high frequencies for examples so far studied.

The effect of residual fringing fields is easily obtained in 
the approximation ya = icoCs with Cs independent of fre­
quency, for which eq 4 becomes

e* + {Cs/Ccd)x coth x —

g[x coth x — {cod/c)2{Cs/C0d)] (17)
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Figure 1. Typical incident and reflected voltage pulse forms ob­
served in time domain spectroscopy: (a) incident pulse, (b) reflection 
from sample in matched line, (c) reflection from sample termination.

with g defined by eq 13. For arrangements like the cell in 
Figure 4c of part I, Cs is of order 0.10 pF and for sample 
lengths greater than 3 mm the ratio CJCcd < 0.5, resulting 
in small corrections for its effect which can be simply ap­
proximated.

III. Evaluation of Pulse Transforms
The principal computational problem in applying the 

various formulas is the evaluation of the Laplace, or one­
sided Fourier, transforms of the reflected and incident 
pulse voltages R{t) or P(t) and Vo(t). As these appear only 
in the ratio (2c/d){r/iu)V0) or (c/d)(p/2iuv0), effects of lin­
ear sampler response cancel in forming the ratio, which can 
therefore be calculated from transforms of the observed 
pulses without correction for the response.

For commercial TDS equipment and representative di­
electrics, the observed pulses have the relatively simple 
forms shown in Figure 1, permitting quite rudimentary nu­
merical calculations of their transforms with sufficient ac­
curacy for many purposes. Considering first reflected puls­
es P{t) or R(t) as in Figure lb,c, the observed profile can be 
approximated by a sum of triangular pulses P{n A) of width 
2A, giving a straight line segment (trapezoid) simulation 
which can usually be made to give a surprisingly good fit to 
actual curves by judicious choice of the constant time inter­
val A.

Summing the transforms of the triangular pulses gives
N

p{iuS) A [sin  (w A /2 )/(w A /2 )]2 BOzA) exp(-z'w>zA)
n-\

(18)

This result, apparently first given by Tuck,6 is exact for the 
approximation made to the actual curve. We remark that 
this formula without the [sin (o>A/2)/(gjA/2)]2 factor has 
also been used. Although the simpler formula is exact for 
pulses such that p{iw) = 0 at frequencies f  > 1/2A (the 
Shannon sampling theorem7), this condition is usually not 
met in cases of interest, and we believe that eq 18 is then a 
better approximation, but the differences are small for 
frequencies such (coA/2)2 «  1.

The choice of interval A and number of points N  to keep

aliasing and truncation errors sufficiently small must of 
course be made for specific cases, but we have found for a 
variety of examples that some 30-40 points usually suffice, 
with occasional need for a finer interval at short times or 
some sort of analytic approximation to the behavior at 
longer times. In such cases, the numerical summations of 
eq 18 require only modest amounts of computer time, with­
out need for fast Fourier transforms or other more elabo­
rate algorithms.

For incident pulses Vo(t) of the form shown in Figure la, 
a simple analytic approximation suffices to evaluate u0(iw) 
with sufficient accuracy to quite high frequencies. This 
consists in fitting Vo(t) by a finite ramp as indicated by the 
dashed curve and expressed by

V0{t) = 0  t < 0
= V0t / T r  0 < t < Tr  (19)
= V0 Tr < t

for which

V0 =  [1 — exp(-z'w Tr)]/(z 'w )2T r

and

—-— = 77-[(wTr/2) cot {<i)Tr/2) + iwTr/2] (20) 
iwva V0

At sufficiently low frequencies, a>Tr/2 «  1, setting l/zwoo = 
1/Vo suffices, while for (uTr/2)2 «  1 the amplitude factor 
(ojTr/2) cot (wTr/2) can be replaced by unity and only the 
phase correction icoTr/2 is needed (this corresponds ap­
proximately to replacing Vo(t) by an ideal step starting at 
time Tr/2).

Although the simple approximation 20 has been found to 
work very well at frequencies below 3 GHz, deviations of 
the actual pulse form from a finite ramp, such as rounding 
at the inflection points, irregularities from impedance mis­
matches, etc., cause deviations which require more elabo­
rate calculations by numerical Fourier transformation. Be­
cause the incident pulse remains finite and nearly constant 
to long times, the triangular pulse approximation method is 
not appropriate and recourse must be had to other proce­
dures, such as the Samulon version8 of the Shannon sam­
pling theorem or Nicolson’s device9 of subtracting a finite 
ramp with long rise time Tr.

It should also be pointed out that similar measures must 
be taken in applying the analysis to samples with finite 
ohmic conductance, as these result in reflection signals 

or P(co) in the limit t — °° which are finite and relat­
ed to the conductance a IE by eq 39 and 43 of part I. With 
this proviso, our formulas for c* give values of e* + cr/iuE if 
the total dielectric current is represented as the sum of 
complex permittivity and ohmic conduction effects.

Our numerical and analytical approximations to the re­
quired Fourier transforms are subject to increasing uncer­
tainties at high frequencies as a result of error in the choice 
of zero of time. For a relative timing error At, a phase error 
in the ratio r/iwvo or p/iaivo results, which is given by a fac­
tor exp(i'o)Ai). We have used simple X-Y recorder plots of 
reflected pulses and taken the zero of time as the intercept 
of a linear extrapolation of the initial rise to the baseline. 
With the equipment we have used, At is of order 2 to 3 psec 
at least and the phase angle in the ratio can be in error by 
0.05 radian at 3 GHz, with the effect on derived values of t' 
and f" depending on their relative magnitudes. Reliable re-
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Figure 2. Dispersion («') and loss (e") curves for a 6.0-mm sample of 
1-butanol at 24° in a matched line: open circles from the thin sam­
ple approximation, filled circles from eq 8-10.

Figure 3. Complex permittivity locus for a 6.0-mm sample of 1-buta- 
nol at 24° in a matched line: open circles from the thin sample ap­
proximation, filled circles from eq 8-10.

suits at higher frequencies require better methods for time 
referencing of the incident and reflected pulses, such as the 
three-point computer-controlled scanning method of Ni- 
colson.10

In the opposite limit of evaluations for low frequencies, 
deviations of the incident pulse from a limiting constant 
value Vo may require correction, as diode generators give a 
slow decay, of order 10% in 0.2 psec for a Hewlett-Packard 
Type 1105A/1106B unit. If this is represented by the initial 
decay of negative exponential Vo(t) = Vo exp(—t/A), the 
transform needed can be approximated by l/si>o(s) = [1 + 
(io>\)-1]/Vo for w »  1/X.

IV. Examples of Use of the Analysis
The measurement system and cell used to obtain the re­

sults presented here are described in part I. Numerical 
evaluations of Fourier transforms were made using the 
Brown University IBM 360/70 computer and a Fortran 
program written by T. G. Copeland.

Results from a 6.0-mm sample of 1-butanol at 24° in a 
matched 50-ohm line are shown as dispersion t' and ab­
sorption e" curves against logarithm of frequency in Figure 
2, and as complex plane plots in Figure 3. Open circles con­
nected by the dashed curves are values from the thin sam­
ple formula e* — 1 = (2c/d)r/i(jvo; the filled circles con­
nected by solid curves result from use of eq 8-10. Although 
the results from the thin sample approximation can be fit­
ted below 1 GHz by a semicircle and hence a Debye relaxa­
tion function, the high-frequency limit at ci = 1.5 and fre­

Figure 4. Complex permittivity locus tor a 11.3-mm sample of 1-oc- 
tanol at 24° terminating a coaxial line: open circles from the thin 
sample approximation, t* = (c/d)(p/2/a>v0), filled circles from eq 
14-16.

quency fc = 0.253 GHz of maximum t" are both much too 
small. The corrected values are fitted to 3 GHz by a Debye 
function with ej = 3.0 and /c = 0.328 GHz (relaxation time 
r = 484 psec), in good agreement with other steady state 
and TDS results. Above 3 GHz, the corrected values show 
indications of a higher frequency relaxation process, but 
are increasingly unreliable because of timing errors and ap­
proximations in evaluations of the transforms.

Results from the sample termination method have been 
given for 1-propanol in a previous communication;11 anoth­
er example for a 11.3-mm sample of 1-octanol at 24° is 
shown in the complex plane locus of Figure 4. The indicat­
ed Debye relaxation at frequencies below 1 GHz has pa­
rameters «i = 1.4 and fc = 0.105 GHz from the thin sample 
approximation, corrected tc cj = 2.5 and fc = 0.123 GHz by 
eq 14-16.

The corrected locus for 1-octanol gives definite evidence 
at frequencies above 0.6 GHz of a second faster relaxation 
process. A convenient analysis to show this more clearly is 
by a plot of t' against ft", as shown in Figure 5. For a single 
Debye relaxation the relation of t' to ft" is a straight line of 
shape l //c,12 with transition to a second straight line of 
slope 1 /fc' if a second Debye process with higher relaxation 
frequency /</ is also present. Within their accuracy, the 
data have this behavior with fc' = 2.2 GHz. For two Debye 
relaxations described by

<r* _ f  -  (£0 ~ + €1 ~ g°°
1 + ZCOTj 1 + UOT2
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the relaxation times t\ and T2 are related to the indicated 
values ra and rb from f c and fc' by

tu D = ^ Ta[l ± (1 -  4rb/ r a)1/2]

For rb «  Ta, the two roots are t\ ^  ra + rb and r2 rb. 
The values ra = 1290 psec, rb = 72 psec from the slopes of 
the t' vs. ft" plot in Figure 5 give n  = 1220 psec and r2 = 
76 psec, with fj = 2.8 and e2 not determinable with any ac­
curacy. As mentioned in part I, Lebrun13 found evidence of 
two such dispersions in 1-octanol from steady state mea­
surements, and the existence of higher frequency relaxa­
tion processes in aliphatic alcohols has been established by 
results of several workers.14

V. D iscussion
We believe the methods of analysis developed here for 

evaluation of complex permittivity t* from TDS measure­
ments are both simple and general enough to be widely use­
ful. As compared with the direct analysis in part I to obtain 
dielectric response in “real time”, numerical Fourier trans­
formations rather than time integrations are required, but 
with these in hand exact account of finite reflection signals 
can be taken and satisfactory approximations obtained for 
the relaxation at considerably higher frequencies (shorter 
times) by simple algebra. The examples we have given are 
for liquids with principal relaxation of simple Debye form, 
but the analyses in no way assume this or any other time 
dependence, and we have obtained equally satisfactory re­
sults for glycols with “skewed arc” (Davidson-Cole) disper­
sion,15 for example.

Our use of input admittance and properties of transmis­
sion lines considered as four terminal networks leads more 
directly and naturally to our working equations than the 
use of conventional expressions for total or multiple reflec­
tion coefficient r(w)/vo(u>) or p(u)/vo(w), but the two are 
fully equivalent and involve the same assumptions about 
the experimental conditions. Thus eq 4 and 32 for r(u>) and 
p(w) given in part I are obtained from eq 4 on insertion of 
the appropriate ya and rearrangement. Claasen and van 
Gemert have pointed out the converse by obtaining the 
equivalent of our eq 6, arranged in a slightly different way, 
from eq 4 of I  for r(o>).

Of the two experimental arrangements considered, the 
sample termination method has the advantages of simpler 
sample conditions and working formulas, together with 
larger reflection signals for comparable accuracy and reso­
lution of the derived results. Upper frequency limits for ei­
ther case are set in a particular application by limitations 
of the instruments used and by approximations of the anal­
ysis. For pulse generators and sampling units with rise time 
of order 40 psec, the first limit is about 3 GHz with the 
methods used for evaluations of the Fourier transforms, 
but can be increased with more refined procedures. The 
other factor to be considered is accuracy of the approxima­
tions to the propagation factor x coth x, where x = i(cod/
c)e*1/2. Although the series used (eq 5) is convergent for\x\ 
< 7r, the accuracy of approximating x coth x by the series is 
increasingly sensitive to small errors for |x| > 1, which can 
be taken as an approximate limit beyond which the formu­
las should be used with increasing caution. (We may note 
that the first zero of x coth x for t* real occurs at \ x\ = H-/2

= 1.57, the condition for quarter wave resonance of the di­
electric sample.) This limit corresponds to a frequency /  = 
c/2-7rd\ e|I/2, which for a sample with d = 3 mm, | e| = 3.2 is
8.8 GHz. At higher frequencies, the formulas given here 
may still be useful, as by providing starting values of t* for 
numerical solutions of eq 6 or 12 by a Newton-Raphson or 
other iterative methods.17

Our examples of the use of TDR, and most of those re­
ported to date, have been for quite strongly polar sub­
stances with relatively large values of static permittivity to 
falling to much smaller values in the frequency or time 
range of the measurements. The evaluation of smaller 
changes, as for polar solutes at low concentrations, will 
present greater difficulties, but we believe that the present 
methods at least considerably extend the range of possibili­
ties.

Finally, it should be remarked that most of the discus­
sion has been for nonconducting dielectrics, although the 
possibilities for study of samples with finite conductance 
have been considered, and it has also been assumed that 
the system of interest is nonmagnetic. If the relative per­
meability ¡i* is appreciably different from one, our formu­
las for e* are valid only at relatively low frequencies. This is 
because the propagation function x is given by x = ¿(aid/ 
c)(e*p*)1/2 and the line inductance by Lc = ituLpip* ((tanh
x)/x). Evaluation of t* if |x| is not much less than one then 
requires a knowledge of p* and vice versa, and simulta­
neous evaluation of the two requires further information, 
as .obtained by the simultaneous reflection-transmission 
method of Nicolson and Ross18 for example. An alternative 
is to measure the reflection from a sample terminated in a 
short circuit, which together with the open circuit measure­
ment can be analyzed by our methods to give both t* and
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COMMUNICATIONS TO THE EDITOR

Evidence for an Exciton Interaction in tbe  Low-Lying 

Singlets of Diphenyl Sulfide

Sir: A spectroscopic study was carried out on benzenethiol 
(PhSH), thioanisole (PhSCH3), and diphenyl sulfide 
(PhSPh) using the photoselection technique.1 In this study 
the polarization experiments give the expected result that 
the first and second absorption bands in PhSH and 
PI1SCH3 are oppositely in-plane polarized. The low-lying 
weak absorption band is the 'Lb state while the first in­
tense absorption band is the 'La state. This and other po­
larization results have been discussed in a previous paper.2 
The polarization results obtained for PhSPh are found to 
be different in some respects and suggest that an exciton 
type interaction occurs between each corresponding pair of 
low-lying ring states. These results are discussed here. Ex­
perimental details have been given elsewhere.2 The Aldrich 
PhSPh (99+%) was vacuum distilled.

Becker et al.3 first suggested that the weak fluorescence 
observed in PhSPh4 was caused by excitonic type behavior. 
This was explained in the following way. The coupling be­
tween the 'Lb states of the phenyl groups result in two ex­
citon states. Transitions to or from the lower state are more 
forbidden than in the absence of any interaction. This 
leads to less fluorescence, more intersystem crossing to the 
triplet state, and consequently to a larger ratio of phospho­
rescence to fluorescence. By contrast this same ratio in 
PhSH and PhSCH3 is only one-tenth as large.2

The absorption spectra (Figure 1) and the polarization 
results (Table I) obtained for PhSPh provide more evi­
dence to support the view that an exciton interaction oc­
curs in this molecule. It appears that two allowed polariza­
tion components result from the interaction of each pair of 
low-lying ring states. This interaction is due to the faces of

Figure 1. Low temperature absorption spectra of PhSPh in 3MP and 
EPA. Molar absorptivity, e.

C hart I

<  r !'
y y

the benzene rings being tilted toward each other (see Chart 
I). This is known to occur in p-tolyl sulfide where the

TABLE I: Polarization R atios for the Fluorescence and Phosphorescence Bands Obtained in the 0-0 Region, 
Ao 0 , and at the W avelength o f M aximum  Em ission Intensity, Amax

P o la r iz a tio n  re s u l ts  in PhSPh

EPA 3M P

N n A1, Arn A’ph

^ e x A o-o 305 ^ m a x  3 2 0 Ao-o 387 A m a x  4 3 0 A q_ o 3 0 8 '’'max 325 A q- o 3 9 0 A m a x  4 3 0

2 9 6 2 . 2 9 1 . 9 2 1 . 7 3 1 . 6 8 1 . 8 7 1 . 9 2 1 . 7 9 1 . 7 8

2 8 5 1 . 9 1 1 . 8 8 1 . 7 0 1 . 7 4

2 8 2 1 . 8 9 1 . 9 1 1 . 3 1 1 . 6 5

2 8 0 1 . 7 6 1 . 9 4 1 . 6 6 1 . 6 6

2 5 2 2 . 2 1 2 . 0 6 1 . 6 7 2 . 0 6 2 . 0 9 1 . 8 8 1 . 6 3 1 . 8 8

2 5 0 2 . 1 4 2 . 1 6 1 . 7 1 2 . 0 7

“ Each value of N  shown is the average of two or more experiments done on different sam pie regions. The wavelengths are given in milli-
microns.
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RING STATES EXCITON LEVELS DIPOLE PHASE EXCITON
RELATION OF TRANSITION 
RING STATES MOMENT 

DIRECTION

Figure 2. Exciton band energy diagram tor a double molecule with 
oblique transition dipoles. The 1Lb and 1La ring states are y  and z po­
larized, respectively. The presence of a distinct structured band (see 
Figure 1) is a result of the large exciton splitting energy (approxi­
mately 3500 cm-1). This is due to the intense absorption in the 1La 
ring states.

C-S-C angle is found to be 109° in the crystal structure.5 
The absorption spectra of PhSPh is different than the ab­
sorption spectra of PhSCH3 and PhSH in two respects. 
First, the near-uv band (probably composed of two states 
with different polarization components) is much stronger 
than the 'Lb band in these two molecules, and secondly, a 
structured band is found between the two strong uv bands. 
The near-uv band is the result of exciton formation be­
tween the lowest 'Lb states in each ring while the first 
strong absorption band and the structured one result from 
the interaction between the corresponding 'La states. The 
polarization results for PhSPh in EPA and 3MP for excita­
tion and observation in the 0-0 region of the absorption 
and emission bands, respectively, give additional support 
to this interpretation. These results show that the absorp­
tion and emission parameters (probability for absorption 
and emission along individual molecular axes) in each case 
have the same large parallel polarization component. This 
is in contrast to the results found in PhSCH3 and PhSH 
where the 0-0 region of the 'Lb and 'La absorption bands 
are y and z polarized, respectively. If one assumes that the 
polarization components for the phosphorescing state (this 
may also be a :'n,ir* state2) in PhSPh are similar to the 
values found in PhSH because the polarization ratios in the 
0-0 and Amax regions are very similar (for excitation in the 
*La band) in each case (more so for PhSPh in EPA) then 
the results in Table I would be obtained if the near-uv 
band and the corresponding fluorescence in this molecule 
was z polarized (z' in the exciton state) in the 0-0 region. 
This would give the large values obtained for N ph (for Aex 
296 mp) and N n (for Aex 252 mg) as compared to values of 
less than 1 found for these same ratios in PhSCH3 and 
PhSH2. Assuming that the structure shown in Chart I of 
PhSPh is correct6 the z direction no longer lies along the 
benzene ring but instead lies along the line connecting the 
rings (x and x' are perpendicular to the plane of the paper). 
This would make the z' polarized component lowest energy 
in each case so that the structured band should be y' polar­
ized (see Figure 2).' The lowest value of N a (1.76 in EPA) 
shown in Table I is obtained for excitation at 280 mg. This 
value is 0.4-0.5 units less than those values obtained for ex­
citation in a 100% z' polarized region (for Aex at 296 and 250 
mg). This result suggests the presence of a weak y' polar­

ized exciton band (from the weaker interacting 'Lb states) 
lying under the maximum in the stronger z' polarized low- 
energy exciton state. Since the triplet states do not interact 
strongly the direction of the z axis and the z' axis must be 
similar in order that values greater than 2.0 can be ob­
served for 7Vph. This suggests that the C-S-C angle in 
PhSPh is larger than the value of 109° found in the p-tolyl 
sulfide single crystal.
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Ethylamine Behavior on 3A Zeolite Surface

Publication costs assisted by the Institute of Chemistry, Technology and 
Metallurgy, Beograd

S ir: In an attempt to dry ethylamine on 3A zeolite, adsorp­
tion of amine on the zeolite was observed. Since, according 
to Barrer’s classification,' ethylamine is adsorbed on zeo­
lites having dimensions greater than 4.2 A, we considered it 
of interest to examine this phenomenon. The processes of 
amine adsorption and desorption have been studied by the 
method of infrared spectroscopy.

Experiments were performed on the zeolite 3A from The 
Union Carbide Corp., Linde Division, in '/s-in. pellets. Eth­
ylamine, Merck p.a., was used without further purification.

Adsorption of ethylamine was performed at room tem­
perature by the static method in a specially prepared tube. 
After adsorption, an ir spectrum was recorded for a part of 
the zeolite solid phase; the zeolite was prepared as fluoro­
carbon and nujol mulls between KBr disks. The remaining 
zeolite was then degased (p = 10-2 Torr) and heated from
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room temperature to 773 K. At approximately 50 K inter­
vals, the temperature was kept constant for 0.5 hr in order 
to establish equilibrium between the desorbed gaseous 
phase and the sample adsorbed on the solid phase. Desorp­
tion products were collected in a specially prepared vessel, 
by liquid nitrogen trapping. Ir spectra of the gaseous phase 
were recorded in a 6 cm long gas cell at room temperature. 
The pressure in the system was measured using a mercury 
manometer. All the spectra were recorded on a Perkin- 
Elmer 457 ir spectrometer.

Ethylamine was adsorbed at room temperature on hy­
drated zeolite. Immediately after adsorption of the amine, 
the ir spectrum of the solid phase, zeolite, was recorded 
(Figure 1, spectrum a). It is evident in this spectrum that, 
besides the bands characteristic of zeolite 3A,2 two new 
bands appear in the region of OH stretching vibrations at 
3695 and 3615 cm- 1  and new bands in the region of 3000 
and 1400 cm-1.

Figure 1. Infrared spectra of (a) solid phase zeolite after adsorption 
of ethylamine and (b) desorbed gaseous phase.

The bands in the region of 3000 cm- 1  might be due to 
the adsorbed amine. However, as ethylamine also has a 
very intense band in the region of 780 cm-1; the absence of 
this band in the spectrum of the solid phase was taken to 
indicate that the bands in the region of 3000 cm- 1  do not 
belong to the CH stretching vibrations of the adsorbed 
amine. The origin of these bands was clarified by analysis 
of the ir spectrum of the desorbed gaseous phase, which 
was found to consist of ethylene and ammonia (Figure 1 , 
spectrum b), and, therefore, bands in the region of 3000 
cm- 1  have been attributed to ethylene on the solid phase.

The gaseous phase components have been identified by 
analyzing the bands in the region of 900-1000 cm-1. Ethyl­
ene was identified on the basis of the very intense band v̂  
(949.2 cm-1). Although other bands of the ethylene mole­
cule were also identified in the spectrum [1*9 (3105.5 cm-1), 
eio (995 cm-1), v\A (2989.5 cm-1), and r1 2  (1443.5 cm-1), as 
well as the combination band v2 + v$ (1889.6 cm- 1 )],3 the 
appearance of band v~ in the spectrum was assumed to 
prove the presence of ethylene in the sample. In order to 
identify ammonia we used Q branches, near 968 and 932 
cm-1, of the band v2 (950.24 cm-1) of the ammonia mole­
cule, since the fundamental v2 has a double Q branch.4 
Bands corresponding to (3336.0 cm-1), v3 (3414.9 cm-1), 
and r4 (1627.77 cm-1) vibrations of the ammonia molecule 
are also identified in the spectra.4

The band at 1400 cm- 1  and those at 1478 and 1505 cm- 1  
in the ir spectrum of the solide phase indicate the presence 
of the NH i+ ion on the zeolite.3 The existance of the NH4+ 
ion on the solid phase after adsorption of ethylamine is 
probably cue to subsequent interaction between ammonia 
and water in the zeolite, or to the water adsorbed during 
preparation of the sample for recording of the ir spectra, 
when the NH4+ ion could also be formed.

The change of pressure in the system during heating, i.e., 
desorption from the solid phase, gives three peaks on the 
AP/AT vs. T plot (Figure 2, curve a). (The plot actually 
represents the curve of the desorption process from the ze­
olite as a function of temperature.) The first peak, at 433 
K, and the second, at 543 K, are identified, on the basis of

Figure 2. Plots of (a) the change of pressure in the system during desorption AP/AT  =  f(7"); (b) the intensity of the ammonia band (arbitrary 
units) a s a function of temperature; (c) the intensity of the ethylene band (arbitrary units) as a function of temperature.
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literature data,5 as the temperatures of water desorption, 
while the third, at 673 K, corresponds to the desorption of 
the ammonia and ethylene mixture. This last observation 
agrees with the analysis of the ir spectra of the gaseous 
phase, as stated above.

The intensity of the ethylene band vn at 949.2 cm- 1  is 
stronger than the ammonia bands at 968 and 932 cm- 1  at 
heating temperatures below 733 K, while, at higher temper­
atures, the relative ratio of band intensities is reversed 
(Figure 2 , curves b and c). At 773 K the zeolite is complete­
ly degased. Repeated adsorption of ethylamine on the same 
zeolite sample gives the same results as those of ethylamine 
adsorption on hydrated zeolite. The process of ethylamine 
decomposition is repeated. (We note here that no thermal 
decomposition of ethylamine alone into ammonia and eth­
ylene was observed during its heating to 783 K.)

From the experimental results it can be seen that ad­
sorption of ethylamine takes place on the 3A zeolite. On 
the basis of the ir spectra of both the solid phase and de­
sorbed gaseous phase, it can be concluded that catalytic de­
composition of ethylamine occurs at room temperature. 
Deamination was not observed in our experiments. Desorp­
tion from the zeolite gives ammonia and ethylene and not 
amine, as has been observed during desorption of amines 
from X and Y zeolites6 and during deamination of the pri­
mary alkylammonium zeolites.7

The process of catalytic decomposition of ethylamine 
takes place on the internal zeolite surface. This was verified 
by ethylamine behavior on the 3A zeolite inclusion com­
plex,8 the channels of which had been blocked by alkali ni­
trate molecules. Amine decomposition did not occur on this 
solid phase. The appearance of the bands at 3695 and 3615 
cm-1, in the ir spectrum of the solid phase, has been taken 
as proof of this conclusion as these bands also appear when 
the inclusion of molten nitrate molecules in hydrated zeo­
lite takes place.9 Therefore, ethylamine enters the channels 
of the zeolite and is decomposed into ammonia and ethyl­
ene. Explanation of the mechanism of ethylamine decom­
position on the zeolite requires further experiments which 
are in the progress.
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Chemistry of Nuclear Recoil 18F Atoms. VII. Detection 
of Caging Reactions in Liquid Phase CF3CH3 and 
CHF2CH3

P u b l ic a t io n  c o s t s  a s s is t e d  b y  t h e  (J .S . E n e r g y  R e s e a r c h  a n d  D e v e lo p m e n t  

A d m in i s t r a t io n

Sir: Franck and Rabinowitsch first proposed that a diffu­
sion-limiting solvent cage could increase the efficiency of 
photochemically initiated radical combination under con­
densed phase conditions.1 An extensive literature has de­
veloped on this subject in both conventional and nuclear 
recoil kinetics. The recent preliminary recoil 18F vs. CH3F 
study of Richardson and Wolfgang2 stimulated other appli­
cations of the density-variation technique.3-5 These work­
ers observed substantial CH318F and CH2F18F radiochemi­
cal yield enhancements at large reactant density (cf. Figure 
l ),6 which were ascribed to Franck-Rabinowitsch caging. 
The initial CH318F and CH2F18F yield increases observed 
at small densities (<0.4 g cm-3) were attributed to collisio- 
nal stabilization of internally excited primary substitution 
products. However, complications associated with collision- 
al excitation-stabilization in the proposed density range 
associated with caging were rejected on the basis of an intu­
itive lifetime argument.2 Within this framework it clearly 
follows that the density-variation technique is capable of 
detecting the occurrence of caging reactions in nuclear re­
coil systems and that caging yields can be assigned from 
substitution product yield data based upon excitation-sta­
bilization corrections determined at small density. The ex­
treme simplicity of this proposal has made it attractive for 
applications in other recoil systems.3-5,7

We wish to communicate our recent finding that collisio- 
nal stabilization of primary energetic 18F substitution reac­
tion products in CF3CH3 and CHF2CH3 occurs to a signifi­
cant extent (>20%) over the same reactant density range in 
which caging reactions take place. Our results, which con­
sist in part of apparent hot substitution yields quite similar 
to those obtained by previous workers,2-5 have been ob­
tained by a novel combination of the density-variation2 and 
full mechanism determination3,9 techniques. It is our 
strong contention that caging reactions in hot atom sys­
tems cannot be unambiguously detected in the absence of 
full mechanism results unless excitation-stabilization com­
plications have been clearly demonstrated to be unimpor­
tant.3,10

Our density-dependent radiochemical yield data for the 
hot F-for-F channel in CF3CH3 are compared in Figure 1 to 
the corresponding CH3F results.6,10 It is evident that quali­
tatively similar density dependences were obtained for 
these systems. In our alternative and preferred method for 
presenting density-variation results (cf. Figure 2), the di­
rect bulk density correlation utilized in conventional Rich- 
ardson-Wolfgang caging plots2-5 has been replaced by a 
comparison of the variation of experimental yields with the 
reduced length parameter (A/<r). This latter quantity repre­
sents the ratio of the mean intermolecular separation dis­
tance to the molecular diameter of the host substance.11 
Both our apparent CF218FCH3 yields and total F-for-F 
mechanism yields have been shown on Figure 2. The den­
sity-independent complementary yield technique has be­
come well established as a test of completeness for trial hot 
atom reaction mechanisms.3,9 We thus regard the wide 
range of (A/<r)-independence demonstrated by the present 
F-for-F mechanism yield data as providing very strong evi-
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Figure 1. Conventional caging plots for energetic F-for-F substitution 
in CH3F and C F3CH3: T , V, CH3F (ref 2 and 6); ▲ ,  A ,-C F3CH3; ♦ , 
plot point overlaps ( ▼  +  A); open points represent condensed 
phase results.

Figure 2. Total mechanism plot for energetic F-for-F substitution in 
CF3CH3: • . total mechanism yields (ref 9 and 10); ▼ ,  apparent 
C F218FCH3 yields.

dence favoring the essential correctness of our F-for-F 
mechanism. The apparent decrease in the mechanism yield 
at (Xla) values larger than 5.0 corresponds to the onset of 
sequential consecutive decomposition leading to the forma­
tion of unmeasured carbene products. Qualitatively similar 
density-independent results were obtained in this study for 
all nine of the available hot 18F substitution and alkyl re­
placement channels in CF3CH3 and CHF2CH3.10

From the standpoint of the detection and characteriza­
tion of caging reactions our relevant results correspond to 
(X/cr) values ranging downward from 5.0. The F-for-F total 
mechanism yields shown in Figure 2 did not change over 
the (X/cr) interval 2.0 to 5.0, providing strong support for 
the assumed mechanism.3-9'10 Over this same interval, how­
ever, the CF218FCH3 yield was a monotonicaily increasing 
function of increasing density, clearly indicating the impor­
tance of collisional stabilization in the gas phase at very 
high pressures. For (X/cr) values less than 2.0 both the 
CF218FCH3 and total mechanism yields exhibited signifi­
cant further increases. Within the framework of the pri­
mary hot reaction hypothesis (vide supra), this increase in 
the total mechanism yield at densities corresponding to the 
303 and 197°K liquid phases cannot be understood. A care­
ful analysis of all the radiochemical yield data fails to cast 
doubt upon the validity of the primary hot reaction hy­

T A B LEI: Calculated Caging Y ields in 
Liquid Phase CF3CH3 and CHF2CH3

r c, %
Reaction ---------------------------
channel Reactant 303°K 197°K

F -for -F 
F - fo r -F  
F -fo r-H  
F -fo r-d H “ 
F -for -a Ea

CF3CH3
c h f 2c h 3

c h f 2c h 3
CHF2CH3

0.7 ± 0.3 
1.0 ± 0.3 
0.1 ± 0.2 
0.6 ± 0.3 
0,8 ± 0.3

2.3 ± 0.4
2.3 ± 0.4 
1.6 ± 0.5 
1.8 ± 0.4 
1.5 ± 0.3

1 In CHF2CH3 the methyl carbon has been designated 0.

pothesis at large density.10 We thus conclude that the 
present observation of a pronounced increase in the total 
F-for-F mechanism yield in liquid phase CF3CH3 provides 
definitive evidence for the occurrence of some unspecified 
form of caging process. It also rather clearly follows that 
the density-dependent CF218FCH3 yield data alone do not 
provide sufficient information to determine the onset of 
caging. Further discussion concerning the possible mecha­
nism for these caging reactions will be deferred to a more 
detailed article. Here we merely state without further proof 
our experimental results that comparable total mechanism 
yield enhancements were observed in 303 and 197°K liquid 
phase experiments for all five of the available hot substitu­
tion channels in CF3CH3 and CHF2CH3, that similar be­
havior was not observed for the alkyl replacement chan­
nels, that the caged 18F activity was derived exclusively in 
lieu of F-to-HF abstraction, and that the effect of ambient 
temperature at constant density was negligible over a range 
of more than 100°K.

Based upon these results we conclude that the observa­
tion of an intermediate density “plateau” on a Richard- 
son-Wolfgang hot atom caging plot2-4-5 (c/. Figure 1 ) does 
not constitute conclusive evidence for the onset of caging 
reactions. Unless the role of excitation-stabilization has 
been quantitatively established on experimental grounds, 
apparent product yield enhancements observed at large 
density cannot be attributed solely to caging. We suggest 
the following general procedure for the quantitative deter­
mination of caging yields in hot atom systems. The primary 
mechanism (Y°) and total decomposition (Yd) yields asso­
ciated with each primary reaction channel can be deter­
mined from gas phase experiments at densities approach­
ing the values corresponding to the onset of caging. Then 
the caged yield (Yc) follows from the apparent total stabi­
lized yield ( Y t ) : 10

Yc = Yt -  (Y° -  Yd) (1 )

Our present caging yield results estimated in this fashion 
have been listed in Table I.

In all of our liquid phase experiments we have consis­
tently observed the presence of typical gas phase secondary 
decompos-tion products. Many of these (notably the olefins 
from HF-elimination reactions) require extensive rear­
rangement of the reactant precursor species. Such behavior 
taken together with mechanism density independence has 
been uniformly accepted in the unimolecular kinetics liter­
ature as indicative of a true complex, sequential reaction 
mechanism. Our present suggestion is merely that this same 
reasoning can be extended to the liquid phase. We thus 
conclude in apparent conflict with the cited lifetime pro­
posal2 that no a priori grounds exist for excluding the oc-
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currence of “normal” hot atom excitation-stabilization 
processes in liquid phase experiments.12
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Selective Oxidation of Nickel in 
Copper-Nickel Alloys in Nitric Oxide

Publication costs assisted by Y&maguchi University

Sir: We found that nitric oxide (NO) selectively oxidized 
nickel in a Cu-Ni alloy, so that the structure of the scale 
formed on the alloy in nitric oxide was different from that 
formed in oxygen.

Figure 1 shows the oxidation curves of copper and nickel 
plates in nitric oxide (700°, 10 Torr) and oxygen (700°, 10

Figure 1. Oxidation curves for Cu and Ni at 700° at 10 Torr of nitric 
oxide or oxygen. AC, is the rate constant for the linear rate law, ptg/ 
cm 2 min, and ACp is the rate constant for the parabolic rate law, 
/ug2/cm4 min.

Figure 2. IMA spectrum of the scale on Cu-Ni alloy (3 5 %  C u -6 5 %  
Ni) formed at 700° at 10 Torr of nitric oxide for 20 sec. The abscis­
sa Is the sputtering time by argon ions (7 kV for Ni+  and Cu+ , 13 kV 
for 0~ ; 0.6 yA/0.8 .mm2).

Torr) that were measured with a microbalance. On oxida­
tion of these metals in nitric oxide, a linear rate law was ob­
served, though a parabolic rate law was observed in oxy­
gen.1 More remarkable is the fact that the rate of the oxi­
dation of nickel in nitric oxide was much higher than that 
of copper, while, in oxygen, the rate of the oxidation of 
nickel was very low compared to that of copper.

These findings suggested that the oxidation of these 
metals in nitric oxide was related to the chemical reactivity 
of the surface species of the metals with nitric oxide, while 
that in oxygen was related to the diffusion behaviors of the 
metallic ions through the oxide layers.2 Therefore, nickel 
should be preferentially oxidized on the oxidation of alloys 
of these metals in nitric oxide.

Figures 2 and 3 show ion microanalysis (IMA) spectra of 
the scales on 35% Cu-65% Ni alloys formed in nitric oxide 
and oxygen, respectively. Then, the abscissa is the sputter­
ing time by argon ions (7 kV for N i+ and Cu+, 13 kV for
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TIME (min.)

Figure 3. IMA spectrum of the scale on Cu-Ni alloy (35 % Cu-65 % 
Ni) formed at 700° at 10 Torr of oxygen for 20 sec.

CD; 0.6 g.A/0.8 mm2). As seen in Figure 2 , the sputtered 
species almost entirely consisted of Ni+ and 0 “ in the ini­
tial stage of the sputtering on the scale by argon ions, and 
this signified the main component of the scale to be nickel 
oxide. On the other hand, in Figure 3, the amount of Cu+ 
decreased rapidly with increasing sputtering time while 
that of Ni+ was found to have a maximum at 7 min after 
the beginning of the sputtering. The scale formed in oxygen 
seemed to consist of two distinct layers; i.e., the component 
of the outer layer was copper oxide and that of the inner 
was nickel oxide. Then, the IMA spectra showed no evi­
dence of nitrogen in these scales. The evaluations of the 
structures of the scales by IMA spectra cited above were 
confirmed by means of X-ray diffraction analysis of the 
scale formed at 700° at 10 Torr of nitric oxide for 30 min 
having given only the spectrum of NiO. However, the spec­
tra of CuO and NiO were observed on X-ray diffraction 
patterns of the scale prepared in oxygen.

Thus, it is remarkable that selective oxidation of nickel 
occurs in the oxidation of Cu-Ni alloy by nitric oxide.
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Absolute Viscosity of D2180  between 15 and 35°

Sir: We have recently reported in this Journal1 values for 
the absolute viscosity of D2180  between 15 and 35°. The 
values reported for the pure D2180  were extrapolated from 
viscosity values determined for our experimental sample, 
whose composition is given in Table I, sample 1 , by apply­
ing Eryring’s theory of viscosity

7j = (hN/V) exp[AGVfiT] (1 )

where r\ is the viscosity, V is the molar volume, and AG* is 
the free energy of activation for viscous flow.

Due to the nature of the isotopic composition of the sam­
ple (i.e., the relatively high concentration of H atoms) we 
were faced with a major difficulty in the analysis of the ex­
perimental data. The hydrogen present exists essentially 
(~90%) in the form of HDO. Our extrapolation procedure 
requires viscosity and density values corresponding to the 
pure species of all components present in solution whereas 
pure HDO does not exist. It exists only in solution and up 
to a concentration maximum of 50%.

We simplified the analysis by neglecting the presence of 
the HDO species altogether and assumed that we were in­
volved with a quarternary solution composed of H2160, 
H2180 , D2leO, and D2180. The mole fraction of each species 
was assumed to be the product of the mole fraction of its 
components.

The validity of these assumptions was tested for a binary 
solution, i.e., the viscosities of H2I60 -D 2160  mixtures were 
calculated and compared to the experimental values avail­
able (cf. ref 1, Table V).

We have lately been able to obtain a sample with much 
higher concentrations of deuterium and oxygen-18, as 
shown in Table I, sample 3. This enabled us to test the va­
lidity of the extrapolation technique and assumptions in­
volved when applied to a “quarternary solution”.

The isotopic analysis and the viscosity measurements of 
the highly enriched D2180  sample 3 were performed using 
the identical apparatus as before.1 The viscosity values 
were extrapolated in the same manner to obtain those for 
pure D2180.

The experimental and extrapolated viscosity values are 
reported in Table II for sample 3 plus those for the two 
previously reported samples. We have included the data for 
the least enriched sample 2 to emphasize that the extrapo­
lation is limited by the proximity to 100% purity, i.e., com­
pare A%(3 -  1) = 0.27 to A%(3 -  2) = 1.15, where A%(3 -
t) is the average difference between the extrapolated values
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TABLE I: Isotopic Compositions of D2180  Samples

Sample % D %H % 16o % 170 % 18o
1 95.94 4.06 4.711 0.462 94.827
2 93.59 6.41 7.067 0.377 92.556
3 99.50 0.50 1.360 0.396 98.244
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TABLE II: Viscosity ofD2
180 (cP)

Communications to the Editor

100% 71D 1802

t, °C l' 2' 3 3

15 1.4764 1.4732 1.4974 1.5057 1.5358 1.5020 +0.25 +2.25
20 1.2898 1.2797 1.3000 1.3150 1.3205 1.3037 +0.87 +1.29
25 1.1245 1.1250 1.1418 1.1441 1.1591 1.1449 -0.07 +0.87
30 0.9974 0.9945 1.0124 1.0140 1.0223 1.0150 -0.10 +0.72
35 0.8929 0.8897 0.9055 0.9072 0.9136 0.9078 -0.07 +0.64

• Reference 1. b 100% D2
180 calculated by extrapolating experimental data by means of Eyring's theory of viscosity.

based upon sample 3 and samples 1 and 2 respectively (cf.
Table II, columns 8 and 9). We believe that the agreement
between the extrapolated values for samples 1 and 3 justi­
fies the assumptions involved in our extrapolation proce­
qure.
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RADIONUCLIDES IN 
THE ENVIRONMENT
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