


T H E  J O U R N A L  O F

C H E M I S T R YP H Y S I C A L

BRYCE CRAW FORD, Jr., Editor 
STEPHEN PRAGER, Associate Editor
ROBERT W. CARR, Jr., FREDERIC A. VAN-CATLEDGE, Assistant Editors

EDITORIAL BOARD: C. A. ANGELE (1973-1977), F. C. ANSON (1974-1978),
V. A. BLOOMFIELD (1974-1978), J. R. BOLTON (1971-1975), L. M. DORFMAN (1974-1978), 
H. L. FRIEDMAN (1975-1979), E. J. HART (1975-1979), W. J. KAUZMANN (1974-1978),
R. L. KAY (1972-1976), D. W. McCLURE (1974-1978), R. M. NOYES (1973-1977),
J. A. POPLE (1971-1975), B. S. RABINOVITCH (1971-1975), S. A. RICE (1969-1975),
F. S. ROWLAND (1973-1977), R. L. SCOTT (1973-1977), A. SILBERBERG (1971-1975),
J. B. STOTHERS (1974-1978), W. A. ZISMAN (1972-1976)

AMERICAN CHEMICAL SOCIETY, 1155 Sixteenth St., N .W., Washington, D.C. 20036

Books and Journals D ivision

D.H . MICHAEL BOWEN Director

CHARLES R. BERTSCH Head, Editorial D epartment  
BACIL GUILEY Head, Graphics and Production Department 
SELDON W. TERRANT Head, Research and Development Department

© C opyr ght, 1975, by the American Chemical Society. P u b ­
lished biweekly by the  American Chemical Society a t 20th and 
N ortham pton  Sts., Easton, Pa. 18042. Second-class postage paid at 
W ashington, D.C., and a t additional m ailing offices.

All m an iscripts should be sent to The Journal of Physical  
Chemistry ,  D epartm ent of Chem istry, U niversity of M innesota, 
M inneapol s, Minn. 55455.

Addit ions and Corrections are published once yearly in the final 
issue. See Volume 78, N um ber 26 for the proper form.

E xtens iv  ' or unusual  alterations in an article after it has been 
set in type  are made at the author's expense, and it is understood 
th a t by requesting such a lterations the  author agrees to defray the 
cost thereof.

T he American Chemical Society and the E dito r of The Journal  
of Physical Chemistry  assum e no responsibility for the statem ents 
and opinions advanced by contributors.

C orrespondence regarding accepted copy, proofs, and reprints 
should be d irected to E ditorial D epartm ent, Am erican Chemical 
Society. 20t:u and N ortham pton  Sts., Easton, Pa. 18042. D epart­
m ent Head: Ch a r l e s  R. BERTSCH. Associate D epartm ent Head: 
M a r ia n n e  C. B r o g a n , A ssistant Editors: Ce l ia  B. M cF a r ­
l a n d , J o s e p h  E. Yu r v a t i.

Advertising Office: Centcom, Ltd., 50 W. S ta te  St., W estport, 
Conn. 06880

B usiness and Subscrip tion  Inform ation

Send all n ;w  and renewal subscriptions with p a ym en t  to: Office 
of the  Controller, 1155 16th S treet, N.W., W ashington, D.C, 20080. 
Subscriptions .should be renewed prom ptly to avoia a break in 
your series. All correspondence and telephone calls regarding

changes of address, claims for missing issues, subscription service, 
the  s ta tu s  of records, and accounts should be d irected to M anager, 
M em bership and Subscription Services, Am erican Chemical Soci­
ety, P.O. Box 3337, Columbus, Ohio 43210. T elephone (614) 421- 
7230. For microfiche service, contact ACS M icrofiche Service, 
1155 16th St. N.W., W ashington, D.C. 20036. Telephone (202) 
872-4444.

On changes of address, include both old and new addresses with 
ZIP code num bers, accompanied by m ailing label from a recent 
issue. Allow four weeks for change to become effective.

Claims for missing num bers will not be allowed (1) if loss was 
due to failure of notice of change in address to  be received before 
the  da te  specified, (2) if received more than  sixty days from da te  of 
issue plus tim e norm ally required for postal delivery of journal and 
claim, or (3) if the reason for the claim is “ issue m issing from 
files.”

Subscription rates (hard copy or microfiche) in 1975: $20.00 for 
1 year to ACS members; $80.00 to nonm em bers. E x tra  postage 
$4.50 in Canada and PUAS, $5.00 o ther foreign. Supplem entary  
m aterial (on microfiche only) available on subscription basis, 1975 
rates: $15.00 in U.S., $19.00 in Canada and PUAS, $20.00 else­
where. All microfiche airm ailed to non-U.S. addresses; air freight 
rates for hard-copy subscriptions available on request.

Single copies for current year: $4.00. R ates for back issues from 
Volume 56 to date  are available from the  Special Issues Sales D e­
partm ent, 1155 Sixteenth St,, N.W., W ashington, D.C. 20036.

Subscriptions to th is and the  o ther ACS periodical publications 
are available on microfilm. For inform ation on microfilm  write 
Special Issues Sales D epartm ent a t the address above.

Notice to Authors last'printed in the issue 3$ July 3, 1 975



T H E  J O U R N A L  O F

P H Y S I C A L  C H E M I S T R Y
Volume 79, Number 21 October 9, 1975

JPCHAx 79(21) 2203-2328 (1975) 

ISSN 0022-3654

Thermal Dissociation of Carbon Disulfide Near 20 Torr . T. C. Peng* and H. V. Lilenfeld 2203

Rate for Energy Transfer from Excited Cyclohexane to Nitrous Oxide in the Liquid Phase
Toshinori Wada and Yoshihiko Hatano* 2210

Photochemistry of 2-Benzoyl-3-phenylquinoxaline 1,4-Dioxide
. . N. A. Masoud and J. Olmsted, III* 2214

On the Photochemistry of Radicals Trapped in Frozen Methanol-Water Mixtures
Johan Moan* and Bjorn H^vik 2220

Photochemistry in the Adsorbed Layer. IV. Effects of Oxygen upon the Photolysis of the
Adsorbed Alkyl K eto n es........................................Y utaka Kubokawa* and M asakazu Anpo 2225

Mechanisms Involving the Transient Absorptions of Cyanine Dyes in Gelatin. I. Temperature
D ependence............................................................................................................... S. H. Ehrlich 2228

Mechanisms Involving the Transient Absorptions of Cyanine Dyes Adsorbed to Silver
Bromoiodide Microcrystals in Gelatin. II. Temperature Dependence . . S. H. Ehrlich 2234

Solubility of Nonelectrolytes in Polar Solvents. V. Estimation of the Solubility of Aliphatic 
Monofunctional Compounds in Water Using a Molecular Surface Area Approach

. . G. L. Amidon,* S. H. Yalkowsky, S. T. Anik, and S. C. Valvani 2239«

Aqueous Dissociation of Croconic Acid
Lowell M. Schwartz,* Robert I. Gelb, and Janet O. Yardley 2246

Small Anion Binding to Cycloamylose. Equilibrium Constants
J. F. Wojcik* and R. P. Rohrbach 2251b

Two-Dimensional Polymerization Processes in Mono- and Diacrylic Esters
A. Dubault,* C. Casagrande, and M. Veyssie 2254

Backbending and Otbei Deviations from Ideality in Extraction Systems
. J. J. Bucher* and R. M. Diamond 2259

Vibrational Spectra of M+NC>3  ̂ Ion Pairs Variably Hydrated or Ammoniated in an Argon Matrix
. . . Gary Ritzhaupt and J. Paul Devlin* 2265

Vibrational Spectra and Assignments for cis- and irans-1,2-Diiluorocyclopropane and Three 
Deuterium Substituted Modifications of Each Isomer

Norman C. Craig,* T.-N. Hu Chao, Enrique Cuellar,
Dan E. Hendriksen, and Jeffery W. Koepke 2270 B

Electron Spin Resonance Studies of Anisotropic Ordering, Spin Relaxation, and Slow Tumbling in
Liquid Crystalline S o lv en ts ........................................Carl F. Polnaszek and Jack H. Freed* 2283

Spin-Lattice Relaxation and Hydrogen Bonding in Methanol-Solvent Mixtures
. Rush O. Inlow, Melvin D. Joesten,* and John R. Van Wazer* 2307

Electrochemical and Transport Properties of Lithium Chloride Solutions in Dimethyl 
Sulfoxide-Water and Dimethyl Sulfoxide-Methanol Mixtures

Melvin H. Miles,* L. Wayne McMahon, and Susan M. Nelson 2312 B

Influence of the Formation of Ions on the Viscosity of Phenol-Amine Mixtures
. . Noel G. Felix and Pierre L. Huyskens* 2316 fl

1A
'' ~ *fi v ~ 8-• iluyufe/U : i 4 * ■ - 1

a r M



COM M UNICATIONS TO THE EDITOR

Copper Catalysis in the Hexacyanoferrate(III) Oxidation of Mercaptoacetate
Frederick R. Duke* and Vernon C. Bulgrin  2323

Electron Spin Resonance Study of the Intermetallic Molecules AgZn, AgCu, and AgHg
Paul H. K asai* and D. M cLeod, Jr. 2324

Intra- and Intermolecular Hydrogen Bonding in Chlorinated Phenols and Related Compounds
George C. Levy,* Tadeusz H olak, and Alois S teigel 2325

On the Micellar Properties of Bolaform Electrolytes in Aqueous Solution
. J . R. Johnson* and R. Flem ing 2327

■ Supplementary and/or miniprint material for this paper is available separately, in 
photocopy or microfiche form. Ordering information is given in the paper,

* In papers with more than one author, the asterisk indicates the name of the author to 
whom inquiries about the paper should be addressed.

AUTHOR INDEX

Amidon, G. L., 2239 
Anik, S. T., 2239 
Anpo, M., 2225

Bucher, J. J., 2259 
Bulgrin, V. C„ 2323

Casagrande, C., 2254 
Chao, T.-N. H„ 2270 
Craig, N. C., 2270 
Cuellar, E., 2270

Devlin, J. P., 2265 
Diamond, R. M., 2259 
Dubault, A., 2254 
Duke, F. R„ 2323

Ehrlich, S. H„ 2228, 2234

Felix, N. G„ 2316 
Fleming, R., 2327 
Freed, J.H ., 2283

Gelb, R. I., 2246

Hatano, Y., 2210 
Hendriksen, D. E., 2270 
Holak, T., 2325 
Hovik, B., 2220 
Huyskens, P. L., 2316

Inlow, R. O., 2307

Joesten, M. D., 2307 
Johnson, J. R., 2327

Kasai, P. H., 2324 
Koepke, J. W., 2270 
Kubokawa, Y., 2225

Levy, G. C., 2325 
Lilenfeld, H. V., 2203

Masoud, N. A., 2214 
McLeod, D., Jr., 2324 
McMahon, L. W., 2312 
Miles, M. H., 2312 
Moan, J., 2220

Nelson, S. M., 2312

Olmsted, J., Ill, 2214

Peng, T. C., 2203 
Polnaszek, C. F., 2283

Ritzhaupt, G., 2265 
Rohrbach, R. P., 2251

Schwartz, L. M., 2246 
Steigel, A., 2325

Vaivani, S. C., 2239 
Van Wazer, J. R., 2307 
Veyssie, M., 2254

Wada, T„ 2210 
Wojcik, J. F., 2251

Yalkowsky, S. H., 2239 
Yardley, J. O., 2246

2 A  The Journal of Physical Chemistry, Voi. 79, No. 21, 1975



T H E  J O U R N A L  O F

P H Y S I C A L  C H E M I S T R Y
Registered in U. S. Patent Office ©  Copyright, 1975, by the American Chemical Society

V O L U M E  79, N U M B E R  21 O C T O B E R  9, 1975

Thermal Dissociation of Carbon Disulfide Near 20 Torr1
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The thermal dissociation of CS2 in CS2-Ar gas mixtures was investigated in a resistively heated vitreous 
carbon oven for gas pressures between 10 and 40 Torr and oven temperatures up to 2400 K. The reaction 
products were mass spectrometrically analyzed using a modulated molecular-beam sampling technique. 
The results show the following. (1) Below 1850 K there is no dissociation of C S 2 into solid carbon and S 2 as 
predicted by equilibrium calculations, rather the main products are C S  and S 2 as formed by the dissocia­
tion reaction, C S 2 —*• C S  +  V2S 2. (2) Above 1850 K the number of C S  molecules generated is greater than 
the number of CS2 molecules dissociated. This indicates tha-, the vitreous carbon wall participates in the 
dissociation and that wall reactions of the type, C waii +  V2S 2 - »  C S , contribute significantly to the total C S 
production. (3) Above 2300 K the number of C S  molecules generated is about 1.85 times the number of C S 2 
molecules dissociated and the total C S  production approaches that predicted by equilibrium calculations 
including the oven wall. In addition, the best fit for the C S 2 decomposition profile between theoretical and 
experimental data yields a value of 64 kcal/mol for the heat of formation of C S  at 0 K.

Introduction
CS molecules are important intermediates in the opera­

tion of a C S 2- O  fueled C O  chemical laser.2 Recently, it has 
been shown that a C O  chemical laser with a C S - 0  fuel mix­
ture produces a significant power increase over a C S 2-O  
fueled mixture.3 Present methods of producing C S such as 
flash photolysis4 and discharge5 techniques are limited in 
the partial pressure of C S  that can be generated. The shock 
tube technique6 for generating C S  is intermittent and the 
facility required is costly. An economical and simple way of 
generating C S  is thermal dissociation as indicated by 
Blanchard and LeGoff.7 The present study investigated the 
feasibility of using a thermal source to generate C S at the 
elevated pressures needed to operate a high-power chemi­
cal laser system.

An initial study of thermal dissociation of CS2 in a vitre­
ous carbon oven at pressures of 10-3  to 10~2 Torr indicated 
that CS concentrations comparable with those from gas- 
phase equilibrium calculations can be generated and that 
wall reactions producing additional CS molecules are 
present. The present work is an extension of this initial 
study to higher pressures and temperatures. In addition, 
the signal-to-noise ratio of the apparatus has been substan­
tially improved.

Experimental Section
The general arrangement, shown in Figure 1, is similar to 

that previously described.8 However, because of the high 
gas pressures (20-40 Torr for an Ar-CS2 gas mixture and 
the dissociated products) in the oven, a two-chamber, dif­
ferentially pumped vacuum system was employed. Typical 
chamber pressures under a 29% Ar + 71% CS2 gas load at a 
flow rate of ~2  X 10-4 g/sec were ~2  X 10-4 Torr in the ex­
pansion chamber and ~2 X 10~6 Torr in the mass spec­
trometer chamber. The oven assembly, shown in Figure 2, 
contains a cylindrical oven of 1.27-cm i.d. and 3.8-cm 
length. The oven, made of vitreous carbon, was resistively 
heated to a maximum temperature of 2400 K with an input 
power of 2.5 kW. The oven was protected from excessive 
heat loss by six layers of 0.0025-cm perforated Ta sheets 
used as radiative reflectors backed with 0.32-cm thick alu­
mina insulation. The temperature of the oven was mea­
sured with an optical pyrometer (Pyro Micro Model 95) fo­
cused through a 1 .2-cm thick quartz window on a row of in­
dentations drilled about 75% through the oven wall. These 
indentations had a depth approximately equal to the open­
ing diameters and were essentially blackbody cavities for 
temperature measurement. The longitudinal temperature 
profile of the oven, after correction for the quartz window,
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Expansion
chamber

To diffusion pump

Figure 1. Experiment arrangement used for CS2 dissociation studies near 20 Torr.

was nearly symmetrical with respect to the oven center 
with a decreasing slope of ~10 K/cm at the center and ~50  
K/cm near the edges of the oven.

The predetermined CS2-Ar gas mixture flowed into the 
oven through passages within the water-cooled electrodes 
(Figure 2). Calculations show (see Appendices A and B) 
that the gas mixture reached thermal equilibrium with the

wall in much less time than the flow transit time in the 
oven. This heating resulted in a partial dissociation of CS2 
molecules. Experimental data also suggested the occur­
rence of wall reactions between the hot vitreous carbon sur­
face and various gas molecules in the ovén. These reaction 
products and the undissociated CS2-Ar gas mixture 
emerged from the oven into the expansion chamber 
through an exit hole of ~2 X 10-2 cm diameter. Since the 
mean free path (~2 X 10-3  cm, see Appendix A) in the 
oven was much smaller than the exit hole diameter, the exit 
flow formed a free jet expansion across a ~ 10 5 pressure 
ratio from ~20 Torr in the oven to ~ 2  X 10-4 Torr in the 
expansion chamber.

The flow fields of such free jet expansions have been de­
scribed both theoretically and experimentally.9,10 These in­
vestigations have established the following important char­
acteristics which are applicable to our experiment. The 
central core of the free jet contained only the gas species 
that were inside the oven. Furthermore, the flow was lami­
nar and the expansion was isentropic within the core flow. 
The rapid expansion in the free jet converted most of the 
gas molecules’ thermal energy into unidirectional kinetic 
energy. As a result, the chemical composition in the free jet 
remained essentially constant and was representative of 
the state of thermal dissociation of CS2 within the vitreous 
carbon oven.

The core flow was extracted through the sampling cone. 
The presence of the sampling cone produced only small 
disturbances which would not significantly affect the sam­
ple composition or the species concentrations within the 
sample. This is because the low ambient pressure (~10-4 
Torr) in the expansion chamber converted the free jet into 
a diffused flow around the sampling cone. The sampling 
cone and its supporting structure were utilized as a parti­
tion between the expansion chamber at ~2  X 10~4 Torr 
and the mass spectrometer chamber at ~ 2  X 10-6 Torr.

The Journal of Physical Chemistry, Vol. 79, No. 21, 1975
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The sampling cone also served as a collimator after which 
the free jet became a molecular beam.

The molecular beam, modulated at a frequency of 435 
Hz by a tuning fork chopper (Bulova, Model L 40 HH), tra­
versed a quadrupole mass spectrometer (EAI Quad 150A) 
for chemical analysis. The modulated signal output from 
the mass spectrometer was amplified by a lock-in amplifier 
(PAR HR-8) and displayed on a X-Y recorder. This modu- 
lated-beam sampling technique was essential to separate 
the background gas signal from the beam gas signal to ob­
tain an accurate measure of the CS2 dissociation. For the 
study of CS2 dissociation, the background gas in the mass 
spectrometer chamber contained not only the amount of 
CS2 in the sampling beam but also the additional CS2 mol­
ecules that resulted from the recombination of CS mole­
cules on solid surfaces within the chamber.8 Hence, the 
true composition could not be determined by conventional 
residual gas analysis. This technique also eliminated inter­
ference from background gases such as N2 and CO2.

Although modulated-beam sampling usually has a low 
signal-to-noise ratio because of the low intensity of the 
sample beam relative to the background noise, the average 
signal-to-noise ratio of this experiment was 20:1 , which was 
high enough to establish a CS temperure profile for evalu­
ating the CS cracking pattern and the CS sensitivity factor 
of the mass spectrometer. The sensitivity factors of the sta­
ble species (CS2 and Ar) were determined at room temper­
ature by calibrating a known mass flow under steady-state 
conditions. The sensitivity factors of the unstable species 
(CS and S2) were determined from the experimental data 
using material balance of sulfur atoms. The determinations 
of cracking patterns and sensitivities for CS and S2 are dis­
cussed in the next section.

D ata A nalysis

The dissociation of CS2 yields CS, S2, and S as volatile 
reaction products. Because of the possible contributions 
from carbon wall reactions, it is important to determine the 
number of CS molecules generated for each CS2 molecule 
dissociated. Hence, the CS signal (m/e = 44) at a given 
temperature, after correction for the CS2 cracking pattern, 
was divided by the amount that the CS2 signal (m/e = 76) 
decreased because of dissociation. This ratio, defined as 
CS/(CS2)diss! is proportional to the number of CS molecules 
generated for each CS2 molecule dissociated. A plot of this 
ratio as a function of oven temperature is shown in Figure
3. Its value increased from ~0.45 at 1500 K to ~0.84 at 
2400 K, indicating that there are ~1.85 times as many CS 
molecules generated at high temperatures as there are at 
low temperatures.

A probable explanation of this result would be the pro­
duction of CS molecules from sulfur molecules (S2 and S) 
reacting with the walls of the carbon oven at high oven 
temperatures. Another demonstration for sulfur-carbon 
wall reactions was found in a similar OCS dissociation ex­
periment using the vitreous carbon oven. Analysis of this 
experiment indicated that at a temperature of 1800 K, both 
CS2 and CO are formed; the amount of CS2 and CO gener­
ated suggests OCS — CO + %S2 and (S2, 2S) + Cwan -*■ CS2 
as the dominant reactions. Also, visual examination of the 
oven after the experiment gave evidence of erosion of the 
oven wall. Thus, the carbon wall must be participating in 
the formation reaction of CS molecules in the CS2 dissocia­
tion.

There appeared to be little or no S-atom production. The

Oven temperature (K)

Figure 3. Temperature variations of C S/(C S2)diss.

signal at m/e = 32 was dominated by ions from cracking of 
CS2, CS, and S2. This conclusion is supported by following 
evidence. (1 ) The calculated S mole fractions are less than 
10% of CS mole fractions from the equilibrium model ex­
cluding the carbon wall in the thermodynamic system, and 
are less than 1% of CS mole fractions from the equilibrium 
model including the carbon wall in the thermodynamic sys­
tem. (2) According to the experimental data of Basco and 
Pearson,.11 the formation of S2 from S under our experi­
mental conditions would be virtually complete in a few mil­
liseconds, much less than the flow transit time (0.36 to 0.46 
s, Appendix A) of gas molecules within the oven. The S2 
signals at m/e = 64 indicate that the experimental amount 
of S2 was generally a factor of 3 less than the maximum 
equilibrium predictions excluding the carbon wall for the 
temperatures from 2000 to 2400 K where a large amount of 
CS2 dissociation occurs. Thus, the actual S mole fractions 
are expected to be 3% or less than those of CS mole frac­
tions. Consequently, the signal intensity representing S 
atoms at m/e = 32 is expected to be negligibly small when 
compared with the signal intensity arising from the sum of 
cracking patterns of CS2, S2, and CS.

The cracking patterns of CS2, S2, and CS were deter­
mined as follows. (1 ) The cracking pattern of CS2 was mea­
sured at room temperature. This cracking pattern was con­
sidered independent of oven temperature for this experi­
ment. (The potential dependence of the cracking pattern 
on increasing oven temperature has been discussed in de­
tail in a previous publication.8) (2) S2 was generated during 
the release of adsorbed sulfur on the vitreous carbon wall at 
550 K. The S2 cracking pattern was obtained by measuring 
the increase in signal at both m/e = 64 (AIe4) and m/e = 32 
(A/32) during this release. The average value for the ratio of 
AI32/A /64, from the cracking pattern of S2, was 0.175. (3) 
The cracking pattern of CS was then estimated by sub­
tracting the CS2 and S2 cracking components from the total 
S signal at m/e = 32, assuming no contribution from S 
atoms. This was done for all high-temperature data where 
significant amounts of CS molecules were detected. The 
value for the ratio of the S signal from CS cracking at m/e 
= 32 (A/32) to the CS signal at m/e = 44 (A/44) was 0.17 ±  
0.04, which compares favorably with the value of 0.22 ± 
0.03 from the mass spectrometric data analysis of the back-

The Journal o f Physical Chemistry, Vol. 79, No. 21, 1975
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ground gas for oven temperatures near 2400 K. The back­
ground gas signal should be devoid of S atoms because of 
the large sticking coefficient of sulfur atoms on solid sur­
faces.

Once the cracking patterns were determined, the sensi­
tivity factors for CS and S2 relative to CS2 were derived 
from the sulfur atom balance between the input flow of CS2 
and the exit flow of CS2, CS, and S2 gas mixtures. From the 
values of cracking patterns and sensitivity factors, determi­
nations of the composition of the sample beam, the amount 
of each component flux (Ar, CS2, CS, and S2) at the exit 
hole, and the component mole fractions were made using 
steady-state conditions and the measured input mass flow 
of an Ar-CS2 gas mixture.

The component mole fractions, a;, in the sample beam 
are also the component mole fractions of the reaction prod­
ucts in the vitreous carbon oven since there was little or no 
change in chemical composition throughout the exit flow 
molecular-beam sampling process. The component flux, </>,, 
at the exit hole is related by gas dynamic expressions to the 
concentrations of that component, n„ in the oven (Appen­
dix A), namely

u t =  1.08(f?mT o)1/2

where At, Rm, «t, and To are area of the exit hole, gas con­
stant of the mixture in the oven, the flow velocity at the 
exit hole, and the oven temperature, respectively. With 

/  these formulae, the component concentrations representing 
the state of CS2 dissociation in the oven at a given oven 
temperature can be calculated. Then, the partial pressure, 
Pi, and the total gas pressure, Po, in the oven can be calcu­
lated:

Gas mixture at room 
temperature:

71 mole% CS2 
29 mole% Ar

Total gas pressure:

18 Torr at 1000 K 
35 Torr at 2370 K

Mass flow rate:

1.48 x 10 ~ ^  g/s for CS2 
3.1 x 10—® g/s for Ar

Equilibrium composition:

--------------from model 1

-------------- from model 2

o Experimental data

Pi = riikT0 P0 = £ P  i

where k = Boltzmann’s constant. Based on the calculated 
gas pressure, Po, and the measured oven temperature, T0, 
equilibrium calculations were made to determine theoreti­
cal mole fractions for CS2 dissociation at the experimental 
temperatures and pressures.

Even though chemical equilibrium is not always fully 
achieved, thermal equilibrium is readily achieved. This is 
demonstrated by the fact that the time required to reach 
thermal equilibrium in the oven (~0.03 sec, Appendix B) is 
much less than the flow transit time through the oven 
(0.36~0.46 sec, Appendix A). Thus, the measured data rep­
resent the results of chemical kinetics rather than those of 
fluid dynamics.

Results and Discussion
The mass spectrometric analyses of CS2 dissociation 

after proper adjustment of cracking patterns and sensitivi­
ty factors are shown in Figures 4-6. The calculated compo­
sitions for two different thermodynamic models are also 
plotted in these figures. These models are (1) a system of 
gas species only, and (2) a system of gas species plus solid 
carbon. The standard thermodynamic data of graphite12 
were used in the equilibrium calculations for vitreous car­
bon. This substitution is reasonable because the complete 
data for vitreous carbon are not known at present, and the 
thermodynamic data of vitreous carbon are expected to dif­
fer only slightly with those of graphite.13 In addition, the 
heat of formation of CS at 0 K, (A //fo0)cs, was taken to be

Figure 4. Species temperature profiles for CS2 dissociation study 
(71 mol % CS2, 29 mol % Ar).

64 kcal/mol. This value of (A//f°0)cs yielded a best fit for 
the CS2 decomposition profile between the experimental 
data and the values obtained from equilibrium calculations 
excluding the carbon wall of the oven. A change of ± 1  kcal/ 
mol would cause noticeable deviations. The reported value 
of (Atff°o)cs ranges from 55 to 69 kcal/mol.12'14 The more 
recent data15’16 indicate 65 kcal/mol as preferred. Thus, our 
finding, 64 kcal/mol for (AHf°o)cs, compares favorably 
with recent data.

Of the two thermodynamic models mentioned, model 2 
more closely represents the true equilibrium of our experi­
mental system, whereas model 1 is a pseudo-equilibrium

The Journal of Physical Chemistry, Vol. 79, No. 21, 1975
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Gas mixture at room 
temperature:

46 mole% CS2 
54 mole% Ar

Total gas pressure:

19 Torr at 1000 K 
37 Torr at 2340 K

Mass flow rate:

1.07x10” 4 g/s for CS2 
6.6x10~ ^ g/s for Ar

Equilibrium composition

------- from model 1

■------ from model 2

Gas mixture at room 
temperature:

51 mole% CS2 
49 mole% Ar

Total gas pressure:

10 Torr at 1000 K 
19 Torr at 2340 K

Mass flow rate:

5.7 x 10“ 5 g/s for CS2 
3.15 x 10—° g/s for Ar

Equilibrium composition:

------------- from model 1

— ----------from model 2

o Experimental data o Experimental data

Oven temperature (K)

Figure 5. Species temperature profiles for CS2 dissociation study 
(46 mol % CS2, 54 mol % Ar).

Oven temperature (K)

Figure 6. Species temperature profiles for CS2 dissociation study 
(51 mol % CS2, 49 mol % Ar).

used to illustrate the behavior pattern of our experimental 
system. The difference between models 1 and 2 below 1850 
K represents the extent that the reaction CS2 —*■ C(solid) + 
S2 takes place. Above 1850 K, the difference between the 
models indicates the extent the carbon wall reacts with the 
CS2 and dissociation products.

Below 1850 K, the experimental CS2 data agree with the 
results of model 1 . This agreement indicates that the par­
tial dissociation of CS2 into solid carbon and S2, as predict­
ed by the true equilibrium calculations (model 2), requires 
a much longer time than the gas flow transit time 
(0.36~0.46 sec) associated with our experiment. A check of

S2 data supports this view. At temperatures above 1850 K, 
the CS production exceeds the amount predicted by model 
1  and approaches the limit of true equilibrium including 
wall reactions (model 2). Similarly, S2 molecule profiles are 
much below the predictions of model 1. This observation 
strongly suggests that reactions such as Cwaii + y2S2 —*■ CS 
are operative. The conversion of S2 into CS on a hot vitre­
ous carbon wall was efficient above 1850 K and was ~85% 
complete at 2400 K.

The reaction Cw„u + CS2 — 2CS does not appear to play 
a significant role in CS production. This conclusion is sup­
ported by the observation that the CS2 dissociation profile
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does not approach the equilibrium prediction including the 
oven wall (model 2).

C onclusion
Thermal dissociation of CS2 in 71% CS2 + 29% Ar, 46% 

CS2 + 54% Ar, and 51% CS2 + 49% Ar gas mixtures at 
20-40 Torr is about 85% complete at 2400 K. An equilibri­
um fit to experimental data yields 64 ±  1 kcal/mol as the 
heat of formation of CS at 0 K. This value compares favor­
ably with the 65 kcal/mol recently determined.

The CS and S2 production from CS2 dissociation was 
evaluated. Comparison between the experimental and the­
oretical profiles of CS and S2 indicated that (1) at 2400 K 
the number of CS molecules generated is about 1.85 times 
the number of CS2 molecules dissociated, and the total CS 
production approaches that predicted by equilibrium cal­
culations including the oven wall, and (2) wall reactions of 
the type Cwaii + V2S2 -*■ CS contribute significantly to the 
total CS production.
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sions.

Appendix A. Gas D ynam ics C alculations
For the analysis of CS2 dissociation, it is necessary to cal­

culate the species concentrations of reaction products, n; 
(molecules/cm3); the total gas pressure, Po (Torr); the 
mean free path, X (cm); and the flow transit time, T{ (sec), 
within the oven. These gas dynamic properties are ob­
tained using the expressions of isentropic expansion for the 
free jet exit flow and the mixing laws for gas mixtures.

The species concentration, n,, is given by the flow rela­
tions for a gas mixture

/ T i n  +  l y A n »—:1 <j>i

\  2 /  utAt
(Al)

where 7 m = the ratio of specific heats for the gas mixture, 
(j), = molecular flow rate of the species in question, u, = the 
gas flow at exit hole, At = the area of the exit hole, and

ut = ( - ^ ß m T o ) 172 (A2)
\7m + 1  /

where To = oven temperature, and Rm = gas constant of 
the mixture

Rm = E  “i 7 7  (A3)i Mi
where R is the universal gas constant, and Mj and o; are the 
molecular weight and mole fraction of species i.

The molecular flow rate for each species, 4>\, was ob­
tained from the calibrated mass spectrometric signals (see 
data analysis section). The mole fraction was calculated 
from

” i = <t>\
E «i T.<k

(A4)

since all species have the same exit velocity, ut• Although 
7 m varies from 5/3 to 11/9 for most gases and gas mixtures, 
[(7m + l ) /2]1/(Tm—i) an(j 27m/(7 m + 1 ) change only a few 
percent throughout the range of 7 m. Since the precise value 
of 7 m is difficult to calculate, approximate formulas for n\ 
and ut are used.

m =* 1.57 utAt
ut *  1.08 CRmT0)1/2

(A5)

(A6)

Once n; is known, the total and partial pressures (Po and 
Pi) are given by

Po = T.Pi p i = nikT0 (Al)
where k = the Boltzmann constant.

The mean free path, X, between molecules in the oven is 
computed according to

X = 1
V^n-jra2

(AS)

where ire2 is the collision cross section between molecules. 
The collision cross sections for most neutral molecules at 
our experimental temperatures do not differ by more than 
a factor of 2. Thus, in the present study, an average cross 
section of 37 X 10-16 cm2 was used for all species. The over­
all concentration, n (= Zrii), in the oven was nearly con­
stant under our experimental conditions at ~ 10 17 mole­
cules/cm3. Hence, the mean free path in the oven was ~2 X
10 -3 cm.

The flow transit time, Tf, of a steady flow system is given 
by

T f  =
nV
<t>

(A9)

where V, the oven volume, is 4.8 cm3. Tf is the average time 
a molecule remains in the oven without chemical reactions 
or wall adsorption. Using eq A5 and A6

1.57 V _ 1.45 V
UtAt ~ At(RmT 0) 1/2

(A10)

Calculations for all temperatures and gas mixtures used in 
our experiment show that the flow transit time, Tf, varies 
from 0.36 to 0.46 sec.

Appendix B. T em perature and D iffusion  T ransition  
Tim e w ith in  the Oven

To evaluate the state of thermodynamic equilibrium 
within the oven, the temperature and diffusion transition 
time of an incoming, cold gas flow must be estimated.

Temperature Transition Time, tt- Consider a core of 
cold gas that has an initial temperature, Tg, heated by the 
oven wall at a constant temperature, Tw, and a thermal 
boundary layer of R — r as shown in Figure 7. The temper­
ature transition time, tt, is defined as the time required to 
increase the gas core temperature, Tg, to 0.99TW by con­
duction only. Convection is not significant because of the 
small gas velocity within the oven, and radiative transfer is 
not efficient because of low gas pressure (<40 Torr), al­
though both convection and radiation tend to increase the 
heating process and therefore help to reduce the tempera­
ture transition time.

According to heat conduction
dgO) 

d t
dT

2 tc r h \ ----
dr

(Bl)

where Q(t) = the heat transferred from the oven wall to 
the gas core in time t.

d T Tw -  Tt 
dr R -  r Tg< T  t < Tw (B2)
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and

Tt = T„ + Q(t) (B3)

where Tt = the gas core temperature at time t, m is the gas 
core mass, and cv is the specific heat of the gas core. Solv­
ing eq 1 1 , 12 , and 13 for Tt

T t~ T , 
Tw

— T„ f  /  2ir rh \ \  1^ = 1 _ eXp ^ _ ( _ _ _ _ _ ) t J (B4)

Heftçe

T t - T .
-  0.99 = 1 -  „ p [  -  ( - A - )  ( 1 ^ - )  , T]

and

tt V X /\2 irrh / (B5)

For our experimental gas mixture, mcv/X ~  0.132 cm sec, R 
= 0.64 cm, r = 0.49 cm, and h = 3.8 cm. This yields tt = 
0.031 sec.

Diffusion Transition Time. Similarly, a molecule near 
the wall diffuses into the gas core region through molecular 
diffusion. A diffusion transit time, t d , is defined as the 
time required for 99% of the original molecules near the 
wall to diffuse into the gas core. Again referring to Figure 7, 
the concentration next to the oven wall maintains an equi­
librium value, nw. The concentration of these species in the 
gas core region at time t , is nt. The amount of this species 
diffusing into the gas core region through a concentration 
profile, (dn/dr), up to time, t, is Nt. Thus, the diffusive 
flux, diVt/df, is given by

= 2-irrhD —  
dt dr

where the concentration profile

drc nw — nt
dr R — r

and the gas core species concentration
N t

n t = rr2h

(B6)

(B7)

(B8)

Substituting eq B7 and B8 into eq B6 and solving for nt

>[-&)]= 1  — exp

For diffusion transit time, n jn

td = 23 [(fl — r)r

0.99, t = td- Thus 
1

2D
Using the average collision cross section of 37 X 10~16

(B9)

Figure 7. Physical model for calculating temperature and diffusion 
transit time.

cm2 (Appendix A), the diffusion coefficients, D, for the 
CS2-Ar gas mixture were estimated at an average tempera­
ture of 1500 K and an average pressure of 15 Torr. The 
values of R and r are the same as those used for calculating 
the temperature transition time, namely, R = 0.64 cm, and 
r = 0.49 cm thus, td ~  0.03 sec.
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Rate for Energy Transfer from Excited Cyclohexane to Nitrous Oxide in the Liquid Phase

Toshinori Wada and Yoshihiko Hatano*

L a b o r a t o r y  o f  P h y s i c a l  C h e m is t r y ,  T o k y o  I n s t i t u t e  o f  T e c h n o lo g y ,  M e g u r o - k u ,  T o k y o ,  J a p a n  ( R e c e iv e d  A p r i l  2 9 ,  1 9 7 5 )

Pure liquid cyclohexane and cyclohexane solutions of nitrous oxide have been photolyzed at 163 nm. The 
quantum yield of the product hydrogen in the photolysis of pure cyclohexane is found to be 1.0. The addi­
tion of nitrous oxide results in the reduction in the yield of hydrogen and in the formation of nitrogen. The 
decrement of the hydrogen yield is approximately equal to the increment of the nitrogen yield. About 40% 
of the hydrogen yield in pure cyclohexane is found to be produced through a path which is not affected by 
the addition of nitrous oxide. The effect of the addition of nitrous oxide is attributed to energy transfer 
from excited cyclohexane to nitrous oxide with the rate constant of k  = 1.0 X 1011 M_1 sec-1 (at 15°C). 
This value is about a factor of 10 larger than that expected as for diffusion-controlled rate. A contribution 
of the energy transfer process to the formation of nitrogen in the radiolysis of cyclohexane solutions of ni­
trous oxide has also been discussed.

I. Introduction
Photochemical studies of cyclohexane in the far-ultravio­

let region indicate that excited cyclohexane molecules 
make important contributions in the formation of final 
products in both the gas phase1 and the liquid phase.23 
However, the behavior of excited alkane molecules, espe­
cially in the liquid phase, formed by photons of energies 
near to, or slightly above, the ionization threshold is still 
not fully clarified.

Evidence has been reported that in liquid-phase photoly­
sis neutral excited cyclohexane can transfer its excitation 
energy to various solutes.2’3 Further, it has been shown that 
a variety of liquid alkanes emit observable fluorescence 
when the alkanes are optically excited at 147 and 165 nm.4 
An electronic energy transfer to aromatic solutes was con­
firmed to occur by observing the decrease of cyclohexane 
fluorescence and the development of aromatic fluores­
cence.5 The cyclohexane fluorescence is also quenched by 
typical electron scavengers.’ More recently, information 
about the lifetime of the excited cyclohexane has been 
given via the pulse radiolysis6 and X-ray7 excitation of liq­
uid cyclohexane, pure and in the presence of solutes, and 
rate constants have been measured for energy transfer and 
for quenching of the excited cyclohexane. In the photolysis 
of liquid cyclohexane at 163 nm,8 it has also been reported 
that energy transfer from excited cyclohexane to a solute 
carbon tetrachloride or sulfur hexafluoride occurs in the 
liquid phase with the rate constant much larger than that 
expected as a diffusion-controlled rate.

The cyclohexane fluorescence spectrum and the energy 
transfer efficiencies obtained from photochemical experi­
ments4’5,8 have been in good agreement with those obtained 
from X-ray excitation7’9 and pulse radiolysis,6 which indi­
cates that a similar species (i.e., excited cyclohexane) is in­
volved in both cases. Nitrous oxide has been widely used as 
an electron scavenger in radiolysis and the yield of nitrogen 
is related to the yield of electrons scavenged by nitrous 
oxide.10-12 The mechanism of nitrogen formation has been 
discussed from various points of view. However, the mecha­
nism is still not fully clarified. It has been shown by Hol- 
royd2b that nitrous oxide reacts with excited cyclohexane to 
form nitrogen in the liquid phase photolysis of cyclohexane 
solutions of nitrous oxide at 147 nm, which suggests an im­
portant contribution of this reaction to the formation of

the “excess” nitrogen. Recently, however, the possibility of 
this contribution has been critically discussed.12

Thus, further investigations of the photolysis of cyclo­
hexane solutions of nitrous oxide to estimate the rate of 
electronic energy transfer from excited cyclohexane to ni­
trous oxide are necessitated, which has been undertaken in 
the present work. The effect of the addition of nitrous 
oxide is investigated in the photolysis of liquid cyclohexane 
at 163 nm.

II. Experimental Section
Cyclohexane8-11 (Phillips Research Grade, >99.99%) and 

nitrous oxide (Takachiho, >99.9%) were used without fur­
ther purifications except for usual degassing and trap-to- 
trap distillations in a vacuum system. Ethylene (Takachi­
ho, >99.9%) was used as received.

The 163-nm light source was an electrodeless discharge 
bromine lamp, which has been constructed in a manner 
similar to that described previously,8 except that bromine 
and 1 Torr of Ar as a carrier gas were introduced. The dis­
charge was powered by a stabilized microwave generator 
(Ito Chotanpa Co.) operating at a power input of 75 W. 
During the operation a side arm of the lamp was immersed 
in a Dry Ice mixture and the lamp temperature was kept at 
a constant 200°C using a heating tape. As shown in Figure 
1, the emission spectrum of the lamp, obtained with a vac- 
uum-uv spectrometer (JASCO Model VUV-1 B), consisted 
of an intense line at 163 nm and very weak lines at 166 and 
193 nm. The yield of hydrogen from ethylene photolysis 
was used as an actinometer. The lamp intensity was 2.1 X
10-8 einstein/sec and decreased gradually with a longer 
use.

After 8 ml of a degassed cyclohexane sample was dis­
tilled into the reaction cell, a known amount of nitrous 
oxide was added and thoroughly mixed. The concentration 
of nitrous oxide in the liquid phase was calculated from the 
Ostwald absorption coefficient of 3.3 in cyclohexane at 
15°C.13 In the cell the window of the lamp was covered 
with the solution. Photolysis of the solution was carried out 
for 3 min. The solution was stirred during photolysis and 
cooled to 15 ± 1 °C by means of a water bath. Photolysis 
was repeated several times for cyclohexane solutions at var­
ious concentrations of nitrous oxide, and the total amount 
of conversion was less than 0.02%.
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163 nm

Figure 1. Emission spectrum of the Br lamp.

After a photolysis of a cyclohexane-nitrous oxide solu­
tion the noncondensable gas at 77 K was collected to a cali­
brated volume, and the pressure was measured. Hydrogen 
and nitrogen were identified by mass spectrometry. This 
gaseous mixture was analyzed by gas chromatography 
using a molecular sieve 5A column at room temperature, 
and the hydrogen yield was determined quantitatively. The 
liquid fraction was analyzed using a 6.0-m dimethylsulfo- 
lane column at 30°C for cyclohexene and a 0.75-m polyeth­
ylene glycol 600 column at 100° C for bicyclohexyl and cy- 
clohexanol.

III. R esu lts and D iscussion
Pure Cyclohexane. Product distributions for photolysis 

of liquid cyclohexane, pure and in the presence of nitrous 
oxide, are given in Table I. The major photoproducts from 
pure liquid cyclohexane at 163 nm are hydrogen and cyclo­
hexene; bicyclohexyl is a minor product. (The relative yield 
of bicyclohexyl in Table I is different from that previously 
reported.8 In the present experiment the yield of bicyclo­
hexyl has been carefully measured again gas chromato- 
graphically and resulted in the value in Table I. The differ­
ence has been due to the gas chromatographically quantita­
tive analysis of bicyclohexyl.) The product distribution 
shows the material balance between the yield of hydrogen 
and the sum of the yields of cyclohexene and bicyclohexyl 
produced in pure cyclohexane. Products other than those 
in Table I could not be observed in the gas chromatograms. 
Figure 2 shows the variations in the yields of hydrogen pro­
duced as a function of the irradiation time for the 163-nm 
photolysis of cyclohexane in the liquid phase and of ethyl­
ene in the gas phase (20 ~  40 Torr). The linearities of these 
plots indicate that the secondary effects of products 
formed are not important in our reaction systems. The 
quantum yield of hydrogen formation 4>(H2)0 = 1.0  ± 0.1 
for the liquid-phase photolysis of cyclohexane at 163 nm is 
obtained from the ratio of the slopes of these plots. Ethyl­
ene is used as an actinometer; <b(H2) for the gas-phase pho­
tolysis has been reported to be 0.42 at 163 nm.14 It is shown 
from the product distribution (Table I) that the main pro­
cess for hydrogen formation is molecular detachment of hy­
drogen from the excited cyclohexane molecule leading to

TABLE I: Product D istributions from Photolysis of 
Cyclohexane in the Presence and Absence of 
N itrous Oxide"

c-Cg (c-C G- c-Cg-
A d d it iv e 6 H 2 N 2 H 10 H n )2 H u OH H 20

N one 1 0 .95  0 .08
N jO  (0.1 M)  1 0 .4 0  1 .24  0 .0 4  0.13 nd

“ The m axim um  estim ated  error is ±5%. 6 M axim um  concen­
tra tion  a t which the m easurem ents were made.

Figure 2. Variations in the amounts of hydrogen as a function of the 
irradiation time for the photolysis of cyclohexane in the liquid phase 
and of ethylene in the gas phase.

Figure 3. Variations in the amounts of hydrogen and nitrogen as a 
function of the concentration of N20.

the formation of cyclohexene. The atomic detachment pro­
cess leading to the formation of hydrogen atom and cyclo­
hexyl radical is minor. Using an accepted value of l . l 15 for 
the disproportionation to recombination ratio of cyclohexyl 
radicals we can estimate, from the relative yield of bicyclo­
hexyl, that the hydrogen atom quantum yield $(H)o is 0.17.

Cyclohexane in the Presence of Nitrous Oxide. Figure 3 
shows the variations in the yields of hydrogen and nitrogen 
produced in the photolysis of cyclohexane-nitrous oxide 
solutions as a function of the concentration of N20 . The 
addition of N20  gradually increases the yield of nitrogen 
and complementarity decreases the yield of hydrogen to 
approach a constant value. In the process of hydrogen for­
mation, there seems to be a path which is unaffected by the 
addition of N20 . No changes in the results of the yields of 
hydrogen and nitrogen were observed using cyclohexane 
purified with a Na-K alloy. The ratio of the increment of 
the nitrogen yield to the decrement of the hydrogen yield is 
approximately unity, which is contrast to the result11 in the 
radiolysis of cyclohexane-nitrous oxide solutions. As an
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oxygen-containing product, c-CeH] [OH is observed and its 
yield is one-third that of nitrogen (Table I).

Since, in the gas phase at 163 nm, the photoabsorption 
coefficient of N20 16 is about a factor of 60 smaller than 
that of cyclohexane,17 the direct absorption of light with 
N 20  in liquid cyclohexane seems to be negligible even at 
the highest concentration of N20  used in this experiment. 
It has been reported213 that in the 147-nm photolysis of cy­
clohexane-nitrous oxide solutions nitrous oxide reacts with 
excited cyclohexane molecule to form nitrogen via dissocia­
tive energy transfer to nitrous oxide.

The following reaction scheme accounts adequately for 
the observed results.

c -C6H12 + hv
k\c -C6H6n 12

'2

J®

H2 + c-C 6H10 

c-C eH12*
c-CrH( H, c -CrH6n 10

c-CBH12 + hv’
c-CrH. N ,0- N, O c -CoH,

O + c -C eH i c-CgHuOH

(0)
(1 )

(2 )
(3)

(4)
(5)

(6)

other products (7)
where c-C«H,2* ’ and c-C(;H, 2* represent, respectively, a 
highly excited state and the first excited singlet state of cy­
clohexane. Although hydrogen formation is represented ap­
parently as the molecular detachment process alone, the 
atomic detachment process is also involved effectively in 
reactions 1 and 3. The excited state c-CeH |2* ', which is not 
affected by N20 , is the precursor of the lower excited state 
c-CfiHi2*, both states being sources of hydrogen formation. 
The lower excited state is quenched by N20  (reaction 5) 
and may be the one from which an observable fluorescence 
is emitted (reaction 4). A low yield of fluorescence, 4>f = 
10-2  ~  l ( r 3, has been observed by Lipsky et al.4 from liq­
uid cyclohexane when excited at 147 or 165 nm and 
quenched by electron scavengers such as N20 , C 02, and 
SF6 in the photolysis at 147 nm.5 The efficiencies for 
quenching of the cyclohexane fluorescence by these solutes 
are similar to that for energy transfer from excited cyclo­
hexane to CCI4 or SF6 reported previously in the photolysis 
at 163 nm.8 The oxygen atom generated by energy transfer 
to N20  reacts with c-C(;H 12, via insertion reaction 6, to 
form c-CgHuOH. As another oxygen-containing product, 
H20  would be formed by reaction 7 with a counterpart c- 
CfiH10. Material balance is achieved between the amount of 
hydrogen plus nitrogen and the sum of the amounts of c- 
CgHio, (c-C6Hu )2, and c-C6Hu OH (Table I).

From the steady-state treatment of the results in reac­
tions 0-7, one obtains the following three equations relat­
ing the amount of hydrogen or nitrogen and the concentra­
tion of N20.

(h 2)

J ^ = (fet + k2) (
(N2) /?274> \  ht [NjO l/ (I)

(H2) _  k, (kt + k ,)h  1
(N2) k 2 k2 k t [n 2o ]

1  =  (h  + h ) (
Jk\i<s>/(kt + h2)\ h i*  \ (in)

where k t represents the rate constant of energy transfer to 
N20 , I  the amount of light absorbed, and 4> the quantum 
yield to form the highly excited cyclohexane c-CgHia* '. In 
those equations reaction 4 is omitted because of a fluores­
cence yield much lower than unity. Linear plots of 1/(N2) 
vs. 1/[N20] and of (H2)/(N2) vs. l/[N 2Oj predicted by eq I 
and II are given in Figure 4. A rate constant ratio k j k 3 is 
obtained individually either from eq I or II; the values of 
the slope and the intercept of each linear plot give the 
value of k jk 3 as, respectively, 32 or 31 M-1. They are in 
good agreement with each other. A ratio k\lk 2 = 0.77 is ob­
tained from a value of the intercept (eq II), which indicates 
about 60% of c-C6H i2* ' converts to c-C6H 12*. Thiis the 
amount of hydrogen which is not quenched by N20 , k j/4>/ 
(k \ + k2), is evaluated to be 1.20  nmol, which gives a plot of 
1/|(H2) — 1.20) vs. [N20] as shown in Figure 5. As predicted 
by eq III a good linear relationship is observed with the 
same value of the intercept as that obtained for eq I. A 
ratio k j k 2 is obtained from this plot to be 29 M-1, which is 
again in good agreement with those obtained for eq I and 
II. We therefore consider that the above reaction scheme 
described by reactions 0-7 accounts consistently for the ob­
served results. In a previous study8 of the photolysis of cy­
clohexane in the presence of CCI4 and SF(;, the amount of 
hydrogen was the object of quenching and a good linear re­
lationship of 1 /(H2) vs. [CCI4] or |SFgj was obtained, which 
is different from the result in this study. As a plausible ex­
planation for this difference it may be offered that energy 
transfer can take place through a kind of complex between 
excited cyclohexane and additives and the detachment pro­
cesses from this intermediate vary both with the energy 
states of cyclohexane molecule and with the properties of 
additives.

The value of the energy transfer efficiency a = k j( k 2 + 
k{) obtained in this study is 31 ±  2 M ~\ which is in good 
agreement with 28 ± 4 M ~ 1  obtained by Holroyd2b in the 
147-nm photolysis. A reasonably agreed a value is also 
evaluated from a study for quenching of the cyclohexane 
fluorescence excited at 147 nm by N20 .5 The lifetime of the 
excited state of cyclohexane was estimated by Henry and 
Helman7 from the fluoresence decay time measurements in 
the pulsed X-ray excitation as 0.3 nsec, and by Beck and 
Thomas6 from the measurements of growth of the fluores­
cence in the pulse radiolysis of aromatic solutes in cyclo­
hexane as 0.28 nsec. The facts that photochemical excita­
tion leads to the same fluorescence spectrum as X-ray exci­
tation7 and the value of the energy transfer efficiency a ob­
tained in photochemical experiments5’8 is in good agree­
ment with the pulse radiolysis data6 indicate that the excit­
ed species formed in the radiolysis have properties similar 
to photoexcited molecules. Based on these facts we can 
consider (k2 + kf)- 1  to be equal to r(0.3 nsec). With our 
value of a, k t = 1.0 X 1011 M - 1  sec- 1  is obtained for the 
rate constant of energy transfer to N20  at 15°C. This spe­
cific rate of energy transfer is about an order of magnitude 
greater than the expected rate 0.6 X 1010 M- 1  see- 1  (at 
15°C), which is predicted by the Stokes-Einstein-Smolu- 
chowski (SES) equation &ses = 8RT/3000ij for a diffusion- 
controlled reaction in a solution with the viscosity t) at an 
absolute temperature T. Previously we have reported simi­
larly large rate constants for quenching of excited cyclohex­
ane by CCI4 and SF6 with the values 2 X 1011 and 1 X 1011 
M~l sec-1, respectively, at room temperature.8 Consistent 
with these results, Lipsky and his coworkers4 reported that 
fluorescence lifetimes estimated by fluorescence quenching 
or energy transfer measurements using the SES equation
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[N20] (O). Figure 6. Yields of hydrogen and nitrogen produced in the radiolysis 
as a function cf N20 mole fraction. The corrected yields for the con­
tribution from excited cyclohexane molecules are shown for
G(C6H12*) = 0.321 (-----) and G(C6H12*) = 1.06 (------ ).

Figure 5. Plot of 1/|(H2) — 1.20} as a function of the concentration of 
N20.

are about a factor of 10  longer than those7 directly mea­
sured. These results appear that the SES equation is inap­
plicable to reactions of excited alkane molecules. This is 
strikingly in contrast to its success when applied to reac­
tions of excited aromatic molecules in a variety of solvents 
of different viscosity.18

The SES equation is derived from the Smoluchowski 
equation and the Stokes-Einstein equation under the as­
sumptions that the interaction radii and the Stokes’ radii 
of reactive molecules are each equal so that the two terms 
are cancelled. The fact that the Stokes-Einstein equation 
relating the diffusion coefficient, the Stokes radius, and the 
viscosity predicts a diffusion coefficient a factor of 2 or 3 
smaller than the measured one for various solutes in cyclo­
hexane19 is not enough to account for the large discrepancy 
between the observed rate of energy transfer and the ex­
pected diffusion-controlled rate. An efficient energy migra­
tion through alkane solvent has been negatively offered as 
an explanation.4 Helman9 has also reported higher values 
of specific rates (k(l) for the quenching of the fluorescence 
from the excited decalin and dodecane and showed that 
values of kqri/T are larger than expected from the SES 
equation but they are the same for both alkanes and are 
constant at several temperatures, suggesting that the 
quenching is controlled by diffusional motion. When an ef­
fective interaction distance within which energy transfer 
occurs between reactive molecules exceeds considerably a 
collisional distance between the stable solvent and solute 
molecules, i.e., the sum of geometrical radii, no cancellation 
holds between the interaction radius and the Stokes radius. 
Thus, the SES equation may be no more applicable to reac­
tions of excited alkane molecules, and a constant and large 
value of kty]/T can be expected. A plausible explanation for

the large value of the energy transfer rate constant may be 
offered as an excited alkane molecule has effectively a large 
interaction radius (~20 A) in liquid alkane, which is esti­
mated from the Smoluchowski equation with the transient 
term. An expanded orbital or electrons in the excited al­
kane molecule would be imagined in liquid alkane. The fact 
reported by Lipsky et al.4 that the emission spectra of satu­
rated hydrocarbons are displaced from their absorption 
spectra by unusually large energy gaps may support this 
view of an expanded molecule since large Stokes shifts 
imply severe nuclear distortion of the excited state. How­
ever, an expanded molecule may be somewhat speculative 
in view of that a considerably large expansion is required to 
account for the large rate constant. An expanded alkane ex­
cited state in the liquid phase, as described above, might 
not be differentiated essentially from the so-called gemi­
nate ion pair in liquid alkane. The exact state of affairs still 
remains obscure. Further work on this problem is clearly 
required.

Energy Transfer in the Radiolysis of Cyclohexane Solu­
tions of Nitrous Oxide. Nitrous oxide has been widely used 
in the radiolysis of liquid hydrocarbons as an electron scav­
enger. The reaction of nitrous oxide with electron results in 
the formation of nitrogen and in the depression of the hy­
drogen yield from liquid cyclohexane. The yields of nitro­
gen and hydrogen11 are shown as a function of the mole 
fraction of N2O (Figure 6). The corrected yield of nitrogen, 
g(N2), for the direct radiolysis of N2O at the higher N 2O 
concentration is also shown, taking G(N2)o = 10.4 for pure 
N2O.20 It has been reported10'11 that the observed yield of 
nitrogen is greater than the expected yield of electron in 
the radiolysis of liquid cyclohexane and the decrease in the 
hydrogen yield corrected for the dose effect is smaller than 
the yield of nitrogen formed. Holroyd20 has suggested that 
the “excess” nitrogen is attributed to energy transfer from 
excited cyclohexane to N20  in the radiolysis. If the excited 
species formed in the radiolysis have properties similar to 
excited cyclohexane molecules formed in the photolysis, 
the possibility of which has already been discussed in the 
last section of this article, then an estimation of the yield of 
nitrogen, G(N2)t, formed by energy transfer in the radioly­
sis of cyclohexane solutions of N20  is given by

C |N ° '  = ,; ,l N f | ^ " T‘;(C' CtH'!,)

[ n ? 0 ] r ( r  r h  * )
~ | n 2o 1 + a - lG(c C6Hl2 ’

(IV)
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where G(c-C6H i2*) is the yield of the excited cyclohexane 
responsible for energy transfer to N20 , r is the lifetime of 
c-C6H i2*, and « is the energy transfer efficiency obtained 
from photolysis experiment to be 31 AT-1. Thus, the 
amount of G(N2)t is estimated from the yield of the excited 
cyclohexane in the radiolysis. Actually, it is not easy to ex­
perimentally determine the value of G(c-C<;Hi2*). The 
value of G(c-CeHi2*) has been tentatively estimated as 
0.321 or l.O.6 The yields of hydrogen and nitrogen corrected 
for the contribution from the excited cyclohexane in each 
case are shown in Figure 6, where it is noted that the con­
tribution of the energy transfer process to the yield of ni­
trogen, G(N2)i, predicted by eq IV appears at the low N20  
concentration (5 X 10' 4 mole fraction of N 20 ) and cannot 
be neglected at the higher concentrations. Generally, how­
ever, the excited states of alkanes in the liquid phase 
should be reconsidered.
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N. A. Masoud and J. Olmsted, III*

Department o f Chemistry, American University o f Beirut, Beirut, Lebanon (Received December 26, 1974; Revised Manuscript Received 
June 9, 1975)

The basic photochemical and photophysical processes undergone by 2-benzoyl-3-phenylquinoxaline 1,4- 
dioxide (BPQ02) have been studied in dilute ethanolic solutions under differing excitation and tempera­
ture conditions. Direct photolysis of BPQ02 using 404-nm light at room temperature yields only one photo­
product, 1,3-dibenzoylbenzimidazolone (DBBI), formed monophotonically, with a quantum yield of 0.093. 
The remaining excited singlet BPQOo reverts to the ground state via internal conversion. At 313- and 254- 
nm excitation, fragmentation also occurs (<j> = 0.03), leading to ethyl benzoate. Quantum yields of BPQ 02 
consumption are slightly temperature dependent (Ea = 0.36 kcal/mol), and in the glass at liquid nitrogen 
temperature an intermediate of lower conjugation than BPQ02 can be observed. Triplet sensitization ex­
periments show that the triplet state of BPQ02, which is not populated by direct illumination, eliminates 
oxygen to yield 2-benzoyl-3-phenylquinoxaline. No DBBI is formed from the triplet state, and although 
the sensitized reaction is biphotonic, the monoxide is not formed in detectable amounts. Kinetic behavior 
of the triplet-sensitization experiments suggests a substrate-solvent complex which is thermally unstable 
as an intermediate in the two-photon deoxygenation.

Introduction

Aromatic amine Ar-oxides can undergo a wide variety of 
primary and secondary photochemical reactions. Unlike in 
the case of aliphatic nitrone photochemistry, where the 
three-membered oxaziridine intermediate has been identi­
fied, the nature of intermediates and the photophysical 
pathways of energy degradation for these compounds has 
remained a matter of uncertainty,1 although the excited 
singlet state and an oxaziridine intermediate have usually 
been implicated in the reaction mechanism.1-2 However, re­
cent work on isoquinoline N-oxides3 and on 1,2-diazine N-

oxides4 has failed to provide evidence for oxaziridines and 
elimination of NO from di- and triazine N-oxides has been 
interpreted as evidence for a C-N-N three-membered ring 
intermediate.5-3 The role of the triplet state in AT-oxide 
photolysis has not been particularly examined, although 
Spence, Taylor, and Buchardt conclude in their review1 
that deoxygenation probably arises from a different excited 
state than does rearrangement.

Although quinoxaline 1,4-dioxides were the first of the 
aromatic amine N-oxides to be studied photochemically,7
1,4-dioxides have received considerably less attention than 
monooxides. One reaction which has been reported to pro-

The Journal of Physical Chemistry, Vol. 79, No. 21, 1975



Photochemistry of 2-Benzoyl-3-phenylquinoxaline 1,4-Dioxide 2215

ceed in high yields8 is the extensive rearrangement of 2- 
benzoyl-3-phenylquinoxaline 1,4-dioxide (BPQO2), upon 
irradiation in methanol, to give 1,3-dibenzoylbenzimidazol- 
one (DBBI). In the present work we have undertaken to ex-

DBBI

amine the photoprocesses involved in this reaction in great­
er detail and to relate the results to the photochemistry of 
other aromatic amine Af-oxides. Ethanol was used as sol­
vent rather than methanol because of its greater stability 
as a low-temperature glass.

Experimental Section
2-Benzoyl-3-phenylquinoxaline 1,4-dioxide (BPQO2),9 

2-benzoyl-3-phenylquinoxaline (BPQ),10 and 1,3-diben­
zoyl benzimidazolone (DBBI)11 were prepared following 
techniques described in the literature. 2-Benzoyl-3-phenyl- 
quinoxaline 4-oxide was kindly provided by Professor M. J. 
Haddadin. Quinoline (K and K) was column chromato­
graphed on alumina before use as a sensitizer. Other chemi­
cals were of commercial purity, and all solvents were frac­
tionally distilled to free them of possible luminescent im­
purities.

Photolyses were carried out using a 100-W Hg lamp and 
solution filters to isolate particular lines. Substrate disap­
pearance was determined by measuring the attenuation of 
absorbance at 390 nm, or in low temperature glass by fol­
lowing luminescence decay. Low temperature photolyses 
were carried out utilizing unsilvered-tip Pyrex dewars in 
which the samples were immersed in organic solvent slush 
baths, liquid O2, or liquid N2. Light intensities were mea­
sured using standard ferrioxalate actinometry.

Product yields were determined from low-temperature 
luminescence intensities of photolyzed samples, to which, 
following photolyses, a measured amount of Rhodamin-B 
had been added as an internal standard. Product concen­
trations were found by comparing luminescence ratios for 
photolyzed solutions with those of standard solutions con­
taining product and Rhodamin-B in known amounts. 
Yields were then calculated by comparing substrate disap­
pearance, determined spectrophotometrically, with prod­
uct appearance. Absorbance measurements were taken on a 
Perkin-Elmer Model 450 VIS-UV spectrophotometer.

Luminescence measurements were carried out on a 
Baird-Atomic SF-1 Fluorispec modified in its sample com­
partment to accept a cylindrical unsilvered-tip dewar flask 
in which samples were placed for low-temperature work. 
Luminescence lifetimes were measured using a Suntron-2 
flash tube driven by a Xenon Corp. Model B micropulse 
unit. Decays were displayed and photographed on a Tek­
tronix 551A oscilloscope.

Results
A. Direct Photolysis. The kinetic rate law for direct pho­

tolysis of BPQO2 can be analyzed on the basis of a relative­

ly simple reaction scheme, utilizing the experimental obser­
vations (described below.i that the reaction is monophoton­
ic, involves the excited singlet state, and proceeds via an in­
termediate. We assume the following generalized reaction 
scheme:

M + hv — ► *M* 7a (intensity of absorption)
*1iM* — -  m (FI, IC, ISC)

1 62]M* — ► I — ► products
where M represents the starting material and I represents 
the intermediate.

The rate of disappearance of M is given by 
-d[M ]/df =  Ii<pi

where tj)d = fe 2/(^1 + k 2) is the quantum yield of disappear­
ance of the reactant. If I q represents the intensity of the in­
cident light, I t represents the intensity of the transmitted 
light, t represents the extinction coefficient of the starting 
material, M, at the wavelength of the monochromatic light 
used for irradiation, and l is the path length of light, then

4  =  4 ( 1 -  10 -£KM])

=  / 0( 1 -  er2-3e,CM4  

d[M]/df =-4>iI0{ 1 -  g - 2*3 e ! [ M ] )

=  n{ 1 — g-mCM4

where n = —<j>dIo and m = 2.3d. Rearrangement gives
m l  M ]me 

emim _
which integrates to

In (emlm -  1 )

=  nm dt
1

= nmt + constant

Resubstituting the values of m and n gives

In (e2*3e,CM] -  1 ) =  + constant

The above equation can be simplified further to

=  -e.1 1 ^ 4  + constant

where T  is the transmittance of the reactant at the wave­
length of the monochromatic light used for irradiation at 
any photolysis time, t.

Plotting log [(l/T) -  1] vs. t should give a straight line 
the slope of which is —elIo<t>d-

Ethanolic solutions of BPQO2 of concentration ~ 10~4 M 
were photolyzed using 405-nm light under differing condi­
tions of incident light intensity, temperature, and oxygen 
concentration. The rate of disappearance of starting mate­
rial was determined by monitoring the absorbance at the 
maximum of the So -*■ Si absorption band (X 390 nm, c 1.22 
X 104 M ~ 1 cm-1). Linearity of log (T_1 -  1) vs. t plots was 
observed at temperatures where the solvent remained liq­
uid as is illustrated in Figure 1. The quantum yields of 
BPQO2 .disappearance were computed from slopes of these 
plots.

Low-temperature luminescence spectra were used to 
identify the major photoproduct which was DBBI. Lumi­
nescence intensities, normalized to the fluorescence inten­
sity of Rhodamine-B added to the samples as an internal 
standard and compared to the luminescence intensity of an 
authentic chemical sample of DBBI in ethanol, were used 
to compute the percent formation of the photoproduct fol-
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Figure 1. Variation with time of the rate of disappearance of BPQ02 
in ethanol at room temperature and 405-nm excitation: (O) de­
gassed solution, l0 = 1.57 X 10~6 einstein/l. sec; (0) 0 2-saturated 
solution, l0 =  1.57 X 10-6 einstein/l. sec; (A) air-saturated solution, 
/0 = 6.68 X 10-7 einstein/l. sec.

lowing total photolysis (measured by disappearance of the 
PBQO2 absorbance peak) of the substrate.

Quantum yields for BPQO2 and yields of DBBI were 
found to be independent of incident light intensity, con­
centration of oxygen in the solution, and the presence of 
pyrene as a triplet quencher. A temperature dependence 
was, however, observed as was also a dependence on pho­
tolysis wavelength (see below).

When glassy solutions of BPQO2 were photolyzed (liquid 
O2 or liquid N 2 temperatures), qualitatively different be­
havior was observed. The rate of disappearance of sub­
strate was no longer first order but instead showed a reduc­
tion with photolysis time, as illustrated in Figure 2. In ad­
dition, DBBI did not form (no luminescence was detected 
from the photolyzed glass) but instead a nonluminescent 
intermediate resulted whose absorption spectrum is shown 
in Figure 3. Storage of the sample in the dark at low tem­
perature for up to 2 hr resulted in neither regeneration of 
substrate nor formation of products, indicating that the in­
termediate formed was stable in the glass. Upon warming 
to room temperature and then refreezing, the sample ex­
hibited the characteristic emission spectrum of DBBI su­
perimposed, however, upon emissions of an unidentified 
additional product or products. Although the rate of sub­
strate disappearance was not constant, the ratio of quan­
tum yields for liquid N2 and liquid 0 2 photolysis, for equal 
percent reaction from 0 to 40%, was a constant; moreover, 
the fraction of consumed substrate converted to DBBI was 
the same for total photolysis as for partial (28%) photolysis.

The appearance of an intermediate in low-temperature 
photolysis suggested the possibility of an observable inter­
mediate at room temperature, which was searched for util­
izing conventional flash photolytic techniques and moni­
toring the solution absorbance immediately after the flash. 
Although the low-temperature intermediate exhibited sig­
nificant absorbance in the 300-350-nm range, no transient

Figure 2. Comparison of photolysis of BPQO2 in ethanol at room 
temperature (©) and at liquid oxygen temperature (A).

Figure 3. Absorption spectrum of intermediate formed upon irradia­
tion of BPQ02 in low-temperature ethanolic glass.

absorbance signal could be observed at room temperature 
between 300 and 700 nm (below 300 nm, substrate absorb­
ance was too high to permit measurements).

In addition to photolysis in the Si manifold at 405 nm, 
BPQ02 was also photolyzed utilizing higher energy photons 
(313 and 254 nm) which excited the system to higher sin­
glet states. These photolyses were complicated somewhat 
by the fact that DBBI also significantly absorbs and itself 
undergoes photolysis at these wavelengths. Quantum yields 
and percent formation of DBBI therefore were determined 
under partial photolysis conditions (<35% consumption at 
313 nm, <20% consumption at 254 nm). In addition to 
DBBI and a low-temperature emitter which was ascer­
tained to be a photoproduct of DBBI by photolyzing a pure 
sample of DBBI, a third product exhibiting room-tempera­
ture fluorescence in the 330-380-nm range was formed. 
This new product, which was formed at both 313 and 254 
nm, did not form in DBBI photolysis and must, therefore, 
arise from BPQO2 itself. Its fluorescence spectrum (Amax 
360 nm, shoulders at 328, 343, and 375 nm) and the emis­
sion spectrum of ethyl benzoate in ethanol are closely simi­
lar, indicating that the new photoproduct is ethyl benzoate
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TABLE I: Direct Photolysis of 
2-Benzoyl-3-phenylquinoxaline l,4-Dioxidea

DBBI
êxcit> Temp, form -
nm K V e d ,c % Notes

404 298 0.099 97 Air saturated
404 298 0.093 1 0 0 Degassed
404 298 0.093 96 0 2 saturated
404 2 1 0 0.073 82
404 178 0.063 73
404 90 0.027 Glassy, initial rate
404 77 0.017 38 Rel. to 90 K rate
313 298 0.13 77 <35% reaction
254 298 0.13 3 O'* < 2 0 %, reaction

a E thanol solvent, substra te  concentration ~  10"4 M,  light in ten ­
sity ~ 1 0 " 6 einstein/1. sec. b Q uantum  yield for d isappearance of 
substrate; ascertained to be independent of incident light in ten ­
sity. c Percen t of consum ed substra te  which appears as DBBI prod­
uct. d Low owing to photolysis of DBBI by 254-nm light.

arising from reaction of highly excited substrate molecules 
with the ethanolic solvent. This observation is in agree­
ment with the observation that methyl benzoate, identifi­
able both through its characteristic odor and by gas chro­
matographic analysis, forms upon irradiation of BPQO2 so­
lutions in methanol.12b

Results of these experiments are summarized in Table I.
B. Sensitized Photolysis. Sensitized photolyses of 

BPQO2 in ethanol at room temperature were carried out 
using two different triplet sensitizers: biacetyl and quino­
line. When biacetyl sensitizer was used, 436-nm excitation 
was employed and the course of the reaction was followed 
by monitoring the solution absorption spectrum. As photol­
ysis proceeded the BPQO2 absorbance peak disappeared 
and a new absorbance developed with Xmax at around 335 
nm, which is the wavelength at which both the quinoxaline 
monoxide (BPQO) and the deoxygenated compound (BPQ) 
absorb. Although BPQ is a strong luminescer at low tem­
perature while BPQO luminesces only weakly, it was not 
possible to differentiate between these two possible prod­
ucts nor to search for the presence of DBBI owing to the 
strong interfering luminescence of biacetyl.

Further sensitization experiments were therefore under­
taken using quinoline as sensitizer and 313-nm excitation, 
with quinoline concentrations sufficiently high (>10~3 M) 
to ensure negligible absorption of exciting light by the sub­
strate. Since quinoline absorbs negligibly at wavelengths 
greater than about 320 nm, it was possible in these experi­
ments to follow both the disappearance of substrate and 
the appearance of product spectrophotometrically; and the 
product could also be identified by its low-temperature lu­
minescence spectrum.

Substrate disappearance and product appearance were 
found to be directly correlated, with a well-defined isosbes- 
tic point occurring in the absorption spectra (Figure 4). 
However, the kinetics of substrate disappearance, which 
was determined using crossed-beam illumination to allow 
simultaneous continuous photolysis at 313 nm and moni­
toring of absorbance at 390 nm, was found to be complex. 
As illustrated in Figure 5, the rate of disappearance, initial­
ly rather slow, showed a distinct acceleration with time. 
Deliberate addition of BPQO or BPQ to the sample did not

Figure 4. Absorption spectra of BPQ02 undergoing triplet-sensitized 
photolysis in the presence of quinoline sensitizer: (curve 1) before 
photolysis; (curves 2-12) spectra after successive 2-min photolyses 
using 313-nm light; (curve 13) spectrum after an additional 22-min 
photolysis.

Figure 5. Disappearance of BPQ02 during quinoline-sensitized pho­
tolysis in ethanol at room temperature. Tangents drawn to approxi­
mate initial and maximum rates; (0) /a = 6.53 X 10-7 einstein/l. 
sec; (A) 4 = 2.36 X 10-7 einstein/l. sec.

result in any rate enhancement indicating that the phe­
nomenon is not autocatalysis. On the other hand, interrup-
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TABLE II: Summary of Triplet 
Photosensitized Reaction Rates“

Starting 
cone of
b p q o 2,

10-s4/

Light in- 
tens ity, 

10‘; ein- 
stein /1. sec

Initial 
rate, 10"1 
AA/Asec

Maximum 
rate, 10'3 
AA/Asec

6.24 6.53 -6 .9 -4 .1
9.36 6.53 -6 .8 -4 .9

12.5 6.53 -6 .5 -5 .8
9.36 2.63 -1 .1 -2 .8

a Quinoline sensitizer, e thanol solvent, room tem perature.

tion of photolysis for periods of 1-2  hr during which the 
sample was stored in the dark, while not effecting any 
change in the absorption spectrum, resulted in a distinct 
reduction in photolysis rate. Biacetyl-sensitized experi­
ments also showed this effect, indicating that the phenom­
enon is not an artifact of the quinoline-BPQCL system.

Table II summarizes how the initial and maximum rates 
of BPQ02 disappearance depend on substrate concentra­
tion and light intensity. The initial rate can be seen to be 
independent of substrate concentration and to vary with 
the square of light intensity, while maximum rate, qualita­
tively, depends on both concentration and intensity.

To ascertain which of the possible photoproducts, BPQO 
or BPQ, was being formed, quantita tive comparisons were 
made between the low -tem perature luminescence of photo- 
lyzed solutions and the luminescence of au thentic chem i­
cally prepared samples of the two compounds. Although 
absorption and luminescence spectra of BPQO and BPQ 
are closely similar, the former has a very low luminescence 
efficiency while the la tte r emits relatively much more effi­
ciently. Calculation of the percent yield of product from 
the luminescence intensity  of either partially  or totally 
photolyzed samples, assuming BPQ to be the sole photo­
product, gave yields of 100 ±  3%. Since the presence of the 
lower efficiency em itter would lead to an increase of yield 
over the calculated value, we conclude th a t only BPQ is 
formed in the trip le t photosensitized reaction.

C. Luminescence Parameters. Luminescence spectra of 
BPQO 2 and the major possible photoproducts, DBBI, 
BPQ, and BPQO, were investigated both a t room tem pera­
tu re  and a t low tem perature. None of the compounds 
showed any significant emission a t room tem perature, and 
BPQO showed only faint luminescence a t liquid air tem ­
perature which may have been due to the presence of some 
BPQ as impurity. The luminescence spectra of the other 
three compounds is shown in Figure 6. Lifetime m easure­
m ents a t liquid air tem perature gave t  = 0.11 sec for DBBI, 
r  = 0.40 sec for BPQ, and t  < 0.1 msec (the lifetime of the 
flash) for BPQO 2 , indicating th a t the two photoproducts 
phosphoresce whereas the starting  m aterial is a low-tem­
perature fluorescer.

Discussion
Inform ation obtained in this work concerning the room- 

tem perature photophysical and photochemical properties 
of BPQO 2 are sum m arized in Figure 7. The major observa­
tions are the following. (1) Excitation into Si a t room tem ­
perature yields only DBBI w ith a quantum  yield of 0.10. 
The reaction is monophotonic. (2) Excitation of higher sin­
glet states yields both DBBI and another product, probably 
ethylbenzoate, with the quantum  yield of substrate disap-

Figure 6. Emission spectra at liquid air temperature: (A) BPQ02; (B) 
DBBI; (C) BPQ (not corrected for wavelength variation of photomulti­
plier tube response).

b p q o 2

Figure 7. Summary of photophysical and photochemical processes 
of BPQO2 (EtBz = ethyl benzoate).

pearance rising to 0.13. (3) Triplet-sensitized photochem is­
try  yields only BPQ. (4) Phosphorescence is no t observed, 
and fluorescence only occurs a t tem peratures where the 
solvent is glassy.

From  these data, we conclude th a t, a t room tem perature, 
the first excited singlet sta te  of BPQO 9 e ither rearranges to 
DBBI (<j> = 0.10) or internally  converts back to the ground 
state. A higher excited singlet sta te  Sn can undergo a d if­
ferent photochemical reaction, probably solvent a ttack  ( 0  

= 0.03), in com petition with in ternal conversion to  Si. The 
trip le t sta te is not populated directly and thus plays no role 
in the direct photochem istry of the system.

As the tem perature is reduced, the p icture becomes more 
complex; the photochem ical quantum  yield is reduced, in ­
dicating an activation energy barrier for the photochem ical 
prim ary process which is calculated from an A rrhenius plot 
of the relative rates to  be 0.36 kcal/mol. F urtherm ore, not 
all of the consumed substrate converts to  DBBI, indicating 
a com petitive reaction, probably requiring substan tia l re ­
distribution of excitation energy (i.e., occurring from a non- 
Franck-C ondon configuration) and thus having a small
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preexponential factor. At lower temperatures, this compet­
ing reaction becomes evident as the rate of the DBBI reac­
tion is reduced. Finally, the appearance of fluorescence at 
low temperature indicates that the internal conversion rate 
is temperature dependent, or possibly that internal conver­
sion occurs more readily from the equilibrated configura­
tion than from the adiabatic (Franck Condon) one, so that 
at high solvent viscosity (in the glass) fluorescence can 
occur.

The low-temperature observations show also that DBBI 
is not formed directly but through an intermediate which is 
stable in glassy solvent. Moreover, from the decrease in 
rate with percent photolysis observed in the glass, we infer 
that the intermediate itself has undergone steric changes 
which are hindered by certain conformations of the solvent 
cage; as those substrate molecules in more favored environ­
ments become photolyzed, the rate for the remaining mole­
cules is reduced. From the absorbance spectrum of the low- 
temperature intermediate (Figure 3), it is evident that its 
structural alterations involve some loss of conjugation. 
Since warming of the intermediate yields less than quanti­
tative conversion to DBBI, it is not certain that the same 
intermediate is involved in the low- and room-temperature 
reactions, especially since no transient absorption was ob­
served at room temperature.

Nonetheless, the quantitative and monophotonic nature 
of the room-temperature reaction implies restrictions on 
the possible mechanisms. One can readily envisage only 
three possible initiating processes for the photochemical 
transformation: oxygen migration from the 1  to the 2 posi­
tion (migration from the 4- to the 3-phenyl-substituted po­
sition is ruled out by observations that 2,3-diphenylqui- 
noxaline di-N-oxide fails to undergo the ring-contraction 
reaction12); fragmentation, probably involving release of a 
benzoyl free radical; or ring opening, which would have to 
occur at the 2,3 bond to account for the absence of ring ex­
pansion. Fragmentation is ruled out by the nearly quanti­
tative conversion to DBBI, which would not be expected if 
the molecule is fragmenting, especially in view of the for­
mation of other products, including ethyl benzoate, using 
higher energy light that is more likely to cause bond cleav­
age. Ring opening seems extremely unlikely since the quin- 
oxaline ring system is highly resonance stabilized; more­
over, it is difficult to reconcile the observed quantitative 
conversion to DBBI with the highly reactive species which 
would result from ring opening.

Oxygen migration, therefore, seems to be the only initiat­
ing step that is consistent with the experimental results; 
yet recent work on other IV-oxides has cast some doubt on 
oxaziridine formation as the means of oxygen migration.3’4 
We suggest that the reason for failure to observe the oxa­
ziridine in aromatic systems arises out of the highly 
strained nature of the three-membered ring coupled to the 
planar aromatic nucleus, which favors rapid return to start­
ing material or conversion by rearrangement. The following 
mechanism seems reasonable, although other possibilities, 
such as simultaneous formation of two oxaziridine three- 
membered rings followed by rearrangement, cannot be 
ruled out.

Intermediate I, an oxaziridine, is postulated as unstable 
with respect to either BPQO2 (this could be the mechanism 
for internal conversion of BPQO2) or intermediate II, and 
the reduced efficiency of photolysis at lower temperatures 
would be due to the activation energy for conversion from I 
to II. The apparent site effect in glassy solvent is also ex­
plained by solvent cage hindrance of the benzoyl migration

in going from I to II. Intermediate II, which was also pro­
posed by Haddadin and Issidorides,8 might be the interme­
diate observed at low temperature if the absorbance tail 
observed in the 300-350-nm region represents the transi­
tion to first excited singlet. Failure to observe it at room 
temperature would be consistent with its apparent instabil­
ity as evidenced by unsuccessful attempts to prepare it.9 Its 
transition to intermediate III and subsequently to DBBI is 
analogous to the BPQO2 —*■ II conversion and can be 
viewed as favored by the /3-keto nitrone configuration of II.

The most striking features of the triplet-sensitized deox­
ygenation reaction are its biphotonic nature and the inter­
mediate which forms. The intermediate in this case has an 
absorption spectrum that is indistinguishable from starting 
material, and it reverts to starting material in the dark over 
a 1-2-hr period. Some kind of “loose” complex with solvent 
would be expected to have such characteristics,13 and could 
be either charge transfer or hydrogen bonding in nature. 
We propose the following scheme (Q = quinoline, S = sol­
vent):

Q + hv — * 3Q

‘Q —* :iQ 
3Q — *■ Q
3Q + BPQO, — *• Q + 3BPQO, 
3 b p q o 2 — ► b p q o 2

3 BPQ 0 2 + S — -  BPQCVS 
B P Q C yS  — *- BPQO, + s 
3q  + b p q o 2- s — -

Q + 3 B PQ 02-S  — * products

/ a (e in s te in / 1 . sec)

<Pt

ki
h
h
*4
k 5, slow, neglected

Applying the steady state approximation for [3Q] and 
[3BPQ02] yields

0 t4

[3Q] =

{fcj + A’2[BPQ0 2] + fcG[BPQ0 2-S]}[3Q]

0 t4
iq + fc2[BPQ0 2] + feG[BPQ0 2 • S]

constant
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and
fe2[BPQ 02][3Q] =  (fe3 + fe4)[3BPQ 02]

[3b p q o 2] =

- d[BPg p 2I =  kf BPQOi]

= fe2fe4[3Ql[BPQ021
k3 k/±

= fe7[BPQ 02]

where
fe2fe4[3Q]

7 k3 + fe4
This is a first-order rate equation which, upon integration, 
gives

[BPQ02] =

where Xo is the initial concentration of BPQ02. 

d[BPS Qi:~  =  fe4[3BPQ02] -  fes[3Q][BPQ02-S]

=  fe4fe2^Q][BP Q °2] _  fe6[3Q][BPQ02 • S]
rcg '

The kinetic analysis from this point on is readily derived 
from analogous thermal reaction schemes;14 the progress 
curve expected for the reaction is exactly that observed ex­

2220 Johan Moan and Bj</>rn H</>vik

perimentally (Figure 5). Whether the final step yields mo­
lecular oxygen or solvent oxidation products such as acetal­
dehyde is uncertain, but a stepwise deoxygenation by way 
of the monoxide is ruled out by our failure to observe any 
monoxide product even under partial deoxygenation condi­
tions.
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Methanol-water mixtures were exposed to X-rays at 77 K and the photochemistry and paths of conversion 
of the induced radicals were investigated by ESR methods. The main X-ray induced radical, the hydroxy­
methyl radical, is photolyzed by uv light to give CH3 and CHO radicals and H atoms. The CHO radicals 
give rise to CH2OH and H atoms when bleached by visible light and to another radical, possibly the me- 
thoxy radical, when annealed. Uv irradiation of this radical gives back CHO radicals and CH2OH radicals. 
The methyl radicals give rise to CH2OH radicals, and possibly also CHO radicals when decaying at 77 K. 
The uv irradiation seems to cause photoionization of the hydroxymethyl radical. X-Irradiation gives rise to 
somewhat different spectra in glassy and polycrystalline matrices. In the latter case a narrow (AH = 3.4 ±
0.6 G) singlet spectrum is formed which is not seen in glassy matrices. This singlet may be due to electrons 
in shallow traps, since it is eliminated by the presence of an electron scavenger (H20 2).

Introduction

Methanol as well as other alcohol glasses are frequently 
used as trapping matrices in radiation and photochemical 
studies. Since the work of Alger et al.1 on irradiation effects 
in frozen alcohols, this subject has received considerable at­

tention. Generally electrons and H-abstraction radicals 
RCHOH of the alcohols are formed by ionizing radiation. 
In the case of methanol this may be explained in the fol­
lowing:2-4

X-rays
CH3OH — CH3OH+ + e - (1)
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CH2OH + CH3OH2+ (2a)
CH3OH+ + CH3OH

n CH30- + CH3OH2+ (2b)

The work of Sargent et al.5 where 2-methyl-2-nitrosopro- 
pane was used as a spin trap seems to show that methoxy 
and hydroxymethyl radicals are formed in about equal 
amounts. Qualitatively, this is in accordance with the find­
ings of Mao and Kevan6 who used phenyl tert-butyl ni­
trone as a spin trap. Since methoxy radicals are not ob­
served in X-irradiated frozen methanol matrices they prob­
ably give rise to hydroxymethyl radicals:

CH30- + CH3OH — CH2OH + CH3OH (3)
The trapped electrons, et~, absorb in a broad band 

around 533 nm3 and when bleached they give rise to hy­
droxymethyl radicals with a probability close to unity sup­
posedly by the reactions3,7

em-  + CH3OH2+ — CH3OH + H* (4)

H* + CH3OH — CH2OH + H2 (5)
The hydroxymethyl radical has an absorption spectrum 

extending into the ultraviolet3 and photolysis at 254 nm 
gives rise to the formyl radical:1,8

CH2OH + hv — CHO + H2 (6)
The formyl radical may probably be photolyzed to give 

carbon monoxide and hydrogen atoms,8 the latter being 
able to abstract a hydrogen atom from methanol according 
to (5). Additionally it seems reasonable that photolysis of 
CH2OH radicals give methyl radicals since the methane 
yield of an X-irradiated sample is enhanced by almost an 
order of magnitude if the sample is subjected to uv irradia­
tion.8 Methyl radicals are found in uv-irradiated matrices 
of methanol.9

The role of H atoms in the photochemistry and radiation 
chemistry of frozen alcohols is poorly known, since these 
matrices do not trap H atoms either at 77 K or at 4 K. 
However, when water is added to the alcohol, H atoms may 
become stabilized at certain mole fractions. According to 
Hase and Kevan’s work12 hydrogen atoms are trapped 
when the mole fraction of methanol is between 0.2 and 0.5. 
By the use of such matrices we have tried to elucidate the 
role of the H atoms in the radiolysis of alcohols. We also 
present data which shed light on other photochemical reac­
tions and paths of radical conversion in methanol-water 
matrices.

Experimental Section
Methanol, p.a. reagent from Merck, was mixed with dou­

bly distilled water to the following volume ratios: M/H20  = 
96/4, 6/1, and 1/1 corresponding to the mole fractions 0.91,
0.73, and 0.31 of methanol. These mixtures gave transpar­
ent glasses at 77 K. Pellets of sample solution were pre­
pared by allowing drops of 15-jd volume to fall into liquid 
N 2. Because of this procedure the samples were not de­
gassed. The pellets were kept in small plastic cups, irradi­
ated with X-rays (220 keV, 3 krads/min) to a dose of 90 
krads and transferred to quartz ESR tubes, all the time 
kept immersed in liquid N2 and shielded from light. An­
nealing of the samples was carried out by placing the ESR 
tubes in a thermoregulated copper block kept at the appro­
priate temperature. The temperature in the pellets will 
probably be a few degrees lower than that in the copper 
block at the annealing times used in this work (1-5 min). 
The source of uv and visible light was a 200-W high-pres-

Figure 1. X-Ray induced ESR spectra of a glassy methanol-water 
mixture 6:1 by volume: (1) spectrum observed immediately after X- 
irradiation: (II) spectrum of the same sample after optical bleaching 
(X 580 nm) for 1 min; (III) the same sample subjected to 15-mln irra­
diation by 310-im light. Annealing of the sample gives to the spectra 
IV and V. All the spectra are registered at 77 K.

sure mercury lamp fitted to a Bausch and Lomb grating 
monochromator. The light was focused on the sample by a
5-cm quartz lens, and the light intensity on the sample was 
of the order of 10 -9 einstein/mm2 sec as measured by a cali­
brated thermopile.

The ESR spectrometer was an X-band type with trans­
mission cavity and 110-kHz field modulation.

Results
Figure 1 shows the initial X-ray induced spectrum of a 

glassy methanol-water mixture 6:1 by volume (M/H20  = 
6/1). Almost the same spectrum was found in matrices with 
M/H20  = 1/1 and M/H20  = 96/4. However, the central line 
of the spectrum was somewhat less intense in a sample with 
small water content, and the blue coloring of the sample 
was also less intense. If a sample with M/H20  = 1/1 is an­
nealed for a few minutes at 170 K it becomes white and 
polycrystalline. Such a sample has a different X-ray in­
duced ESR spectrum as shown in Figure 2. The blue color­
ing is weak and the central line, part of which is bleachable 
with visible light X ~700 nm is only 3.4 ±  0.6 G wide (Fig­
ure 2). The singlet is not found when 0.05 M of an electron 
scavenger is present (H20 2). In all cases when the samples 
are bleached with visible light the blue coloring disappears 
and the intensity of the triplet spectrum shown in Figures 1
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DPPH

Figure 2. X-Ray induced ESR spectrum of a polycrystalline sample 
of methanol and water In volume ratio 1:1. The polycrystalline sam­
ple is obtained by annealing a glassy sample for 5 min at 170 K. (a) 
and (b) are the spectra before and after optical bleaching, respec­
tively; recorded at 77 K.

Figure 3. The formation kinetics of CHO radicals and H atoms ob­
served when an X-irradiated sample (M/H20  = 1:1) bleached with 
580-nm light Is exposed to uv light of wavelength 254 and 310 nm. 
The yields are given by peak measurements.

and 2 increases. The total number of radicals was found to 
be unaffected by the bleaching. If the X-irradiated samples 
are annealed, until the coloring just disappears, the triplet 
is constant or decreases slightly in mixtures with low water 
content (M/H20  = 96/4 or 6/1). This is not the case in the 
matrix with M/H20  = 1/1 where the triplet spectrum in­
creased by about 20 ± 5% in the temperature region where 
the coloring disappears. It was found that all observed radi­
cals were more stable on annealing in the matrix of the 
highest water content (1/1) than in the other matrices. Fur­
ther annealing of the samples resulted in a uniform decay 
of the triplet spectra without giving rise to any new observ­
able radicals.

A small yield of H atoms was seen in the sample with 
M/H20  = 1/1. The H atoms signals showed satellite lines. 
The intensity of the H atom line increased by a factor ~ 2  
when the sample was bleached with visible light.

When an X-irradiated sample (M/HvO = 6/1 or 1/1) 
which has been bleached with visible light is exposed to 
254-nm uv light for 1 min a weak blue coloring reappears, 
and the central line of the spectrum increases slightly while 
the outer lines of the triplet decreases. These changes are 
reversed when the sample is bleached with visible light. If 
the sample is exposed to uv light for longer times the trip­
let ESR spectrum almost disappears and the new spectrum 
is like that shown in Figure 1, Ilia and Illb. A sample treat­
ed in this way shows no color. The spectrum is the sum of 
the following resultant spectra: a doublet spectrum with as- 
symmetric lines and a splitting of 133 G, Ilia on Figure 1; a 
quartet spectrum with a splitting of 23.5 G, Illb; and a 
weak remainder of the triplet spectrum II. There is a loss of 
about 20-30% of the radicals in this process, but the H- 
atom yield is markedly enhanced. The ratio of the number 
of H atoms produced to the number of CHO radicals, which 
have the ESR spectrum Illb (see Discussion), is dependent 
on the wavelength of photolysis as shown in Figure 3. The 
doublet spectrum Ilia is easily converted back to the triplet 
spectrum II by visible light. Also in this process H atoms 
are formed. On annealing for 3 min at 120 K spectrum III is 
changed to spectrum IV and on annealing for 4 min at 126 
K spectrum V is obtained. Spectrum V is unaffected by 
visible light, but may be converted to spectra Ilia and II by 
uv light. It should be remarked that spectra IV and V are 
only obtained in the matrices with low water content. In 
the matrix M/H20  = 1/ 1  spectrum Illb decays first on an-

Figure 4. Decay kinetics of CHO radicals (M/H20 = 6/1). (- - X - -) 
represents the decay during optical bleaching by light of wavelength 
580 nm. (-•-) represents the thermal decay observed when the 
sample is annealed for 2 min between each recording at 77 K. The 
annealing temperatures are indicated on the curves.

nealing and then spectrum Ilia, no new radicals being ob­
served.

The decay kinetics of the CHO radicals are shown on 
Figure 4. Optical bleaching results in an exponential decay. 
Annealing at a certain temperature results in decay to a 
plateau and no further decay is seen. Raising the tempera­
ture results in a new decay and a new plateau is reached. If 
a sample that has been annealed until a plateau is reached 
is stored for 1 day at 77 K and then annealed at the same 
temperature, additional decay is found and the decay pro­
ceeds evidently without reaching a new plateau.

If a sample (M/H20  = 1 / 1 ) is exposed to the whole spec­
trum of the mercury lamp for 40 min a spectrum like that 
shown in Figure 5 is obtained. Annealing results in decay of 
the H atoms and of the quartet spectrum and increase in 
the doublet spectrum of CHO, and that of the triplet spec­
trum (Figure 5). A corresponding experiment was carried 
out with a sample with low methanol content where no H 
atoms were trapped, and Figure 6 shows the results. There 
is a decay of the quartet spectrum and an increase of the 
triplet spectrum. There is also a small increase in the dou­
blet spectrum. Bleaching with 580-nm light does not affect 
the quartet spectrum but causes a decay of the doublet 
spectrum and a corresponding increase of the triplet spec­
trum.
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Figure 5. ESR spectrum observed when a glassy methanol-water 
sample (1:1) is exposed to the whole spectrum of the mercury lamp 
for 40 min at 77 K. The line marked q is a quartz signal from the 
ESR tube, and the line marked H is the high-field H-atom line. The 
stippled spectrum is obtained after annealing for 3 min at 103 K.

Figure 6. Radical conversion at 77 K in a uv-irradiated sample of 
methanol-water in volume ratio of 6:1. The sample was irradiated 
for 1 hr with the whole spectrum of the mercury lamp. The points 
marked B are obtained when the sample is bleached for 90 sec with 
580-nm light.

Discussion
The photochemical reactions observed in this work are 

summarized in Figure 7. Several of the photochemical steps 
have been thoroughly discussed in the literature and will 
only be mentioned here. However, there are some new 
things that we wish to stress.

The triplet spectrum observed in X-irradiated samples 
of frozen methanol has been attributed to hydroxymethyl 
radicals CH2OH, and the blue coloring and part of the cen­
tral line of the ESR spectrum may be attributed to trapped 
electrons et- .3 However, the initial X-ray induced ESR 
spectrum is not solely the superposition of the CH2OH 
triplet and a singlet spectrum. Dainton et al.3 attributed a 
sextet spectrum to et- . In accordance with others,7 we 
found that decomposition of the initial spectrum is hard to 
perform unambiguously, so this point will not be further 
discussed here.

As seen in Figure 2 the bleachable part of the X-ray in­
duced spectrum in a polycrystalline matrix is entirely dif­
ferent from that in a glassy matrix, being a singlet only
3.4-G wide. We propose that this singlet is due to electrons 
in shallow traps. The following observations seem to sup­
port this: (a) 0.05 M of an electron scavenger (H2O2) elimi-

d e c a y

Figure 7. Schematic view of the radical conversion observed during 
annealing and irradiation with ultraviolet light and visible light.

nates the narrow singlet; (b) its width is typical for shallow­
ly trapped electrons in alcohols at 4 K;10 u (c) it is easily 
power saturated and bleachable by light of wavelength 
-7 0 0  nm.

If this spectrum is due to shallowly trapped electrons the 
question arises why the molecules surrounding the elec­
trons do not relax to make the traps deep as they do in a 
glassy matrix at 77 K. The explanation may be that within 
a crystal the molecules are more firmly bound together and 
less free to rotate than in the glassy state. The presence of 
water molecules in the crystals is obviously of importance 
since the narrow singlet was only observed in the 1 : 1  mix­
ture of methanol and water. Further experiments are being 
carried out to elucidate this problem.

The conversion of et_ to CH2OH radicals by bleaching 
with visible light is well known.3-7-13 The doubling of the 
yield of Ht observed in this work during optical bleaching is 
in accordance with eq 4.

Exposing the hydroxymethyl radicals to small doses of 
uv light seems to result in photoionization. This is indicat­
ed both by the coloring of the sample and by the ESR spec­
tra. The coloring of the sample is not due to CHO radicals 
(which probably absorb in the same region of the spectrum 
as et~ 14), since samples containing a factor of 100 higher 
concentration of CHO radicals than the present one 
showed practically no coloring. Similar photoionization ef­
fects have been observed in an ethylene glycol-water 
glass.15 Photoionization of alcohol radicals was also pro­
posed by Shiotani and Chachaty16 to explain the formation 
of C2H5 radicals in the photolysis of y-produced radicals in 
ethanol. The electrons released in the photoionization pro­
cess may become trapped, or react according to eq 4. It is 
also possible that methyl radicals are produced in small 
yield in a way corresponding to the production of C2H5 
radicals in ethanol:16

e - + CH3OH2+ — CH3 + HzO (7)

If so, the probability of this reaction is small since the ma­
jority of the electrons obviously reacts according to eq 4.

In contrast with optical bleaching of et~ thermal anneal­
ing of X-irradiated methanol matrices of low water content 
results in a decay of et~ without any transformation to 
CH2OH radicals. This is in correspondence with the find­
ings of others3-13 and has been explained by the difference 
in energy of the H atoms formed in reaction 4 by optical 
bleaching and thermal annealing, i.e., the H atoms formed
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during: optical bleaching have enough energy to abstract 
other H atoms from methanol molecules while the H atoms 
formed from et~ during annealing are deficient of energy 
for such a reaction.3’13 However, we observed that in meth­
anol-water mixtures of volume ratio 1/ 1  there is a repro­
ducible increase by 20 ± 5% in the concentration of CH2OH 
radicals in the temperature region where the trapped elec­
trons disappear. Thus, this matrix behaves differently from 
the matrices with smaller water content. This is apparently 
but not necessarily in conflict with the above explanation. 
Thus it is possible that the H atoms liberated when the 
electrons react with H20 +, the positive hole in the water 
moiety, have more energy than those liberated when the 
electrons react with CH3OH2+- Another possibility would 
be that the energy required for H abstraction from metha­
nol is smaller when water molecules are present, which 
probably could be explained by a different degree of hydro­
gen bonding. Thirdly, the independence of the concentra­
tion of CH2OH radicals of the decay of trapped electrons in 
methanol matrices with small water content may be fortui­
tous, i.e., the electrons form hydroxymethyl radicals by re­
actions 4 and 5 but simultaneously there is a decay of such 
radicals. It should be remarked that the stability of all rad­
icals was found to increase with the water content of the 
matrix.

The doublet spectrum Ilia in Figure 1 represents the 
main product when hydroxymethyl radicals are exposed to 
larger doses of uv light (~10 min in our case). This doublet 
is due to formyl radicals CHO.317

The quartet spectrum Illb in Figure 1  is unambiguously 
due to CH3 radicals.18 Thus, photolysis of CH2OH radicals 
with uv light gives both CHO and CH3 radicals. CH3 and 
CHO radicals are also formed when methanol matrices are 
exposed to the whole spectrum of a mercury lamp (Figure 5 
and ref 9) but the ratio of formyl to methyl radicals is much 
smaller than after uv photolysis of hydroxymethyl radicals. 
(It should be remarked here that irradiation of methanol 
matrices with monochromatic uv light to the doses used in 
the rest of this work gave no detectable radicals.) This dif­
ference may be due to the high intensity of visible light 
from the mercury lamp which causes bleaching of the CHO 
radicals.

In view of the observation that the concentration of CHO 
radicals increases in the temperature region where the 
trapped hydrogen atoms decay (Figure 5 and ref 19) it 
seems reasonable that formyl radicals are formed either by 
reaction of H atoms with CO molecules which are produced 
by the uv light8 or by abstraction of H atoms from formal­
dehyde molecules. The CH3 radicals and the H atoms were 
found to decay parallelly in a matrix where M/H20  = 1/1, 
so it cannot be excluded that CH3 radicals also play a role 
in the formation of CHO radicals during annealing in this 
matrix. However, in a matrix with small water content no 
H atoms are present. In such matrices the CH:i radicals 
produce mainly CH2OH radicals and only a very small 
amount of CHO radicals when they decay (Figure 6).

In the photolysis of hydroxymethyl radicals by uv light 
we found that in addition to CHO and CH3 radicals and 
electrons, hydrogen atoms were also formed. Thus, it seems 
that the proposed reaction (6)3 for the formation of CHO 
radicals proceeds in two steps. It is also probable that some 
or all the observed hydrogen atoms stem from the electrons 
produced in the photoionization of CH2OH radicals. This is 
the most likely explanation since the ratio of H atoms to

CHO radicals formed is much higher at 254 nm than at 310 
nm (Figure 3). One would expect that 254-nm light is the 
more efficient of the two wavelengths in producing ioniza­
tion.

The CHO radical is easily decomposed by visible light as 
already observed by Dainton and coworkers.3 According to 
the present work H atoms are formed in this process. The 
H atoms may in turn abstract H atoms from methanol 
whereby CH2OH radicals are formed.

The thermal decay of CHO radicals is different from the 
decay during optical bleaching (Figure 4). Only a certain 
fraction was found to decay at a given temperature, the rest 
being practically stable. When such a sample was kept at 
77 K for 1  day and then annealed at the same temperature 
a new decay was observed and fhe plateau was not as prom­
inent as for a fresh sample. This may indicate that relaxa­
tion effects in the glass play a certain role in this decay. It 
seems that the thermal decay of the CHO radicals is due to 
a reaction with other radicals trapped nearby and that the 
radicals exist in spurs. Further experiments are needed to 
elucidate this point.

In the matrices of small water content (M/H20  = 96/4 or 
6/ 1 ) one or possibly two types of radicals are formed when 
CHO radicals decay thermally (Figure 1). The most abun­
dant and stable of these radicals, R2, has the ESR spectrum 
V in Figure 1. This spectrum is evidently composed of four 
lines, but the splitting (a ~  6.5 G) is too small to make pos­
sible determination of the intensity ratio of the lines. It is 
tempting to attribute this spectrum to the CH30- radical.

Radical R2 (Figure 1, V) may be photolyzed by light of 
wavelength 310 nm and hydroxymethyl radicals and formyl 
radicals are formed in comparable amounts without appre­
ciable loss of spin. This observation may indicate that R2 is 
the methoxy radical since both the CHO and CH3OH radi­
cals could be easily formed from this radical. However, this 
interpretation is in contrast with the observation that the 
methoxy radical seems to be unstable in methanol glass. 
Furthermore, Sullivan and Koski9 claim that this radical 
has an asymmetric singlet ESR spectrum. Further experi­
mental data are needed to solve this problem.
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Photochemistry in the Adsorbed Layer. IV. Effects of Oxygen 
upon the Photolysis of the Adsorbed Alkyl Ketones
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The effects of oxygen upon the photolysis of acetone-d6> methyl ethyl ketone, and 2-pentanone adsorbed 
on porous Vycor glass have been investigated. For all the ketones, with increasing oxygen pressure the rate 
of formation of each product passes through a maximum and then decreases. Such enhancements by oxy­
gen of Norrish type II (2-pentanone) and type I reactions would be tentatively attributed to the interaction 
of oxygen with the triplet biradical intermediate and to suppression of the recombination of the acetyl- 
alkyl radical pairs, respectively. Applying the Stern-Volmer relationship to the rate decrease by oxygen, it 
has been concluded that in the adsorbed layer the lifetime of the alkyl radicals increases in the order meth­
yl < ethyl < n -propyl radicals.

Introduction

In the previous paper1 the present authors investigated 
the photochemistry of alkyl ketones adsorbed on porous 
Vycor glass and found that their photochemical reactivity 
was markedly different from that in the gas phase, leading 
to some general characteristics of the photochemistry in 
the adsorbed layer. Information on the nature and reactivi­
ty of the excited states as well as the free radicals in the ad­
sorbed layer was obtained from the studies of the effect of 
nitric oxide upon the photolysis of adsorbed alkyl ketones. 
In the present work similar studies have been carried out 
using oxygen. During the course of those investigations, it 
has been found that a trace of oxygen enhances the photol­
ysis of adsorbed alkyl ketones. Although the interpretation 
of such phenomena has not yet been settled, it seems 
worthwhile to report these results at the present stage, 
since there seems to be very few reports concerning such an 
oxygen effect.

Experim ental S ection
Details of the apparatus, procedures, and materials were 

described in the previous paper.1 A conventional vacuum 
system was used. The specimen of porous Vycor glass (Cor­
ning, No. 7930) which had been heated in oxygen to remove 
carbonaceous impurities was introduced to the cell and de­
gassed at 500° C for 7 hr. A small amount of ketone remain­
ing in the gas phase after admission of the sample to the 
cell at room temperature was removed by a liquid nitrogen 
trap. Subsequently, oxygen was introduced into the cell, its 
pressure being adjusted in the range of 0.001~100 Torr. 
Then, photolysis was carried out using an ultra-high-pres­
sure mercury lamp without filter. The products were ana­
lyzed by gas chromatography using a flame-ionization de­
tector.

R esu lts
In Figure 1 the rates of the ethylene and propane forma­

tion derived from the photolysis of adsorbed 2-pentanone 
are plotted against the oxygen pressure. As described pre­
viously,1 the major gaseous products in this case are pro­
pane (Norrish type I reaction) and ethylene (Norrish type 
II reaction). It is seen in Figure 1 that for both types of pri­

mary steps the rate increases at first with increasing oxy­
gen pressure, passes through a maximum, and then de­
creases at higher pressures of oxygen. It is to be noted that 
the pressure where the rate shows a maximum is higher for 
the ethylene than for the propane formation.

We have shown1 that the rate of ethylene formation is 
decreased by added nitric oxide, which is attributed to 
quenching of the excited triplet state. Accordingly, the de­
crease in the rate of the ethylene formation observed at an 
oxygen pressure above 1 X lO-1  Torr is attributable to 
quenching of the triplet ketone molecules. In fact, it has 
been found that the phosphorescence of adsorbed 2-penta­
none is quenched by oxygen. As regards to the propane for­
mation, the decrease in the rate of formation observed 
above 1 X 10“ 2 Torr oxygen is attributable to quenching of 
the propyl radicals as well as their precursor, i.e., the triplet 
excited 2-pentanone molecules, as was done in the quench­
ing studies by nitric oxide described in the previous paper.1

Similar experiments were carried out with adsorbed ace- 
tone-d6 and methyl ethyl ketone. In Figures 2 and 3 the 
rates of the methane and ethane formation from acetone-dg 
as well as the ethane formation from methyl ethyl ketone 
are plotted against oxygen pressure. It is seen that for all 
the plots the rate of formation passes through a maximum 
at a particular pressure of oxygen. The decrease in the rates 
of products formation with increasing oxygen pressure may 
be explicable on a similar basis to that in the case of the 
propane formation described above. In the gas-phase pho­
tolysis of acetone,2 methane and ethane formation is com­
pletely quenched by oxygen at 6 X ) 0 ~ 2 Torr in contrast to 
the behavior of the photolysis in the adsorbed layer.

D iscussion
(1 ) Enhancement of the Rates of Products Formation by 

Oxygen. As regards to the increase in the rates of products 
formation observed in the range of low pressures of oxygen, 
there seems some possibility that formation of a charge- 
transfer complex between molecules of oxygen and ketone 
would result in such a phenomenon. The absorption spec­
tra of adsorbed 2-pentanone showed no change on addition 
of oxygen at high pressures. Furthermore, according to the 
work of Tsubomura and Mulliken,2 acetone shows no
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Initial Oxygen Pressure, torr

Figure 1. Effect of oxygen upon the yield of products of 2-pentanone 
photolysis at 25°C. The amount of 2-pentanone adsorbed was 1.65 
X 10~5 moi/g. During the photolysis oxygen was somewhat con­
sumed. It was confirmed, however, that the pressure decrease 
caused by it did not affect the values of rkq and r'kq' in the Stern- 
Volmer equation: (O) ethylene; (•) propane.

initial Oxygen P ressu re , torr

Figure 2. Effect of oxygen upon the yield of products of acetone-d6 
photolysis at 25°C. The amount of acetone-d6 adsorbed was 1.83 X 
10~4 mol/g: (O) methane; (•) ethane.

Initial Oxygen Pressure , torr

Figure 3. Effect of oxygen upon the yield of ethane in the photolysis 
of methyl ethyl ketone at 25°C. The amount of methyl ethyl ketone 
adsorbed was 3.86 X 10-5 mol/g.

charge-transfer absorption when it is saturated with oxy­
gen. This suggests that such a possibility can be excluded.

As described in the previous paper,1 the results of the 
type I reactions of adsorbed alkyl ketones can be explained 
by taking into consideration only the reaction from the 
triplet excited state. The type II reaction of adsorbed 2 - 
pentanone occurs from both singlet and triplet excited 
states. Considering a marked difference in the reactivity of 
oxygen toward the singlet and triplet excited states, how­
ever, it may be allowed to assume that only the type II re­
actions from the triplet excited state are affected by oxy­
gen. Thus, only reactions from the triplet state are included
in the following scheme:

K3* -*■ CH3CO + C3H7 (1 )

K3* -*• Ko + heat (2)

K3* -* K0 + hv (3)

K3* —■ 1,4 biradical (4)

1,4 biradical — C2H4 + CH3COCH3 (5)

1,4 biradical —*• Kq + heat (6)

Reactions 4-6 are included, since there seems little or no 
doubt that the type II reaction proceeds via the 1,4 biradi­
cal generated by the intramolecular hydrogen abstraction 
reaction.4

It seems very difficult to expect that an interaction of 
oxygen with the excited triplet ketone molecules would re­
sult in an increase in the rate of products formation, since 
this interaction would probably lead to a rate decrease. 
Consequently, it seems probable that some kind of interac­
tion of oxygen with the triplet biradical would result in an 
enhancement of the type II reaction. For example, the fol­
lowing possibility emerges: the triplet biradical is incapable 
of undergoing a bond-breaking process without spin con­
version.5 It is well known that the singlet-triplet transition 
is enhanced by paramagnetic species such as oxygen and 
nitric oxide.6 Accordingly, reactions 5 and 6 would be ex­
pected to be accelerated by oxygen. In the case where reac­
tion 5 is accelerated by oxygen more efficiently than reac­
tion 6, such an increase in the ethylene formation would re­
sult. It has been shown by O’Neal et al.7 that in the gas 
phase the lifetime of the triplet 2-pentanone molecule is 
much shorter than the triplet 1,4 biradical lifetime. Fur­
thermore, the more strongly hydrogen bonded to the sur­
face a ketone molecules is, the longer the triplet 1,4 biradi­
cal lifetime becomes.8 This suggests that a similar situation 
would be expected for the adsorbed layer. Thus, the rate 
maximum such as shown in Figure 1 could be explained.

A similar enhancement of the type II reaction with oxy­
gen has been found by Grotewold et al.,9 who investigated 
the photolysis of 4-methyl-l-phenylpentan-l-one and at­
tributed it to an interaction of oxygen with the 1,4 biradical 
intermediate. As was described previously,1 in the case of 
the nitric oxide quenching, no maximum in the rate of eth­
ylene formation was observed. Such a different behavior 
may be ascribed to the fact that the excited triplet and/or 
biradical are deactivated to the ground state of 2-penta­
none more efficiently by nitric oxide than by oxygen. Such 
a difference in the quenching efficiencies between nitric 
oxide and oxygen has already been found by Backstrom 
and Stenery10 and by Rebbert and Ausloos.11

As for the increase in the rate of the type I reactions 
caused by a trace amount of oxygen, it seems unlikely that
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4 Q

TABLE I: Values of rkQ and r 'k,,' for NO 
and O2 Quenching (M^1)

Methyl ethyl
Quenchers 2-Pentanone ketone Acetone-d6

NO rkq 
T'kn 

0 2 rk q
T 'k J

4.9 x 104
3.6 x 10r
2.2 x 10 ,:
1 .2  x 10 '

2.4 x 105
9.5 x 104
1.2  X 10s
3.2 x 104

5.4 X  104 

8.8 x 103

Initial Pressure , torr

In the case of the quenching by nitric oxide of the ethane 
formation from methyl ethyl ketone and the propane for­
mation from 2-pentanone, we have already obtained the 
rkq values for the ethyl and propyl radicals using the 
Stern-Volmer quadratic equation.1 Accordingly, in the case 
of quenching by oxygen, the same equation is expected to 
hold:

Figure 4. Stern-Volmer plots for products quenching in the photoly- 
ses of alkyl ketones adsorbed on Vycor glass. The upper abscissa 
refers to quenching of propane and ethane formation by oxygen and 
methane formation by nitric oxide. The lower abscissa refers to 
quenching of methane formation by oxygen: (•) propane; (3) eth­
ane; (O) methane (oxygen quenching); (©) methane (nitric oxide 
quenching).

the possibility of a cleavage of alkyl ketones is enhanced in 
the presence of oxygen. This suggests that oxygen will af­
fect the secondary reactions of the radicals produced by the 
a cleavage. According to the work of Hoare and Whytock,12 
in the gas phase the radical reactivity toward oxygen is 
much higher for acetyl than for alkyl radicals. Assuming a 
similar difference in the reactivities for the adsorbed layer, 
it is expected that only acetyl radicals are removed by oxy­
gen at low pressure. As a result, recombination of the gemi­
nate radical pairs is suppressed, which results in enhance­
ment of the formation of alkane. On increasing oxygen 
pressure, both alkyl and acetyl radicals are scavenged. 
Thus, the maximum rates for alkane formation would be 
explicable.

(2) Lifetime of Adsorbed Radicals. For quenching by 
oxygen of the methane formation from acetone-dß the fol­
lowing Stern-Volmer equation holds in the range below 10 
Torr of oxygen (see Figure 4):

Qo/Q = 1  + rfeqfOa]

where Qo is not the rate of formation in the absence of oxy­
gen but the maximum rate of formation, t and kq are the 
lifetime of the methyl radicals and the quenching rate con­
stant, respectively. A similar Stern-Volmer plot holds for 
the quenching by nhric oxide of methane formation de­
scribed in the previous paper1 as shown in Figure 4. Such 
linear Stern-Volmer plots are in contrast with the photoly­
sis of methyl ethyl ketone and 2-pentanone where the 
Stern-Volmer plots are concave upward, i.e., quadratic 
Stern-Volmer plots are applicable (Figure 4). This suggests 
that in the case of acetone little or no quenching of the ex­
cited triplet acetone molecules takes place, only scavenging 
of the radicals being observed. Such a short lifetime of the 
triplet acetone molecules is in agreement with the fact that 
no phosphorescence is observed for acetone adsorbed on 
porous Vycor glass.1 Thus, it is confirmed that in the order 
2-pentanone < methyl ethyl ketone < acetone radiationless 
decay becomes more efficient, i.e., the excited triplet life­
time becomes shorter.

Qo/Q -  (1 + r f i q [ 0 2 ] ) ( l  + T,kq[0 2 ])
where r and kq are the radical lifetime and the quenching 
rate constant for the radicals, respectively, r' and kq' are 
the corresponding values for the triplet ketone molecules. 
Qo is again the maximum rate of the products formation. 
As described in the previous paper,1 the triplet excited 
state is quenched three times more efficiently by nitric 
oxide than by oxygen. Accordingly, using the r'kq values 
for nitric oxide given previously,1 the r'kq' values for oxy­
gen is estimated at 1.2 X 105 M~l for 2-pentanone and 3.2 
X 104 M ~! for methyl ethyl ketone, respectively. From 
these r'kq values the rkq values are determined such that 
best fits to the experimental curves are obtained. The 
values of rkq and r'kq, including the corresponding values 
determined from the nitric oxide quenching, are shown in 
Table I.

Although it is expected that in the adsorbed layer the re­
activity of the radicals is different from that in the gas 
phase, it seems very difficult to attribute such a large dif­
ference in the rkq values only to the difference in kq. In 
other words, it can be concluded that the radical lifetime 
increases in the order methyl < ethyl < n-propyl radicals. 
By assuming that the relative reactivity of oxygen or nitric 
oxide toward these three radicals in the adsorbed layer is 
approximately equal to that in the gas phase,13 it is possi­
ble to estimate the relative lifetime of three radicals in the 
adsorbed layer as follows: rmethyi:rethyi:r„-Propyi = 1:30:1000.

From the investigation of the effect of surface pretreat­
ments upon the rate of products formation, the authors 
have concluded that the lifetime of radicals formed on the 
solid surface is mainly determined by the probability of the 
recombination of the geminate radical pairs.8 It is therefore 
concluded that in the adsorbed layer efficiency of the re­
combination of geminate radical pairs increases in the 
order 2-pentanone < methyl ketone < acetone.
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The temperature dependence of transient absorptions and steady-state spectral responses of four cyanine 
dyes dispersed in gelatin films was used to characterize two stereoisomers in 3,3'-diethyl-9-methyltlvacar- 
bocyanine bromide and anhydro-3-ethyl-9-methyl-3'-sulfobutylthiacarbocyanine hydroxide. The decay 
rates involving relaxation of the induced absorptions and rates of recovery to the ground state are inter­
preted in terms of kinetic reaction mechanisms, structural, and thermodynamic relationships.

Introduction
Flash photolysis has enabled the detection of transient 

species formed during the exposure of photographic silver 
halide emulsion systems that might appear in the photo­
graphic process.1’2 The four cyanine dyes were previously 
studied at 2-4 X 10-3 M in ~30-pm thick gelatin films with 
and without AgBr(I) (0.05-pm microcrystals, sulfur and

C II, (Ml .
2 (9-MeThCBr)

3 (sulfo'9-MeThC)

gold [S + Au] surface treated):1 -2 (1 ) ThC pts (3,3'-diethyl- 
thiacarbocyanine p-toluenesulfonate); (2) 9-MeThCBr 
(3,3'-diethyl-9-methylthiacarbocyanine bromide); (3) sulfo-
9-MeThC (anhydro-3-ethyl-9-methyl-3'-sulfobutylthiacar- 
bocyanine hydroxide); (4) 2,2'-cyanine ( l , l /-diethy]-2,2/- 
cyanine chloride). In general,1"4 pulsed irradiation within 
the visible absorption bands temporarily bleached the 
ground-state absorption bands and formed transient ab­
sorptions at longer wavelengths (Figures 1 and 2), which 
were assigned to triplets, free radicals, or metastable iso­
mers. Several investigations monitored the short-wave­
length transient absorption band formation and relaxa­
tion.5"7 Optical density changes after excitation of the dyes 
in gelatin (and adsorbed to silver halide crystals in gelatin) 
were described by

AOD = A exp(-kj)  +  B exp(—klt) (1)

where t is arbitrarily set equal to zero at the time the exci­
tation pulse is interrupted. The complex decay curves were 
resolved into two exponential components: (1 ) a long-lived 
and (2) a short-lived process described by the specific rate 
constants ki and k 2, respectively, or the reciprocal con­
stants as lifetimes. The short-lived kinetics in regeneration 
and relaxation introduce the possibility of consecutive or 
concurrent reaction mechanisms from the excited state. 
The pulsed photolysis of all the cyanine dyes in gelatin and 
when adsorbed to silver halide microcrystals in gelatin 
showed apparent reversible transient processes on repeated 
flash excitation; however, approximately 1 % of the dye in 
gelatin was irreversibly bleached after five flash excitations 
in air and at room temperature.1 ’2 A corresponding increase 
of 0.2% in transient density was observed in the dyed crys­
tals dispersed in gelatin owing to silver formation. The ex­
citation frequency/sample was, therefore, limited to three 
exposures.1 ’2 The rates of decay involving relaxation of the 
induced absorption and rates of recovery (regeneration) to 
the ground state were the same for the cyanine dyes in gel-
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state;' (b) regeneration of the bleached ground-state absorption (576 
nm); (c). transient absorption; (d) transient-absorption decay (660 
nm).

Figure 2. Absorption data for dye 3 in gel, concentration 3.08 X
10-3 M, sample thickness 20.8 X  10-4 cm: (a) absorption of the 
ground state; (b, c) regeneration of the bleached ground-state ab­
sorption (530, 584 nm); (d) transient absorption; (e) transient-absorp­
tion decay (640 nm).

atin films.1’2 9-MeThCBr and sulfo-9-MeThC exhibited 
two long lifetimes in both the ground-state and induced 
spectra. Geometric isomers of the dyes were proposed.1 '2

In continuing our investigation of the sensitization 
mechanism of silver halide crystals and characterization of 
dye intermediates in gel and on silver bromoiodide grains 
in gelatin, we have turned our attention to the temperature 
dependence of the relaxation processes occurring in the 
dyes in gelatin in order to compare the energetics of the re­
combination or loss mechanisms of dyes adsorbed to silver 
halide microcrystals dispersed in gelatin.

Cyanine Dyes Dispersed in Gelatin Films
Experimental Section, The general experimental ar­

rangement has been described previously; therefore, the 
apparatus will be described briefly.1-6 The 10-30-am thick 
dispersions of dyes in gelatin were stripped from Estar 
(polyester film) base and mounted within a cryostat. The 
dyes were 2-4 X 10-3  M in concentration. The change in 
optical density (10—3 to 10-5  OD unit) subsequent to fil­
tered flash excitation was measured photometrically at se­
lected wavelengths by a 0.75-m Jarrel-Ash Czerny-Turner 
scanning spectrometer and displayed on a Tektronix 585A 
oscilloscope with a modified solid-state 1A7A differential 
amplifier. The energy per flash was 129 J (2,57 ¿¿F, 10 kV). 
The filtered flash was triggered through a mercury ignitron 
with a hydrogen thyratron switch in series with the xenon- 
filled quartz flash lamp (Novatron 251, Xenon Corp.). The 
Novatron 251 lamp had a pulse half-width of 3 ¿¿sec with a 
tail dropping to 1% intensity in less than 10 ¿¿sec. The tran­
sient change in optical density in the flashed film was fol­
lowed by measuring the transmitted light from a quartz- 
iodine 12-V, 100-W lamp which was collimated, filtered, 
passed through the film, and focused on the entrance slit of 
the monochromator to an EMI QB9558 photomultiplier. 
The phototube is sensitive from 300 to 850 nm and is cou­
pled to the oscilloscope through an emitter follower. Each 
appropriately filtered flash of the photolysis lamp, 3 ¿¿sec at 
half-band width, triggered the oscilloscope and allowed di­
rect observation and photographic recording of the tran­
sient by the kinetics of either the recovery of the original 
dye or the disappearance of the transient. The integrated 
radiation intensity, 440 to 800 nm, is 1.8 X 1015 quanta 
sec- 1  cm-2. Extrapolation of the decay curves to zero time 
provides both the action spectrum (ground state) of the 
original dye and the induced absorption spectrum of the 
transient species. The decay curves were resolved into two 
exponential components by drawing a straight line, on 
semilogarithmic plot, through the linear portion of the long 
component and subtracting the relative-intensity values on 
this line from the experimental points on the decay curve 
(Figures 1 and 2). The specific rate constants (fei and ki) 
were determined from the slopes of the resolved compo­
nents. A Hewlett-Packard 9864 digitizer, 9820A calculator, 
and 9862A plotter were programmed to gather, analyze, 
and process the large quantities of data from the analog 
signals generated from the oscilloscope traces. Only the 
long-lifetime specific rate constants, k\, were plotted as a 
function of temperature in order to determine the energy of 
activation, F(act), and the frequency factor, A, from the 
simple Arrhenius equation

kj = Ae~h (act)/RT (2)

The AF1, AH1, and AS1 were calculated from transition- 
state theory8 assuming the transmission coefficient t = 1 
by means of

k(T)= tKT/h  ex p (-A F*/ RT)  =
tKt/h exp(AS^ / R)  e x p (-A H^ / R T )  (3)

where the above symbols respectively represent the stan­
dard change in free energy, enthalpy, and entropy in pro­
ducing a transition state during the relaxation process.

The steady-state visible absorption spectra of the dyes 
dispersed in gelatin films were measured with a Beckman 
Acta III spectrophotometer at temperatures from 23 to 
—80°C. For measurements below room temperature, the
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Figure 3. Temperature dependence of the ground-state absorption 
and regeneration lifetimes at 23°C (Table III): (a) dye 1 (trans), (b) 
dye 2 resolved absorption envelopes of the isomers (cis) 539 nm, 
radiation at M2 (550 nm), (trans) 552 nm, radiation at IvL (582 nm), 
(c) dye 3 resolved absorption envelopes of the isomers (cis) 550 nm, 
radiation at M2 (530), (trans) 571 nm, radiation at M, (584 nm). (The 
underestimation of the vibronic components of C (dye 3), both the 
cis and trans become obvious in the 500-nm region.)

films were placed in a copper frame in the bottom of a 
steel-flanged, vacuum dewar and inserted into a three-win­
dowed steel optical cell. The plane quartz windows provid­
ed for the passage of the photometric beam; the third win­
dow afforded an accessible view for alignment and an irra­
diation source. Temperatures were adjusted by a heating 
element placed within the dewar at the bottom, near the 
sample, and were measured with a copper-constantan ther­
mocouple. Photolytic changes in the dyes were brought 
about at room and low temperatures by irradiation with 
monochromatic light of wavelengths near those of the max­
ima indicative of a mixture of geometrical isomers Mi and 
M2, respectively, as illustrated in Figures 3b and 3c. A typi­
cal irradiation within band Mi was accomplished by expo­
sure for 900 sec to the light of a 150-W xenon lamp through 
a Bausch and Lomb 0.25-m Ebert monochromator. The ra­
diation flux was measured with an International Light 600 
photometer and calibrated assemblies 200A and C. The ra­
diation intensities as a function of wavelength varied from
9.30 X 1013 (730 nm) to 4.59 X 1013 quanta sec- 1  cm-2 (430 
nm). After irradiation, the absorption was diminished by 
approximately 5% owing to bleaching of the dye.

Steady-State R esu lts for D yes D ispersed  in G elatin  
Film s

I. Absorption Spectra. The absorption spectra of four 
cyanine dyes at room temperature yield information on

9-MeThC Br Geometrical isomers
ch2-ch2-ch-ch3

so3-
Geometricol Isomers

1
vocuumlevel 1

E. - ee‘ ■ wa wi E E’t* . !2.2l iO-Oiev 1 2 30 10.01 e v
E»r--------

4 27ev 1 ♦ 2.17 iO.OIev 
l2.26tO.Olev  ̂ I

CIS trons
(a)

E '______ ¡Ae0 = 0.11+0.0
cis trons

(b)
Figure 4. Energy-level diagram of the geometrical isomers of dyes 2 
and 3 relative to the vacuum level.

several physical parameters as noted in Table I. The rela­
tionships between the oscillator strength (/), the experi­
mentally determined integrated molar decadic extinction 
coefficient of an absorption band (e), the transition dipole 
moment (R), and the amplitude (d) of the electronic dis­
placement. The electronic charge (q, 4.8 X 10“ 10 esu), de­
scribed in Table I, footnote b, allows the calculation of the 
electronic displacement (d).

West, Pearce, and Grum13 considered ThC pts to be a 
single isomer, whereas 9-alkyl analogs (e.g., 9-MeThCBr 
and sulfo-9-MeThC) exhibit two isomers, the trans config­
uration absorbing at longer wavelengths than the cis iso­
mer. Their assignment has been reinforced in this study 
even though the geometrical isomers of sulfo-9-MeThC and
9-MeThCBr were not irreversibly photoconvertible by ex­
citing either within the cis or the trans isomer absorption 
bands (-8 0  to 23°C).

9-MeThCBr and sulfo-9-MeThC exhibited two long life­
times in both the ground-state and induced spectra. The 
complex absorption spectra of the geometric isomers as in­
dicated in Figures 5b and 5c were resolved on a 310 Du 
Pont curve analyzer assuming skewed gaussian distribu­
tions. The long-wavelength electronic transition of highest 
intensity is assumed to be the all-trans isomer since the 
methine chain of that isomer has the longest configuration. 
The energy eigenvalues for the isomer transitions enable a 
determination of the length of the methine chain to be 
made by evaluating the dimension in the quantum model 
of “a particle in a box” .14 The conjugate chain dimensions 
are listed in Table I, column a'. The transition dipole mo­
ments (R ) and electronic displacement Id) are also slightly 
larger for the assigned trans isomers. The calculated equi­
librium constant (Appendix) slightly favors the cis forms of 
sulfo-9-MeThC and 9-MeThCBr. Figures 4a and 4b are the 
energy-level diagrams of the geometrical isomers of dyes 2 
and 3 relative to the vacuum level.

The metastable components of the mixtures of the iso­
mers at lower temperatures are not irreversibly photocon­
vertible with excitation either within the Mi or M2 absorp­
tion bands. It is proposed that the rigid environment of the 
gelatin restricted the torsional movement of the heterocy­
clic nuclei about the methine bridge, e.g., 9-10 bond, Fig­
ures 5a and 5b in comparison to rigid ethanolic solvents.13 
The all-trans structure as shown in Figure 5a would possi­
bly be the most stable of the trans configurations because 
of less crowding and less deviation from coplanarity of the 
atoms within the methine chain. This structure is most 
likely to coexist in a metastable equilibrium with the 
mono-cis structure, Figure 5b, at room temperature.

II. Pulsed Photolysis. Kinetic Results for Dyes Dis­
persed in Gelatin Films. The flash kinetic spectrophotom­
etry was the experimental technique employed for the mea­
surement of rates of reversible torsional movement about a
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T A B L E  I :  P h y s ic a l P a ra m e te rs  D e te rm in e d  fro m  the 23°C  E le c tro n ic  A b so rp tio n  S p e c tra  o f F o u r  C y a n in e  D yes

Dye

A ssigned
g eom etrica l
configuration

Concn (m olar 
in gel) a', Â e(m ax), AT1 cm " 1 fnm R, D d, k

t 0

(calcd),
nsec

1 T ra n s 2.7 x  10" 3 12.5 1.2 x  10+5 (576 nm) 0.91“ 10.5 2 . 2 9.7s
2 T ra n s (8 . 0  x  1 0 "4)c 12.3 3 . 6  x  10+5 (552 nm )c 1 .6“ 13.8 2 . 8 2 . 1

C is (1.3 x  10 '3)c 1 2 . 0 1.4 x  1 0 * 5  ( 5 3 9  n m )c 0.82 9.7 2 . 0 3.9
3 T ra n s (7.9 X 10"4)c 12.4 4.4 x  10- 5 (571 nm )c 2 .0“ 15.5 3.2 1.7

C is (2.3 x  10"3)c 1 2 . 2 1.0 x  10+5 (550 nm )c 0.62 8.5 1.7 5.3
4 T ra n s 2 . 6  x  1 0 " 3 1 0 . 6 7.7 x  10* 4 (536 nm) 0.53 7.8 1 . 6 12.5
0 The oscillator strength, /nm, of an electronic or vibronic absorption transition is described by /nm = 4.319 x 10~9F e d^5; F  = 9n/(n 2  + 

2)2 where n is the refractive index of gelatin;9 ' 1 0 /nm = 4.7 x 1029c o |F |2 where va (c m '1) is the wavelength at e(max) and R = qd. 11 The in­
herent radiative lifetime, t o  = 3.5 X  lG8/vmax2 J„"2 e di>, is related to the transition probability of fluorescence.1 2  b The lifetimes for dyes simi­
lar to these have been determined in gelatin films (cf. T. M. Kelly and D. F. O’Brien, Photogr. Sci. Eng., 18, 6 8  (1974)). c Calculated values 
(Appendix). d Addition of a larger vibronic component to the short-wavelength shoulder of the cis isomers shifts the peak absorptions closer 
to each other; therefore, reducing the fnm of the trans and increasing that of the cis. AE ± 0.01 eV will change the f„m 23% of dye 2 and 40% 
/„m of dye 3.

TABLE II: Temperature Dependence of Relaxation of the Cyanine Dyes“

Dyes Concn, M

Thick­
n ess ,

| i m Tem p range , K ca^ log A
A S * ( a c t )>
ca l/d e g a c t »  «

1 RGS (536, 576 nm) 2.7 x  10" 3 19.6 183.6-294.1 506 2.55 —46.6 14,500
IT (640, 660 nm) 294.1-325.6 11,300 8.56 -19 .3 17,500

2 RGS (582 nm) 2 . 1  x  1 0 " 3 27.6 183.2-294.1 651 2.50 -46 .8 14,100
294.1-325.6 5,060 4.00 -40 .0 17,100

3 RGS (530, 550 nm) 3.1 x  10" 3 2 0 . 8 183.2-294.1 606 2.49 -46 .8 14,600
RGS (584 nm) 294.1-325.6 8 , 2 1 0 6.06 -30 .7 17,400

183.2-294.1 131 2.18 -48.3 14,600
294.1-325.6 6,730 5.14 -34 .8 17,200

4 IT (64b mti) 2  A x  1 0 " 3 27.a 183.2-296.1 8 8 8 1.91 -49 .6 15,800
° Uncorrected for spectral overlap. 6 RGS = regeneration of ground state; IT = induced transient.

wall- trans

mono - cis
(c)

Figure 5. Generalized stable configurations of the 9-alkyl cyanine 
dyes; (a) all-trans; (b) mono-cis; (c) potential energy profile for cis —*■ 
trans isomerization or limited torsional motion through small angles;
(d) potential energy profile for trans —*■ cis isomerization or limited 
torsional motion through small angles.

double bond. The generation of dye triplets by flash excita­
tion (with subsequent monitoring of their rate of decay of 
the induced absorption and rates of recovery, regeneration, 
to the ground state) provides long-lived intermediates ca­
pable of being monitored. The filtered xenon source excites 
both isomers; each isomer relaxation has two lifetimes, but 
only the more reliable (long-lifetime) specific rate constant, 
fei, was used to determine the kinetic parameters. The dark 
relaxations of optically induced transients for dyes in gela­
tin are described, Table II, by two types of reactions having 
first-order rate constants described by the Arrhenius pa­
rameters of eq 2: (1) fei = 101-9-2-8 exp(—500/RT) at —100 to 
10°C with a low energy of activation (500-1000 cal) and low

frequency factor 101-9-2-8; (2) fei = 108-5-10-4 exp(—5000/RT) 
at 10 to 55°C with a high energy of activation (5000-12000 
cal) and “normal” frequency factor. Knudtson and Eyring5 
studied the temperature dependence (—120 to 20°C) of the 
laser-induced transient absorptions involving photoisomer - 
izations from 3,3'-dimethylthiacarbocyanine iodide and 
3,3'-dimethyl-9-ethylthiacarbocyanine iodide in ethanolic 
solvents. The temperature dependence of the rates of cis- 
trans isomerism showed two regions of Arrhenius equation 
behavior similarly described by the specific rate constants 
fei in cases 1 and 2 above. Umberger7 studied the photo- 
isomerization (trans —► cis) conversion and thermal isomer­
ization (cis -*■ trans) of 3,3'-dimethylthiacarbocyanine io­
dide in ethanolic solvents and determined the activation 
energy of the thermal process to be 15 kcal/mol, in agree­
ment with McCartin’s6 experimental value of 14.4 kcal/ 
mol. The high energy of activation (Table II) for the ther­
mal isomerization of ThC pts, cis -* trans, in gelatin is 
found to be 11.3 kcal/mol. Two distinct relaxation mecha­
nisms are postulated for the reversible cis-trans conver­
sions.

1 . A Slight Reversible Torsional Movement about a 
Double Bond Resulting from a “Forbidden” Transition. A 
low frequency factor and low energy of activation are mani­
fest at low temperatures (183-294 K). In the case of an un­
hindered gas-phase 180° rotation, isomerization could pro­
ceed via different reaction pathways along the hypersurfa­
ces. One pathway would involve a photoexcitation of the 
double bond corresponding to the formation of a biradical
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or triplet state with two unpaired electrons and thus free 
rotation about the resultant single bond. If a normal gas­
eous cis ethylenic molecule could make the transition from 
its normal excited singlet state to the triplet intermediate 
common to the ground state cis and trans isomers at X-Z, 
Figure 5c, and then back to the singlet state from Z for con­
version to the trans ground-state form, the activation ener­
gy might be low. (The thermal isomerization, reverse pro­
cess, is monitored spectrophotometrically

Z-X(T,) S0(cis)

however, such transitions are “forbidden” by quantum- 
mechanical rules because they involve a change in multi­
plicity of the total electron spin of the molecule.) As a re­
sult of the small interaction between singlet and triplet 
states the probability of electronic transfer is small and 
hence the reaction will have a very low transmission coeffi­
cient with the result that the frequency factor will be small. 
It is to be noted that reactions involving the cyanine dyes 
rigidly dispersed in solid gelatin at low temperatures have a 
low energy of activation and high negative entropy of acti­
vation during the dark relaxation process. The energy of 
activation is the barrier height measured from the potential 
minima or saddle point, at X and at Z, to a transition state 
near point A. The transition state may be envisaged as the 
double-bond formation in the relaxation of the biradical 
(triplet) state; i.e.

I l  I I
— c — c — = [—C—C— ]• • IT,) it,)

The slight twisting of the molecule about a double bond,
e.g., the C9-C10 axis, tends to minimize the overlap between 
ir and 7t* orbitals and the perpendicular configurations 
would be the most stable for the tt- t * excited configura­
tion. The relaxation of this configuration, twisting through 
a small angle, allows the transition state, being more rigid 
than the excited state of the biradical, to provide the resul­
tant large negative entropy.

If the properties of the rigid activated molecule are iden­
tical with those of the normal molecule, with the exception 
of the restricted torsional motion, which may be considered 
as a vibration, the translational, vibrational, and rotational 
contributions to the partition function cancel, leaving only 
a contribution due to the torsion; therefore, eq 4 can be re­
duced to eq 5 where vo represents the torsional frequency of

K T
k ( T )  = t ^r- /  -~p-e~E"IRT 

h t , (4)

, . K T  n  -KHT -£,/RT 
k ( T )  =  t —  (1 -  e )e 

h (5)

the rigid excited molecule. If vq is assumed to be within the 
range of 10.0 cm-1, a rotational quantum, then the trans­
mission coefficient is calculated to be within the range of
10-9 sec-1. It should be noted that butene-2, maleic ester, 
and stilbene have calculated transmission coefficients of 
10-7 within the gas phase.8

2. A Torsional Movement about a Double Bond Subse­
quent to an Allowed Transition. A high frequency factor 
and high energy of action are observed at higher tempera­
tures (294-325 K). The second pathway would also involve 
a torsional motion around a double bond (the triplet state 
thermal relaxation is again monitored). This mechanism 
would require large activation energies but should have 
“normal” frequency factors, ~1012 sec-1. The variation in

Figure 6. Representative temperature dependence of the dark relax­
ation of dyes in gelatin; resolution of two processes.

potential energy on thermal relaxation, rotation, about a 
double bond is represented by Figure 5c without change in 
multiplicity in the slow torsional movement

So
(cis)

So
(trans)

T, (Z-trans)
fast^ \ aSt
S. So­

(cis) leis)

T. (x-cis)
fast̂ \ ast
S, S„*

(trans) (trans)

slow s„
(cis)

slow So
(trans)

(a)

(b)

The considerable interaction between two equivalent struc­
tures in the activated state, A (S0*), results in a lowering of 
the potential energy at this crossing point as a direct result 
of greater opportunity for resonance.8

The main difference of the processes taking place at 
higher temperatures is the higher activation energy and 
larger transmission coefficient. The torsional motion is also 
no longer regarded as a strict vibrational mode but more as 
a rotation that can interact more strongly with the other vi­
brations owing to the mobility of the gelatin. The probabil­
ity of the transfer of energy to vibrational modes within the 
molecule will be appreciable. This smearing out of the “dis­
crete levels” owing to coupling with other motions of the 
molecule may be sufficient to permit the forbidden transi­
tion from X or Z to A. This latter reason would provide a 
transmission coefficient greater than the low-activation en­
ergy reaction. The resulting increase in the activation ener­
gy and increased transmission coefficient makes the sin- 
glet-to-singlet relaxations7 (high-temperature process) 
more favorable than triplet-to-singlet relaxations (low-tem­
perature process). The frequency factors predicted for the 
former should be lower than those predicted for normal 
~ 1012 sec-1 gas-phase reactions and activation energies 
should be higher than those of the low-temperature pro­
cess. It is noted that the frequency factors are lower than 
1012 sec 1, i.e., 108-10 sec \  and, therefore, the more fa­
vored relaxation mechanism occurs at higher temperatures. 
Figure 6, a plot of logarithm k vs. reciprocal of the temper­
ature, describes the change in reaction path in a restricted
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TABLE III: L ifetim e A ssignm ents for the Torsional 
D eactivation  of the Triplet S tate

Dye

Dye in
gelatin (regeneration of bleached 

ground state, msec)

1 cis not present 
trans 5.2 ± 0.3 (576 nm)

2 cis 18.2 ± 0.5 (550 nm)“ 
trans 6.5 ± 0.3 (582 nm)“

3 cis 19.4 ± 0.5 (530 nm)“ 
trans 6.5 ± 0.3 (584 nm)“

4 cis not present
trans 12.5 ± 0.05 (536 nm)

“ Resolved lifetimes, corrected for overlapping absorptions.
torsional movement when the experimental conditions 
were altered. This behavior was also observed by Knudtson 
and Eyring5 for the dimethyl iodide derivative of ThC pts, 
dye 1. It is known from X-ray analysis that ThCBr displays 
one configuration within the crystalline state, the extended 
all-trans configuration.16 It is by analogy to the crystalline 
configuration that the relaxation lifetime of 5.2 msec is as­
signed to the trans configuration within the gelatin and 
longer lifetimes of the dye analogs to the mono-cis configu­
ration at 23°C (Figures 3b and 3c). The lifetime assign­
ments can be summarized in Table III. The substituents, 
3-sulfobutyl in sulfo-9-MeThC vs. 3-ethyl in 9-MeThCBr 
or the anions (sulfo vs. bromide), do not significantly affect 
the relaxation lifetimes when comparing similar geometri­
cal isomers. The larger, bulkier 3-sulfobutyl, dye 3, relative 
to the ethyl group of the cis configuration, dye 2, does not 
restrict the arrangements of the energy levels by crowding 
or displacing the planarity of the atoms in the methine 
chain. The deviation in planarity of the trans chromophoric 
chain, relative to the cis, makes available a larger density of 
states during the longitudinal electronic transition (St-SE = 
h/2ir). It is postulated that the cis isomer is less hindered 
than the trans isomer in sulfo-9-MeThC and 9-MeThCBr.

The analytical data, including the delocalized transit dis­
tances for each isomer (particle in the box model), and cal­
culations based upon spectroscopic evidence reinforce the 
kinetic observations by showing the equilibrium constant 
to favor the unhindered cis configuration.

Appendix
The equilibrium constants, cis <=: trans, and Gibbs stan­

dard free energies for 9-MeThCBr and sulfo-9-MeThC geo­
metrical isomers at 23°C are K' = 6.20 ± 1.6 X 10_1 (AG° 
= 282 ± 129 cal), and K' = 3.42 ± 0.93 X 10“ 1 (AG° = 633 
± 187 cal), respectively, when calculated from17

y ' ,  g  ¡ ( t r a n s i e  ~t<l traris>/KT
K' = exp(-AEjK T) ---------------- — ---- (6)

E  . . -i,(cis)/KT
g i (  cis)e

/ = 0
The extinction coefficients were calculated from eq 7 using

/ _  [trans] _  «(cis)OD(trans)max
^  [cis] e (trans)OD(cis)max ■*

Beer’s law substitution. The concentrations of the metasta­
ble equilibrium components were calculated from eq 8 by 
substitution into eq 7.

CTotal = [trans] + [cis] (8)

The equilibrium constant, K', is a function of an energy 
term, AE0, the difference in the ground state of the cis and 
trans isomers, and an entropy term, the ratio of the parti­
tion function for the trans and cis isomers. AE(, is calculat-

2233

ed from the relationships
WJ W,  = E J E ^ X J X ,  (9)

W, + A E0 = W, (10)
AE = E, -  E, = £ , ( 1 -  \ J X 2) (11)

Therefore, from eq 7

AE0 = (1 -  A j / A J t F j  (12)
or

AE0 = (AE/Ei)Wl (13)

where Wi, W2 = ionization potential of the assigned cis 
and trans configurations, respectively; Ei, E 2 = first elec­
tronic-state transition energy for the assigned cis and trans 
configuration, respectively; AE = £j — E2; AEq = differ­
ence in the ground-state energy of the assigned cis and 
trans isomers; AEo(9-MeThCBr) = 0.13 ± 0.01 eV and 
7?o(sulfo-9-MeThC) = 0.11 ± 0.01 eV (Figure 6). The basic 
assumptions involved in the calculations are that the wave 
shapes of the isomers are similar, the vibronic contribu­
tions are not pronounced, and the relative lifetime varia­
tions as a function of wavelength are determined by the 
overlap ratio of the isomer absorption bands; an equilibri­
um is involved between two ground-state species having 
different regeneration lifetimes, e.g., r(A) = Xj l/ki(\).

The polarographic anodic potentials for sulfo-9-MeThC 
and 9-MeThCBr were 0.73 and 0.76 V, respectively, when 

•»the dyes were dissolved in acetonitrile and the potentials 
were measured with respect to a reference 1 N  calomel 
electrode. The ionization potentials were determined from 
a plot of ionization potentials vs. polarographic potentials 
and adjusted to a gelatin matrix.18 The cis ionization po­
tential, therefore, was assigned the value of 4.40 eV for 
both dyes under investigation. The threshold photoioniza­
tions are difficult to determine experimentally; the pres­
ence of geometrical isomers and a distribution of energies, 
1 eV, within the samples should lead one to exercise cau­
tion in the use of these data.19
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Flash photolysis techniques were used to characterize the transient absorption of the chemically treated 
(sulfur and gold) microcrystallites of AgBr(I) dispersed in gelatin. The pulsed irradiated microcrystallites 
exhibited apparent reversible transient absorption processes attributed to the trapped halide and sulfide 
holes near the silver, Ag„°, centers. An overall electron transfer mechanism is proposed when adsorbed 
dyes are irradiated on chemically treated microcrystallites of AgBr(I) dispersed in gelatin. The relaxation 
rates were measured as a function of temperature and interpreted with specific reference to the following: 
(1) electron injection from the adsorbed dye into the conduction band of the silver halide substrate with 
the resultant formation of a radical cation (doublet), (2) recombination distances (conduction-band model) 
from parent adsorbed dye, and (3) trap-depth determinations.

Introduction
The flash spectrophotometric technique was used to de­

tect transient species, formed during the exposure of pho­
tographic silver halide emulsion systems, that might ap­
pear in the photographic process.1'2 In the application of 
flash-photolysis techniques to the photographic processes, 
the basic objectives are to identify the transient chemical 
intermediates and relate their properties to the formation 
of silver (Ag„°) centers subsequent to irradiation. Hereto­
fore,1' 3 the temperature dependence of the relaxation pro­
cesses occurring in the dyes in gelatin and steady-state 
spectral responses were interpreted in terms of kinetic, 
structural, and thermodynamic relationships. The studies 
described in this paper are directed toward the following: 
(1) identification of the transient absorptions relating to 
the chemical treatment (sulfur and gold) of AgBr(I) micro­
crystallites dispersed in gelatin, and (2) mechanistic inter­
pretation of the temperature-dependent transient absorp­
tion relaxations for AgBr(I) (S + Au) and dye adsorbed to 
the surface of AgBr(I) (S + Au) microcrystallites dispersed 
in gelatin.

Experimental Section
1. Apparatus. The flash spectrophotometer was de­

scribed previously.13
2 . Materials. The film coatings consisted of 0.05-fim sil­

ver bromoiodide (2.5 mol % iodide) octahedral microcrys­
tallites dispersed in gelatin which were surface sulfur-plus- 
gold (S + Au) treated by heating for 40 min at 70° C (pH
6.2, pAg 8.2) with 176 mg of Na2S203-5H20 and 88 mg of 
KAuCLt per silver mole. The sample films were coated at 
4.89 X 10~4 g silver/cm2 plus 2.91 mg of gelatin/cm2 to give 
a dry thickness of 31-32 X 10-4 cm for dyes 1-3 and 35 X 
10-4 cm for dye 4.3 The dyes 1 (1.31 X 10~2 mol/silver mol), 
2 (1.43 X 10~2 mol/silver mol), 3, and 4 (1.63 X 10~2 mol/ 
silver mol) correspond to a grain surface monolayer cover­
age of 0.91, 0.94, 0.99, and 0.77, respectively, assuming a 
surface occupancy of 50 Â2/molecule. The dispersions were 
adjusted to pH 5.9 and pAg 7.9 prior to the addition of the 
dyes. The untreated grains required 16,000 erg/cm2 where­

as the (S + Au) and adsorbed dye increase the sensitivity to 
1000 erg/cm2, to achieve a density of 0.3 above fog level. 
The unfiltered xenon excitation flash lamp radiates/flash 
2191 erg/cm2 (400-570 nm) and 1700 erg/cm2 (520-600 
nm). Excitation frequency/sample was limited to one expo­
sure.

Transient Absorption Spectra of 0.5-gm AgBr(I) (S + 
Au) Dispersed in Gelatin

Figure 1 shows the 23° C transient absorption spectra 
produced by pulsed irradiation of nonchemically treated, 
undyed AgBr(I) with peak absorptions at 520 and 640 nm. 
The peak absorptions are significantly shifted and the in­
tensity is enhanced by surface chemical treatment with sul­
fur and gold. The contribution of sulfur and gold to the 
overall transient absorption is described by the subtractive 
spectra, AgBr(I) (S + Au) minus AgBr(I) absorption coeffi­
cients (cm-1)4 vs. wavelength. Prominent shifted new ab­
sorptions are observed at 490 and 700 nm. These are a di­
rect result of crystal-surface chemical treatment and are 
assigned to either a sulfur hole (S_) or differences in the 
size of silver aggregation, Agn°, due to the presence of sul­
fur and gold.5 The size of the aggregate should manifest a 
different transient absorption spectrum but have little ef­
fect upon the lifetime of the transient relaxation. The sul­
fur-hole complements the halogen hole (X°) of the AgBr(I) 
which is assigned to 520- and 620-nm spectral regions. A 
possible mechanism is discussed in the next section with 
regard to the temperature dependence of the relaxation for 
the transient responses. The long lifetime of 92 msec,6 Fig­
ure 1, describes S ' or X° with Ag+ in the competitive anni­
hilation of Ag„° centers

E (act)
Ag„° +  S " /X ° ------- ” Ag„_j° +  Ag* +  S2- /X -

An activation energy, 0.033 ± 0.002 eV (760 ± 30 cal) at 490 
and 680 nm of AgBr(I) (S + Au) is assigned to the dissocia­
tion of Ag^°, Figure 2. Beutel13 found 0.0145-eV activita- 
tion energies (40-160 K) for first light pulsed photoconduc­
tivity responses of 0.42-gm AgBr microcrystals in gelatin.
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Saturation irradiation increased the activation energy to 
0.062 eV (60-300 K).

Cyanine Dyes Adsorbed to AgBr(I) (S + Au) Crystals 
Dispersed in Gelatin

I. Initial Observations. In the accompanying paper,3 we 
described the temperature dependence and structural and 
thermodynamic relationships of the photoinduced tran­
sient response of four cyanine dyes in gelatin; in the previ­
ous section, pulsed irradiation of surface chemical treat-

Mechanisms Involving the Transient Absorptions of Cyanine Dyes

Figure 1. Transient effective absorption coefficients vs. wavelength; 
absorbance vs. wavelength after single exposure. Undyed 0.05-/xm 
AgBr(l) emulsion (S + Au), 2.5% iodide, silver ion concentration 
4.89 X 10~1 mg/cm2, sample thickness 18.0 X 10~4 cm.

ment of sulfur and gold showed apparent reversible tran­
sient processes of trapped halide and sulfide holes near the 
silver, Ag„°, centers. In this section our attention will be fo­
cused upon the electron-transfer mechanisms involving the 
excited cyanine dyes adsorbed to the crystals of AgBr(I) (S 
+ Au) dispersed in gelatin.

A summary of the relaxation rates of each dye in gelatin 
and adsorbed to AgBr(I) grains dispersed in gelatin ap­
pears in Table I. Different transient species were formed 
when the dyes were adsorbed upon the grains compared to 
dyed gel samples (Table I). The induced transient absorp­
tions observed for the dye adsorbed to the silver halide 
grain are most likely radicals or charge-transfer complexes, 
e.g., dye complexed with the grain (Figures 3 and 4).1-2

The relaxation lifetimes of induced absorptions (30-50 
msec) for cyanine dyes adsorbed to the grain surface are 
not the same as lifetimes for regeneration of the ground 
state (5-16 msec) (Figure 5).14 This observation may be

2235

TABLE I: Comparison of the Relaxation Lifetimes of Dyes in Gelatin and the Dyes Adsorbed on the 
0.05-Mm AgBr(I) (S + Au) Emulsions“

G elatin Em ulsion

Dye

R egeneration of 
bleached ground 

s ta te , m sec

Relaxation 
of induced 

absorp tion , m sec

R egeneration  of 
bleached ground 

s ta te , m sec

R elaxation of 
induced tran s ien t 
absorption , m sec

1. ThC pts 5.2 (576 nm) 5.5 (640 nm) 9.4 (594 nm) 
4.6 (565 nm)

32.3 (710 nm) 
14.0(780 nm)

2. 9-M eThCBr 5.9 (582 nm) 5.6(640 nm) 15.0 (592 nm) 
16.2 (518 nm)

52.6(650 nm)

11.6 (530 nm) 8.0 (690 nm) 11.0 (582 nm) 
5.5(536 nm)

4.5(710 nm) 
29.3 (780 nm)

3. sulfo-9-M eThC 13.1 (530 nm)
13.1 (550 nm) 

5.8 (584 nm)

6.8(660 nm) 
5.8 (770 nm)

10.5 (522 nm) 
25.0 (570 nm) 
14.9 (594 nm)
24.5 (622 nm}

35.3 (660-800 nm)

24.3 (830 nm)

4. 2 ,2 '-cyan ine Cl

5. undyed em ulsion

12.5(536 nm) 14.2 (620 nm) (522 nm) 
(560-580)

85.5 (640 nm )6 
64.1 (730 nm)6 
92.0(500-740 nm)

AgBr(l) (S + Au)
“The long-lifetime component of the relaxation process is used unless specified. (Unresolved lifetimes not corrected for overlapping ab­

sorption bands.)1-3 b The lifetimes are associated with the 0.05-Mm AgBr(I) (S + Au) grams. 2,2'-Cyanine chloride does not exhibit a detect­
able lifetime due to a J-aggregate recombination lifetime 510 6 sec.1
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Figure 3. Absorption data for dye 1 adsorbed on grains dispersed in 
gelatin, concentration 1.68 X 10-3 M, sample thickness 32.0 X 
10-4 cm: (a) adsorption of the ground state; (b, c) regeneration of 
the bleached ground-state absorption (565, 594 nm); (d) transient 
absorption; (e, f, g) transient-absorption decay (670, 710, 780 nm).

due to the formation of the sulfur, S- , or halide, X°, hole 
(eq 7 and 9) absorptions, 600-700 nm, overlapping the in­
duced transient absorptions from the dye-grain complex. 
The regeneration of the ground state may be described by 
three concurrent reactions involving surface sites, electron 
traps, and latent image sites, Agn° (eq 9-11). The observed 
lifetime is r = l / 2 ;fe,(C;), where C, is the concentration of 
the i species reacting with the radical center 2D2+. The life­
time for the decay of the induced transient and the regen­
eration of the ground state would be controlled by the slow 
detrapping of the electron (eq 10) or annihilation of the sil­
ver center, Ag„° (eq 11). The overall review of the proposed 
mechanisms, consistent with observed transient absorp­
tions for dyes adsorbed to AgBr(I) (S + Au) grains, can be 
described by eq 1-13. Reactions 2-6 and 8 lead to latent 
image formation, whereas reactions 9-13 and the reverse of
4-6 are sources of inefficiency.15-17
(A) The excitation and electron-transfer process of the dye
on silver bromoiodide grain18

iæ
'D* + hv — *■’*D+---- - 3*D* (1)

UD* —♦ 2Dt2 + e‘ (electron transfer (2)
3*D4 —*■ 2D*2 + e- ( to grain (3)

e - + tra p  < e“(trap) (e" =  m obile electron) (4)

e '(trap ) + Ag^ i  Ag° (Ag+i =  in te rs titia l Ag+ ion) (5)

Ag° + e" ,  Ag°, e (trapped) (6)
(B) Alternative process leading to transient species and 
growth of latent image, Agn°
AgX/Ag2S/Au2S + hv --------- ►

X>51 0 nm

Ag7Au+ + X° + e-Rrapi/Ag^VAu*.!0 (7)

Figure 4. Absorption data for dye 3 adsorbed or grains dispersed in 
gelatin, concentration 2.08 X 10-3 M, sample thickness 30.8 X 
10-4 cm: (a) absorption of the ground state; (b, c, d, e) regeneration 
of the bleached ground state (522, 570, 594, 622 nm); (f) transient 
absorption; (g) transient-absorption decay (710 nm).

Figure 5. Representative oscilloscope traces of dye 1 adsorbed to 
0.05-/um AgBr(l) (S + Au) grain: lower trace, regeneration of the 
bleached ground state; upper trace, induced transient decay.

Ag°(etrapped) + Ag* —* Ag2° —  —  Ag„° (8)

Let X° = 1-, Br-, S~(holes); X" = I", B r', S2~ (anions).
(C) A simple model for the regeneration of the dye ground 
state via concurrent reactions (5-16 msec)

ft j
^D2* + X’(surface site) — *■ *D* + X°(surface) (9)

fast
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TABLE II: Activation Energies (275.4-323.6 K) of 
Regeneration of Dye Adsorbed to 0.05-Mm AgBr(I) 
(S + Au) Dispersed in Gelatin Films

Regen-
era tion W

to ( A  = W
ground L ife- 1.2 ( A =  AS*act,
s ta te , tim e, A ct, eV), 0.56 c a l/

Dye nm m sec kcal À eV), Â deg

ThC pts 565 4.3 3.7 4.4 11.4 -37
594 9.4 2.5 4.2 9.9 -^1

9-M eThCBr 518 16.2 0.73 3.9 8.6 -49
536 5.5 5.7 4.8 14.6 -3 0
592 15.9 0.73 3.9 8.6 —49

Sulfo-9- 522 10.5 3.3 4.3 10.9 -38
MeThC 570 25.0 2.7 4.2 10.3 -A2

594 14.9 2.4 4.1 9.9 —42
622 24.5 2.3 4.1 9.9 -44

AgBr(l) 490 92 0.76 -51
(S + Au) 680 92 0.86 -51
(no dye)

. 2D2* +
2̂

e ‘(trap) — ► 1D* (10)slow
2D2* + Ag„°

‘3
‘D* + Ag* + A&,. 0.1 (IDslow

(D) Relaxation model for the induced transient spectrally 
overlapping the dye radical complex absorption. Annihila­
tion of latent image center, Ag„° (30-50 msec) [X° (surface) 
formed from reaction 9]

tlA
X°(surface) + Ag„° — >■ X" + Ag* + A g ^ 0 (12)

slow
(E) Relaxation model for the induced (S + Au)-sensitized 
grain transient (92 msec) (X° formed from reaction 7)

X° + Ag^0 — * X- + Ag* + A g ,. /  (13)
slow

II. Temperature Dependence. The activation energies 
relating to the temperature dependence for regeneration of 
the ground state, Table II, were divided into two categories. 
(1) Relatively high activation energies corresponding to 
thermal detrapping of the electron (eq 10) (2.3-5.7 kcal) or 
annihilation of the latent image, Ag„°, via dissociation and 
electron transfer to the recombination site (eq 11) (Figure
6). (2) Low activation energies attributed to capture of the 
electron by the halogen or sulfide hole or dissociation of 
Ag„° (eq 13) (0.60-0.80 kcal), and followed by rapid regen­
eration of the ground state (eq 9). Since regeneration of the 
ground state and the decay of the induced transient exhibit 
different lifetimes, additional transients were formed (eq
7-9 and 12) absorbing primarily in the 600-700- and 440- 
520-nm regions.

The different activation energies for the regeneration of 
the dye are related to the additional transients formed. 
This is particularly true near 520 and 595 nm, where 9- 
MeThCBr shows the low activation energies attributed to 
trapped halogen or sulfide holes.

III. A Possible Trapped Electron Model. The very large 
negative values for the AS* (act), Table II, described a 
more random arrangement in the transition state
(2D2+X-----e(trapped)----Ag„+X„~) compared to the
ground state (1D+X- ----Agn+X„~) suggesting localization

Figure 6. Representative temperature dependence of the dye 1 re­
laxation process at 565, 710, and 780 nm when adsorbed to 0.05- 
pm AgBr(l) (S +  Au) grains.

of the electron near the recombination center of the 
2D2+X_ (e.g., eq 10).19 It is, therefore, the object of this 
section to establish an estimate of the injection distance 
(range) of an electron emitted by the sensitizing dye radical 
cation. This range is of interest because the developed im­
ages are surface images and not internal grain images. A 
model may now be derived. In electrostatic theory, the 
magnitude of the barrier between two traps may be de­
scribed as a simple function of the distance, W, between 
them, by assuming simple coulombic potentials (Figure 7).

e [ m )  = W H + T + c (i4>
where E (total) is the electrostatic interaction energy be­
tween electron-recombination center and electron trap as 
measured from the bottom of the conduction band of the 
grain.

dÆ(total)
dX

Z’e2 1 , Xc2
K { W -  X )2 1 ÏF  ~  U (15)

th e re fo re

X  = An
w

1 + (Z '/Z )l / 2

(16)

The distance W (eq 25) from 2D2+ is described as a func­
tion of activation energies, E(act), dielectric constant, A(nn2 
= 5.062), where 1 > Z > 0, Z » 0.1, the charge of the traps, 
neglecting screening constants (independent of electron ap­
proach), Z’ = 1 — Z, the charge of the dye recombination 
center, 2D2+X_, Lm, the distance from the center of the 
electron trap to the maximum of the potential barrier, and 
E^., the energy of an electron in an isolated trap (repre­
senting bulk trapping parameters).

A  a c t )  = A  + A  t o t a l )  (when X = L J  (17)

v ( a c t ) = E. - e
WK r n *  4

(18)
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2Dye2+X- + Ze Ag+-e-Ag ond e-|Ag+-e|n-Ag +

Figure 7. Simple isolated electrostatic trap model for describing re­
laxation mechanisms.

E(act) WK I \Z '

W = {E„ -  E ^ )K {(#)

\  1/2 1
) + 1  \{Z> + {Z'Z)U2}

(19)

|  {Z< + (Z'Z)1/2}
(20)

1/2
+ 1

Appropriate E„ values20 range between 0.56 eV for the 
latent image center, Ag+-e-Ag+, and 1.2 eV (stable latent 
image) e~/Ag+-e/n-Ag+.20 The following values of W 
(E(act), E„) were calculated: 3.9-4.8 A (0.7-5.7 kcal, 1.2 eV) 
and 8.6-14.5 A (0.70-5.7 kcal, 0.56 eV), assuming Z ~ 0.1. 
The values of W(E(Rct), E„) when Z ~ 0.9 were also calcu­
lated and found to be 6.2-7.6 A (0.7-5.7 kcal, 1.2 eV), and
13.8-23.2 A (0.70-5.7 kcal, 0.56 eV). The stable latent 
image should be identical with the Fermi level for metallic 
silver and provides minimal distances for W. Detrapping 
wavelengths as long as 2.2 p in pure unsensitized silver bro­
mide yield the minimal value for E.r,, 0.56 eV, from Her- 
schel-effect measurements and maximum distances of W. 
The Poole-Frenkel effect in insulators21 23 is analogous to 
the model proposed. The field lowering of the barrier, the 
activation energy maximum, is caused by a charge localized 
on the surface by the dye radical cation. A plausible recom­
bination mechanism, via the conduction band, involving 
the activation energy is the field assistance by the charged 
dye radical cation. The same field-assisted recombination 
applies to the sulfide/halide hole and the latent image cen­
ter, eq 12. The larger values of W, with E„_, constant, may 
be due to the diminished overlap of the coulomb potential 
walls or small £<act)- W is relatively insensitive to the acti­
vation energy changes but is dominated by the isolated 
trap depth E „ and charge of the silver sites within the 
grain (Table II).

The two relaxation phenomena described in Table II 
(dye-grain complex) and Table II of the accompanying 
paper (dye-gelatin) are different, as indicated by the acti­
vation-energy comparisons. Initial TSC (thermally stimu­
lated current/conductivity) and ionic thermocurrent (ITC) 
measurements imply that the induced transient relaxations 
within dye adsorbed to grain surfaces are due to charge-

transfer complex (radical) formation via an injection mech­
anism into the conduction band of the grain rather than ex­
cited species within gelatin films. Specifically, AgBr(I) (S + 
Au) grains and ThC pts adsorbed on grains yield activation 
energies of 760 ± 30 cal (0.033 ± 0.002 eV) and 2300 ± 200 
cal (0.10 ± 0.01 eV) for both ITC and optical relaxation 
processes, respectively. A deeper trap has also been ob­
served optically, 3700 ± 200 cal (0.16 ± 0.01 eV) and with 
ITC 3500 ± 200 cal (0.155 ± 0.002 eV) for ThC pts ad­
sorbed to grain surfaces. The energy to depolarize the im­
purity ion-cation vacancy dipole (ITC) is at present tenta­
tively assumed to be equal to a trapped electron near the 
impurity ion site as required by the electron injection from 
the 2D2+X- . Experiments are in progress to further eluci­
date the proposed mechanisms.
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Solubility of Nonelectrolytes in Polar Solvents. V. Estimation of the Solubility of Aliphatic 
Monofunctional Compounds in Water Using a Molecular Surface Area Approach

G. L. Amidon,*1 S. H. Yalkowsky, S. T. Anik, and S. C. Valvani

C e n t e r  f o r  H e a l th  S c ie n c e s ,  S c h o o l  o f  P h a r m a c y ,  U n iv e r s i t y  o f  W is c o n s in ,  M a d is o n ,  W is c o n s in  6 3 7 0 6  a n d  T h e  U p jo h n  C o m p a n y ,  

K a la m a z o o ,  M ic h ig a n  4 9 0 0 1  ( R e c e iv e d  A p r i l  1 1 , 1 9 7 5 )

P u b l ic a t io n  c o s t s  a s s is t e d  b y  T h e  U p jo h n  C o m p a n y

The molecular surface areas for 158 aliphatic hydrocarbons, olefins, alcohols, ethers, ketones, aldehydes, 
esters, and fatty acids have been computed and correlated with their aqueous solubilities. The hydrocarbon 
and functional group contributions to the free energy of solution are compared and discussed with particu­
lar regard to the chosen standard state. The results indicate that the functional group contributions to the 
free energy of solution in water are nearly equivalent from the pure liquid standard state while being sig­
nificantly different when the gas phase (1 mmHg) standard state is chosen. The interpretation of the dif­
fering hydrocarbon surface area slopes is shown to be complicated by mutual miscibility considerations 
(water solubility in the pure liquid) and by the presence of curvature for the longer chain length (greater 
than Cio) compounds. The curvature in the alcohol and fatty acid data is shown to become very evident 
when correction is made to the pure (supercooled) liquid standard state for the solid compounds. Finally 
the surface area method is shown to hold considerable promise in its extension to the solubility estimation 
of complex organic molecules with limited aqueous solubilities.

Introduction
Recently, increasing attention has been directed to the 

use of a cavity or interfacial tension model and correspond­
ing molecular surface areas for the calculation of the trans­
fer (solvent) free energy contributions to solubility,2-4 par­
titioning,4’5 complexation,5-9 and solution conformational 
equilibria6,10 processes. Historically, Langmuir11 was the 
first to suggest the use of the molecular surface area in the 
estimation of solution free energies and it has subsequently 
been employed or discussed by numerous investigators in a 
variety of contexts.2-15 In this report we extend the surface 
area method of estimating aqueous solubilities, previously 
shown to be successful in estimating the solubilities of alco­
hols3 and hydrocarbons.2’3 The following additional ali­
phatic (cyclic and acyclic) monofunctional compounds are 
considered: ethers, ketones, aldehydes, carboxylic acids, es­
ters, and olefins. The objective of this investigation is to as­
sess the following: (i) the degree to which molecular surface 
area is a useful parameter in the estimation of aqueous 
solubilities; (ii) is the hydrocarbon contribution the same 
for all functional groups; (iii) the relative functional group 
contributions to the solubility process; (iv) the evidence for 
curvature in the log (solubility) vs. surface area (or chain 
length) graphs above Cio; and (v) how the choice of stan­
dard state, i.e., pure (supercooled) liquid, effects the inter­
pretation of the results.

Method
The surface area approach to solubility is suggested by 

considering the following three steps in the transfer of a so­
lute from pure liquid to aqueous solution to be proportion­
al to the molecular surface area:3 (i) removal of solute from 
its pure liquid; (ii) creation of a cavity in water; and (iii) 
placement of solute into the cavity. Adding on the entropy 
of mixing (cratic contribution) gives the following result: 
AG = 0-TSA + RT  In x where TSA is total molecular sur­
face area. At equilibrium —RT  In X s = 0-TSA where X s is

the mole fraction solubility of the pure liquid in water.3 For 
monofunctional aliphatic compounds the total surface area 
(TSA) can be further divided into hydrocarbon (HYSA) 
and functional group (FGSA) contributions

TSA = HYSA + FGSA
Assuming that the hydrocarbon and functional group por­
tions contribute independently suggests the following gen­
eralized equation for use in solubility correlations

log S = d, HYSA + 6LFGSA +  03-IFG + 90 (1)
where S is the aqueous solubility in molal concentration 
units, 9o the intercept, HYSA and FGSA are the hydrocar­
bon and functional groups surface areas, respectively, and 
IFG is the functional group index, being zero for hydrocar­
bons and one for a monofunctional compound.

Molecular surface areas were calculated by the method 
reported by Hermann2 including a solvent radius of 1.5 A. 
The pure liquid form of the solute is chosen as the standard 
state with the appropriate correction (to the supercooled 
liquid) being made for the few solids in the study.3’16 The 
parameters in eq 1 were determined by regression analysis 
using the experimental solubilities and the computed mo­
lecular surface area. The data set for each group of mono­
functional compounds included the solubilities of 17 hy­
drocarbons17 to allow determination of the IFG coefficient 
for that functional group.

Solubilities were taken from ref 17-25 and multiple de­
terminations were included.26

Results
The results of the regression analysis using eq 1 are pre­

sented in Table I. The overall statistics are excellent with 
an average standard error of 0.167 and an average correla­
tion coefficient of 0.991. Two features of Table I are partic­
ularly interesting. The first is the very similar values of the 
IFG term for all functional groups except olefins and the 
second is the negative value of the FGSA term. The simi-
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TABLE I: Results of Regression Analysis on the Solubility of Monofunctional Aliphatic Compoundsa

Compd 6. 2̂ eo r S n

H ydrocarbons -0.0195(0.001) 2.21 0 . 9 7 7 0.165 18
Alcohols -0.184(0.003) 3.37(0.10) -0.023(0.002) 1.84 0 . 9 9 3 0.180 91
E th e rs -0.0201(0.0006) 3.46(0.09) -0.060(0.008) 2.38 0 . 9 9 7 0.130 45
K eto n es/ -0.0186(0.0005) 3.61(0.11) -0.034(0.003) 1.93 0.996 0.158 53

aldehydes
E s te rs -0.0166(0.0004) 3.66(0.14) -0.030(0.003) 1.30 0.992 0.190 76
Carboxylic -0.0175(0.004) 3.66(0.51) -0.024(0.007) 1.59 0.995 0.193 34

acids
O lefins -0.0200(0.0007) 0.47(0.19) -0.018(0.006) 2.35 0.987 0.155 30

“ The model is log (sol) = 0J-HYSA + 02-IFG + fls-FGSA + So (the values in parentheses are standard errors). The significance level of the
overall regression equation  in each case was greater th an  99.99%.

larity of the HYSA and FGSA coefficients suggest the use 
of the simpler equation

log (S)-0/-TSA + 0/-IFG + do (2)

The results using this model are presented in Table II. 
The average standard error and correlation coefficient are 
only slightly poorer for this more restricted model and the 
IFG terms are again very similar except for the olefins. The 
results in Table II suggest that, excluding the olefins, an 
equation including only TSA and a constant may give a 
reasonable correlation. The result is

log (sol) = -0.0168TSA + 4.44 (3)
(0.002)

with (r = 0.988, s = 0.216, n = 227). This is a surprisingly 
good correlation considering its simplicity and the variety 
of compounds covered.

Hydrocarbons Surface Area Coefficients. The coeffi­
cients for the HYSA term in eq 1 can be compared either 
on an energy/unit area or a energy/CH2 group basis.3 For 
the hydrocarbons these values are 18.5 erg/cm2 and 846 cal/ 
CH2 group (using 31.8 A2 as the area/CH2 group), respec­
tively. The value of 18.5 erg/cm2 may be compared with the 
value of about 50 erg/cm2 for a bulk hydrocarbon-water in­
terface.27 Part of this difference is due to the definition of 
surface area, having included a solvent radius (R = 1.5 A) 
in this study. The incremental increase in surface area per 
-CHo- group with solvent radius 1.5 A is 31.8 A2 while that 
with solvent radius zero is 22.7 A2. Allowing for this differ­
ence the slope becomes 26 erg/cm2. The factor of two that 
remains is well within the range of what is expected for a 
curvature correction, undoubtedly important at a molecu­
lar interface.3'28,29 For the seven groups of compounds in­
cluded in this study the general trend is for the more polar 
compounds to show smaller (in absolute value) slopes and 
intercepts (Table I and II). This suggests a smaller meth­
ylene group hydrophobic effect for the polar compounds. 
This may be due to the differing effect of a methylene unit 
on solute-solvent interactions in the aqueous phase or so­
lute-solute, solute-solvent interactions in the “solute” 
phase (vide infra).

IFG Coefficient. The IFG coefficient can be interpreted 
as the logarithmic solubility increase of the (mono) substi­
tuted compound over that of its hydrocarbon homo- 
morph.30 For example, 1-butanol is 1.9 X 103 times more 
soluble than n-pentane, while 103-37 = 2.34 X 103 is the av­
erage solubility increase for all alcohols studied. Excluding 
the olefins, the IFG coefficients are not significantly differ­
ent, though the esters and carboxylic acids have the largest

numerical values. The average IFG coefficient is 3.55 (ex­
cluding olefins) and corresponds to a —4.84 kcal/mol con­
tribution of the functional group to the free energy of 
transfer (compared to its hydrocarbon homomorph). The 
olefinic group contributes —641 cal/mol to the free energy 
of transfer. The fact that the IFG coefficients are not sig­
nificantly different suggests that a considerable amount of 
compensation must be occurring. That is, while some of the 
groups can interact more strongly with Crater than others, 
they also interact with themselves more strongly, with the 
net difference being nearly the same for all functional 
groups (except olefins) considered (vide infra).

FGSA Coefficient. The FGSA coefficient indicates the 
effect of the surface area variation of the functional group 
(through structural isomerization) on solubility. This, for 
example, is one of the terms which distinguishes between 
primary, secondary, and tertiary alcohols.3 In all cases it is 
negative indicating that reducing the functional group sur­
face area increases the solubility of the compound. Aside 
from possible electronic effects which are presumed to be 
small3 three factors determine the magnitude of this term: 
(1) the surface area dependence of the ability of the func­
tional group to interact with water, (2) the cavity size in 
water, and (3) the surface area dependence of the ability of 
the functional group to interact with itself in the pure liq­
uid phase. While factor 1 would be expected to give a posi­
tive contribution to the FGSA coefficient factors 2 and 3 
would make negative contributions, and on the basis of 
these results must be larger in magnitude than factor 1. If 
factor 3 was important it should be observable in some of 
the properties of the pure liquids. This has been shown to 
be true in the case of the alcohols where a reduction in the 
hydroxyl group surface area decreases its boiling point (in­
creases vapor pressure) leading to an increase in solubility.3 
This seems to be generally true for the compounds includ­
ed in this study. Thus the increase in solubility due to 
branching is due in part to the effect of branching on the 
properties of the pure liquid (vide infra).

Intercept. Three factors influence the value of the inter­
cept of eq 1. (i) the solubility units employed (molal in this 
study), (ii) the definition of surface area31 (includes a 1.5-Á 
solvent radius in this study, and (iii) the solubility of water 
in the “solute” phase (vide infra).

The considerations leading to eq 1 suggest that on a mole 
fraction and a natural log scale basis the intercept should 
be zero. Converting this to log and a molality concentration 
scale gives an expected intercept of 1.74.

The solvent radius effect, as noted by Reynolds et al.,4 
results from the fact that with a solvent radius, a solute
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TABLE II: Results of Regression Analysis Using the Model log (sol) = 0i-TSA + 02-IFG + f?oa

Compd 2̂ r s

Hydrocarbons -0.0195(0.001) 2.21 0.977 0.165
Alcohols -0.0185(0.0003) 3.16(0.05) 1.90 0.992 0.184
Ethers -0.0184(0.0007) 3.00(0.05) 1.87 0.995 0.168
Ketones/ aldehydes -0.0177(0.0006) 3.06(0.06) 1.64 0.993 0.196
Esters -0.0152(0.0004) 3.00(0.06) 0.882 0.989 0.219
Carboxylic acids -0.0173(0.0004) 3.16(0.07) 1.52 0.995 0.193
Olefins -0.0200(0.0008) 0.520(0.06) 2.35 0.987 0.153

° Values in parentheses are standard errors. The significance level of the overall regression equation in every case was greater than 99.99%.

with zero radius (“no particle”) would have a nonzero sur­
face area dependant on the solvent radius used in the com­
putations. Using a solvent radius of 1.5 A results in a sur­
face area of 28.3 A2 for this particle of zero radius. This, 
however, is not the appropriate area to use for the intercept 
considerations in this study. The reason for this is evident 
from Figure 1, which is a graph of surface area with zero 
solvent radius vs, surface area with a 1.5-A solvent radius 
for normal hydrocarbons methane through decane as well 
as some arbitrary'{joint particles of radius 0.5, 1.0, and 1.5 
A (the surface area of methane is equivalent to that of a 
point particle radius of 1.98 A). The graph is nonlinear, 
however, since all compounds in this study are larger than 
methane the nonlinearity can be neglected. Hence the sol­
vent radius effect on the intercept should be taken from 
the extrapolated intercept of the linear segment. For the 
normal hydrocarbons32 the equation of the line is

TSA (1.5) = 1.41 TSA(O) + 91.8
where TSA(a) is the total surface with solvent radius a. 
The slope of 1.41 is just the ratio of methylene unit incre­
ments to the TSA with and without a solvent radius (31.8/
22.6). The solubility model is

log (sol) = 0,-TSA(1.5) + d0

Assuming that a molecular surface area with zero solvent 
radius is a more “natural” choice33 and using the results in 
Table I for hydrocarbons we obtain

log (sol) = — 0.0195-TSA(L5) + 221 
= -  0.0275-TSA(0) + 0.42

Thus the observed intercept is smaller than the expected 
intercept of 1.74 on a molal scale. The intercept on this 
basis for the monofunctional compounds would be appro­
priately smaller. This result for the intercept indicates 
that, for example, from the results for hydrocarbons, a “hy­
drocarbon” molecule with a surface area of about 105 A2 
(including solvent radius) would have a i m  solubility 
(methane has a surface area of 152 A2). This result is quite 
consistent with, for example, graphs of log (sol) vs. chain 
lengths, which extrapolate to a 1 m solubility for n ^  0.5. 
This indicates that, solvent radius considerations aside, the 
extrapolation from large (four carbons and above) surface 
area molecules to smaller molecules (e.g., inert gases) is not 
plausible.3,34

Discussion
The conventional standard state chosen in solubility 

studies, the pure (supercooled) liquid, while convenient in 
many respects,16 complicates the interpretation of the 
structural effects on the solution process in three ways. The 
first is that the effect of the structural change on the prop­
erties of the pure liquid must be considered, the second is

Figure 1. Relationship between surface area with zero solvent radius 
and that with a 1.5-A solvent radius for the C ,-C  ,o hydrocarbons 
and several point particles of radii 0, 0.5, 1.0, and 1.5 A.

the solubility of water in the pure solute and the conse­
quent lowering of the solute activity, and the third is that if 
in the course of studying a homologous series, at some 
point the compounds become solids at the temperature of 
interest a correction must be made to the pure supercooled 
liquid using thermal data.3,15

Vapor Phase Standard State. Hildebrand35 has suggest­
ed that the use of a vapor phase standard state, e.g., solu­
bility at 1 mmHg, would facilitate the analysis of solute- 
solvent interactions since solute-solute interactions can 
generally be neglected. This standard state is the usual one 
for gases.

The solubility of a liquid based on the pure liquid stan­
dard state can be converted to the gas-phase standard state 
by assuming that Henry’s law holds for the solute and di­
viding the solubility by the vapor pressure of the pure liq­
uid.35 Since the solubilities in this study are less than about 
1 M (<0.02 mole fraction) and from the fact that the re­
sults of the previous study3 on the solubility of alcohols 
gave good estimates for the activity coefficients of the mis­
cible alcohols suggests that Henry’s law is a reasonable ap­
proximation.

The comparison of the alcohol and hydrocarbon solubili­
ties at 1 mmHg is chosen due to the availability of solubili­
ty3 and vapor pressure36 data for the normal compounds as 
well as a significant number of the isomers. Table III pre­
sents the results of regression analysis according to the 
model:

log (X)= 0!-TSA + do
where X  is the aqueous solubility (sol), vapor pressure at 
25°C (vp), or solubility at 1 mmHg (sol/vp). TSA refers to 
the total molecular surface area and for the normal com-
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TABLE ITI: Results of Regression Analysis for the
Normal Alcohols and Hydrocarbons (CrCIo) Using the
Model log (Xl = 8I ·TSA + 80a

TABLE IV: Results of Regression Analysis for the
Normal and Branched Alcohols and Hydrocarbons
(C4~CI0) Usin~ the Same Model as in Table IlIa

Alcoholsb Hydrocarbonsb Alcoholsb. Hydrocarbonsb

x X

sol -0.0192 5.27(±0.25) -0.0203 2.54(±0.31)
(±0.0007) (±0.0010)

vp -(0.0149 4.90(±0.26) -0.0164
(±O .0007) (:::0.0011) 7.39(:::0.36)

sol/vp -(0.0043 0.37(±0.21) -0.0038
(:::0.0006) (±O .0015) -4.85(:::0.48)

a X = molal solubility (sol), vapor pressure at 25°C (vp). and sol­
ubility at 1 mmHg (soljvp). Values in parentheses are 95% confi­
dence limits. b The significance level in all cases was greater than
99.9%.

sol -0.0192 5.29(:=0.41) -0.0203 2.42(±0.80)
(±0.001) (±0.002)

vp -0.0164 5.60(±0.68) -0.0176 7.70(±0.74)
(±O .002) (±O .002)

sol/vp -0.0027 -0.31(±0.43) -0.0027 -5.28(±0.66)
(±O .001) (±O .002)

a Valu~ in parehtbeses are the .9~o/c confidence.limits. b Signifi­
cance level fo1'-'80) and yp equations greater than '99'.990/•. aitd for
soljvp greater than 98.8%.

Figure 2. Solubilities of hydrocarbons and alco!'ols in water at equiv­
alent partial pressures (1 mmHg); (0) normal compounds; (0)
branched compounds.
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the implied standard state in solubility studies is the pure
liquid where as most studies involve the equilibration of
the two phases. For the smaller molecular weight polar
compounds the solubility of water in the "solute" phase is
considerable. (See Tabl!,! V.) This lowers the activity of the
solute from that in its pure state. Sihce in general the water
solubility in the solute phase decreases as the hydrocarbon
segment becomes longer (except possibly for hydrocarbons)
the short chain solutes ~;n exhibit an "artificially" low sul­
ubility. This has the effect of lowering the slope of a log
(sol) vs. surface area graph and reducing its intercept como
pared to that for the hydrocarbons._This is evident in-Table
I, where the hydrocarbons and oleflns exhibit larger slopes
and intercepts than the polar compounds and is also con­
sistent with the polar carboxylic acids and esters, exhib­
iting the smallest slopes and intercepts.

Returning to the previous obs-ervation that at equivalent
partial pressures, the branched compounds are less soluble
than the normal compounds (Figure 2) we can note from
Table V that for the alcohols, branching significantly in­
creases the water solubility in the alcohol phase. This
would cause a larger relative reduction in the activity of the
branched isomer when compared to the corresponding nor-

A500400300

0 0
-0.5 000
Q 0
~

~0.3
0

pounds is equivalent to using chain length. The coefficients
for 81 in Table III suggest that the aqueous solubility and
vapor pressure of the alcohols decrease less rapidly than
those for hydrocarbons, while the solubility at 1 mmHg de­
creases more rapidly for alcohols than for hydrocarbons.
This latter result is due to the less rapidly decreasing vapor
pressure as a function of chain length for the alcohols.
Thus the lower slope of the aqueous solubility vs. TSA (or
chain length) for the normal alcohols appears to be due to
the choice of standal'd states and not on any effects in the
aqueous phase. The confidence intervals for the 81 coeffi­
cients for vapor pressure just overlap at the 95% level
(Table III) and do not overlap at the 90% confidence level,
while the 81 coefficient for the aqueous solubility just over­
lap at the 90% level. The confidence intervals for the aque­
ous solubility at 1 mmHg overlap at the 60% level. Hence
some (----90%) confidence may be placed in the slope differ­
ence for solubility and vapor pressure vs. TSA, while very
little can be placed in the solubility at 1 mmHg.

Table IV presents similar results where branched iso­
mers have also been included. From Table IV it can be ob­
served that the slopes for the aqueous solubilities do not
change significantly from those of the normal compounds
(the branched compounds outnumber the normal com­
pounds in these studies) while the slopes for vapor pressure
become steeper (more negative). This increase in slope of
the vapor pressure TSA dependence is due to the fact that
branching increase the vapor pressure (particularly for the
alcohols) and since there are more branched C5 and C6 al·
cohols included in the study, the intercept increases and
there is a corresponding increase in the slope. There is a
consequent reduction in the slopes of the solubility at 1
mmHg vs. TSA graph and the alcohol and hydrocarbon
slopes are virtually identical. However the correlations in
this case are not particularly good as can be observed in
Figure 2. This graph shows the somewhat surprising result
that the normal compounds are more soluble (at equivalent
partial pressures) than the corresponding branched (lower
surface area) compounds of the same carbon number. This
is true for both alcohols and hydrocarbons with the effect
being more pronounced for the alcohols. While this result is
difficult to explain, the interpretation is complicated by
the mutual miscibility problem and is discussed below.
(While there is a potential for considerable experimental
error, the systematic trend in the data makes this explana­
tion less probable.)

Mutual Miscibility Considerations. As noted previously,
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TABLE V: Solubility of Water in Various Solvents

Mole fraction
Compound T, °C TSA, Â2 so lub ility“

1 - Butanol 25 272.1 0.515
1- Pentanol 25 303.9 0.283
3-M ethyl- 1-butanol 25 291.4 0.342
2 - Pentanol 25 295.9 0.396
3-M ethyl-2-butanol 25 284.3 0.399
2- M ethyl- 2- but anol 25 282.5 0.600
1 -Hexanol 2 0 335.7 3.88 X  10- 2

n- Butane 2 0 255.2 2.1 X  10- 4

Isobutane 2 0 249.1 2.4 X  10' 4

n- Pentane 2 0 287.0 3 . 6  X  10- 4

Isopentane 2 0 274.6 3.6 X 10- 4

n- Hexane 2 0 319 5.3 X  10' 4

V aleric  acid 2 0 303.4 0.459
Ethyl fo rm ate 2 0 242.1 0.457
Methyl acetate 2 0 244.9 0.264
Butyl aceta te 2 0 344.6 0.109
Ethyl propionate 2 0 312.5 0.066
1 - Bute ne 2 0 246.6 1.24 X  10- 3

2 - Butene 2 0 1.4 X  IO" 3

1 -Heptene 2 0 342.1 5.7 X  10- 3

Ethyl ether 25 281.1 5.78 X  10- 2

Propyl e th er 25 344.8 2.61 X  10- 2

Isopropyl ether 2 0 3.15 X  10- 2

P rop io r aldehyde 25 224.0 0.33
Butyraldéhyde 25 255.8 0 . 1 1

2- Butanone 2 0 258.0 0.31
3-Pentanone 2 0 289.4 0 . 1 1

4 -M ethyl-2- 
pentanone

25 308.7 9.7 X  IO' 2

a Hydrocarbon and olefin data were taken from ref 54. The 
maining solubilities are from ref 55.

mal compound. Thus the branched compounds would show 
an “artificially” lower solubility in water. For the branched 
C4 and C5 alcohols we have corrected the solubility for this 
activity effect by dividing the experimental solubility by 
the vapor pressure of the pure alcohol times the mole frac­
tion of alcohol in the alcohol phase (i.e., assuming Raoult’s 
law). The result is that while the general trend is still the 
same, the deviations are considerably reduced, i.e., several 
of the branched compounds show the expected increase in 
solubility (at equivalent partial pressures) over the corre­
sponding normal compound. Due to the potential experi­
mental error, the small differences involved in these de­
rived values and the assumption of Raoult’s law we have 
not reported these values. However, we may conclude that 
the solubility of water in the solute phase has a significant 
effect on the solute activity and that the lower slopes (and 
intercepts) of the log (sol) vs. chain length or surface area 
graphs for polar compounds is due in part to this effect. 
This is consistent with the observation in the previous 
study3 that extrapolation from the solubility data to the ac­
tivity coefficients for the alcohols generally leads to an 
overestimate of the activity coefficient for the smaller alco­
hols. This is expected since the reduced activity of the alco­
hol in the alcohol phase is artificially ascribed to a higher 
activity coefficient in the water phase.

Due to the limited availability of experimental data for 
the water solubility in branched hydrocarbons, no conclu­
sion can be made at the present time as to whether this ef-

TABLE VI: Results of Regression Analysis on the log 
(solubility) Surface Area Relationship for the Normal 
Alcohols and Carboxylic Acids Using the Model log 
(sol) = do + 01-TSA + M TSA)2

P a ra m e te r  values“

Compd * 0 e,(x io2) 0 2 (xlO6) P,b%

Alcohols C4- C 1 0 4.6(0.6 ) -1.5(0.3) -4.9(4.1) 30
Alcohols C4—C 1 g 6 .0 (0 .3) -2.3(0.1) 6 . 1 (0 . 1 ) 0.43

(uncorrected) 
Alcohols Cj-Cjg 6 .8 (0 .3) - 2 .8 (0 .2 ) 1 2 (2 ) 0 . 0 2

(corrected) 
C arboxylic acids 9.4(3.1) - 4 . 2 ( 1 .6 ) 30(21) 30

c rC io
C arboxylic acids 6 .6 ( 1 .0 ) - 2 .5(0.4) 7.9(4.4) 13

Cs‘~C16

(uncorrected) 
Carboxylic acids 7.87(0.8) -3 .4(0 .4) 19(4) 0.33

C 5 C1B 
(corrected)
a Values in parentheses are the standard errors of the coefficient. 

6 The probability of assigning a value of zero to the (TSA)2 coef­
ficient times IX).

Figure 3. Log molal solubility, corrected and uncorrected, for alco­
hols and carboxylic acids vs. surface area (with 1.5-A solvent radi­
us).

feet can account for the deviations in the case of hydrocar­
bons. However, since the solubilities are expected to be 
very low (Table V), it seems unlikely that this correction 
will have a significant effect.37

Activity Correction for Solids. The activity correction 
for solids (to the supercooled liquid) is of interest due to 
its’ effect on the slope of log (sol) vs. chain length graphs 
(i.e., the hydrophobic contribution per -CH2-  group) as 
well as its bearing on the question of the presence of curva­
ture in such graphs.3'4’38 Figure 3 presents a graph on which 
both the corrected and uncorrected solubilities are shown 
for the normal alcohols and carboxylic acids. The heats of 
fusion required for this correction were taken from ref 36 
for the alcohols and ref 39 for the carboxylic acids. The sig­
nificant curvature of the corrected data in Figure 3 is very 
evident. The results of regression analysis using a model 
with a (TSA)2 term are presented in Table VI. These re­
sults indicate that the curvature is significant for the C12-

The Journal of Physical Chemistry. Vol. 79, No. 21, 1975



2244 Amidon et al.

TABLE VII: Regression Results for the Normal Compounds Using a Linear Model log (sol) = do + 0i TSAa

Compd do n Y S

Alcohols (C4-C10) -0 ,0193(±0.0006) 5.30(±0.23) 7 1.00 0.04
Alcohols (C4—Ct6) -0.0180U0.0006) 4.82U0.29) 10 1.00 0.107

(uncorrected)
Alcohols (C4—C16) —0.0170(±0.001) 4.46(±0.50) 10 1.00 0.19

(corrected)»
Carboxylic acids (C5-C i6) -0.0188U0.004) 5.05U1.46) 5 0.99 0.15
Carboxylic acids (C5-C 16) -0.0184U0.001) 4.87U3.56) 8 1.00 0.16

(uncorrected)
Carboxylic acids (C5-C 16) —0.0153U0.002) 3.75U0.93) 8 0.99 f.27

(corrected) 1
0 Values in parentheses are the 95% confidence limits.

TABLE VIII: Functional Group Contribution to the Free Energy of Solution from the Gas Phase

ÔAG,
Compd Sol, m/mmHg Homomorph Sol, m/mmHg kcal/mol

n- Hexane 8.35 x 10-7 0
n-Hexene 3.53 X 10-6 n-Hexane 8.35 x 10-7 : -0.854
Ethyl propyl ether 1.07 x 10-3 n- Hexane 8.35 x 10-7 -4.24
Diethyl ketone 3.6 x 10-2 3-Methylpentane 7.97 x 10-7 ■*. , -6.35
Propyl acetate 4.73 x 10-3 3-Methylpentane 7.97 x 10-7 -5.14
Pentanoic acid 8.16 x 10-1 2-Methylhexane (7.02 x 10-7)“ U8.27)“
Pentanol 1.11 x 10-1 n- Hexane 8.35 x 10-7 -6.99

a The solubility of n-heptane was used in place of the unavailable 2-methylhexane. If the comparison is made between propanoic acid 
(using an extrapolated aqueous solubility) and 2-methylbutane the SAG is -7.96 kcal/mol.

Ci6 compounds and, particularly for the carboxylic acids, 
may be overlooked using uncorrected data, but must be ac­
cepted when using corrected data.

Table VII presents the results of a similar analysis using 
a linear model. The reduction in the slope and intercept for 
the corrected data compared with the C4 (C5 for carboxylic 
acids) to C10 compounds is very evident. The basic regres­
sion statistics for all sets of data in Table VII are reason­
ably satisfactory and it is only in a more detailed analysis 
that the curvature becomes evident (Table VI).40 Thus the 
presence of curvature on going to longer chain length may 
account in part for some of the observed differences in 
slopes and hence the differing hydrophobic effect per 
-CH2-  group for the various functional groups (the devia­
tions for the longer chain length compounds is also evident 
in Figure 2 for the alcohols).

The most reasonable cause of this curvature seems to be 
some type of self-association (dimers, trimers, etc.).42 It 
was previously shown that a reasonable estimate of a “di­
merization” constant by Mukerjee44 for hexadecanoic acid 
accounts for about half of the observed increase in the (cor­
rected) solubility over the predicted solubility for 1-hexa- 
decanol.3 A similar factor is estimated for hexadecanoic 
acid. A further point to note is that the corrected solubility 
of dodecanoic acid (a solid at room temperature) lies con­
siderably closer to the experimental solubility of dodeca- 
nol, a liquid. This is more consistent with the nearly identi­
cal solubilities of the acids and alcohols up to C10 and fur­
ther supports the necessity of including the correction for 
solids. Thus the increased curvature for acids and alcohols 
above C10 is consistent with the observed curvature for al­
kanes18 above Ci0 and supports arguments for some type of 
association for the longer chain length compounds.45

Functional Group Contribution to Solubility. In the

previous discussion of the results of Tables I and II it was 
noted that all the functional groups (except the double 
bond in olefins) seemed to make approximately equivalent 
contributions to the free energy of solution from the pure 
liquid state. The success of eq 3 is apparently due to this 
result. That this is due to a balancing of interactions in the 
two phases is shown by the data in Table VIII. This table 
gives the group contribution to the free energy of transfer 
for the process gas (1 mmHg, 298) —* solution (x, 298). 
While the surface areas are not identical for the various 
compounds this correction is small since the gas phase 
solubilities have a relatively small dependence on surface 
area (=18 kcal/32 A2, see Figure 2). The differing abilities 
of the various functional groups to interact with water are 
apparent from Table VIII with the order being

,0
\  /  \  /

-C O O H  >  -O H  >  C = 0  > - C  >  - 0 -  >  C = C'  V  x
While these values may more nearly approximate the inter­
action free energy,46 for the more polar compounds that 
have a strong tendency to dissolve water these values prob­
ably underestimate the interaction free energy for the rea­
sons discussed above.

Cavity Model for Solvent Contribution to Conformation 
Free Energy. The desire to include solvent contributions in 
theoretical calculations of conformational equilibria has 
lead to the use of a cavity type model in a number of cases. 
Based on the results of this investigation the following 
points can be made: (i) the slope of the log (solubility) at 1 
mmHg vs. surface area curve is considerably smaller than 
would be expected on the basis of surface or interfacial ten­
sion data, and (ii) while an overall decrease in solubility
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with surface area is observed, it is not certain that small 
changes in surface area (e.g., branching) go in the predicted 
direction. The results of Table IV (see also Figure 2) indi­
cate that of the 833 cal contribution to the free energy of 
transfer per CH2 group (for alcohols) 646 cal result from 
the pure liquid —1► vapor phase transfer and only 187 cal 
from the vapor phase -*• water transfer.47 Thus a reduction 
of surface area equivalent to the loss of one methylene 
group will contribute less than 0.2 kcal/mol to the prefer­
ence for the lower surface area state, the major portion of 
the free energy resulting from the hydrocarbon-hydrocar­
bon interactions.

Extrapolation of the Surface Area Results. As noted 
previously the utility of the surface area method probably 
lies in its extension to larger and more complex molecules. 
Two examples are chosen to illustrate this point: tetrahy- 
dropyran and cholesterol. Tetrahydropyran is a cyclic ether 
with a computed surface area of 268.3 A2. The estimated 
solubility using eq 3 is 0:83 m compared to the experimen­
tal value of 0.93 m.49 This result is of interest since no cy­
clic ethers were included in the study'and of the 158 com­
pounds (238 data points) only eight were cyclic compounds 
(five hydrocarbons, two olefins, and one alcohol). This re­
sult and those for the cyclic compounds included in the 
study indicates that cyclic compounds are easily handled 
by the surface area method.

Cholesterol (I) represents a complex structure whose sol-

ubility cannot be estimated by any of the current methods. 
The experimental solubility is 7 X 10-8 M.50 Correcting to 
the pure supercooled liquid using known thermal data AHf 
= 6.625 kcal/mol, Tm = 149.5°C, AHt  = 0.550 kcal/mol, 
Tt = 40°C,61 gives a value of 3.4 X 10-6 M. The estimated 
solubility is computed from eq 3 and adding on the IFG 
term for olefins. An extended conformation of the side 
chain gives a TSA equal to 699 A2 while a folded conforma­
tion gives 655 A2. The resulting estimates for the solubility 
are 1.6 X 10-7 and 1 X 10-6 M. Both values are somewhat 
lower than the experimental value.52 Correcting the esti­
mated solubility to that of the solid gives 3.3 X 10-9 to 2 X 
10~8, cf. 7 X 10-8 M experimental. While further testing 
and evaluation of this extrapolation must be considered, 
the result indicates that the surface area method may be a 
very useful method for estimating the aqueous (monomer) 
solubilities of relatively complex molecules with low aque­
ous solubilities.

Summary and Conclusions
An investigation into the relationship between molecular 

surface area and aqueous solubilities for a large number of 
aliphatic monofunctional compounds shows the computed 
molecular surface area to be a very reliable estimator of 
aqueous solubility. Structural isomerization and cyclization 
are conveniently handled without any additional factors. 
While extension of the method to small surface area com­
pounds is questionable, the extension to larger and more 
complex compounds with limited aqueous solubilities ap­
pears to be very promising.

A detailed analysis of the solubility data in view of the 
assumed (pure liquid) standard state indicates that the in­
terpretation of log (solubility) vs. chain length (or more 
generally surface area) graph is complicated by the chang­
ing properties of the pure liquid solute (especially at the 
liquid -*■ solid transition point) and by mutual miscibility 
considerations. In light of these considerations, little signif­
icance can be attributed to differing log (sol) vs. surface 
area slopes for the various compounds with the present 
data. Furthermore curvature in the log (solubility) vs. sur­
face area graphs above C10 is shown to be very significant 
for alcohols and fatty acids. Neglecting this effect results in 
lower slopes, i.e., a lower hydrophobic effect, that is actual­
ly the case.

Finally, converting the experimental solubilities to those 
at equivalent partial pressures indicates that the transfer 
free energy is only mildly dependent on surface area (~170 
cal/CH2 group) and further that branched (lower surface 
area) compounds are less soluble than expected.
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Aqueous Dissociation of Croconic Acid

Lowell M. Schwartz,* Robert I. Gelb, and Janet O. Yardley

D e p a r t m e n t  o f  C h e m is t r y ,  U n iv e r s i t y  o f  M a s s a c h u s e t t s ,  B o s to n ,  M a s s a c h u s e t t s  0 2 1 2 5  ( R e c e iv e d  M a r c h  10 , 1 9 7 5 )

The dissociation constants of croconic acid H2C5O5 have been measured in aqueous solution and are found 
to be p K i  = 0.80 ± 0.08 and p K 2 = 2.24 ± 0.01 at 25°C. These measurements were done spectrophotomet- 
rically and corroborating values were determined by pH potentiometry. The temperature dependencies of 
the dissociation constants yield the standard thermodynamic parameters AHi° = +3.9 kcal mol- 1  and 
ASi° = +9.5 cal mol- 1  deg- 1  for the primary dissociation and AH2° = —3.0 kcal mol- 1  and AS2° =  —20.2 
cal mol- 1  deg- 1  for the secondary dissociation. Both AH\° and AS1 0 are unusually large positive values for 
dissociation of an uncharged acid and lead to the conclusion that the relatively high acid strength of cro­
conic acid is attributable to entropy considerations.

Introduction

1,2-Dihydroxycyclopentenetrione, H2C5O5, commonly 
known as “croconic acid” is a member of the series of oxo- 
carbon ring systems which has been under extensive study 
by West and coworkers. 1 The dianions of these acids are 
strongly stabilized by ir-electron delocalization2 which has 
been proposed to account for the unusually high acid 
strengths of the parent compounds. On the other hand, we 
have proposed an alternative explanation for the strength 
of aqueous squaric acid H2C4O4 based on considerations of 
entropy of solvation.3 Since a comparison of oxocarbon acid 
pK values4 shows croconic acid about as strong as squaric 
acid, we would like to investigate croconic acid in a similar 
way but enthalpies and entropies of dissociation are un­
known. Reported measurements of aqueous dissociation 
constants are for H2C5O5, pK ic = 0.32 and pK2c = 1.516;

for H2C40 4, pK1 = 0.54 ± 0.0063-6 and pK 2 = 3.48 ± 0 .0 2 .7 
These sets of numbers, however, are not directly compara­
ble because the squaric acid constants are “thermodynam­
ic” values in the sense of relating species activities but the 
croconic acid measurements were made in constant ionic 
strength media of 2M  NaCl + HC1 and no attempt was 
made to apply activity coefficients. We can make a rough 
activity coefficient correction to the croconic acid dissocia­
tion constants by noting that the activity coefficient of HC1 
in 2 M NaCl + HC1 is approximately 0.88.8 If we denote the 
activity coefficients of ionic species HC50 5~ by 7 4  and of 
CsOs2~ by 7 2  and if we assume in a given solution that 7h c i  

= 7 h+ = 7 1  = 7 2 1/4, then the estimated dissociation con­
stants are pKd = pKlc — log 7h + 7 i  = 0.43 and pK2 = pX2c 
— log 7h + 7 z / 7 i  = 1-73. By this estimate the acid strength of 
H2C5O5 is somewhat greater than H2C40 4 but the crude 
nature of the estimation leaves the relative acidities very
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much in doubt. The work reported here represents at­
tempts (1 ) to measure the aqueous dissociation constants 
of croconic acid in lesser ionic strength solution so that ac­
tivity coefficients can be estimated with greater certainty, 
(2 ) to obtain individual spectra of the three croconate 
species in aqueous solutions, (3) to measure the tempera­
ture dependence of the dissociation constants in order to 
separate enthalpy and entropy contributions to the disso­
ciation reactions, and (4) to compare all these results with 
corresponding determinations on squaric acid seeking to 
establish trends in the oxocarbon ring series.

Methods
To measure the aqueous dissociation constants we have 

employed both spèctrophotometric and pH potentiometric 
methods. Spectrophotometry is particularly well suited to 
the croconic acid-croconate system because there is a sub­
stantial change in the solution uv absorption as the equilib­
rium composition' is shifted from principally H2C5O5 to 
HC5O5'  to C5O52- by increasing the pH. Both dissociation 
constants K 1  and K2 are determined with relatively high 
degrees of confidence. The pH potentiometric method can 
be used to measure K2 accurately but is less suitable for Kj 
because the determination is quite sensitive to reagent pu­
rity and to the response of the glass electrode and these 
factors introduce a relatively large uncertainty.

The spectrophotometric method has been described by 
Carlqvist and Dyrssen5 and others. Briefly, if «o(X), fi(X), 
and «2(X) are the molar extinction coefficient spectra of 
H2C5O5 , HC5O5', and CsOs2-, respectively, then the ab­
sorbance A(X) spectrum of a 1.00-cm path through a given 
solution is, assuming Beer’s law for each species

A(X) = [H2C50s]io(X) + [HC505- ]il(X) + [CsC>52~](2(X)
(1)

The species concentrations and therefore A(X) are pH de­
pendent. After writing the two dissociation reactions in 
terms of activities

7H+71 [H+][HC50 5~1 
70 [H2C50 5] (2)

Yh+72 [H+][C50 52-]
71 [h c 5o6-]

(3)

The croconate species concentrations can be eliminated 
from eq 1 , with the xesult being

A = [  + (ìÌil— (_ I FL [H+JGj [H + P G ^ J  P (4)

or
A P _  K 1K 2 K i

F t2[H+]2G1G2 60 61 [H+]Gi (5)

In these equations, we denote molar concentrations by [ ],
molar activity coefficients by 7 , yh+Yi/yo by G1, 7H+Y2/Y1 
by G2, croconate formality (analytical concentration) by F, 
and

[1 + K 1 K,K2 1
[H+]Gi [H+pGjGd

by P. The strategy is to make up a series of solutions rang­
ing in pH values from below pKi to above pK 2 with each 
solution containing the same croconate formality F and to 
measure the uv spectra of these solutions from about 400 to

250 nm, in which region the absorption of the individual 
species is most intense and different. This work gives us 
A(X), [H+], and F, and if K u K2, Gh G2, and t2(X) were 
known then the only unknowns remaining in eq 5 would be 
eo(X) and ej(X). Conveniently, we find that for any given X 
these parameters are the intercept and slope, respectively, 
of a predicted straight line on cartesian coordinates with an 
abscissa of Aj/[H * ] G1 and with an ordinate of the left- 
hand side of eq 5. A series of such lines, each representing a 
distinct wavelength, is required to determine the species 
spectra eo(X) and ti(X). The other necessary parameters are 
determined as follows: t2(X) is found by measuring the 
spectrum of croconate solution at pH > 5. Since pK2 is 
near 2 , this spectrum is due solely to absorption by C5O52-. 
G1 and G2 are composites of activity coefficients. We as­
sume that Yc = 1 for the undissociated H2C5O5, that the 
mean activity coefficient y± of H+fHCgOs)-  is the same as 
that of the acid (H+C1~ or H+C1 0 4 _) employed in setting 
the desired pH of the medium, and that for HC1 the activi­
ty coefficients are those measured by Harned and Ehlers9 
and for HCIG4, those tabulated in Robinson and Stokes108 
for [H+] > 0 . 1  m and those predicted by the Debye-Hiickel 
equation10b with ion-size parameter a = 6.7 A for [H+] < 
0.1m. Furthermore, we take G2 = y2 = y±4, which in effect 
assumes yh+ = 7 1 . K\ and K2 are determined by a system­
atic digital ccmputer scan seeking those two values which 
yield the closest least-squares fit of the calculated spectra 
(A of eq 4) to the experimental spectra of all solutions.

As mentioned above, to and are calculated at each 
wavelength from the intercept and slope, respectively, of 
straight lines in accordance with eq 5. We see that to ex­
tract to and ti by conventional least-squares analysis of 
lines of the form y = b + mx would be inappropriate as 
conventional least-squares requires each y data value to 
have equal a priori statistical uncertainty by, i.e., by must 
be independent of x . Statistical uncertainty enters the left- 
hand side of eq 5 principally in the absorbance values 
which are all approximately ±0.005, and these measure­
ments appear as A and as £2 = Ao/F, where A2 are the 
C5O52" absorbances. Since both A and A 2 are multiplied by 
functions of [H+] and x = KJG  i[H+ ]2 is also a function of 
[H+], the uncertainties by are functions of x and so a 
weighted least-squares procedure is necessary. Each data 
point must be multiplied by a weighting factor inversely 
proportional to the variance by2 of the y value. 188 Assum­
ing that only A and A2 parameters in y  carry significant 
variance (0.0052 units each), we find the variance

by2 = 0.0052 P2 /  k ,k 2
F2 VF[H+]2GiG2

and so an appropriate weignting factor is
Riga \ 2] 

[H+]2G1G2/  J
-1

The physical reasoning for this weighting factor is as fol­
lows. In solutions where K2/[H+] is high enough, the sec­
ond dissociation is complete, all the croconate is dianion, 
and no H2C5O5 or HC50 5_ exists. Since eq 5 expresses 
nothing but the sum of the absorbances of these two 
species, a data point from a solution not containing these is 
meaningless and must be discarded from the analysis by a 
small weighting factor. To fail to do this would introduce 
erroneous points with y = 0  but to and ti perhaps not zero. 
The weighting factor approaches unity in highly acidic so­
lutions when all the croconate is in the form K2C5O5 and
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decreases with increasing pH as [C5O52 ] increases. In our 
solutions, the weighting factors ranged from 0.58 in 0.75 M 
H+ to 0.00 below 0.006 M  H+.

The pH potentiometric method is an aqueous titration of 
potassium croconate K2C5O5 salt with HC1 solution and 
measurements of the pH and volumes of the solutions. The 
equations defining the equilibria and stoichiometry during 
an acid-base titration of this sort are well known. From any 
given solution of known volume, croconate formality, and 
pH, a single dissociation constant can be calculated. We re­
gard the titration data from the start of the titration to the 
first equivalence point as determining K2 and so in this re­
gion Ki is treated as a known quantity estimated from data 
points beyond the first equivalence point. K 2 is calculated 
for each recorded solution in this region (excluding values 
within 10 volume % of the start and the equivalence point) 
and the mean of these is computed. In the region between 
the two equivalence points K 1 is calculated at each record­
ed solution and Ko is regarded as an estimated known, the 
mean K 2 just mentioned. Again excluding points within 
10% of the equivalence points, the mean of the K 1 values is 
computed and this serves as the estimate for the K \ in the 
first region. The calculation alternates from one region to 
the other until the mean K 1 and the mean K 2 cease to 
change on further refinement, which invariably occurs 
within four cycles. A subsidiary set of iterations is also re­
quired because, in any given solution, the coupled nonlin­
ear set of equations defining the dissociation constants, 
species concentrations, activity coefficients, and ionic 
strength cannot be solved explicitly in terms of the input 
quantities: pH, formalities, and solution volume. However, 
by starting with reasonable estimates of activity coeffi­
cients, convergence is very rapid. The assumptions with re­
gard to activity coefficients used in this calculation are the 
same as used in the spectrophotometric calculations de­
scribed above. Typical titration calculations were free from 
trends in either K 1 or K 2 values, which lends a degree of 
confidence both to the experimental technique and the va­
lidity of the model equations used.

Experimental Section
Croconic acid was prepared as the dipotassium salt start­

ing from dipotassium rhodizonate, K2C6O6, purchased 
from Aldrich Chemical Co., Milwaukee, Wise. Two proce­
dures were used, one reported by Fatiadi and coworkers11 
utilizing Mn02 as oxidizing agent, the other developed in 
this laboratory using H2O2 according to the equation

C60 62-  + H2O2 = C5O52- + CO2 + H2O
0.1 mol of K9C0O6 and 0.25 mol of KOH are dissolved in 
about 50 ml of warm water. 3% H20 2 is added slowly with 
stirring up to a slight excess of 0.1 mol. When the dark 
green rhodizonate has changed to the yellow-orange croco­
nate, the solution is cooled to 0°C and the product crystal­
lizes spontaneously. The crystals are collected and washed 
with cold water-ethanol. The crude product is recrystal­
lized from water-ethanol and dried under vacuum at 60° C. 
Before extended drying the crystals analyze to formula 
weight near 272 corresponding to the trihydrate K2C505- 
3H20  in accordance with Fatiadi et al.11 but with even 
slight heating, the crystals become more yellow and opaque 
and with loss of weight, the formula weight approaches 236 
indicating conversion to a monohydrate. Both the ir and 
the aqueous uv spectra of the materials prepared by Mn02 
and H2O2 oxidation are identical and the aqueous uv spec­

trum is identical with that reported by Carlqvist and Dyrs- 
sen.5

We analyzed the potassium croconate crystals by reac­
tion with excess Ce(IV) in dilute HC1 according to C50 52~ 
+ 12Ce(IV) + 5H20  = 5C02 + 12Ce(III) + 10H+ followed 
by back titration of the excess cerium with Fe(II) to a po­
tentiometric endpoint using a platinum indicator electrode. 
Since no melting of the K2Cr>05-H20  is observed below 
300°C, and no detectable spurious uv-visible absorption is 
observed, we assume that any deviation of an analysis from 
FW 236 (typically 2%) is attributable to extraneous water 
of hydration, which effect is easily compensated in the cal­
culations.

The spectrophotometric determinations were made of 
freshly prepared aqueous solutions of croconate in HC1 or 
HCIO4 ranging in [H+] from 0.75 to 0.0025 M. Since aque­
ous croconic acid decomposes slowly in HC1 and more rap­
idly in HCIO4 (half-life about 1 day), most of the spectra of 
these solutions were measured within minutes of their 
preparation and if temperature equilibration necessitated a 
longer delay, the possible decay of absorption was checked 
against a fresh so.ution. One series of determinations was 
made at 25°C using several separately prepared croconate 
samples in each acid and another series'.was made from a 
single sample in HC1 at temperatures ranging from 10 to 
40°. Measurements were made with a Beckman Acta C III 
spectrophotometer using thermostatted (±0.1°C) silica cu­
vets, the reference cuvet containing aqueous acid with [H+] 
identical with the sample.

The pH measurements were made daring titration of 
croconate solutions 0.05 to 0.08 M with 1.000 M  HC1 and 
employing an Orion Model 801 digital pH meter with glass 
and Ag|AgCl reference electrodes. The pH meter was 
standardized with both 0.1000 M HC1 and NBS standard 
1:1 phosphate buffer whose pH as a function of tempera­
ture is given by Bates.12 The titrated solutions were ther­
mostatted to ±0.1°C.

Results
The results of both spectrophotometric and potentio- •• 

metric measurements are given in Table I. In the column 
headed Solution is a code which describes the source of the 
croconate sample and the acid medium: F denotes croco­
nate by Mn02 oxidation, G by H20 2 oxidation, H denotes 
HC1, and P denotes HCIO4. In the Rms deviation column 
are listed the average deviation (in absorbance units) of the 
calculated from the experimental spectral values. The aveh* 
age rms deviation of about 0.007 is to be compared to re­
corded absorbance values typically 0.2 to 2.0 which indi­
cates an acceptable fit of the model equations to the exper­
imental data.

The pH potentiometric results are given in the lower 
part of Table I. The several values at 25°C reflect the vari­
ability of results from different batches of synthesized po­
tassium croconate. The uncertainties quoted with each pK 
value indicate the standard deviation of pK  values ob­
tained from about ten measurements made during a single 
titration. In one titration of type GH at 25°C a substantial 
trend was observed in pifi values and this is reflected in 
the anomalously large uncertainty of pK 1 in this case.

We have attempted to estimate the degree of uncertainty 
of the dissociation constant determinations both as a result 
of determinate and of random errors. The effect of deter­
minate error on the calculated pK values is found by re­
peating the pK calculations in turn with each input param-

The Journal of Physical Chemistry, Vol. 79, No. 21, 1975



Aqueous Dissociation of Croconic Acid 2249

TABLE I: Croconic Acid pK  Determinations

t, °C Solution11 pifj
Rms

p k 2 deviation

Spectrophotom etric Method
10.0 FH 0.90 2.13 0.007
15.0 FH 0.85 2.16 0.007
20.0 FH 0.80 2.19 0.006
25.0 FH 0.76 2.23 0.006
25.0 F P 0.94 2.26 0.007
25.0 GH 0.86 V 2.24 0.003
30.0 FH . 0.72 ' - 2.27 , 0.006
35.0 FH îiO.64 2.30 0.008
40.0 FH 0.62 2.35 0.007

pH P o ten tiom etrie  Method
14.6 GH 0.76 ± 0.009 2.21 ± 0.010
17.1 FH 0.7$ ± 0.010 2.24 ± 0.009
25.0 FH 0.76 ± 0.012 2.28 ± 0.012
25.0 GH 0.69 ± 0.005 2.26 ± 0.012
25.0 GH 0.45 ± 0.11 2.28 ± 0.005
35.6 FH 6:70 ± 0.004 2.34 ± 0.010
44.4 FH 0.66' ± 0.016 -, 2.40 ± 0.012
54.5 FH 0;57 ± 0.Ó04 2.47 ± 0.009
“ FH means HC1 medium ahd K2 C5 O5 prepared with M n02

means 'HCIO4. medium and K2C5Os prepared with M n02.
means HC1 medium and K2C50 5 prepared with H20 2.

eter incremented by its estimated determinate error. The 
random errors are propagated into the resultant pK values 
by a Monte Carlo computer simulation13 of repeated exper­
imentation with each input parameter in turn subjected to 
random fluctuation consonant with its estimated standard 
deviation. The results of these uncertainty estimates are 
shown in Table II. Clearly, the pK  values are less sensitive 
to uncertainties by the spectrophotometric method. The 
sums 6f the uncertainties of both determinate and random 
nature represent conservative estimates of the overall un­
certainty in pK values and these are by spectrophotometry, 
±0.08 and ±0.01 for pKi and pK2, respectively, and by po- 

" tentiometry ±0.34 and ±0.14 for pKi and pK2, respective­
ly. Appending these estimates to the results at 25°C in 
Table I we conclude that by spectrophotometry pKi = 0.80 
± 0.08 and pK> = 2.24 ± 0.01 and by potentiometry pKi = 
0.7 ± 0.3 and pK2 = 2.28 ± 0.14. The pKi = 0.80 cited is 
the average of two values as explained in Table IV.
/  The spectrophotometric method yields extinction coeffi­
cient spectra of each of the three croconic acid species. Our 
results here agree very well with those of Carlqvist and 
Dyrssen5 as shown in their Figure 8. Each species spectrum 
appears to be the sum of two overlapping peaks. The peak 
absorption shifts to longer wavelength and to greater inten­
sity as protons are successively removed from H2C5O5. We 
have resolved each spectrum into two component gauss- 
ians14 and have shown the results in Table III together with 
similar results with squaric acid and its anions. In this 
table, fmax is the molar extinction coefficient at the center 
of a component peak, \ max is its position, 5 is the half-width 
of the peak, and the rms deviation is the degree of discrep­
ancy between the spectrum and the sum of the two compo­
nent gaussians as expressed as a percentage of the maxi­
mum extinction coefficient.

The temperature dependencies of pKi and pK? have 
been fitted to linear equations by the method of least- 
squares with the following results:

TABLE II: Computed Effects of Uncertainties on 
pK  Determinations

Approximate
effect on

E st uncertain ty pAt p k 2

Spectrophotom etric Method
I. D eterm inate e r ro rs

A. [H*j of medium 0.5% 0.001 0.002
B. K2C50 5 form ality 2% nil nil
C. Photom etric accuracy 0.4% nil nil
D. Activity coefficients as  

reflected  in ion -size 
p a ram ete r

3 A 0.068 0.001

H. Random e r ro rs
A. A bsorbance readings 0.005 0.013 0.010
B. K2C50 5 form ality 0.2% nil nil
C. [H*] of medium 0.1% nil nil

P o ten tiom etrie Method
I. D eterm inate e r r o r s

A. K2C30 6 form ality 2% 0.050 0.008
B. HC1 concentration 0.1% 0.005 nil
C. V olum etric calib ration 0.2% nil nil
D. pH m eter calib ration 0.003 0 . 0 2 0 0.003
E. Activity coefficients 

as  reflec ted  in ion -size  
p a ram ete r

3 À 0.13 0.08

II. Random e r ro rs
A. K2C50 5 form ality 0.4% 0.010 nil
B. pH m eter readings 0.002 0.007 nil
C. V olum etric readings 0.01 0.12 0.052

ml

TABLE III: Spectra of Croconic and Squaric“
Acids and their Anions in Aqueous Solution at 
25°C Resolved into Two Component Gaussian Peaks

Peak 1 Peak  2 % rm s  
dev ia­
tion

10“4 
 ̂m a x

^ m a x >

nm 5, nm
KT4
^  m a x

^ m a x >

nm
0 ,
nm

h 2c 5o 5 1.46 286 19.5 0.31 341 3 3 . 1 1.6
h c 5o 5- 1.93 309 14.5 1.88 355 3 4 . 0 3.2
C 5O 52 - 2.48 334 15.7 3.61 365 15.5 0.9
H jC A 1.34 230 10.4 1.90 251 12.8 1.7
h c 4o 4' 2.08 241 13.5 1.81 263 10.5 1.7
C A 2- 2.27 251 14.6 2.31 272 10.1 0.9

a Reference 15.

pKi = —2.08(±0.15) ± 

p  K2 = 4.39(±0.08)

845(±45)
T

644(±24)

(6)

(7)

with the temperature T in Kelvin. The data points contrib­
uting to these empirical equations are those measured 
spectrophotometrically on samples only of the same type, 
code FH in Table I, and between 10 and 40° C. The figures 
in parentheses in eq 6 and 7 are standard deviations of the 
least-squares parameters and these uncertainties reflect 
the extent of statistical scatter of the data points about the 
correlations. The pKx and pK 2 experimental results of the 
FH series are plotted in Figure 1 with the overall predicted
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TABLE IV: Summary of Standard Thermodynamic Properties of Dissociation at 25°C

________________Croconic acid_________________

S ta tis tica l Maximum
un certa in ty ' uncertainty* Squaric acid®

pKi 0.85° ±0.08 0.54 ± 0.06
0.76*

AGj0, kcal m ol"1 1.025* ±0.007 ±0.11 0.74 ± 0.08
AH°, kcal m ol"1 +3.87* ±0.21 ±2.2 -1 .49  i  0.12
AS]°, cal d e g '1 mol"1 +9.54* ±0.73 ±7.7 -7 .5  ± 0.7
P k 2 2.24* ±0.01 .- 3.48 ± 0 .02

2.23*
AG2°, kcal mol"1 3.051* ±0.003 ±0.01 4.75 ± 0.03
AH 2°, kcal m ol"1 -2.95* ±0.11 ±0.32 -3 .0  ± 0.5
AS2°, cal d e g '1 mol"1 -20.1* ±0.4 ±1.1 -26 .1  ± 1.6

a Average of spectrophotometric determinations listed in Table I. * Evaluated from the empirical eq 6 or 7 at 298.15 K. c Derived from 
standard error of estimate and statistical uncertainties in the slope and intercept values in empirical eq 6 on 7. * Derived from extreme 
slopes through error bounds based on error from sources listed in Table II. e References 3 and 7.

TEM PERATURE °C

4 0 35 30 25 20 15 10

Figure 1. p/Cn and pK 2 vs. temperature. Data points are the results 
of spectrophotometric series FH. Error flags are uncertainty esti­
mates of ±0.08 for pK - and ±0.01 for pK 2 from Table II. Lines A 
and D are plots of eq 6  and 7, respectively. Lines B and C are the 
extreme slopes through all the pKi error bounds.

uncertainties of ±0.08 and ±0.01 drawn as error flags about 
the pKi and pK2 points, respectively.

Discussion
By comparing croconic acid pK , = 0.80 ± 0.08 with 

squaric acid pKi = 0.54 ± 0.06, it is clear that squaric acid 
is the stronger of the two, yet the relative acid strengths of 
the monoanions are reversed, pKo = 2.24 ± 0.01 for crocon­
ic vs. pK% = 3.48 ± 0.02 for squaric. The measured temper­
ature variations of pH serves as a means of calculating 
AH°, AS°, and AG°. the standard enthalpy, entropy, and 
Gibbs free energy, respectively, of each dissociation reac­
tion from the well-known thermodynamic relationships. By 
differentiating eq 6 and 7 at 25°C, we find AHi° = +3.87 ± 
0.21 kcal mol-1 and AH2° = -2.95 ± 0.11 kcal mol-1. The 
uncertainties quoted here are estimates of the precisions of 
the slope and are calculated from the standard deviations 
of the coefficients of 1 IT  in the two empirical equations.

Similarly, these equations predict AG| ° = 1.025 ± 0.007 
kcal mol-1 and AG2° = 3.051 ± 0.003 kcal mol-1, where the 
statistical uncertainties here are calculated as the standard 
errors of the linear regression estimates.1811 By combining 
the standard enthalpies and Gibbs free energies, we find 
ASi° = +9.54 ± 0.73 cal deg-1 mol-1 and AS20 = —20.1 ± 
0.4 cal deg-1 mol-1 at 25°C. These values and their statisti­
cal uncertainties are listed in Table IV. The most surpris­
ing results are the AH\° and ASi° values for the primary 
dissociation of croconic acid. Both these values are unusu­
ally positive when compared to dissociation reactions of 
other acids in aqueous solution, at least of those acids sur­
veyed by Larson and Hepler.16 That survey unfortunately 
did not include ene-diol acids which presumably would 
provide the most valuable comparisons with croconic acid. 
In the absence of such data comparisons are more difficult 
but some general conclusions seem reasonable. The first 
concerns the value of AH 1° = +3.9 kcal mol-1 for croconic 
acid compared with AHi° = 0 ± 1 kcal mol-1 for typical 
uncharged acids. This result is difficult to reconcile with 
the picture of croconic acid dissociating to hydrogen croco- 
nate ion accompanied by increased resonance or 7r-electron 
delocalized stabilization. Indeed, hydrogen croconate ion 
seems to be energetically less stable than undissociated 
croconic acid. On the other hand, since AH2° = —3.0 kcal 
mol-1, the unprotonated croconate ion plus H+ is energeti­
cally more stable than HC5O5- . The complete dissociation 
of H2C5O5 into 2H+ and C5O52- in aqueous solution has a 
net positive AH° and considering the fact that hydration of 
the two protons must be energetically favorable, it is diffi­
cult to see how 7r-electron stabilization even in C5O52- can 
be playing an important role in explaining the high acid 
strength of croconic acid. Our data do not seem to indicate 
any substantial increase in energetic stabilization going 
from H2C5O5 to HC5O5-  to C5O52-. The acid strength is at­
tributable to the high positive entropy change of the pri­
mary dissociation. Considering that uncharged carboxylic 
acids dissociate with AS0 values of —20 to —30 cal mol-1 
deg-1, that squaric acid and other moderately strong 
acids17 dissociate with AS° values of —1 to —13 cal mol-1 
deg-1, the value of ASi0 = +9.5 cal mol-1 deg-1 measured 
here for croconic acid seems abnormally large. It is difficult 
for us to offer a plausible microscopic interpretation of 
structural and solvent interactive phenomena accompa­
nying this dissociation which could explain such a large
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positive ASi°. We can repeat the interpretations offered 
earlier for the relatively positive ASi° of squaric acid;3 ei­
ther (1) the uncharged H2C5O5 molecule imparts an unusu­
ally high degree of structuring to the surrounding water 
such that relatively little structuring or, in fact, some de­
structuring occurs on dissociation to ions, or (2) the 
HC5O5-  ion imparts an unusually small degree of structur­
ing on the water perhaps due to a delocalization of its nega­
tive charge. We feel that the first of these two possibilities 
is more consistent with the large positive AH\° measured 
here.

In any case, both anomalously large Aifj° and AS10 
values stem directly from the observed decrease in pKi 
with increasing temperature. In Figure 1, we have plotted 
p K i  vs. 1 / T  and have drawn ±0.08 pK  unit error flags on 
the data points to show our conservative uncertainty esti­
mates. Also, we have drawn the empirical line of eq 6, and 
two other slopes which seem to represent extreme diver­
gences from this and still be within plausible range of the 
error flags. These divergent slopes yield a maximum uncer­
tainty estimate of ±2.2 kcal mol-1 for AH 10 which leads to 
a maximum uncertainty of ±7.7 eu mol-1 for AS10. The 
minimum AS10 we can justify, therefore, is +1.8 eu mol-1 
which value would not change the conclusion that AS10 for 
H2C5O5 dissociation is anomalous. One further point of evi­
dence on this conclusion is that the decreasing temperature 
dependence of pKt was observed also in our pH potentio- 
metric experiments. The pK\ values at 14.6 and 17.1° in 
Table I are clearly greater than at 44.4 and 54.5°. Even 
though the large uncertainties associate with these mea­
surements makes any further calculations of doubtful 
value, the fact that the temperature dependence trend is

the same as found by spectrophotometry lends credibility 
to the latter results.

We note that P.K2 for croconic acid is substantially less 
than for squaric acid and observe that the enthalpy 
changes accompanying these second dissociations are virtu­
ally the same at —3.0 kcal mol-1. The difference in acid 
strength of the monoanions, therefore, is due to entropy 
considerations again. There appears to be somewhat less 
additional water structuring upon the dissociation of 
HC5O5-  than upon the dissociation of HC4O4- .
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Small Anion Binding to Cycloamylose. Equilibrium Constants

J. F. Wojcik* and R. P. Rohrbach
D e p a r t m e n t  o f  C h e m is t r y ,  V i l la n o v a  U n iv e r s i t y ,  V i l la n o v a ,  P e n n s y lv a n ia  1 9 0 8 5  ( R e c e iv e d  A p r i l  7 , 1 9 7 5 )  

P u b l ic a t io n  c o s ts  a s s is t e d  b y  V i l la n o v a  U n iv e r s i t y

The equilibrium constants for the formation of inclusion complexes of o t -  and /3-cycloamylose with small 
anions were measured using conductance methods. For the series of anions, CIO4- , SCN”, I- , Br- , and 
NO3- , the association constants for complexes with a-cycloamylose are 28.9, 18.7, 12.4, 3.5, and 1.4 A/-1. 
The association constant for SCN-  with (3-cycloamylose is 9.9 M-1. Cl- , SO42-, and acetate do not bind 
with a-cycloamylose.

Introduction
The cycloamyloses are well known for their ability to 

form inclusion complexes in which a guest molecule resides 
in the cavity of the macrocyclic sugar.1 The nature of the 
“forces” causing the binding still remain obscure although 
hydrophobic binding has been invoked in most cases.1’2 
However, crystalline inclusion complexes with ionic guest 
molecules have been studied3 and there is a small amount 
of evidence for the existence of inclusion complexes in 
which small anions are guests in aqueous solution.4,5 Any

explanation of the nature of binding must thus account for 
the diversity of guest molecules. The work presented here 
confirms the earlier work on the small anion binding and 
gives data for anions not previously studied. A possible ra­
tionalization for this binding is given using the results of 
recent crystallographic studies as a guide.

Experimental Section
Association constants for binding the cycloamyloses were 

measured by conductance methods. A Jones Bridge was
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constructed in our labs6 using a Leeds and Northrup preci­
sion ac decade resistance box. The ac source was a Hewlett- 
Packard 200DG oscillator and the detector was a Tektronix 
oscilloscope with appropriate plug in units. The conductivi­
ty cell has a cell constant of 0.20602 and was suspended in a 
25° constant temperature oil bath which had temperature 
fluctuations limited to ±0.002°. The bridge was shown to 
be sensitive to changes in resistance of the order of 1 part 
in 105. All measurements were made at 6000 Hz. The water 
used in the experiments was deionized and redistilled in a 
long-path glass column and had a residual conductivity of 2 
X 10~fi ohm-1 cm-1, adequate for the work done here.

a- and £¡-cyc¡oamylc.se were obtained from Aldrich chem­
icals and purified by literature methods.7 The salts used 
were reagent grade and were dried at about 110° for a few 
hours. Volumetric methods were used in preparing the so­
lutions for study. Because of this, the uncertainties in the 
resistance readings were larger than the readability of the 
bridge and were of the order of 1.0%.

Results
Conductance measurements were made on solutions of 

the potassium salts of SCN~, Cl- , CIO4- , Br- , NO3- , and
I-  and the sodium salts of acetate and SO42- all in the 
presence of a-cycloamylose. Measurements were also made 
on the d-cycloamylose-KSCN system. In all cases, the re­
sistance of a solution maintained at constant salt concen­
tration increased as the concentration of cycloamylose in­
creased. For a 0.02 M a-cycloamylose solution, the increase 
varied from about 3% for Cl'", S042-, and acetate to 22% in 
the case of C104- . It was found that at 25°, the viscosity of 
a 0.01 M  solution of a-cycloamylose relative to water was 
1.0191 while for a 0.02 M solution the relative viscosity was 
1.0400. Using data for sucrose as a guide,8 a 3.2% increase 
in resistance is predicted for a salt solution with 0.02 M a- 
cycloamylose over that for a solution with no a-cycloamy­
lose. Any additional increase in resistance over the 3% 
value was assumed to be due to inclusion complex forma­
tion.

If an equilibrium of the form
X'-- + CA ^CA X "- (1)

is assumed and if a is defined as the fraction of the anion 
existing in an uncomplexed state, then it is easily shown 
that

K  ____________ ( 1  -  qQ t m c a x __________

«[(?< a° -  (1 -  a)Cx°]7MX7CA
where Ka is the association constant (in units of molarity),
Cca° is the total concentration of cycloamylose, Cx° is the 
total salt concentration (both in moles per liter), and the 
7 ’s are the appropriate activity coefficients. Defining k by

x = KJR  (3)
where Kc is the conductance cell constant and R is the re­
sistance of the solution, a is given by

L1000/Cxo) — Amcax 
Amx -  Amcax

(4)

In eq 4 Amx is the equivalent conductance of the free salt 
and Amcax is the analogous quantity for the complex. Both 
equivalent conductances are a function of the salt concen­
tration. Amx is obtained from a resistance measurement of 
a solution of the salt in the absence of cycloamylose. Amcax 
is assumed to be given by9

Amcax -  Amcax — BCxh2 (5)
where B is a constant.

In treating the data it was assumed that Cl- , S O 42 - , and 
acetate did not bind under the conditions of the experi­
ment (i.e., had Ka values less than 1). This assumption is 
supported by the fact that cycloamylose affects the resis­
tance of solutions of these salts in the same fashion within 
the experimental error and is completely accounted for by 
the increase in the visocity of the solutions (see below). In 
addition, a correlation based on the other anions and pre­
sented below predicts values for the formation constants 
for these anions well below 1. Spectroscopic studies for 
S O 42 -  4 and kinetic inhibition studies for the acetate10 also 
agree with the results presented here. Our measurements 
on these three ions were used to correct for viscosity results 
for the other anions.

In order to obtain equilibrium constants for the remain­
ing cases, it is necessary to evaluate Amcax0, B (eq 5), and 
the ratio of the activity coefficients. Now the diffusion 
coefficient of /'(-cycloamylose has been determined.11

Assuming that the diffusion coefficient of the small 
anion complexes of the a- and /3-cycloamyloses are the 
same as that of d-cycloamylose, a value of 80.3 ohm-1 cm2 
equiv-1 is calculated17 for the equivalent conductivity of 
the potassium salt of the cycloamylose complexes, yielding 
a value of 6.8 ohm-1 cm2 equiv-1 for the single ion equiva­
lent conductance of the cycloamylose-anion complex.

Since the ratio of the activity coefficients involves the ac­
tivity coefficient of a neutral species and the ratio of activi­
ty coefficients of electrolytes of the same change type, and 
since all of the solutions are relatively dilute (less than 0.03 
M in salt and less than 0.02 M  in cycloamylose) this ratio is 
taken to he unity.

The coefficient B can be evaluated using the value of 
Amcax0 and the theory of conductivity9 and it turns out to 
be 79.1.

With these assumptions, the association constants for 
binding were calculated. The results are given in Table I. 
The fit of the data was checked by recalculating the resis­
tances expected for each solution using the parameters and 
equations given above. Table II (available in the microfilm 
edition, see paragraph at end of text regarding supplemen­
tary material) gives the experimental data and the calculat­
ed resistances along with the standard deviations in the re­
sistances. The latter are consistent with the experimental 
error. The association constants agree with limited data 
available in the literature. For the C104- -a-cycloamylose 
system, a K of 29.4 M-1 was found by a spectrophotometrie 
displacement technique.4 A value of 13.5 M-1 for Ka for 
the I-  -a-cycloamylose system has been given.5 For Cl- , 
S O 42 - , and acetate, the resistance of solutions of constant 
salt concentration simply increased according to the fol­
lowing equation: R = Roll + 1.55Cca°), where R0 is the re­
sistance of the solution in the absence of cycloamylose.

Discussion
As the results show, anion binding by cycloamyloses is a 

fact. Based on the results of X-ray studies of crystalline cy- 
cloamylose3’13"1* the anion is probably located in the hydro­
philic plane roughly defined by the primary hydroxyl 
groups. Any explanation of binding should therefore be 
given in terms of these hydroxyl groups and the hydropho­
bic cavity. The driving force for the binding is probably a 
combination of effects. The order of stability parallels the
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TABLE I: Equilibrium Constants“

Complex Obsd Calcd6

KSCN-a -CA 18.7 15.0
KC104-a  -CA 28.9 38.7
KNO:l-a  -CA 1.4 .4.2
KBr-a -CA 3.5 2.2 .
K3-ff-CA 12.4 28.2
KSCN-/3-CA 9.9

“¡.Determined at 25° and with ionic strength between 0.01 and 
0.03. Units are M“1. 6 Calculated on the basis of the correlation 
noted in the text.

structure breaking properties of the anions (i.e., the better 
“structure breakers” bind tighter) and so the properties of 
the free anions are probably important. However the same 
factors which determine which anion is a better “structure 
breaker” (ion size, electric field, etc.) could also be invoked 
to explain the nature of. the interactions at the primary hy­
droxyl groups. No clear.cut deductions can thus be drawn 
from the parallel of stabilities with solvation properties.

The small differences in the association constants for the 
complexes of SCN~ with a- and /3-cycloamylose suggest 
that relief of torsion angle strain need not be invoked to ex­
plain the driving force for anion binding.15 It is expected 
that such torsion angle strain should be more important in 
the n-cycloamylose (six glucose residues) than in the /3-cy­
cloamylose (seven glucose residues).

The parallel of the association constants with the struc­
ture breaking properties of the anions suggested that a 
quantitative correlation with some water structure sensi­
tive parameter might exist. Such a correlation was found to 
exist between the log of the association constant and the 
coefficient of the linear term of the concentration depen­
dence of proton relaxation rates in aqueous salt solutions, 
B~. (See ref 16 for a full discussion of these B~ values and 
an extensive table.) In fact it was found that log Ka = 
—0.75 — 26.5JB-  with a correlation coefficient of 0.9 (95% 
probability that the correlation is real). Without trying to 
interpret this in terms of molecular structure, one can use

it to predict equilibrium constants for other anions. Thus 
for Cl~, S042-, and acetate, one obtains values of K \  equal 
to 0.3, 9 X 10~5, and 2 X 10-6 M_1. These values are consis­
tent with the absence of binding noted above. This correla­
tion also predicts that no other anion will bind to a-cy- 
cloamylose more tightly than does CICU- . The association 
constants calculated from the correlation are given in 
Table I along with the observed constants.

Supplementary Material Available. Table II will appear 
following these pages in the microfilm edition of this vol­
ume of the journal. Photocopies of the supplementary ma­
terial from this paper only or microfiche (105 X 148 mm, 
24X reduction, negatives) containing all of the supplemen­
tary material for the papers in this issue may be obtained 
from the Business Office, Books and Journals Division, 
American Chemical Society, 1155 16th St., N.W., Washing­
ton, D.C. 20036. Remit check or money order for $4.00 for 
photocopy or $2.50 for microfiche, referring to code num­
ber JPC-75-2251.
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Two-Dimensional Polymerization Processes in Mono- and Diacrylic Esters

A. Dubault,* C. Casagrande, and M. Veyssie
L a b o r a t o i r e  d e  P h y s iq u e  d e  la  M a t iè r e  C o n d e n s é e ,  C o l lè g e  d e  F r a n c e ,  7 5 2 3 1  P a r is  C e d e x  0 5 ,  F r a n c e  ( R e c e iv e d  A p r i l  2 1 ,  1 9 7 5 ) 

P u b l ic a t io n  c o s t s  a s s is t e d  b y  C o l lè g e  d e  F r a n c e  P h y s iq u e  d e  la  M a t iè r e  C o n d e n s é e

The uv induced polymerization of monolayers of n.-octacecyl methacrylate and l-n-octadecyloxy-2,3-diac- 
ryloyloxypropane at water-gas interface has been studied. In each case, the compressibility and the surface 
viscosity of the film at different stages of irradiation were measured. The main difference between mono- 
and diacrylic esters is the occurrence of a divergence of the viscosity coefficient during the polymerization 
process for the second compound. In the light of our experimental results, we discuss the mechanism of the 
photochemical reaction, the role played by chain entanglements, and the specific effects of cross linking in 
the diacrylic ester.

Introduction
In a previous letter,1 we have shown the possibility of ob­

taining cross-linking polymerization in a monolayer of a di­
acrylic ester, namely l-rc-octadecyloxy-2,3-diacryloyloxy- 
propane, at a water-gas interface by uv irradiation. We re­
port here the results of a quantitative study of the poly­
merization process with a view to determining the mecha­
nism and the kinetics of the reaction, as well as the proper­
ties of the partially and totally polymerized film. We were 
led to undertake a parallel study of the linear polymeriza­
tion of a similar monoacrylic ester, namely, octadecyl 
methacrylate, in order to discern the specific effect of 
cross-linking polymerization. The experimental methods 
used in this work are essentially isothermal compressibility 
and surface viscosity measurements.

After a brief description of the materials used as mono­
mers in the polymerizations, we shall describe the experi­
mental procedure which allows us to follow the course of 
the polymerization. We then report the results obtained for 
the monoacrylic and diacrylic compound, respectively, and 
finally, we discuss these data and try to interpret their 
common features and differences.

Experimental Section
Materials. The monomers used as starting materials in 

these polymerization studies were synthetized by Strzelec- 
ki. n-Octadecyl methacrylate, CH^CH^nO—C(=0)— 
C(CH3)=CH2, was obtained by allowing octadecanol to 
react with methacrylic acid chloride. 1-n-Octadecyloxy-
2,3-diacryloyloxypropane, CH3(CH2) 17—O—CH2—CH-
(—O—C(=0)—CH=CH2)—CH2(—0 —C(=0)—CH- 
=CH 2), was obtained by allowing n-octadecyloxy-2,3- 
dihydroxypropane to react with acrylic acid chloride. Both 
were purified on alumina, the purity being checked by in­
frared spectroscopy and high-resolution NMR. We shall 
refer to the first and second compounds as respectively the 
“monoacrylic ester” and the “diacrylic ester”.

Surface Pressure. Area Measurements. For compressi­
bility measurements we used a commercial Lauda film bal­
ance, in which the surface pressure it is directly measured 
by an induction dynamometer, with a sensibility of 0.1 
dyn/cm. In all our experiments, the monolayer was contin­
uously compressed at the lowest available speed, 15 cm2/ 
min. The temperature of the tough was regulated by circu­
lation of water, and measured by a copper-constantan

thermocouple with wires of 0.13 mm diameter, located just 
at the water surface. The temperature was kept constant 
with an accuracy of 0.5° C; in general, experiments were 
done at 20.5°C.

Viscosity Measurements. The compression barrier was 
modified to allow the measurement of monolayer viscosity 
by the “canal method”:2 slits of various width in the range 
1-5 mm were mounted in a Teflon barrier of 3 cm width. 
We measure the rate of flow of the monolayer through the 
canal, moving the barrier to keep the surface pressure of 
the film constant.

Polymerization by Uv Irradiation. The monolayer was 
irradiated by a 5654A Hanovia mercury vapor lamp 
(2500-3500 A) through a quartz window fitted in the top of 
the film balance, the distance between the lamp and the 
water surface being adjustable to change the radiation in­
tensity at the film. During irradiation the apparatus was 
flushed with a temperature controlled nitrogen flow. The 
oxygen content of the atmosphere above the monolayer was 
measured to be less than 0.2% in volume, using a Beckman 
oxygen analyzer.

Experimental Procedure. For both the mono- and di- 
acrylic monomer we first recorded the pressure-area iso­
therm ir(A), at 20.5°C, where it is the surface pressure 
(dyne/cm) and A the area per monomer molecule (A2) (Fig­
ures la and 2a). Then, starting from different equilibrium 
points on the isotherm, we irradiated the monolayer, keep­
ing the pressure constant, and recording the variation of 
the area A as function of time (f), we obtained the A(t) 
curves shown on Figure 3. A decreases monotonously to a 
constant value. In subsequent experiments, to investigate 
the polymerization process, we stopped the irradiation at 
different points on the A (t) curve, and measured the prop­
erties of the monolayer corresponding to each of these 
stages of irradiation. Previously we made sure that the area 
does not change when the uv radiation is stopped. For each 
stage of irradiation, we make the following measurements, 
(a) A complete pressure-area isothermal curve shortly after 
stopping the irradiation; this means a delay period of about 
30 min, corresponding to the time necessary to decompress 
the film and wait 10 min at null pressure before recompres­
sion. (b) A pressure-area curve after several (^3) hours of 
relaxation of the irradiated monolayer at null pressure, (c) 
Surface viscosity determined at the pressure at which the 
irradiation occurred, and isothermal compressibility after 
flowing through the canal viscosimeter. The viscosity mea-
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Figure 1. Surface pressure-area curves of monoacrylic ester at 
various stages of uv irradiation: curve a, monomer; curve b, irradi­
ated until 4(f) = 36 À2 (after waiting 10 min); curve c, irradiated until 
A(t) =  A, = 31 À (after waiting 10 min); curve c', irradiated until 4(f) 
= 4 f = 31 À2 (after waiting 2.5 hr).

Figure 2. Surface pressure-area curves of diacrylic ester at various 
stages of uv irradiation and after waiting 10 min at null pressure: 
curve a, monomer; curve b, irradiated until 4(f) = 37 Â2; curve c, ir­
radiated until 35 Â2; curve d, irradiated until 34 À2; curve e, irradi­
ated until 33 Â2; curve f, irradiated until 4(f) = 4, = 30 À2.

surements were very crude and we do not claim to get abso­
lute values of the viscosity coefficient for the following rea­
sons. (i) The difference, 1T2 — iri, between the two sides of 
the slit can be very high (of the order of several dyne/cm) 
because the flow takes place between the compressed mo­
nolayer at 7T2 and the clean water surface behind the com­
pression barrier, (ii) If W2 is kept constant during flow, -k\ 
slightly changes with time but this effect is probably less 
serious than (i). In spite of these restrictions, this single 
canal technique is convenient, and gives a qualitative idea 
of the evolution of the surface viscosity during the poly­
merization process, (d) Solubility tests: the film was recov­
ered by slowly sweeping the surface with a glass plate. 
After drying, we tried to dissolve this deposit in different 
solvents. We have checked that, under these conditions, 
the deposits collected from monomer monolayers are en­
tirely soluble in their spreading solvents.

Experimental Results
(1) Monoacrylic Ester. Other authors have previously 

studied irradiation induced surface polymerization for this

Figure 3. Surface change of the diacrylic monolayer during irradia­
tion at constant surface pressure 7r. 4C corresponds to the anomaly 
of the viscosity (cf. text and Figure 5).

Figure 4. Surface change of the monoacrylic monolayer during irra­
diation at constant surface pressure ir for two different initial areas.

monomer3’4 or a very similar one,5 but their experimental 
conditions and measurements differed from ours, in partic­
ular they generally irradiated at constant area. It appears 
therefore necessary to perform exactly the same experi­
ments on this compound as on the diacrylic ester, in order 
to clearly distinguish the behavior specific to linear poly­
merization from cross-linking effects.

(a) Isothermal Curves. The monoacrylic ester was spread 
from a benzene solution. It exhibited a liquid-like pressure 
area isotherm (Figure la) with a bump near A = 50 Ä2 (ir =
2.0 dyn/cm) and a second accident for A = 25 Ä2 (tt = 9 
dyn/cm). We interpret the latter as the collapse of the film. 
This general behavior is similar to that observed by Bered- 
jick and Burlant,3 but is quite different from that of Acker­
mann and coworkers.4 We note that the monoacrylic ester 
is difficult to spread, which is why we have used benzene 
instead of the generally preferred cyclohexane and have 
had to wait 0.5 hr for complete evaporation before com­
pression. Moreover, the shape of the isotherm is extremely 
sensitive to temperature around 20.5°C. In conclusion, 
great care is necessary to get reproducible results, which 
may explain the discrepancies between previously pub­
lished results.3’4

(b) Irradiation. Effects on the Area. We irradiated the 
monolayer starting from two different points on the com­
pression isotherm, one just after the bump at A; = 41 Ä2, 
and the other just before the collapse, at A; = 27 Ä2. In the 
first case, the area decreases significantly during irradia­
tion, and reaches a plateau at 31 Ä2, in the second case this 
contraction is much smaller (Figure 4). In both cases, after
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Figure 5. Surface viscosity of the diacrylic ester monolayer during ir­
radiation.

long irradiation times we observed a slight increase of A, 
which may be due to a further degradation of the polymer.

(c) Irradiation Effects on the Viscosity. Measuring the 
viscosity along the A(t) curve, we find a continuous in­
crease from 1CT5 surface poise for the monomer to 10-4 
surface poise at the plateau. Finally we find a slight de­
crease in the viscosity accompanying the rise of the area 
that we have attributed to long time degradation effects.

(d) Irradiation. Solubility Test of the Final Product. 
The collected deposit appears to be almost completely sol­
uble in cyclohexane and largely insoluble in methanol. This 
is in agreement with the solubility of polyoctadecyl meth­
acrylate which can be prepared in benzene and precipitated 
by methanol.3’4

(e) Discussion. From (c) and (d) we conclude that linear 
polymerization occurs during uv irradiation; this process is 
associated with a significant shrinkage of the film at con­
stant pressure, if the initial state has a large area A per mo­
nomer.

(f) Equation of State of the Partly Polymerized Film. 
We have also studied the compressibility of the monolayer 
at different degrees of polymerization. The isotherm con­
tinuously evolves from an expanded liquid-like isotherm to 
a solid-like one at the end of the process (Figure 1). We 
must emphasize that the post-polymerization isotherms 
change significantly if we make several cycles of decom­
pression and compression allowing the film to relaxe sever­
al hours at null pressure (curves c and c' in Figure 1).

This nonequilibrium behavior does not appear for the 
monomer curves, and thus cannot be attributed to surface 
contamination under our experimental conditions. Similar 
effects have previously been noticed by Hatada et al.5 for 
octadecyl acrylate.

(2) Diacrylic Ester. In sharp contrast to the monoacrylic 
ester, the diester can easily be spread from a cyclohexane 
solution. It gives fairly reproducible rr(A) curves.

(a) Isothermal Curves. At the same temperature 
(20.5°C) the diacrylic monomer also exhibits a liquid-like 
■¡r(A) curve with no inflections up to a pressure of 14 dyn/ 
cm at A = 42 A2 (Figure 2a). The singularity observed at 
this point could indicate a transition to a condensed liquid

TABLE I: Experimental Results for Diacrvlic 
Ester Polymerization“ __________________ _

T = k~X

I
A„
A2

A„
A2

AA/ 
Ai

Ac,
Â2

[M-]"1 sec 
(extreme values)

h 44 30 0.32 33.5 0.75 36 «— * 60
0.470 44 30 0.32 33.5 0.75 72 -*--- » 168
O.24/0 44 30 0.32 33.5 0.75 116 *---- *■ 174
OAJ0 55 32.5 0.41 39 0.71 60 -----* 114
O.24/0 55 32.5 0.41 39 0.71 162
0 A h 66 37.5 0.43 43.5 0.79 60 - — - 126
0.24 /„ 66 37.5 0.43 43.5 0.79 162
a I is the intensity of the uv irradiation in arbitrary units, A, the

area per molecule at the beginning of the polymerization process, 
A r the area per molecule at the end of the polymerization process, 
A c the area per molecule at the critical point where the viscosity 
diverges, 9C the conversion parameter for A = Ac, and r the time 
constant of the polymerization reaction.

state; this is supported by the fact that the singular point 
shifts smoothly toward higher pressures as the temperature 
is increased. However, there remains the possibility that 
this point corresponds to a collapse, as we do not observe 
any other inflections after this point even at small areas.

(b) Irradiation Effects. We repeat on this substance the 
polymerization experiments as described above for varying 
initial conditions and uv intensity at the monolayer sur­
face. The main changes during irradiation are (i) a decrease 
of the area at constant pressure from an initial value A; to 
final area Af (Figure 3). (In contrast with the previous case, 
we do not observe any increase of A after the plateau, even 
for several hours. Previously we reported a slight increase 
in A after reaching the plateau; this has however been elim­
inated in our present experiments by improved control of 
temperature and oxygen content.); (ii) a sharp rise of the 
surface viscosity at a certain level of irradiation: the surface 
viscosity becomes practically infinite when A reaches a 
value Ac < Af (Figure 5). The values of A;, Ac, and Af are 
collected in Table I for different experimental conditions. 
Note that Ac and Af depends on the initial area, but are in­
dependent of radiation intensity. For all stages of irradia­
tion, the collected monolayer always shows an insoluble 
component (in tetrahydrofuran and in dimethylformam- 
ide) which is a direct proof of the existence of cross link­
ages in the polymerized product.

(c) Isotherms for Partially Polymerized Films. The re­
compression curves of the partially polymerized product 
show that the monolayer becomes less compressible and 
tends to a solid-like behavior at the end of the process (Fig­
ure 2). The film has then a compressibility of 10-2 dyn-1 
cm compared to 2.9 X 10-2 dyn-1 cm for the monoacrylic 
ester under similar conditions, which seems reasonable due 
to the cross-linking effects. We observe on these recom­
pression curves the hysteresis effect described earlier for 
the monoacrylic compound (Figure 6). This effect can be 
obtained either by waiting several hours at zero pressure 
before recompressing, or by flowing the film through the 
viscosimeter canal; it tends to diminish as the polymeriza­
tion level increases.

Discussion
Let us compare the results of the uv induced polymeriza­

tion of mono- and diacrylic ester monolayers: (i) both es-
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Figure 6. Surface pressure-area curves of diacrylic ester at various 
stages of uv irradiation, and after various times of waiting at null 
pressure: curve a, monomer; curve b, irradiated until A(t) =  A, =  30 
A2 and after waiting 10 min; curve b', irradiated until 30 A2 and after 
2.5 hr; curve c, irradiated until 34 À2 and after 10 min; curve c', irra­
diated until 34 A2 and after 2.5 hr; curve d, irradiated until 37 À2 and 
after 10 min; curve d', irradiated until 37 À2 and after 2.5 hr.

ters show a decrease of the area per molecule when irradi­
ated at constant pressure; (ii) the changes of the viscosity 
and of the solubility occurring during the polymerization 
are very different for the two species.

(a) Relation between Shrinkage and the Polymerization 
Kinetics. The shrinkage of the film during the irradiation 
can be attributed to the well-known contraction of vinylic 
compounds when polymerized. This effect is greatest when 
the monolayer is in an expanded state before irradiation 
(for instance, AA/A; = 0.43 for A; = 66 A2, cf. Table I). The 
values of AA/A, (cf. Table I) were quite reproducible in our 
experiments. However, the compressibility of the rigid film 
obtained at the end of irradiation cannot explain the differ­
ences in the final areas Af for different initial areas A;. For 
instance, the difference between the final areas for A; = 66 
A2 (ir = 6.5 dyn/cm) and A; = 44 A2 (ir = 14 dyn/cm), equal 
to 7.5 A2 (cf. Table I), is twice as large as the variation of A 
between tv = 6.5 A2 dyn/cm and ir = 14 dyn/cm measured 
on the compressibility curve of the completely polymerized 
film (cf. Figure 2f). This is probably related to the hyster- 
isis effects on the compressibility curves for the irradiated 
monolayers. This leads us to think that the observed con­
traction of the monolayer may be due not only to the cre­
ation of covalent bonds between monomeric units, but 
partly to mechanical entanglements occurring between the 
growing chains; these entanglements might disappear after 
long time rearrangement or by flow. Velasco has calculated 
the effect of such entanglements on the equation of state 
for a linear polymer film.6 The predicted evolution of the 
isotherms, which shift to larger areas as the number of en­
tanglements decreases, is in qualitative agreement with our 
experimental results.

In spite of these remarks, we have tried to correlate the 
relative contraction of the film with the progress of the po­
lymerization reaction. We make two assumptions, (i) When 
A(t) is constant, there is a total conversion from monomer 
to polymer; in consequence, we consider Af as the specific 
area for the repetitive unit when it is engaged in a polymer 
chain as compared to A; for the same unit in the monomer 
state, (ii) During the course of polymerization, we assume 
that areas are additive, so that

Ai t )  = N m(t)Ai 4- N p(t)Ap 
N m{t) + N p(t)

Log

Figure 7. Kinetics of the polymerization reaction: curve a, monoac­
rylic ester A  = 41 A2, / = /0; curve b, diacrylic ester A, = 44 A2, / = 
0.4/o; N is the initial number of monomers units, A/m(f) the number of 
monomer units at time t.

N m(t) and N p{t) are respectively the number of units in 
the monomeric and polymeric state for an irradiation time 
t , and N  = N ni t)  + N p(t) the initial number of monomeric 
units. From this, we can calculate the conversion parameter 
B(t) = N v(t)/K.

We are aware of the limitations of the first assumption 
since an apparent stopping of the reaction can correspond 
to phenomena other than total conversion of the monomer, 
such as, for example, the quenching of the diffusion process 
for a certain stage of the polymerized monolayer

Unfortunately, the extremely small quantity of matter 
present in each film (about 50 X 10-6 g) forbids any con­
ventional chemical analysis, such as titrating the remaining 
double bonds or measurements of molecular weights.

In the light cf assumptions (i) and (ii) we determine 0(t) 
for both mono- and diacryhc compounds, and plot log [1 — 
0(f)]-1 = log N/ Nm(t) vs. t to get an idea of the kinetic 
laws of the reaction (Figure 7).

With the diacrylic compound we get a fairly linear be­
havior up to an irradiation time which coincides with that 
for an infinite viscosity. Before this time, the polymeriza­
tion appears to be a first-order reaction; this suggests that 
the free-radical concentration [M-j remains constant dur­
ing irradiation as one would expect if the uv radiation is ab­
sorbed by a photosensibilizer which decomposes into radi­
cals, and not directly by the diacrylic monomer (cf. ref 7 
chapter IV, p 114). We might suspect, for instance, the role 
played by the fraction of oxygen remaining in the atmo­
sphere or in the water subpbase. This last remark could ex­
plain the observed dispersion of the values of the reaction 
time constant r, for different experiments with identical 
conditions for the temperature, initial area, and uv intensi­
ty (cf. Table I). The observed slowing of the reaction rate 
after the critical point must probably be related to some 
slackening of a diffusion process accompanying the in­
crease of the viscosity. In the case of the monoacrylic ester, 
the reaction rates are lower (Figure 7); this is in agreement 
with the significant difference between the rate constants 
of methacrylate and acrylate compounds determined in 
bulk polymerization (cf. ref 7, p 158), but the fact that we
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do not observe a linear law in the monoacrylic case has no 
evident interpretation.

(b) Discussion of the Surface Viscosity. The most strik­
ing feature is the divergence of 77s observed in diacrylic i 
ester polymerization (Figure 5); this effect is specific to the 
bifunctional monomer and, as a consequence, is clearly re­
lated to the occurrence of cross-linking effects. We may at­
tempt to interpret this as a “gel-point” as introduced by 
Flory7 in cross-linked polymer chains: gelation occurs when 
the number of cross links is sufficient to form an infinite 
network, which appears in a bulk polymerization as an in­
soluble fraction of the system. In the frame of this model, 
and following Flory’s analysis, we estimate the conversion 
factor (h at the gel point, taking into account the experi­
mental fact that, during the initial period, the reaction fol­
lows first-order kinetics.

We start from the following equations
d[M]

dt
d[C2j

dt

= -fep[M.][M]

= 2kp,P[Ci][M.]

^  = fcp[M.][M] -  2*p,p[C1][M.] -  AP[M-][M]
dt

where all the quantities in brackets refer to a number of 
units per unit area (we do not take into account the varia­
tion of these quantities due to the shrinkage of the film 
during irradiation): [M] is the number of monomer units, 
[Ci] the number of units engaged in one chain, [C2] the 
number of units engaged in two chains, and [M-] the num­
ber of free radicals.

k p  and k p j >  are propagation and cross-linking rate con­
stants as introduced by Flory.7

Integrating these equations with [M-] independent of t, 
we express the gelation condition as

Pg =
[C2
[Cl yw

withyw = B(hp/ht)[M][M-]-1 when kt is the determination 
rate constant, and B a numerical factor which depends on 
the type of termination process. This gives

_________ ___________________ =
2 fcpkp,p[M-]tg -  2 fePip (l -  e'MM-hs) fet[M-]

where [Mo] is the initial monomer concentration. In a crude 
first-order approximation, we obtain for the gelation time

t s = ■ 2k t
2&p,pkp[M0] + fetfep[M-]

and for the conversion parameter at gelation

_ [C iM  ..
[Mo - 2/ ( 1 +

2 fep,p [M0]\  
Bk t [M -]/

From our experimental results on r = fep_I[M-]_1, it ap­
pears that [M-] changes significantly with the uv intensity 
I, but is not dependent on the initial monomer concentra­
tion [Mo] (cf. Table I). With these conditions, 8g would be 
dependent on both I  and [Mo], which is in disagreement 
with our experimental measurements of the conversion pa­
rameter 8C at the critical point (cf. Table I). In spite of the 
drastic approximations used in this simple model, the dis­
crepancy between the predicted and observed behavior of

8C casts doubt on the interpretation of this anomaly as a ge­
lation point. This is reinforced by the fact, previously no­
ticed, that the partially polymerized monolayer seems to 
have an insoluble fraction even before reaching 6C.

Another possible interpretation for the anomaly of the 
viscosity has been suggested to us by Chapiro; this phe­
nomena could be associated with a glass transition. If the 
monomer is considered as a solvent of the polymer, the 
temperature of the glass transition Tg is expected to in­
crease as relative concentration of the monomer dimin­
ishes, i.e., when the conversion parameter increases, thus 
attaining the temperature of our experiments for the con­
centration of the polymer relative to the monomer obtained 
at 8C- This concentration effect could be expected to occur 
in the monoacrylic compound as well as the diacrylic one. 
In order to interpret our experimental results, we have to 
suppose that Tg remains below 20.5°C for poly(octadecyl- 
methacrylate) even at the end of the reaction, while Tg 
reaches 20.5°C at 8 = 8C in the case of the diacrylic com­
pound, due to the well-known8-9 effect of cross linking on 
the glass temperature. In this interpretation the divergence 
of the viscosity appears as an indirect consequence of the 
cross-linking polymerization. It seems difficult to go fur­
ther in this analysis due to the absence of data relative to 
glass transition in two-dimensional polymerization. We can 
just notice that on this hypothesis one would expect a very 
pronounced slowing of the reaction at the critical point.

Conclusion
We must emphasize once more the difficulties of these 

kinds of experiments. The very small quantities of matter 
involved in monolayer studies makes the experiments ex­
tremely sensitive to impurities and other experimental pa­
rameters. We have had to repeat each measurement several 
times to get reliable data. Moreover, all or nearly all classi­
cal techniques used in the physical chemistry of polymers 
being excluded, we have been forced to rely on indirect de­
terminations of the reacted fraction. However, bearing 
these remarks in mind, we have found a simple law for the 
kinetics of the diacrylic ester polymerization, which gives 
some indications of the free-radical creation process; we 
have also shown that mechanical entanglements probably 
take place during chain growth. Last, but not least, we have 
found a divergence of the surface viscosity which occurs at 
a well-defined stage of irradiation in the diacrylic ester 
only. The interpretation of this critical point as a gelation 
point or a glass transition remains ambiguous. Further ex­
periments are necessary to clarify this point; studies of the 
polymerization as a function of temperature and studies of 
mixtures of mono- and diacrylic molecules are being con­
sidered.
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Backbending and Other Deviations from Ideality in Extraction Systems1

J. J. Bucher* and R. M. Diamond

L a w r e n c e  B e r k e le y  L a b o r a t o r y ,  U n iv e r s i t y  o f  C a l i f o r n ia ,  B e r k e le y ,  C a l i f o r n ia  9 4 7 2 0  ( R e c e iv e d  M a r c h  1 4 , 1 9 7 5 )  

P u b l ic a t io n  c o s t s  a s s is t e d  b y  t h e  U .S .  E n e r g y  R e s e a r c h  a n d  D e v e lo p m e n t  A g e n c y

The use of slope analysis for interpreting extraction data is usually coupled with the assumption that the 
activity coefficients of the new chemical species that yield the changes in slope are ideal. This assumption 
is shown to be wrong in several extraction systems that are described. In particular, the phenomenon of 
“backbending” in certain tertiary ammonium salt systems is completely inexplicable under such an as­
sumption, and incorrect extractant coordination numbers are obtained for trioctylphosphine oxide-strong 
acid species in poor solvents. As a result of this assumption literature values for aggregation numbers de­
termined for alkylammonium salts in poor solvents may be too large.

Introduction
Slope analysis is an often-used method for interpreting 

and analyzing data from extraction equilibria in order to 
obtain information on the nature of the extracting species.2 
Central to the application of this method is the assumption 
that any deviation from the law of mass action is due to the 
formation of a new chemical species, e.g., a higher complex 
of the extraction reagent, if the latter’s concentration is 
being increased, or a higher ion association or aggregate, if 
the concentration of an extracted ionic species is being in­
creased. However, as has been pointed out,3' 7 it is unrea­
sonable to ignore all nonspecific nonidealities of the ex­
tracted species and blame all deviations on new chemical 
species. For example, with amine salt systems, the strong 
electrical interactions between ions in low dielectric-con­
stant media that cause association to ion pairs and ion qua- 
drupoles, etc., surely lead to nonconstant activity coeffi­
cients for these same ion aggregates. The importance of the 
analog of the solubility parameter term of regular solution 
theory has been described in the literature for these same 
systems,3b and use of such an activity-coefficient correction 
was shown to lead to more “chemically sensible” results 
than unrestricted computer fitting to a large number of oli­
gomers.8-11

Some years ago one of the present authors4 described ex­
traction behavior of a half-dozen amine-salt systems that 
was clearly incompatible with the usual slope analysis pro­
cedure of ignoring the activity coefficients of the amine- 
salt aggregates and blaming all deviations from ideal (ion- 
pair) behavior on higher ion aggregation. In these examples 
the log-log plots of [TLA-HX]o vs. [TLA]o(H+X- ) not only 
deviated upward away from the ion-pair slope of unity ob­
served at low concentration, but went beyond the limiting 
asymptote of mass-action law theory for aggregation into a 
colloid, namely, a vertical line. They actually bent back­
ward so that [TLA-HX]o became a double-valued function

of the product [TLA]o(H+X- ), Figure 1. Since this indicat­
ed a complete breakdown of the assumptions usually used 
for slope analysis, and because it posed an interesting prob­
lem to explain in its own right, we have examined the origin 
and generality of such behavior further in this work. We 
have also considered another type of organic-phase activity 
coefficient variation arising in certain trioctylphosphine 
oxide-strong acid extraction systems.

Experimental Section

Reagents. The trilaurylamine (TLA), Rhône-Poulenc, 
qualité nucléaire-99% pure tertiary amine, was used as re­
ceived. A comparison using this material and TLA that was 
further purified (by repeated recrystallization of the TLA- 
HC1 salt from petroleum ether, bp 30-65° C) indicated no 
significant difference in the equilibrium data. Trioctyl­
phosphine oxide (TOPO) was obtained from the Carlisle 
Chemical Corp., Reading, Ohio. The technical grade TOPO 
was washed with mild base and distilled water and recrys­
tallized five times from pentane. The HCIO4 solutions were 
prepared by diluting a stock solution of reagent grade acid 
(G. F. Smith) with distilled water. Standardization of the 
stock HCIO4 solution was by titration with sodium hydrox­
ide, using Bromothymol Blue as an endpoint indicator. Re­
agent grade 57% hydroiodic acid (Merck, without the usual 
1.5% H3PO2 as a preservative) was further purified by satu­
ration with H2S gas and subsequent distillation. The stock 
solution of HI was stored in amber-glass bottles. Iodide 
tracer, Na131I in 0.1 M NaOH solution, was obtained from 
New England Nuclear Corp. and used as received. HRe04 
solutions were made by dilution from a stock prepared by 
dissolving Re2C>7 (Varlacoid Corp. 99.5% purity) in distilled 
water. The isooctane and cyclohexane were “spectro grade” 
reagents from Matheson Coleman and Bell. CCL and 1-
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[TLAl<;aHx
Figure 1. Total ammonium salt concentration [TLA-HX]0 vs. 
[TLA]0(H+X~) for various diluents. Curve 1 is the TLA-HCI04-1-bro- 
mooctane system; curve 2 is the TLA-HCI04-CCI4 system; curve 3 
is the TLA-HCI04-cyclohexane system; and curve 4 is the TLA-HI- 
cyclohexane system. The dashed lines indicate unit slope. The 
square symbols, ■  (curve 4), indicate acid-base titration data from 
ref 4. ■

bromooctane were obtained from J. T. Baker. The 1-bro- 
mooctane was purified to a colorless reagent by distillation.

Solutions of the particular ammonium salt were pre­
pared by taking ~0.5 M  TLA in a diluent and shaking it 
fairly vigorously with ~0.6 M HX for several hours. After 
separation with the aid of centrifugation, the organic layer 
was washed with ~0.01 M HX to remove, or to prevent any 
possibility of having, excess acid in the amine salt (i.e., 
ratio of TLA/HX <1.0). For CC14 solutions two methods of 
preparation were attempted: the one outlined above and 
another in which a solution of TLA-HC1 in CC14 was re­
peatedly washed with an aqueous solution of 0.01 M  HCIO4 
(to prevent premature hydrolysis) and ~2 M NadO* 
Complete conversion to the amine perchlorate salt was 
judged by testing for the lack of a visual precipitate with 
AgN03. It is known that aliphatic amines may react with 
CC14 or nearly any halocarbon,12 but in this instance the 
amine salt from either procedure gave the same extraction 
results.

The amine-HI salt was made as described above. How­
ever because of the sensitivity of acidic iodide to air oxida­
tion, both the organic and aqueous solutions were carefully 
purged with argon. This removal of oxygen gave amine-HI 
solutions that were stable for > 1 week (no visual formation 
of brownish I3- , etc. observed) instead of <1 hr with expo­
sure to air. Details for the preparation of the TOPO solu­
tions can be found elsewhere.13

Procedures. The amine extraction systems were studied 
by a back-extraction or hydrolysis technique. Starting from 
standardized ~0.5 M  trilaurylammonium salt solutions in 
the organic solvent, a series of solutions was prepared by 
dilution. These salt solutions (5 or 10 ml) were then shaken 
for >18 hr with 50 ml of distilled water for the TLA-HC104 
systems and with an equal aqueous volume (10 ml) for the 
TLA-HI systems. Before equilibration of the TLA-HI sys­
tems, radioactive iodide (<10~5 M) was added to the aque­
ous phase. After equilibration, phase separation was accel­
erated by centrifugation. (If the shaking during the equili­
bration process is done too vigorously, at least for the most 
concentrated salt solutions, a cloudy aqueous layer is ob­
tained. This phase is then quite resistant to clearing even 
with prolonged centrifugation.) For the counting of the 
tracer iodide in a Na(Tl)I well-type crystal, 3-ml samples of 
each phase were taken, or smaller samples of a particular

phase adjusted to 3 ml if the count rate was too high. Con­
ventional acid-base titrations were made to analyze the 
aqueous equilibrium acid content. Except for the lowest 
initial amine-salt concentrations, the aqueous acid concen­
tration is by far the most sensitive parameter to be deter­
mined. This is due to the relatively small amount of amine 
salt that is hydrolyzed over most of the concentration range 
considered. Subtraction of this quantity from the wellies- 
tablished initial amine salt concentration is, in most ‘in­
stances, a minor perturbation upon the latter. That is, the 
equilibrium organic-phase salt concentration is little differ­
ent from the initial value.

Procedures that were used to obtain the distribution 
data for the TOPO-HRe04 system are similar to those al­
ready outlined elsewhere.13 Distribution measurements for 
all systems were at room temperature, 24 ± 2°C.

Results and Discussion
The extraction of a strong acid, H+X~, by a solution of 

trilaurylamine, TLA, in a low dielectric-constant medium 
that induces association of the resulting salt to an ion pair 
or higher aggregate can be described by the reaction

nTLA(org) + nH+ + nX~ nTLA-nHX(org) (1) 
with an equilibrium constant

_ ['tTLA-nHX]0ynTLA-rcHX , .
(H + X -H T L A W tla"

Brackets indicate concentrations, parentheses are activi­
ties, and y is a molar activity coefficient. Taking loga­
rithms, eq 2 can be written

log [nTLA-nHX]0 = log K  + n log [TLA]0(H+X“ ) +

log -  J"17-A'' (3)
>V TLA .nH X

Thus, a log-log plot of the stoichiometric concentration of 
the organic-phase amine salt [TLA-HX]o vs. the product 
[TLA]o(H+X_) should yield a curve whose tangent is the 
value of n at that point, if the activity coefficient ratio is a 
constant. This condition is usually assumed in slope analy­
sis work.

The results of the present study of the extraction by 
TLA of HCIO4 into 1-bromooctane and into CC14 and 
HCIO4 and HI into cyclohexane are shown as log-log plots 
of [TLA-HX]o vs. [TLA]o(HX) in Figure 1, curves 1-4, re­
spectively. Where determined to low amine-salt concentra­
tions, as for curve 1 (and other examples not shown), the 
log-log plots are straight lines with unit slope, indicating 
predominantly ion pairs for the salt in this region and the 
validity of the assumption that the organic-phase activity 
coefficient ratio is constant. This constancy is due to the 
very low concentrations of the salt and of the amine in the 
organic diluent, so that the nature of the organic phase is 
essentially unchanged.

However at higher concentrations, the curves deviate up­
ward from a line of unit slope. This is the region that has 
been of most interest in the literature,14 and this behavior 
has almost always been ascribed to a further association of 
the ion pairs to higher ion aggregates in the low dielectric- 
constant medium.15 As just described, the average value of 
this aggregation, n, at any point can be determined by the 
tangent of the curve, or the whole curve can be fitted to a 
small number of oligomers, by hand or by computer, to 
yield the changing nature of the amine-salt species, if the

The Journal o f Physical Chemistry, Vol. 79, No. 21, 1975



Deviations from ideality in Extraction Systems 2261

activity coefficient ratio of the various oligomers are as­
sumed constant. As the concentration is increased, the 
slopes become steeper, indicating the predominance of still 
higher and higher species. The limiting slope for such a sys­
tem of ideal amine-salt aggregates is a vertical asymptote, 
corresponding to infinite aggregation, the formation of a 
colloid. However as can be seen in Figure 1, and less con­
clusively in the earlier work,4 with “poor” diluents the 
curves for these TLA salts actually “backbend” for concen­
trations above ~ 0.1 M, yielding negative values for the 
slope.

This behavior is completely unexplainable in the context 
of an aggregation model with ideal activity coefficients for 
the salt associations. It does not appear to be a nonequilib­
rium effect. In the TLA-HRe04 system in CC14 (not 
shown), for instance, the same results are obtained either 
by starting with HReCL tracer in the aqueous phase or by 
titrating the macroconcentrations of HRe04 in the aqueous 
phase which is hydrolyzed from the salt. The simplest, and 
we believe the correct, explanation is still that given ear­
lier,4’5 namely, that at these large concentrations of amine 
salt we are dealing with a new diluent. Instead of the origi­
nal solvent phase, we now have a more polar phase consist­
ing of the amine salt (25-30% by volume at 0.4 M  TLA- 
HCIO4) in the solvent. This new organic phase has proper­
ties more favorable for extraction of the salt; for example, it 
has a higher dielectric constant, due to the presence of the 
ion aggregates themselves. In an earlier paper the origin of 
the backbend was similarly stated as being due to a change 
in the nature of the diluent leading to enhanced extraction; 
the increase in dielectric constant was measured4 but ex­
plicitly stated as being only one example of the type of 
change occurring, rather than the sole cause of the in­
creased extraction as quoted in the English translation of 
ref 6. As a result, the value of the organic-phase-coefficient 
ynTLA-nHX decreases with the increase in amine-salt con­
centration. However there are thermodynamic limits to the 
rate of decrease of ynTLA-«HX (ref 16 and 17). Considering a 
three-component system of diluent, amine salt, and amine, 
the condition dM(/zTLA-nHX)/dJRnTLA-nHX) > 0 must be satis­
fied. This limitation of the decrease of yreTLA-nHX led the 
authors of ref 6 to state that to explain the backbending be­
havior one must take into account the activity of other 
components of the system, and, in particular, the water in 
the organic phase.18

Indeed, no amount of tinkering with the amine-salt ac­
tivity coefficient alone can yield the results of Figure 1, and 
we, too, believe that one must take into account another 
component. However we think it is the amine that is im­
portant, and not the water. For just as the introduction of 
macro amounts of the amine salt (>0.1 M) changes the na­
ture of the solvent from the original diluent to a mixed one 
whose properties (more polar nature, higher dielectric con­
stant,19 etc.) should lower the activity coefficient of the 
amine salt,21’20 these changes in the diluent make it less 
suitable for the nonpolar and relatively inert trilaurylamine 
itself. That is, the activity coefficient of the TLA should in­
crease with increasing salt concentration in the mixed dilu­
ent, and both activity coefficient changes should cause a 
very marked lowering in the ratio yn T L A -n H x /y TLAn * In fact 
by inspecting eq 2 or 3, it can be seen that for backbending 
to occur, the value of yTLA must increase sufficiently to 
overcome the decrease in the product [TLA]o(H+X- ) with 
increasing amine-salt concentration. Even though the con­
centration of amine in the organic phase is small (10-2 to 
10-3 M) so that one might think its activity coefficient

would not vary much, the change in the nature of the dilu­
ent from a pure hydrocarbon or halogenated hydrocarbon 
to an amine-salt solution can cause large changes in the 
amine activity. Some support for the suggested amine ac­
tivity coefficient behavior appears in the solubility pattern 
of tertiary amines.22 In general they are completely misci­
ble with nonpolar diluents, but only sparingly soluble in al­
cohols and other polar solvents. Since the concentrated 
amine-salt solutions are certainly more polar than the ini­
tial diluent,4,19,23 an increase in the amine coefficient is 
thus suggested.

While it is not possible to determine the changes in the 
individual organic-phase activity coefficients in the back­
bending region (only the change in the ratio of the coeffi­
cients is measured), limits can be set on the change in yTLA 
using eq 1 and the experimental data shown in Figure 1. 
For even if > nTLA-nHX fads as steeply as permitted by ther­
modynamics without third-phase formation, the value of 
yTLA must increase with increasing amine-salt concentra­
tion at least enough to account for the decrease in 
[TLA]o(H+X~) from its maximum value. For a change in 
the amine-salt concentration from 0.1 to 0.5 M, the four 
curves in Figure 1 suggest a minimum increase in yTLA of
1.3-4.5, a reasonable set of lower limits.

We have described hew it is impossible to explain the 
backbending behavior of a number of concentrated amine- 
salt systems using the usual slope analysis method which 
attributes all deviations from simple ion-pair behavior to 
the formation of higher ion associations, all of which be­
have ideally (have activity coefficients = 1). Instead we 
suggest that the increasing proportion of amine salt in the 
organic phase changes the nature of that phase so much 
that the activity coefficients of various ion aggregates of 
the amine salt decrease and that of the amine increases. To 
a smaller degree this behavior is also true below the con­
centration of amine salt at which backbending commences, 
so that all of the deviation from a straight line of unit slope 
(pure ion-pair behavior) in that region may not be due to 
the formation of higher ion associations. Some of the in­
creased extraction is because of the change in the solvent, 
and so the true degree of aggregation is smaller than that 
determined by the usual slope analysis methods, whether 
graphical or by computer. This feature probably explains 
the rather unusual series of oligomers usually determined 
by slope analysis of amine-salt systems in “poor” diluents, 
in which the ion pair is followed by a dimer and then a 
much higher oligomer, or where even the dimer is skipped 
and the next smallest ion association is a trimer.8-11 The ir­
regularities are probably false; the true aggregation is less 
than the apparent value, and the appearance of high oli­
gomers or of a trimer without passing through a dimer 
species is likely due to the neglect of the nonidealities of 
the ion dipoles and quadrupoles, in particular of their (at­
tractive) electrostatic interactions with each other in the 
increasingly concentrated organic phase. If the ideas pre­
sented are correct, the irregularities in the series and the 
degree of aggregation would become more marked, the 
more inert and less polar the initial diluent and the higher 
the charge on the anion, for then the changes in the activity 
coefficients of the salt species and of the amine would be 
the larger.

Actually one of the early examples in the literature 
where simple slope analysis of an amine-salt system led to 
completely unexplainable results was the extraction of 
H2SO4 by trioctylamine in benzene.24 Although the extrac­
tion of the normal sulfate salt appeared well behaved at low
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salt concentrations and followed the mass-action expres­
sion for an ion triplet, (T0AH+)2S042~, the extraction in­
creasingly deviated upward from an ideal slope above a salt 
concentration of ~0.025 M. The explanation given at that 
time was that the salt was aggregating to a colloid.24 How­
ever later light-scattering studies by the same author25 
showed that the sulfate salt remained essentially monomer­
ic, leaving the extraction behavior unexplained. We wish to 
suggest that the enhanced extraction of the amine sulfate 
in concentrated benzene solution is due, not to ion associa­
tion, but to a more nonspecific interaction of the salt with 
itself through changing the nature of the medium from the 
original benzene to a mixture of salt in benzene (a more 
polar, better-extracting solvent).

Other than by light-scattering studies, it is not easy to 
unambiguously determine the state of aggregation of an 
amine salt in the range of concentrations being considered. 
The (nonspecific) interaction of the amine-salt species 
with themselves brings into question the accuracy of the 
determination of aggregation numbers of amine-salt solu­
tions by osmometric methods, as again ideal activity coeffi­
cients are usually assumed for the associated species. In 
this case the effect of the change in the amine activity coef­
ficient is not important, but the changes in the salt species 
activity coefficients still play a role and would again make 
the true aggregation smaller than that derived assuming all 
deviation from ideality comes from association alone. Mar­
cus has discussed a rough quantitative way to take part of 
the nonidealities into account,3 and has shown that his 
treatment does lead to simpler, more chemically reasonable 
aggregation behavior. The effect is noticeable in the exam­
ples he uses of aromatic solvent solutions of trilaurylam- 
monium salts from 0.010 —* 0.10 M  in concentration, but 
the differences with simple association calculations would 
become much larger with less polar diluents and more con­
centrated salt solutions.

A variation of this process where the presence of an 
amine salt decreases its own activity coefficient is the solu­
bilization of an amine salt, which is difficult to dissolve 
even in a relatively polar solvent, by the addition of a more 
soluble amine salt. For example, the salt 
(R.3NH+)2(CoCl42-) in p-xylene is solubilized by apprecia­
ble concentrations of the extractant salt, RsNH+Cl- ,25 and 
there are other examples in the literature.27 In fact, the ac­
tivity coefficient of (R3NH+)(FeCl4~) has been shown to 
decrease with an increase in R3NH+C1~ concentration,28 
exactly as expected from the present discussion.

Are there other types of extraction systems that do not 
allow for simple slope analysis, and, if so treated, lead to 
wrong conclusions? The answer appears to be yes. Consider 
the extraction of HRe04 by trioctylphosphine oxide 
(TOPO) solutions in isooctane. The extraction to an ion- 
paired product can be expressed

H+ + Re04-  + nTOPO(org) «  H+-nTOPO-Re04-(org)
(4)

with the corresponding equilibrium constant

a _ [H+-nTOPO—Re04~]oyreTOPO.HReC>4 , .
" (H+Re04-)[TOPO]"yTopo"

Thus a log-log plot of the organic-phase HRe04 concentra­
tion vs. the aqueous-phase acid activity for a constant 
TOPO concentration should yield a straight line of unit 
slope if the organic-phase species is an ion pair and the 
ratio of activity coefficients is constant. This result is in­

deed obtained for fixed TOPO concentrations from 0.0020 
to 0.10 M  and for aqueous HRe04 activities ranging from 
10-8 to 1C-1 M (except at the highest HRe04 activities and 
lowest TOPO concentrations). Then to determine the value 
of n, the number of TOPO molecules coordinated to the ex­
tracted acid, one can study the dependence of the extracted 
acid on the TOPO concentration. To exclude the possibili­
ty of aggregation beyond the ion pair, tracer concentrations 
of HRe04 can be used. Figure 2 shows the distribution of 1 
X 10~6 M  HRe04 in 1.0 M  HC1 with TOPO in isooctane. 
The initial slope drawn is two (n = 2), but -(he raw data 
show deviations from this line even at TOPÓ concentra­
tions as low as 2-3 X 10~3 M. The organic-phase HRe04 
concentration at these TOPO concentrations is ~ 10-8 M, 
so no aggregation beyond the ion pair is expected. Exten­
sion of the line of slope two is shown by a dashed line, and 
the subtraction of this line from the raw data is indicated 
by the dashed line connecting the filled triangles. This re­
sultant line has a slope three. By all the normal rules of 
slope analysis this indicates that at the initial low TOPO 
concentrations there are two TOPO molecules coordinated 
per extracted acid, but that over most of the TOPO con­
centration range studied the slope of three indicates a 
three-to-one complex.

Figure 3 shows the extraction of 0.10 and 0.010 M 
HRe04 (macro amounts of perrhenic acid) as a function of 
TOPO concentration. Curve 2, for 0.010 M  HRe04, is al­
most a duplicate of the tracer distribution study in Figure
2. A dashed line of slope two is drawn in to match the ap­
parent concentration quotient, K-f, obtained from line 1. 
The open triangles are the result of subtracting the slope- 
two line from the raw data, and they give a line with a slope 
of three. The upper end of these data must be corrected for 
TOPO complexed by acid. Square symbols indicate correc­
tion assuming a 2TOPO complex, but there is little differ­
ence between a choice of 2TOPO or 3TOPO for curve 2. 
However, in the set of data illustrated in curve 1, for 0.10 
M aqueous HRe04, the choice of two or three TOPO mole­
cules in the complex leads to much more divergent results 
after subtraction of the slope-two line. If one assumes a 
2T0P0-HRe04 complex, the points indicated by squares 
are obtained, and fall surprisingly upon a line of slope 
three. If one assumes a 3TOPO per acid correction (the in­
verted triangles), a line with a slope considerably steeper 
than three is obtained. The result for a 3:1 complex would 
be possible if aggregation were occurring, but a similar de­
gree of aggregation ought to have been observed in the set 
of data for 0.010 M HRe04 curve 2, where a similar range 
of [HRe04]o concentrations was examined. It is not; nor is 
there any indication for a large degree of aggregation from 
the log-log plots of organic-phase HRe04 vs. aqueous acid 
described earlier.

Thus there is a problem. Is the extracted species at the 
top of curve 1 a 2:1 or a 3:1 complex, and, whichever it is, 
why is it not well behaved? In an earlier publication we 
took this type of extraction results at higher TOPO concen­
tration to indicate a 3:1 complex.29 However infrared spec­
troscopic results30 over the whole TOPO range studied in­
dicate that the species is a 2T0P0-HRe04 complex like the 
one known in other diluents, and water analyses show that 
it is essentially anhydrous and so not based on a hydro- 
nium cation31 (which has three possible positive sites for a 
3:1 complex), but on a bare proton, which is unlikely to 
permit coordination to more than two close TOPO mole­
cules.13 30

So in this case, dependence on simple slope analysis
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Figure 2. Variation of distribution ratio, D, with TOPO in isooctane for 
1 X 10 '6 M HReC>4 in 1.0 M HCI. The dashed lines are drawn with 
either slope two or three (A).

leads to the wrong result (although there are warning in­
consistencies); the T0P0-HRe04 species in isooctane is 
only a 2TOPO-HR.eC>4 species with no evidence for the 3:1 
complex suggested by the log-log plots in Figures 2 and 3. 
What can be the cause of this error in the simple mass-law 
analysis, especially since deviations from the line of slope 
two appear at extremely low values of the HRe04 concen-

Figure 3. Variation of acid content of the organic-phase with TOPO 
in isooctane for aqueous HRe04 concentrations of 0.10 M (line 1) 
and for 0.010 M (line 2): • , uncorrected data; A, resultant of sub­
tracting slope two component from raw data; □, data corrected as­
suming 2:1 TOPO:H+ complex; V, data corrected for used-up TOPO 
assuming a 3:1 TOPO:H+ complex. Dashed lines are drawn with ei­
ther slope two or three.

tration in the organic phase (10~8 M  in Figure 2 and <10~6 
M  in Figure 3)? These concentrations are too low to sup­
pose that the presence of the TOPOHRe04 species 
changes the nature of the solvent, so that, in contrast to the 
amine situation, we must look elsewhere for the origin of 
the deviations. It is certainly an organic-phase effect, as 
this behavior does not occur under the same aqueous con­
ditions but with other “better” diluents.13 We believe it is 
due to the presence of the polar TOPO molecules when dis­
solved in very inert (“poor”) diluents. That is, the addition 
of the very polar TOPO molecules makes the inert diluent

The Journal of Physical Chemistry, Vol. 79, No. 21, 1975



2264 J. J. Bucher and R. M. Diamond

isooctane into a new and more polar solvent, a mixture of 
isooctane and TOPO. This explains why the deviations 
occur similarly for both tracer and macro amounts of acid 
(Figures 2 and 3) but at the same TOPO concentration. It 
is surprising, however, at least to us, what a small amount 
of TOPO is necessary to cause deviations from the line of 
slope two. Figures 2 and 3 show significantly enhanced ex­
traction at as low as 2-3 X 10-3 M  TOPO. At such a con­
centration there is only one TOPO for approximately 4000 
isooctane molecules; to have any marked effect the TOPO 
must selectively solvate (be in the vicinity of) the even 
rarer H+(TOPO)2ReC>4~ species. This process leads to a 
lowering of the activity coefficient of the extracted acid but 
not the formation of a higher TOPO complex or aggrega­
tion of the H+(TOPO)2Re0 4~ species.

Summary
In this paper we have described several examples of sys­

tems that do not follow the behavior expected for extrac­
tion models based on the simple application of mass action 
to stepwise equilibria. In the usual application of slope 
analysis to extraction systems, all deviations from the be­
havior at low concentrations are considered to be due to the 
stepwise formation of higher complexes but with ideal ac­
tivity coefficients for all of the species involved. Types of 
studies included are the formation of higher complexes 
with the extractant molecule, as the extractant concentra­
tion is increased, and stepwise aggregation of the extracted 
amine salt, as the salt concentration is increased. In the 
former case, neglect of possible organic-phase activity coef­
ficient variations in applying slope analysis leads to the 
suggestion of higher complexes than actually exist or make 
sense chemically. In the latter case, ignoring possible activ­
ity coefficient variations in the analysis yields a greater de­
gree of ion aggregation and higher types of ion aggregates 
than really exist. This leads us to question the accuracy of 
the determinations of such ion aggregation properties in 
the literature from extraction studies or even osmometric 
methods, when all deviation from ideal behavior are 
blamed on aggregation alone, especially with “poor” sol­
vents.8 11 For tertiary amine salts in such solvents, there 
may appear the very interesting phenomenon of “back- 
bending” in the log-log plot of extracted acid concentration 
vs. the product of aqueous acid activity and amine concen­
tration. This result is completely inexplicable in the simple 
slope analysis formulation, and is excellent proof that the

activity coefficients of both the amine salt and the amine 
are changing with amine-salt concentration. We believe 
that the origin of this change comes from the change in 
properties of the diluent as it goes from the initially pure 
solvent to a mixture of amine salt and solvent.
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Studies of the vibrational spectra of M+N0 .3~ ion pairs have been extended by matrix isolation of the va­
pors of the molten salts in the 400-450°C range in mixed matrices of argon-water and argon-ammonia at 
10 K. These vapors are known to be composed of largely monomer ion pairs which in the mixed matrices 
are observed to associate strongly with the H2O and NH3 molecules. The dominant spectroscopic effect of 
this association is a progressive reduction in the cation distortion of NO3- as measured by the splitting, 
AV3, of the asymmetric stretching mode. This splitting, which, for example, decreases from 260 cm-1 for 
Li+N03-  in argon to 65 cm-1 in a pure H2O matrix, is observed to decrease sharply to 168 cm-1 for single 
hydration of the cation and, then, gradually to the pure water matrix value as the percent water in the ma­
trix is increased. This behavior, as well as that for Li+NOs- in mixed argon-ammonia matrices and for 
K+NC>3 in argon matrices mixed with H20  and NH3, is firm evidence that the overall reduction in Ak3 is 
primarily the result of cation coordination with the H2O (NH3) molecules with a resultant diffusion of the 
cation charge density and thus of its polarizing power as reflected in the Af/3 values. The new data support 
previous conclusions, based on residual cation effects in the pure H20  and NH3 matrices, that the 
M+NO:r  ion pair retains a contact character for all matrix compositions. Thus the ion pair data for glassy 
H20  and NH3 matrices can be used with considerable confidence to identify contact ion pair features in 
aqueous and ammonia liquid solution vibrational spectra of nitrates. The matrix data are consistent with 
recent interpretations of ammonia solution spectra but suggest a new approach to the existing aqueous so­
lution results.

Introduction

The use of vibrational spectra to characterize ionic solu­
tions by identifying the nature and relative amounts of 
species present and, in some instances, to yield insights re­
garding the structure of the particular species has been a 
practice for many years. With the ease and accuracy of 
laser Raman methods that have evolved in the last decade 
this practice has increased and been considerably refined.1 
Nevertheless, there are severe problems associated with 
such studies the most formidable being that, in general, 
there are several different but related species present in 
such systems and the individual species spectra and struc­
tures for the particular solution environment have not all 
been determined in independent studies.

Thus, for example, if one considers an aqueous solution 
containing a moderate concentration (~5 M ) of LiNC>3 it is 
usually assumed that the nitrate spectrum is a composit of 
that of the completely solvated NO3-  ion and the solvated 
contact ion pair (Li+NC>3- ),la while at higher concentra­
tions the nitrate ion environment progressively approaches 
that of the molten salt. The spectra for the two extreme 
cases are accessible through studies of highly dilute solu­
tions2 and the molten salt,3 but independent data for the 
individual contact ion pairs have not been available.

Recent matrix isolation studies that have confirmed that 
the dominant species in the vapors of many heated salt 
crystals and molten salts are the monomeric ion pairs, such 
as Li+N03~, have presented the possibility for such inde­
pendent studies of the ion pairs. Thus, extensive data have 
been reported for nitrate, chlorate, and perchlorate alkali 
metal ion pairs in argon matrices.4-6 These data have em­
phasized the extreme degree of distortion that an anion ex­

periences when polarized by a contacting cation in an inert 
medium. Thus the 260-cm_1 splitting of the nitrate ¡>3 de­
generate stretching mode translates into a bonding scheme 
wherein one N -0 bond has roughly one-third the strength 
of the other two N-0 bonds.4 This represents unique quan­
titative information about the nitrate ion for a well-de­
fined, noncrystalline case. The relationship of this contact 
ion pair spectra for a solid argon medium to spectra for ni­
trate aqueous solutions was not immediately apparent, but 
that relationship has since been displayed by substituting 
water for argon as the matrix medium.7 Since recent stud­
ies have shown that water deposited at 10 K forms a glassy 
film, with X-ray diffraction patterns similar to those for 
liquid water,8 it can be assumed that the ion-pair environ­
ment in the water matrices closely resembles that for the 
aqueous solutions and should thus permit identification of 
the contact ion-pair components of the spectra for aqueous 
solutions. Similar data and reasoning have been presented 
for ammonia solutions as »veil.

The glassy water and ammonia data have both been 
marked by evidence for a dramatic reduction in the anion 
polarization by the contacting cation.7 For example, the 
170-cm-1 «3 splitting for K+N 03-  (argon) is reduced to 20 
cm-1 in NH3. Such reductions have been related to an ef­
fective neutralization (or diffusion) of the cation charge 
densities through donation of lone pair solvent electrons to 
the cation during the solvation process. However, the mag­
nitude of the reduction of the anion distortion has raised 
the possibility that solvent molecules are actually inserting 
themselves between the ion-pair components as the matri­
ces form. Arguments, such as the one based on the sizable 
cation effect still evident in the glassy water and ammonia 
matrices, have been presented to discount this possibility'
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but additional evidence was sought to confirm the contact 
nature of the H20(NH3) matrix ion pairs before proceeding 
to apply the new data to the interpretation of solution 
spectra.

If the reduction in anion distortion in a H20(NH3) ma­
trix occurs through diffusion of the cation charge, the step­
wise removal of water (ammonia) with substitution of 
argon as solvent should result in a gradual increase in the 
anion distortion. However, the insertion of a solvent mole­
cule between the cation and anion would seem to occur in a 
single step so that a sharp, rather than gradual variation in 
anion distortion would occur during the stepwise replace­
ment of water (ammonia) molecules by argon atoms. Thus, 
following a suggestion by Hester,9 we have measured the vi­
brational spectra for Li+N 03~ and K+N 03_ deposited at 
high dilution in matrices that vary in composition from 
pure argon to pure water (ammonia). In this paper we de­
scribe the new data obtained from such mixed matrices and 
consider the implications for the interpretation of liquid 
solution spectra.

Experimental Section
The volatilization of the metal nitrates was from the 

melts in resistance heated Pyrex glass Knudsen cells at 
temperatures in the 400-500°C range. The matrix gases, 
mixtures of argon with NH3 and H20  vapors, were metered 
through a Fisher-Porter Vis-in. glass flowmeter and cocon­
densed with the nitrate molecular beam within a standard 
low-temperature infrared cell fitted to an Air Products 
CS-202 closed-cycle helium refrigerator. Matrix to sample 
ratios were chosen to give complete isolation of the nitrate 
species by setting the Knudsen cell temperatures and gas 
flow rates at values previously found to give dominantly 
monomer ion-pair spectra in argon matrices.4’7 The sub­
strate deposition temperature was 10 K which suggests that 
the water-rich films were glassy in nature.8

The infrared spectra were recorded using a Beckman 
IR-7 infrared spectrometer. Spectra were routinely scanned 
from 600 to 4000 cm-1 to monitor the degree of isolation of 
the water (ammonia) in the argon at the various water- 
argon compositions. However, the nitrate data were re­
stricted to the 800- and 1400-cm“1 regions corresponding 
to the N03- u2 and i>: regions, respectively.

Results and Discussion
The complete set of observed v3a and ir-u, infrared curves 

for matrix compositions ranging from pure argon to pure 
H20, or pure NH3, are presented in Figures 1-4 for LiN03 
and KN03. The top and bottom curves of each figure have 
previously been published but are presented here for com­
parison with the mixed matrix results. In addition to the 
large magnitude of A113 (Av3 = r>3a — j.’3 i ,) of 170 cm-1 for 
KN03 and 260 cm-1 for LiN03, a noteworthy aspect of the 
pure argon matrix data is the corresponding values of 85 
and ~150 cm-1 for the weak features of dimeric 
(M+N 03~)2 species. As already noted the Ay:! values for the 
pure glassy water and pure NH3 matrices (top curves Fig­
ures 1-4) are drastically reduced relative to the argon ma­
trix data.

The data for Li+N 03_ in the mixed H20-argon matrices 
are most easily discussed since, after an initial relatively 
sharp reduction in the splitting (6% cases), the Av3 value 
decreases in a gradual uniform manner throughout the 
composition range. For example, Figure 1 shows that in the 
range 0-6% H20  the Ac3 value for Li+N 03~ reduces, in es-

cni^
Figure 1. Infrared bands for the v 3 nitrate mode for Li+N03~ ion 
pairs isolated in matrices with composition varying from pure argon 
to pure H20. The numbers indicate the percent water in the mixed 
water-argon matrices.

1SOO 1400 1300
cm^

Figure 2. Infrared bands for the v5 nitrate mode for K+N03-  ion 
pairs isolated in matrices with composition varying from pure argon 
to pure water. The numbers indicate the percent water in the mixed 
water-argon matrices.

sentially a single step, from 260 to 168 cm-1. As justified in 
the next paragraph, we relate this reduction to the coordi­
nation of one H20  molecule with each Li+ cation. Addition 
of further water to the matrix reduces Av3 to 115 cm-1 
(12%), 90 cm-1 (25%), 70 cm-1 (50%), and finally 65 cm-1 
for the pure H20  case. The definite peaking of the v3 com­
ponents at different values for the various percent compo­
sitions, plus the realization that a cation associated with
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Figure 3. Infrared bands for the 1/3 nitrate mode for Li+N03~ ion 
pairs isolated in matrices with composition varying from pure argon 
to pure NH3. The numbers indicate the percent ammonia in the 
mixed ammonia-argon matrices.

1500 1400 1 1300
cm"1

Figure 4. Infrared bands for the x3 nitrate mode for K+N03~ ion 
pairs isolated in matrices with composition varying from pure argon 
to pure ammonia. The numbers indicate the percent ammonia in the 
mixed ammonia-argon matrices.

N03-  is unlikely to coordinate with more than four or five 
solvent molecules, tempts one to relate the Li(H20)2+- 
NO3-  species to the 120-cm-1 splitting and the 90-cm"1 
splitting to the Li(H20 )3+-N03_ molecules. Unfortunately, 
the mobility of the water molecules in the fluid surface of 
the matrix as it forms permits the H20  molecules to seek

Figure 5. Infrared spectra of the r>3 nitrate mode for Li+N03~ ion 
pairs isolated in water-argon mixed matrices with low percent H20  
content as indicated by the numbers.

out the cation to a limited degree, and thus prevents any 
rigorous use of the known H20:argon ratios in assigning the 
Ai>3 values. For example, at 6% H20  the statistically most 
probable environment for the Li+ ion in a Li+N 03~ ion 
pair would be with “n" near neighbor argon ions (where 
“n” is the coordination number for Li+ reduced to account 
for the contact paired N03~ ion). However, the ~100-cm-1 
reduction in Ai>3 at this matrix composition very strongly 
suggests that, on the average, one H20  has entered the cat­
ion inner solvent shell.

Figure 5 compares the pure argon Li+N03~ spectrum to 
that for 3 and 6% H20-argon matrices and thereby shows 
the growth of the singly hydrated ion pair bands to domi­
nance. In the 3% case the components that dominate in the 
6% H20  case (Av3 = 168 cm-1) are observable, but there are 
also (a) bands that are nearly superimposable on the pure 
argon matrix features (Ai»3 ~ 260 cm-1) and (b) a pair of 
bands at 1290 and 1495 cm-1 with only ~50 cm-1 reduction 
for Aj»3. The latter bands are believed to reflect the influ­
ence of outer shell coordinated water molecules but could 
result from water-N03~ interaction at the anion end of the 
Li+N 03~ contact ion pairs or from different matrix sites 
such as are responsible for multiplet structure in the pure 
argon matrices.

An equivalent discussion could be given for the K+N 03~ 
species in NH3-argon mixed matrices based on the data of 
Figure 4. The major point regarding both of these cases 
is that the behavior of the Aug splitting is precisely what 
one would predict provided the cation-anion contact is re­
tained throughout: namely, the first associating solvent 
molecule to enter the cation inner coordination sphere has 
a sizeable effect on the cation polarizing power as reflected 
in a sharp drop in Av3. Subsequent inner shell solvent mol­
ecules have a progressively smaller effect so the Aug value 
tends to approach the pure H20  (or NH3) value in a grad­
ual monotonic manner. This behavior is demonstrated in 
the plots of Ai/3 v s . percent H20(NH3) in Figure 6.

The spectra of Figure 2, the data of Table I, and the cor­
responding plots of Figure 6 suggest, at first glance, a con­
siderably different behavior for K+N03~ in H20. A naive 
consideration of the data might prompt the conclusion that 
the Aug value produced by anion distortion by the K+ ion is
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Figure 6. Plots of the splitting, Av3, in cm 1 for the dominant in­
frared features as a function of matrix composition.

reduced in two large steps from 170 cm-1 to the pure H2O 
matrix value of ~50 cm-1. This view, however, ignores the 
fact that the N03~ ior., in dilute aqueous solutions, has a 
Ai>3 value of ~50 cm-1 2 such that, regardless of the magni­
tude of the cation distortion of the anion, the 1/3 splitting in 
a pure glassy H2O matrix cannot be reduced below 50 
cm-1. With this in mind, it becomes reasonable to propose 
a much closer analogy for the solvation of the K+N 03_ in 
NH3-argon and K+N03_ in mixed H20-argon matrices 
than is suggested by comparison of Figures 2 and 4 alone. 
That is, in the absence of the H2O-NO3-  interaction split­
ting of 50 cm-1, it is easy to imagine that the series of Aj/3 
values for K+N 03_ in H20-argon mixed matrices would go 
as 79 cm-1 (6%), ~60 cm-1 (12%), ~40 cm-1 (25%), ~30 
cm-1 (50%), and ~20 cm-1 (100%) as for the NH3-argon 
case. It is clear from a comparison of Figures 2 and 4, as 
well as the plots of Figure 6, that the first two H20  mole­
cules to enter the K+ inner shell have nearly the identical 
effect on A«3 as do the first two NH3 molecules. At higher 
H20(NH3) ratios spectral differences arise primarily be­
cause the H20  distortion of the N 03-  ion prevents A1/3 

from dropping below 50 cm-1. Thus the difference between 
Figures 2 and 4 arise from the much larger distortion of 
N 03_ (Au = 50 cm '1; by H20  than by NH3 (Ar3 < 20 
cm-1), rather than any strong difference in the ability of 
NH3 and H20  to diffuse the cation charge.

The foregoing is affirmed to a large extent by compari­
son of Figures 1 and 3 and Tables I and II. The Li+N 03~ in 
NH3-argon matrix i>3 spectra (Figure 3) compare closely to 
the corresponding H20-argon cases. Since the limiting 
pure H20  and pure NH3 Av3 values, 65 and 47 cm '1, are 
both significantly greater than for the K+N 03- cases, it is 
obvious that the Av% values for Li+N03~ for all matrix 
compositions are determined primarily by the lithium dis­
tortion of the anion. For these cases, where the direct sol­
vent-anion distortion i3 of secondary importance, the H20  
and NH3 coordination with Li+ are seen to have basically 
the same effect on cation charge density, just as presumed 
for the K+N03~ discussion in the preceding paragraph.

The behavior of the r2 mode has been found to be pre­
dictable, and of little interest throughout these studies but

TABLE I: Frequencies in cm -̂for the Dominant 1/3 
Band Components, as well as v2 and A1/3 Values, for 
Li+N 0 3 andK+N 03' Ion Pairs Isolated in Mixed 
Argon-Water Matrices

6% 12% 25% 50% 100%
Argon h 2o h 2o h 2o H2Q H20

i*
LiNOj «. *%

"2 817 820 820 823 ‘ife, 827
"3a 1264 1302 1335 1342 1350^I 1347
"3 b 1524 1470 1450 1432 1420 1412
A v3 260 .168 115 90 70 65

k n o 3
"2 830 826 828
"3a 1291 1337 1345 1347 1350 1348
"3 b 1462 1416 1405 1401 1400 1498
AV3 171 79 60 54 50 50

TABLE II: Frequencies in cm 1 for the Dominant e3.
Band Components, as well as v2 and Av% Values, for'
Li+N03 and K+n o 3- Ion Pairs Isolated in Mixed
Argon-Ammonia Matrices

6% 10% 25% 50% 100%
Argon n h 3 n h 3 n h 3 n h 3 n h 3

"2 817 826
L iN 0 3
827° 827 828 828

"3a 1264 1300 (1335)" 1338 1343 1345
"3 b 1524 1478 (1450)° 1405 1399 1392
A v3 260 178 (125)° 67 56 47

"2 830 830
k n o 3
830 830 830 830

"3a 1291 1335 1345 1346 1347 1350
"3b 1462 1412 1400 1380 1374 1370
A "3 171 77 55 34 27 20
Estimated from 8% ND3 in argon spectrum.

frequencies are tabulated for completeness in Tables I and 
II. Thus i'2 retains a value of 830 cm-1 for all K+N 03~ in 
H20-argon mixtures while shifting slowly from the pure 
argon matrix value of 817 cm-1 to the pure H20  matrix 
value of 827 for Li+N 03~. The Li+N03-  value similarly 
shifts from 817 to 828 cm' 1 through the series pure argon 
to pure NH3.

Conclusions
The major conclusion of this study has already been in­

dicated: namely, that the data are consistent with and con­
firm the view that the contact ion pairs, M+N03_, are the 
dominant species regardless of matrix composition and 
that the reduction previously reported for the Avs value, in 
changing from an inert to associating matrices, is primarily 
the result of decreased cation polarizing powers produced 
by coordination of the associating matrix molecules with 
the cation. However, with these facts established there are 
several additional significant conclusions to be drawn. For 
example it is clear that the effect of a H20  molecule in the 
cation inner coordination shell on the cation polarizing 
power is quite similar to that of an NH3 molecule. Further, 
a comparison of the (H20)M+N03~ y3 values with those 
noted earlier for the dimers, (M+N 03_)2, suggests that a
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second N 03~ ion in the M+ coordination shell also has a * 
similar attenuating effect on the M+ polarizing power. 
Thus the Av3 values for the three cases, where M+ is K+, 
are seen to be 79 (H2O), 77 (NH3), and 85 (N03~) whereas 
for M+ = Li+ the Aim values are 168 (H20), 178 (NH3), and 
~150 (NO3-). In view of the observed effect on the M+ po­
larizing power from additional inner shell H20(NH3) mole­
cules, an extension of this comparison to molten or glassy 
LiNOs, wjrere each Li+ is coordinated to several NO3-  
species, jliakes it difficult to accept the A1/3 value for that 
case (110 cm-1)10 as resulting from distortion of the anion 
by the cation alone. In fact, dilution of molten LiNOs with 
LiC103 has shown that only ~70 cm-1 of that splitting is 
from anion distortion,10 a value that is close to the Av3 
values for the Li+N03~ ion pair in pure glassy H2O and 
NH3. Thus, a consistent picture is beginning to emerge. A 
similar dilution study for glassy KNO3 in K C IO 3, via code­
position methods, indicates that Ai>3 for K+ polarization is 
33 cm-1, also reasonably close to the value for K+NO;>~ in 
pure glassy NH311 (but not in pure H2O where the H-bond 
solvent effect is dominant).

The principal conclusion, cited above, also strongly 
suggests that published v3a and v3̂  values for Li+N 03_ con­
tact ion pairs in aqueous solutions (1389 and 1464 cm“ 1),18 
as estimated by curve resolution techniques, are in serious 
error. This observation in turn challenges the validity of 
the procedure (i.e., curve resolution) by which these values 
were estimated. The 1464-cm_1 value is 42 cm-1 above the 
Li+N03_ value of 1412 cm-1 for the glassy H20  matrix. 
This difference seems to be too great to be attributed to 
any basic differences between the glassy H20  and liquid 
H20 environments, particularly considering that the corre­
sponding band positions for NH3 solutions, determined 
without the need for curve resolution, agree within 5 cm-1 
(1392 cm-1 from Table II and ~1396 cm-1 from ref lb and 
lc). It seems apparent that curve resolution is not a viable 
procedure where cooperative effects contribute significant­
ly to a spectrum as is apparently the case for intensely in­
frared active modes of molten salts and concentrated salt 
solutions.16,10 On the other hand, the v3a and v3b values re­
ported for LiNOs in NH3 for the 6:1 mole ratio concentra­
tion range have been correctly assigned to the contact ion 
pair.lb’c Reduction of this splitting to values less than 50 
cm-1 (the glassy NH3 matrix ion pair value) for more dilute 
solutions apparently is the result of overlap of the ion pair 
doublet with the v3 band of the completely solvated N 03~. 
On the other hand, reduction of the NH3-nitrate mole ratio 
below 4:1 causes Av3 to approach the 110-cm" 1 molten salt 
value as cooperative effects based on dipole-dipole cou­
pling take over.1*8’10 As indicated, we agree with the basic 
NH3 solution assignments of Lemly and Lagowski1® but 
one relevant inconsistency in their arguments should be 
noted. They report that for a 16:1 LiN03 mole ratio Av3 is 
33 cm-1, which thus becomes an upper limit on the N03" 
distortion splitting via H bonding with NH3. However, they 
subsequently assign a 49-cm_1 splitting for concentrated 
NH4N 03 in NH3 to just such a distortion splitting; a clear

inconsistency. Our results show that, in fact, the NH3 H- 
bonding distortion splitting must be less than or equal to 
20 cm-1, the K+N 03_ in glassy NH3 value. We have also 
observed Av3 for ND4+N03_ contact ion pairs in pure glas­
sy ND3 and found Ai>3 to be 23 cm-1. The origin of the 49- 
cm“ 1 splitting for NH4N03 in NH3lc may be a combination 
of distortion splitting of the N03~ by ~23 cm-1 (via either 
NH4+ or NH3 association, or both) together with dipole- 
dipole coupling.

Other conclusions suggested by the new data include one 
based on the recognition that Ae3 produced by cation dis­
tortion for K+N03~ ion pairs in an H20  solution is less 
than the A/<3 splitting resulting from N0 3~ association with 
H20  molecules. Thus, the Av3 value is the same for contact 
ion paired and solvent separated N 03~ ions so that the v3 
spectra are not distinguishable. Although, the emphasis of 
this paper has been on cation-anion interaction, clearly the 
matrix-anion interactions are large and must not be ig­
nored. This situation is further emphasized by the observa­
tion that N03-  is dynamically, as well as statically, coupled 
to the matrixes. Thus, although it has not been pointed out 
in our presentation of results, the absolute values of v3a and 
i/3b increase ~5 cm-1 when D20  (ND3) is substituted for 
H20  (NH3). Since the direction of this shift is opposite to 
that expected on a mass basis, it is likely a result of reso­
nant interaction with the nearby matrix molecule bending 
modes which are above v3 for the protonated cases but 
below v3 for the deuterated solvents.

Finally, from this study vibrational frequencies are now 
available for the species (H20)M+N03- and 
(NH3)M+N 03-  (i.e., 6% columns of Tables I and II). Such 
data are of particular interest since they provide a poten­
tial test of ab initio quantum chemical calculations such as 
have recently been reported for hydrated ions.12
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Infrared spectra under a variety of experimental conditions and Raman spectra for the liquid phase have 
been recorded for the cis and trans isomers of 1,2-difluorocyclopropane and the l,2-d2, 3,3-do, and d4 deu- 
terated modifications. Almost all of the 168 fundamentals of this set of eight molecules have been observed 
and assigned convincingly. For cis- 1,2-difluorocyclopropane-do the fundamentals are (a') 3105, 3063, 3023, 
1450, 1365, 1224, 1135, 1047, 862, 784, 468, 209 c m '1; (a") 3055, 1346, 1150, 1089, 1060, 993, 739, 621, 319 
cm-1. For trans- 1,2-difluorocyclopropane-do the fundamentals are (a) 3070, 3021, 1457, 1380, 1203, 1132, 
1068, 961, 842, 415, 279 cm“1; (b) 3110, 3070, 1304, 1161, 1072, 1005, 937, 783, 452, 303 cm-*. Only the 
1089-cm-1 mode in the cis and the 937-cm- 1 mode in the trans are in doubt. Group frequency descriptions 
are discussed qualitatively, and attention is drawn to the fundamentals near 1450 cm-1 which are charac­
teristic of fluorocyclopropanes and appear to be largely due to ring stretching. From previously published 
equilibrium data for the cis-to-trans isomerization and the fundamental frequencies of the two isomers, an 
electronic energy difference of —2800 ± 200 cal/mol has been calculated. In contrast, the trans isomer of
1,2-difluoroethylene has an energy 1100 cal/mol greater than the cis, and the trans rotamer of 1,2-difluo- 
roethane has an energy about 600 cal/mol greater than the gauche.

Introduction

The cis and trans isomers of 1,2-difluorocyclopropane 
were selected originally for vibrational spectroscopy as part 
of a study of the “cis effect”. 1,2-Difluoroethylene, 1- 
chloro-2-fluoroethylene, 1,2-dichloroethylene, and difluo- 
rodiazene (FN=NF) are examples of this effect, in which 
the cis isomer has the lower electronic energy.12 Because 
the cis-trans energy differences are at most a few kilocalo­
ries per mole, it is desirable to have complete assignments 
of the vibrational fundamentals of such molecules in order 
to extract differences in electronic energies alone from 
thermodynamic data. Force constants, derived from nor­
mal coordinate calculations, have also yielded several cor­
relations with the cis effect.3'4 For saturated compounds 
such as 1,2-difluoroethane, a related “gauche effect” has 
been discussed.2 5 However, such molecules in which facile 
internal rotation occurs are more difficult to study6 7 than 
cis-trans isomers which have locked geometries, cis- and 
trans- 1,2-difluorocyclopropanes provide an example of 
locked geometries in a molecular pair which does not have 
a double bond. A preliminary study of the thermal isomer­
ization of difluorocyclopropane has indicated that the trans 
isomer predominates at equilibrium at about 200° C and is 
of lower energy.1

Our earlier interest in the difluorocyclopropanes as po­
tential examples of the cis effect has led us into a compre­
hensive study of the vibrational spectroscopy of partly flu- 
orinated cyclopropanes. The literature does not appear to 
contain any work on the vibrational spectroscopy of 1,2- 
difluorocyclopropanes or any other 1,2-dihalocyclopro- 
panes. Cyclopropane itself is, of course, a well-studied mol­
ecule,8 and the vibrational spectra of perfluorocyclopro- 
pane have been assigned.9 We have recently completed an 
assignment of 1,1,2,2-tetrafluorocyclopropane,10 which, in 
conjunction with the present study, has made it possible to 
identify some group frequencies for the fluorocyclopro­

panes. Most important of these is a frequency in the 1450- 
1550-cm-1 region, which appears to have a large compo­
nent of ring stretching. An investigation of 1,1-difluorocy­
clopropane is also nearing completion in our laboratory.

Interest in fluorocyclopropanes has also been stimulated 
by Hoffmann’s discussion of the effect of halogens and 
other substituents on bond strengths in the cyclopropane 
ring.11 Structural investigations in the microwave have re­
vealed significant effects on CC bond lengths due to fluoro 
and cyano substituents.12 Well-defined force constants de­
rived from vibrational spectra should also reflect these 
changes in CC bonds.

In the present paper, we report vibrational assignments 
for cis- and trans-difluorocyclopropane and three, sym­
metrically deuterated modifications of each molecule. 
From infrared and Raman spectra of this set of eight mole­
cules, it has been possible to obtain a convincing assign­
ment of the 21 fundamentals of the two undeuterated mol­
ecules and a qualitative description of the normal modes. 
The overall set of more than 160 directly observed funda­
mentals for the two closely related isomers provides a 
promising basis for normal coordinate calculations. How­
ever, our preliminary calculations have shown that the mo­
tions of the nonhydrogen parts of the molecule are not suf­
ficiently well defined to permit a straightforward refine­
ment of a minimum set of force constants. It appears that 
such a result must await an overlay calculation involving 
additional fluorocyclopropanes and possibly 13C-substi- 
tuted rings.

Experimental Section
Syntheses, cis- and trans- 1,2-difluorocyclopropane were 

prepared by photolysis of mixtures of diazomethane and
1,2-difluoroethylene in the liquid phase at —80°c.13 During 
the photolysis with uv light from a medium-pressure mer­
cury arc the liquid was held in a small tube immersed in a 
Dry Ice-ethanol mixture in an unsilvered Pyrex dewar. The
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system was vented through an atmosphere of gaseous nitro­
gen. Purification consisted of removal of the olefin fraction 
by bulb-to-bulb distillation at toluene slush temperature 
(—95°C) followed by repeated gas chromatographic frac­
tionation on 4-m dibutylphthalate (DBP)-on-firebrick and
4-m DBP-on-Teflon columns at temperatures between 60 
and 0°C. Relative elution times on the firebrick-packed 
column at 25°C were for air, 1.0; for the trans isomer, 12; 
for the cis isomer, 61. Carbon dioxide and water were re­
moved by first passing the fluorocyclopropane through As­
eante and then through phosphorus pentoxide. Final pu­
rity (GC result) of each isomer was greater than 99 mol %. 
Identities of these new compounds were established by 60- 
MHz proton NMR —30% solutions in CFCI3, TMS refer­
ence) and mass spectrometries. In the NMR, the cis isomer 
had one complex and unsymmetrical pattern spreading out 
from 1.1 ppm and a second, symmetrical and less complex, 
doublet-like pattern with a spacing of ~65 Hz centered at
4.3 ppm. The trans isomer had one complex, symmetrical 
pattern centered at 1.2 ppm and a complex, symmetrical 
doublet system with a spacing of ~62 Hz centered at 4.7 
ppm. The mass spectrum of the cis isomer gave the parent 
peak at 78 with 0.23 of the intensity of the base peak at 77. 
For the trans isomer the peak at 78 had 0.31 the intensity 
of the peak at 77. Boiling point of the cis isomer, 53° C; of 
the trans, 11.5°C.

Cis and trans isomers of l,2-difluorocyclopropane-l,2-d2 
were synthesized and purified in the same manner as the 
undeuterated compounds except that 1,2-difluoroethylene- 
d2 was used.14 Final purity (GC result) was greater than 
99%. Isotopic purity was also in the 99% range as judged 
from the ir and NMR spectra. Isotopic impurities would be 
the species with a single deuterium atom as formed from 
the residual HFC=CFD in the starting material. The pro­
ton NMR spectra confirmed the identities of these isomers. 
The absorptions due to the CFH group with <5 ~  4.5 ppm 
were gone, and the patterns in the 1.0-ppm region were 
simplified. Moreover, the spectrum of the trans isomer 
with <5 = 1.2 ppm retained symmetry (~8- and ~37-Hz sep­
arations for principal features) while that of the cis with b 
~  1.1 ppm remained too unsymmetrical to characterize 
simply.

Cis and trans isomers of l,2-difluorocyclopropane-3,3-d2 
were synthesized by the photolysis of mixtures of ketene- 
¿2, which was made by pyrolysis of perdeuterioacetone, 
and 1,2-difluoroethylene in the gas phase.10 Unfortunately, 
this reaction gave a very complex mixture of products in­
cluding a number of fluoropropenes and a low yield of the 
desired cyclopropanes. In general, purification was as de­
scribed above except that the 4-m DBP-on-firebrick col­
umn was supplemented with a halocarbon-oil-on-firebrick 
column. Although acetyl fluoride (presumably a DF + 
CD2CO product) was not resolved from the trans isomer, 
the Ascarite step took it out. Final GC purity on the 4-m 
DBP column was greater than 99%, and the isotopic purity 
was also in this range. Chromatography of the <¿4 material 
(vide infra) on a longer column revealed a few percent of 
impurities in both isomers, thus making the analysis of the
3,3-d2 material on the 4-m column doubtful. In the proton 
NMR spectra absorption due to methylene protons in the 
1.0-ppm region was gone, and symmetrical patterns were 
observed for both isomers in the 4.5-ppm region. For the cis 
isomer a pair of broad triplets was centered at 4.5 ppm with 
the two strong peaks separated by ~62 Hz. For the trans 
isomer, two pairs of broad doublets were centered at 4.7 
ppm and separated by 50 and 74 Hz, respectively.

Cis and trans isomers of l,2-difluorocyclopropane-d4 
were prepared in the same manner as the 3,3-d2 material 
except for the substitution of l ,2-difluoroethylene-d2 in the 
synthesis. In addition to the 4-m GC DBP column an 8-m 
DBP-on-firebrick column was employed in the final purifi­
cation steps. Final purity (GC analysis) was greater than 
99% for the samples used for the infrared spectra. However, 
those samples used for the Raman spectra contained totals 
of about 5% of several impurities, which were not thought 
to contribute significant intensity to these spectra.

Spectroscopy. All mid-infrared spectra were recorded on 
a Perkin-Elmer 621 spectrometer, and cesium iodide win­
dows were used throughout except in liquid-phase work. 
The far-infrared spectrum of the undeuterated cis isomer, 
Figure lc, was recorded on a Beckman IR-11 in a cell 
equipped with polyethylene windows. For all gas-phase 
spectra, Figures la -8a, a 10-cm cell length was used. For 
liquid-phase spectra 1.0- and 0.1-mm cells with potassium 
bromide windows were used. Spectra of annealed solid 
films were run in a conventional cold cell at liquid nitrogen 
temperature. Matrix spectra were obtained at 20 K with a 
Cryogenics Technology. Inc., Model 20 system. Matheson 
research grade nitrogen was used as the diluent. In all of 
the infrared spectra important features were examined 
under high resolution, expanded scale conditions and mea­
sured to ±2 cm-1.

Liquid-phase Raman spectra were obtained in several 
ways. Originally, spectra of the d0 and 1,2-d2 isomers were 
recorded photographically on a Hilger EG12 with mercury 
4358-A excitation, from which spectra tabulated frequen­
cies and intensities were obtained. Subsequently, the spec­
tra of the do isomers were recorded again under survey con­
ditions on a Spex Ramalog instrument with 6471-A excita­
tion from a helium-neon laser. These two spectra are 
shown in Figures lb and 5b. Spectra of the 3,3-d2 isomers, 
Figures 3b and 7b (microfilm edition), were also recorded 
on a Ramalog with 6471-A excitation. However, the spectra 
of the d4 isomers, Figures 4b and 8b (microfilm edition), 
were recorded with 4880-A excitation of an argon-ion laser. 
For the laser excited spectra samples of a few tenths of a 
millimole were sealed in melting point capillaries. Frequen­
cies of Raman bands are believed to be accurate to ±5 
cm-1. Details of infrared and Raman spectra and the as­
signments are given in Tables II-V and VIII-XI.

The NMR spectra were recorded on a Varian A-60 spec­
trometer, and the mass spectra were recorded on a Hitachi 
RMS4 with an ionization potential of 70-80 V.

Results and Discussion
Configurational Assignments. NMR. The proton NMR 

spectra provide an unambiguous assignment of the cis and 
trans configurations of the 1,2-difluorocyclopropanes. In 
the trans isomer the CH2 protons are symmetrically equiv­
alent, whereas in the cis isomer they are not. Thus, in the 
trans spectrum the pattern at high field is symmetrical, 
while the corresponding pattern in the cis isomer is ob­
viously asymmetrical. That the high-field pattern is due to 
methylene protons is confirmed in the spectra of the par­
tially deuterated molecules. The 3,3-d2 species shows no 
absorption due to CH2 protons.

No NMR spectra were obtained for the perdeuterio mol­
ecules. Nonetheless, the method of synthesis, the GC elu­
tion times, and the vibrational spectra leave no doubt 
about the identities of these molecules.

Vibrational Assignments for the Cis Isomer. eis-l,2-Di- 
fluorocyclopropane and the series of three deuterated mod-
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Figure 1. Gas-phase infrared spectrum (a), liquid-phase Raman spectrum (b) (helium-neon excitation), and far-infrared, gas-phase spectrum 
(c) of c/s-1,2-difluorocyclopropane.

ifications investigated in this work have single planes of 
symmetry and thus belong to the Cs point group. These 
molecules have twelve fundamentals of symmetry species 
a', which should give polarized bands in the Raman, and 
nine fundamentals of species a", which will have depolar­
ized Raman bands. Since the axis of least moment of iner­
tia, 7a, is perpendicular to the plane of symmetry, the a" 
modes, which have dipole moment changes along this axis, 
have A-type band shapes in the gas-phase infrared. The 7b 
and 7C axes lie in the plane of symmetry, and consequently 
band shapes ranging from B type to C type are indicative of

a! modes. The direction of the 7C axis is essentially parallel 
to the plane containing the two fluorines and attached car­
bon atoms. cis-Difluorocyclopropane is a rather asymmet­
ric top with k = —0.48 and p = 0.96, as calculated from the 
principal moments of inertia (Table I) which are based on 
assumed structural parameters. With these moments of in­
ertia, computed gas-phase infrared band shapes have the 
following characteristic spacings: PR for A type, 20 cm-1; 
PR for C type, 30 cm-1; QQ for B type, 9 cm-1.15

cis-1 ,2-Difluorocyclopropane. The undeuterated cis iso­
mer was the most thoroughly studied of the four cis species.
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Figure 2. Gas-phase infrared spectrum of c/s-1,2-difluorocyclopropane- 1,2-d2.

TABLE I: Principal Moments of Inertia (amu A2) 
and Assumed Geometric Parameters"

H, H, D, 
DfZ^FD HpZÀpjj

a

DF^^FD

Cis 7a 61.8 66.0 70.5 74.8
h 105.6 112.0 107.8 114.5
h 140.9 145.1 147.5 151.3

Trans 7a 43.4 47.9 51.0 55.6
h 141.4 146.3 143.1 148.0
h 164.2 164.9 171.2 172.0

° rCc = 1.514 A, r(-n = 1.082 A, rCF = 1.330 A; all acre = 60°,
«HCH — 116.5°, aHCK = 113.8°, «CCH = 117.1°, «CCF =: 119.4°. See
ref 10 and 12.

In addition to gas-phase infrared spectra (Figures la and 
lc) and liquid phase Raman spectra (Figure lb), infrared 
spectra of solutions in carbon disulfide and carbon tetra­
chloride, of dilute nitrogen matrices at 20 K, and of solid 
films at 77 K were recorded. Principal features of these lat­
ter spectra are presented in Table II along with the assign­
ments for the various spectral features shown in the fig­
ures.

For six of the twelve a' fundamentals, bands of approxi­
mately B-type shape are easily found in the gas-phase in­
frared spectrum. These bands are at 3105, 1450, 1224, 862, 
784, and 209 cm-1. Q branches are sharp and spaced by 8-9 
cm-1 in agreement with the calculated band shapes. Al­
though the 3105-, 784-, and 209-cm“1 bands have Raman 
counterparts which are apparently depolarized and hence 
due to modes of uncertain symmetry, the infrared band 
shapes leave no doubt about assigning these three, as well 
as the other three, to a' symmetry. C-type contours are at 
3063, 1135, 1047, and 468 cm-1, and polarized Raman 
bands confirm each of these frequencies as belonging to a! 
modes. Due to overlapping bands, the PR spacing cannot 
be measured for the 1136- and 1047-cm“1 bands, but the 
spacings of 28-29 cm-1 for 3063- and 468-cm“1 bands 
check with the predictions. Polarized Raman bands at 3017 
and 1365 cm' 1 and infrared features which are more ob­
vious in solid and matrix phases reveal the remaining two 
a' fundamentals. Further, strong support for the 1365-cm“1 
assignment is found in the infrared spectrum of the 1 ,2 -d2 
species (Figure 2) which has a convincing B-type contour at 
1334 cm '1.

Six of the nine a" fundamentals are indicated by well- 
formed A-type bands at 1346, 1150, 1060, 739, 621, and 319 
cm-1. PR spacings of 19-21 cm-1 are in agreement with

predictions. All but the 1150-cm“ 1 frequency also appear as 
depolarized bands in the Raman spectrum. One of the re­
maining three a" fundamentals must be in the CH stretch­
ing region. A doublet structure in the infrared spectrum of 
the matrix reinforces the selection of the weaker Q-branch 
feature in the gas-phase spectrum at 3055 cm-1 for this 
mode. The distorted band at 993 cm-1 in the gas-phase in­
frared spectrum appears to be another a" fundamental. So­
lution, solid phase, and matrix infrared spectra also have a 
band here as does the Raman spectrum. The remaining a" 
fundamental is not an obvious feature in either the gas- 
phase infrared or liquid-phase Raman spectra. However, 
clear features of medium intensity occur near 1100 cm-1 in 
the solution, solid, and matrix-phase infrared spectra. The 
Q branch at 1089 cm“ 1 in the gas phase is taken as the fre­
quency of this fundamental. Strongest support for this as­
signment comes from the well-formed A-type band at 1086 
cm“1 in the spectrum of the 3,3-d2 species. Placing a fun­
damental of this type (antisymmetric CH rock) near 1100 
cm“ 1 is also consistent with the assignments for trans-do 
and trans-3,3-d2 species (vide infra).

In Table VII the assignments of all 21 fundamentals of 
cis-1,2-difluorocyclopropane are presented and compared 
with the results for the other three isotopic modifications 
of the cis isomer. The approximate characterizations of the 
normal coordinates in terms of symmetry coordinates, 
which are also given in this table, are considered below 
after presentation of all of the assignments.

Three Deuterated cis-l,2-Difluorocyclopropanes. Dis­
cussion of the assignments for cis-l,2 -d2, cis-3 ,3 -d2, and 
cis-di molecules are included in the microfilm edition 
along with Raman spectra of the 3,3-d2 and d4 species. No 
photometric trace of the Raman spectrum of the l,2-d2 
species is available. Infrared spectra are given in Figures 2, 
3a, and 4a, and the details of the assignments are in Tables
III-V.

Summary. Cis Assignments. Table VII summarizes all of 
the fundamentals of the four cis molecules. Less certain as­
signments are set in italics. In this table, the frequencies 
have been arranged by group frequency to emphasize cor­
relations between the isotopic species. However, in Tables
III-V, where the assignments for the deuterated species are 
given in detail, the numbering follows the customary pat­
tern of decreasing frequency. The overall assignment is 
consistent with the Rayleigh rule16 as well as with the iso­
tope product rules (Table VI). In order to save space, omit­
ted from Tables II-V are most of the weaker spectral fea­
tures and their generally satisfactory explanations as bina­
ry combinations. Supported by the largely successful as­
signments for the whole set of isotopically substituted cis
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molecules, we are confident of all of the fundamentals of 
the key, undeuterated cis molecule with the possible excep­
tion of the p\6 (a") mode. The approximate descriptions of 
the normal modes in terms of symmetry coordinates have 
been derived from generally accepted group frequencies, 
intensities, and band shapes within the four isotopically 
substituted cis species and from specific group frequency 
comparisons with the trans isomers, 1,1,2,2-tetrafluorocy- 
clopropane, and cis- 1,2-difluoroethylene. A discussion of 
these descriptions is deferred until the trans assignments 
have been developed in the next few sections.

Vibrational Assignments for the Trans Isomers, trans-
1,2-Difluorocyclopropane and its symmetrically deuterated 
modifications have a single symmetry element, a twofold 
rotation axis which lies in the plane of the ring and passes 
through the methylene carbon atom. For this C2 symmetry 
there are eleven fundamentals of symmetry species a and 
ten of species b. Only the totally symmetric a species have

polarized Raman transitions. In the gas-phase infrared 
spectra the a species are expected to have B-type band 
shapes since the / b moment of inertia axis is coincident 
with the symmetry axis. The modes of b symmetry give rise 
to band shapes ranging from A to C type. The / a axis passes 
close to the two fluorine atoms. With the moments of iner­
tia given in Table I, the calculated band shapes give PR 
separations of 17 and 22 cm“1 for A and C type bands, re­
spectively. In the calculated B-type bands, Q branches are 
not well differentiated and the apparent PR separation is 
about 14 cm-1. The molecule approximates a prolate sym­
metric top with k = —0.88 and p = 2.5. Since /b and 7C differ 
by only 15% for the assumed structure, one might wonder if 
Ib and 7C could be interchanged in the actual molecule and 
thus make the association of B-type bands with a symme­
try species unreliable. Of necessity the symmetry axis pass­
es through the methylene carbon and thus will have fewer 
heavy atoms off it than does the 7C axis. Thus, the predic-

Table 11. 4. 1 granente o Infrared and Spectraof eia-
1, -Difluerocdo pro pane-d̂ (FrequencU in c« l)

Infrared Raman*»* CSjeolut.1
Rnnd Freq., Freq., Freq. Intens. Freq. Sjmetryinten». Lnecna. politic

3105(9) 0.2 B 3116 w 310? v »91 w 3102 «.dp fund. Vj
3063(29) 0.76 c »75 « »88 v »52 « »70 s».p fund. v2
»55 0 At »70 w »81 v« fund. vu»23(8) 0.08 B »34 w »21 v •*»10 v »17 ».P fund. *'
1983(25) 0.04 C? *1980 « *1975 w 1998 A’

1986 *18 *'
1793(8) 0.16 1 •*1800 w *1795 v *1790 v 1799 A'
14S0(9) 2.1 B ¡451 « 1446 a 1441 vaS 1437 am.p fund. *41381(8) ■ B? 1375 - 1379 v 1375 v 1378 w.t 1379
1369 ■ C? 1369 w 1370 • 1364 « 1365 ■ ,P fund.
13*6(21) 1.3 A 134* s 1340 a 1337 a 1339 w,dp fund.
1224(8) 2.8 B 1221 v. 1207 va 1215 ve 1215 B,p fund. v6
1150(20) 1.5 A 1144 a 1129 a 1135 a fund. v151135 8 c 1135 a 1122 a 1128 a 112* •».P fund.
110* - A-C 1107 ■ 1112 « 1105 ah 1103 V10+V211089 ■ A-C 1094 v fund.

1089 “11̂ 201060(19) 2.0 A 1062 va 1054 vs 1054 va 1059 v.dp fiaid. a"1047 a c 1047 a 10*6 a 1041 a 1044 va, p fund. a 1
993(21) 0.1 A 995 w 998 v 987 u *993 v.dp fund. uia a"» A? 948 A"
939 w c •*940 w 940 A’928(7) w B 936 2vu A'

927 v7~w12 *'862(7) 862 a 858 a 855 vs 854 VS , p fund. *9784(8) 1.1 8 793 a 792 a 783 a 789 a,dp fund. v10739(21) 0.54 A 748 n 7*1 ■ 738 a 744 a,dp fund.621(22) 0.92 A 621 ■ 614 a 622 « 616 v*.dp fund.468(28) 0.27 c *7* v 475 a 468 ■ 468 ■ ,p fund. „u
319(21) 0.04 A 325 w 325 v 324 v.dp fund. V21209(9) 0.08 B 224 v 218 va.dp fund.e Parent e.e. aneloBe RP spacing» for A—and C-type bada an B-type.sorption coefficientc B end designations sre approximate f r thla oolecue ofd H/R cö000/1 ; multiplet structure f atr• Solid rongeât oraverage of multiplets gi en.£ 10 voi perent 1g Fro« CCI4 • lution; all othra fro« CSsolution.

Tabi II£ Specta of da lorocyd
3,3-dj. Frequent lea in œ“1)
8»a liquid A.-lgn-on

Freq.* ,b Band Fr,q. Inte,sh.pec polala. Specie.
»63(26) 0.62
»33
23*2(7) 0.10
22*5 0.05

2221
1*19(6)
1335(20)
1233(7)
1139(18)
1121

1*17
*13»12»

1110
1086(20) 
106*(24) 
97*(26) 
9*9(19) 
819(7) 
791(22) 
707(28) 666(20) 
57*(20) 
*02(28) 
292(19) 

•*200(19)

Freq. SyametrySpecie.

»59 
»23(8) 
2M7 
2298 
2281 
2278 
2270 
1993 
1429(7) 
1334 (9) 
1216(19)
1060
1000(19)

829(8) 
696(21. 
637(8) 
600(21 
*65(24;

«-c See foocn

»98

2273

1067

875
826
700
641
597
»3
215

w.dp
«.dp 
■ .4p 
tm.dp

1-d̂ Impuri i y

2351(8)
2»5
2289

1363(5)
1195(20)
1092(23)
1005(7)

877(21)
760(14)
758(6)
628(21)
618(26)
561(19)
397(24)
281(21)
•*200

23*5
2»3
2290
2272 222? 
1 M2

1,3,3-63 impurity
fund Uj
fwid. V
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tions of the assumed geometry seem secure, and these ex­
pectations are borne out by the nearly perfect correlation 
between B-type bands in the infrared and polarized bands 
in the Raman spectrum. In principle all 21 fundamentals 
are both infrared and Raman active for this C<i molecule. In 
practice we expect a rough rule of mutual exclusion to hold 
between centrosymmetric and antisymmetric CH and CF 
motions in the HFCCFH part of the molecule. Thus, the 
g-like modes will be strong in the Raman and weak in the 
infrared spectrum. The reverse will be true for the u-like 
ones.

trans-1,2-Difluorocyclopropane. In parallel to the study 
of the cis isomers, the undeuterated trans- 1,2-difluorocy- 
clopropane was the most thoroughly investigated in the 
trans series. In addition to the standard gas-phase infrared 
and liquid-phase Raman spectra (Figure 5a and 5b, respec­
tively), solutions, solid films at 77 K, and dilute nitrogen 
matrices at 20 K were examined in the infrared. All of these

data are assembled in Table VIII.
For the 11 modes of a symmetry three obvious B-type 

bands are seen in the gas-phase infrared spectrum in Fig­
ure 6a at 961, 842, and 415 cm-1. PR spacings in these 
bands are about 11 cm-1, somewhat smaller than the calcu­
lated one of about 14 cm-1. It should also be noted that in 
contrast to the calculated band envelopes, Q branches do 
appear to be distinguishable in some of the B-type bands of 
the various isotopically substituted trans species. Nonethe­
less, only estimates of PR separations are given in Tables
VIII-XI. Corresponding to the three B-type bands are in­
tense, polarized Raman lines. Gas-phase infrared band 
shapes also suggest three more a fundamentals in that dis­
torted B-type bands are found at 1457, 1203, and 279 cm-1. 
The 1457-cm_1 band has an apparent PR spacing of 11 
cm-1 and is coincident with a polarized Raman band. The 
1203-cm_1 band has a PR spacing of 12 cm-1 and a strong­
ly polarized Raman counterpart. The complex feature near

Table VIII. Assignments of Infrared and fcrnaan Spect Difluorocyclopropane-dg. (Frequencies
—““““j---- --------rH-aatrix° Solide CSySOlut.*

3070(16) 0.35 A-C
<3029(10) 0.03 8?
1657(11) 1.4 B
136« 0.05 B?

3079 a 
3020 w

3102 w,d; 
3070 s.p

fund.
Fermi

3109(16) 0.023

2335
2316
2293

1349
1304(18)
1264(12)
1203(12)
1161(16)

1005(16)
961(11)■<939
642(10)
783(16)
768

452(18)
415(9)

0.24 B?

1308
1274
1210
1156
1126

1316 b 
1277 W

1061 a 
1004 s

283 ■

1303
■<■1250
1207
1148
1132
1068
1005

279
parentheses enclose RP spacings. a is absorption coefficient in caT̂at* .A- and C-type designations are approximate lot this aolecul* M/8*2000/1; strongest or average of nultiplets given.
10 vol. percent solution.Fro« CC14 solution; all others iron CS2 solution.

1375
1353

14281339(11) 
1168(17) 

•HUO ah 
1071(17) 
1026(16) 
1002(10) 
942(17)
864(14)
836(10)

448(16)
403(9)
272(11) 1.1

1421
1332
1148
1125

of Infrared a 
opropane-d̂.

3070(15) 0.43
2346(19) 0.029

•“2255

3069
2348(M.6) 0.053

•>■3080 
2352 
2320

Isotopic Impurity?

1437(11)
1418
1299(18)

2218
1438

■“1415

2280(17)
2241(12)

2282
2228
1372
1363

2278
2236
•<■1380
1370

1210(10) 0.60 
1146(16) 7.9
1048(11) 2.2
1023(15) fund.

1043

1027(10)
1007('9>

819(13)
765(17)
697(11)
662(17)
393(10)
381(15)
302(16)
268(10)

871(18)
813(14)
741(11)
688(11)
630(15)
385

See footnotes to 
Solid at 77H; •
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Figure 4. (a) Gas-phase infrared spectrum of c/s-1,2-difluorocyclopropane-d4.

Figure 5. Gas-phase infrared spectrum (a) and liquid-phase Raman spectrum (b) of f/-a,ns-1,2-difluorocyclopropane (helium-neon excitation).

The Journal o f Physical Chemistry, Vol. 79, No. 21, 1975



Vibrational Spectra for cfe-and t ra n s -1,2-Difluorocyclopropane 2277

Figure 7. (a) Gas-phase infrared spectrum of trans- 1,2-difluorocyclopropane-3,3-cfe.

TABLE VI: Product Rule Ratios“
H ,

DF'^F'D

D,

HF̂ —-̂ FH

n ,

DF/—-̂ FD

C i s a ' c a l e d 0 . 3 7 5 0 . 2 7 4 0.102
o b s d 0 . 3 8 5 0 . 2 8 7 0 . 1 0 9

d i f f + 2 . 6 % + 4 . 6 % + 7 . 0 %

a " c a l e d 0 . 3 7 5 0 . 5 2 4 0 . 1 9 6

o b s d 0 . 3 8 7 0 . 5 3 4

d i f f + 3 . 3 % + 2 . 0 %

T r a n s a c a l e d 0 . 3 6 5 0 . 3 6 1 0 . 1 3 1

o b s d 0 . 3 8 3 0 . 3 5 5 0 . 1 4 1

• * d i f f + 4 . 9 % - 1 . 7 % + 7 . 6 %

b i c a l e d 0 . 3 8 2 0 . 4 0 2 0 . 1 5 3

o b s d 0 . 3 9 9 0 . 1 5 9

d i f f - 0 . 8 % + 3 . 9 %

H2
a Each ratio has the product of frequencies for HF^FH in the de­

nominator.

300 cm-1 in the gas-phase infrared spectrum is broad 
enough to contain two partly overlapped bands. That two 
fundamentals are in this region is clearly seen in the spec­
tra of various condensed phases. Under expanded scale, 
high-resolution conditions it appears that the B-type band 
is centered near 279 cm-1 and a distorted C type is at 303 
cm-1. This band shape pattern is seen more clearly in the 
spectrum of the 3,3- d2 species (Figure 7a), where the two 
fundamentals are separated by an additional 10 cm-1. The 
spectra of the 1,2-<¿2 and d4 species do not help because the 
two low-frequency fundamentals are essentially coincident 
in these molecules. In the Raman spectra of both the do 
and 3 ,3 -d2 species the lower frequency band is more in­

tense, and its depolarization ratio may be somewhat less 
than 0.75 in the 3,3-di case. Based on these observations, 
we have tentatively associated a symmetry with the lower 
frequency component. This assignment of the two low-fre­
quency fundamentals gives acceptable product rule checks 
(Table VI) throughout the series. Reversing the assignment 
improves the agreement of the ratios for the a modes but 
introduces a difference of 11% in the d^/do ratio for the b 
modes. We have examined the combination bands in search 
of further support for the present assignment of the higher 
frequency to the b mode. The critical bands and their in­
terpretations are included in Table VIII. Although each 
can be accounted for satisfactorily in frequency and band 
shape with the present assignment, they can also be ex­
plained with the reversed assignment and thus do not 
prove helpful.

The Raman spectrum leads the way to the remaining five 
a modes at 3070, 3021, ~T380, 1132, and 1068 cm-1. Al­
though several are expected to be weak in the infrared due 
to being vibrations with approximate centers of symmetry, 
all but the 3070-cm_1 one were observed in the nitrogen 
matrix or in the polycrystalline film. A strongly polarized 
Raman band is at 3070 cm-1 and must be due to an a mode 
even though the gas-phase infrared spectrum in this region 
is dominated by an A- to C-type band. The 3Q21-cm_1 
band, which is a shoulder in the gas phase, shows clearly in 
the solid film. In the 1380-cm"1 region of the Raman spec­
trum a pair of low intensity but definitely polarized bands 
appears which are undoubtedly a Fermi resonance doublet. 
The average frequency is used for the fundamental. The 
matrix infrared has a weak feature at 1395 cm-1, and the 
gas-phase infrared has a probable B-type band at 1364 
cm-1. Any doubts about assigning a fundamental in this re­
gion are dispelled by the infrared spectrum of the 1 ,2 -d2
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TABLE VII: Summary of the Fundamentals of the cis-l,2-Difluorocyclopropanes (Frequencies in cm V~ ~ a, a d2 n.
Approx descriptions'* hf̂ -^fh DF^-^Fd hf̂ -^fh df-̂ -̂ FD

a'

asym CH(d)2 str 3105 3105 2342 2345“
f2 sym CH(D) str 3063 2310“ 3063 2295“’6
y3 sym CH(d)2 str 3023 3023 2224“ 2227“
f4 sym CCC str 1450 1429 1419 1363
y5 sym CH(D)2 bend 1365“ 1334 974 927
Fg sym CH(D) bend 1224 957 1233 944
f7 sym CF str 1135 1082 1121“ 1092
Fj CC str 1047 9 7 5 1064 1005
Fg asym CH(D)2 bend 862 829 707 758
FlO sym CH(D) rock 784 637 819 618
Fll sym CF rock 468 465 402 397
Fl2 sym CF bend 209

a"
206“ 208° 205“

Fl3 asym CH(D) str
d

3 0 5 5 2 2 8 2 3 0 5 3 2275“
Fll asym CH(D) bend 1346 9 4 7 1335 [949]
Fi5 asym CF str 1150 1216 1139 1195
F]g asym CH(D) rock 1 0 8 9 8 7 5 1086 877
Fl7 CH(D)2 rock 1060 106C 949 9 1 6

FlS CH(D)2 twist 993 1 0 0 0 7 91 760
Ft 9 asym CCC str 739 696 668 628
v2 0 asym CF bend 621 600 574 561
F21 asym CF rock 319 302 292 281

“From liquid-phase Raman. “Perturbed by Fermi resonance. c Estimated from Raman. See text. d sym. = symmetric; asym =
antisymmetric with respect to plane of symmetry or plane of ring for CH2 group. e Uncertain assignments in italics; value calculated
from isotopic product rule in brackets.

molecule (Figure 6) in which a fine B-type band appears at 
1339 cm-1. Also, a similar pattern of a definite Raman 
band but weak infrared band for a CH2 scissors mode in 
this region was found for the cis isomer and for 1,1,2,2- 
tetrafluorocyclopropane.10 Clearly polarized Raman bands 
at 1132 and 1068 cm-1 are the remaining two a modes. In 
the gas-phase infrared, the only bands in these two regions 
are definitely of A-type shape and thus due to fundamen­
tals of b symmetry. However, in the infrared of the matrix 
and the solid phase, sharp features at about 1132 cm-1 give 
further support to one of these a assignments. A shoulder is 
also found in the liquid-phase infrared spectrum in this re­
gion. In both the matrix and the solid a weaker, sharp fea­
ture is found just above the intense band due to the b mode 
at 1068 cm-1. This may be the infrared counterpart of the 
Raman band at 1068 cm-1.

Eight of the ten fundamentals of b symmetry give well- 
defined A- to C-type bands in the gas-phase infrared spec­
trum. A C-type band is at 1005 cm-1, and intermediate, A- 
to C-type bands are at 3110 and 3070 cm-1. A-type bands 
are at 1304, 1161,1072, 783, and 452 cm-1. The PR spacing 
in the C type is 18 cm-1, and PR spacings in the A-type 
bands range from 15 to 18 cm-1 in rough agreement with 
the predictions. Supporting, depolarized Raman bands are 
found for five of these fundamentals. The remaining three, 
3070, 1161, and 1072 cm-1, presumably correspond to 
modes which have near-u symmetry and thus low Raman 
intensity. We have already considered the problem of the 
two overlapping bands in the 300-cm” 1 region and have 
placed U21 at 303 cm-1. The remaining b fundamental pos­
sibly appears as an enhanced P branch of the B-type band

which is centered at 961 cm-1 in the gas-phase infrared 
spectrum. A sharp though weak feature at 941 cm-1 in the 
matrix and a corresponding band in the crystal support the 
choice of the depolarized Raman band at 937 cm-1 for this 
assignment. In the Raman spectrum in Figure 5b only a 
shoulder is seen, but when the intensity of the neighboring 
band is reduced by rotating the analyzer, the 937-cm-1 
band stands out more clearly. This same feature is ob­
served as a shoulder in the liquid-phase infrared spectrum.

In Table XII the assignments of all the fundamentals of 
the trans-do molecule are summarized and correlated with 
those of the other three trans species.

Three Deuterated trans-1 ,2-Difluorocyclopropanes. 
The discussions of the assignments of the spectra of the 
trans-1,2-do, trans-3 ,3 -d2, and trans-d4 molecules are in­
cluded in the supplement to this paper in the microfilm 
edition. Figures 6, 7a, and 8a give the infrared spectra. The 
Raman spectra of the 3,3-di and d4 species are also in the 
supplementary edition; no photometric trace of the Raman 
spectrum of the 1,2-di is available. Spectral features and 
assignments for these three molecules are given in Tables
IX-XI.

Summary. Trans Assignments. In Table XII the funda­
mentals of all four of the trans molecules are listed. The 
numbering of the frequencies is correct for the d0 species 
only. Entries for the deuterated species are arranged to re­
flect group frequency patterns. In Tables IX-XI the 
frequencies of the deuterated species follow the customary 
pattern of decreasing numerical order. To facilitate group 
frequency comparisons the fundamentals of the cis-d0 mol­
ecule and the pertinent ones for 1,1,2,2-tetrafluorocyclo-
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Figure 8. (a) Gas-phase infrared spectrum of frans-1,2-difluorocyclopropane-di.

propane-do and -d-210 and cis- and trans- 1,2-difluoroethy- 
lenes14 are also included in this table. Less certain assign­
ments of the trans species are given in italics. As shown in 
Table VI, the trans assignments are generally supported by 
the product rules. With minor exceptions, the overall trans 
assignment is consistent with the Rayleigh rule. In general, 
weaker features in the spectra have been omitted from Ta­
bles VIII-XI but have been assigned satisfactorily to bina­
ry combinations. Due to the extensive spectral data for the 
do molecule as well as the general pattern in the assign­
ments for the whole set of trans molecules, we have consid­
erable confidence in the assignment for the d0 species. 
However, it is possible that ('n(a) and 021(b) might have to 
be interchanged, and ois(b) at 937 cm-1 might not be defin­
itive. More doubt attends some of the assignments of the 
deuterated species as is indicated by giving those frequen­
cies in italics in Table XII.

Normal Coordinate Calculations. We had hoped that a 
normal coordinate calculation in which a single set of force 
constants was fitted simultaneously to all tht frequencies 
of the cis and trans species would be straightforward. Such 
a calculation was attempted using a nonredundant set of 
stretching and bending coordinates, 10 diagonal force con­
stants, and 10 off-diagonal force constants.17 In refining 
the diagonal force constants alone, the CF stretching con­
stant went to an unacceptably low value of 3.7 mdyn/A, 
and CF stretching then made substantial contributions to 
the lowest frequency modes. By holding the CF stretching 
constant at 5.9 mdyn/A while refining the other diagonal 
constants and then refining the 10 off-diagonal constants, 
progress was made. Finally, the CF constant was released 
and the whole set of 20 force constants polished. The final 
CF value was 5.7 mdyn/A. Average errors in the frequency 
fit ranged from 3.3 to 4.5%, and some of the normal coordi­
nate descriptions were unconvincing in view of the qualita­
tive descriptions discussed below, which are derived from 
the spectra. Two problems hamper these calculations. 
First, few well suited force constants are available for the 
zero-order approximation and to aid in assessing the re­
fined ones. Extensive calculations have been performed on 
cyclopropane itself,8 but none, other than zero-order calcu­
lations, have been done on a fluorocyclopropane.18 In par­
ticular, no estimates of off-diagonal values are available, 
and a value for CF stretching force constant is especially 
puzzling. Second, the crowding of many modes into the 
1400-600-cm~1 region and the rather tight kinetic coupling 
in the compact cyclopropane molecules opens alleys lead­
ing to erroneous solutions. We have decided to defer fur­
ther exploration of the normal coordinate calculations until 
our spectroscopic study of 1,1-difluorocyclopropane is com­
plete.

Group Frequencies. When the observed fundamental 
frequencies of the 1,2-difluorocyclopropanes are organized 
and compared with the appropriate fundamentals of
1.1.2.2- tetrafluorocyclopropane and the cis- and trans-
1.2- difluoroethylenes, a number of approximate group fre­
quency descriptions can be recognized. Table VII summa­
rizes the assignments and descriptions of the four cis mole­
cules. Table XII not only summarizes the assignments for 
the four trans molecules but also includes for comparison 
assignments for the cis-do isomer and the other molecules. 
The previously noted parallel between the frequencies of 
tetrafluorocyclopropane and tetrafluoroethylene10 is also 
found between the 1,2-difluorocyclopropanes and the 1,2- 
difluoroethylenes. It must be emphasized that, in the ab­
sence of convincing normal coqrdinate calculations, the 
group frequency descriptions in the following discussion 
are approximate. There is undoubtedly considerable mix­
ing of symmetry coordinates, as has been shown to be true, 
for example, for the difiuoroethylenes.414

CH Stretching. The pattern of frequency shifts which 
accompany deuteration leaves no doubt about the descrip­
tions of the frequencies observed for CH stretching. In both 
cis and trans isomers symmetric and antisymmetric CH2 
stretching are split by about 100 cm-1 with the frequency 
of the antisymmetric mode the higher as chosen in accord 
with normal coordinate calculations. In contrast, coupling 
between the two FC-H stretching modes is small and re­
sults in a splitting of less than 20 cm-1. Stretching force 
constants are essentially the same (5.1 mdyn/A) for the two 
kinds of CH bonds, notwithstanding the influence of the 
fluorine atom. CD stretching modes which are located in 
the 2220-2350-cm_1 region have a similar frequency pat­
tern.

CC and CF Stretching. As has been pointed out before,10 
a good group frequency for fluorocyclopropanes occurs in 
the 1450-1550-cm-1 region. The persistence of a frequency 
in this region as tetrafluorocyclopropane and the cis- and 
trans- 1,2-difluorocyclopropanes are deuterated shows that 
this mode has little, if any, CH bending character. That the 
1450-cm“1 mode in the 1,2-difluorocyclopropanes is largely 
CC stretching with a moderate admixture of CF stretching 
is strongly implied by the present difluorocyclopropane as­
signments. The most compelling evidence is the observa­
tion of near mutual exclusion between infrared and Raman 
bands that must be due to CF stretching. As in trans-1,2- 
difluoroethylene, the band due to antisymmetric CF 
stretching dominates the infrared spectrum in intensity 
and shifts very little with deuteration. In addition, this fre­
quency undergoes a relatively large shift to lower frequency 
between gas and solid phases as is common for antisymme­
tric CF stretching modes. The symmetric CF stretch gives a
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nearly constant feature in the various Raman spectra. In 
the cis molecules a set of bands with weak-to-unobserved 
Raman features and large shifts between gas and solid 
phases are also assigned to antisymmetric CF stretching. 
Symmetric CF stretching modes are nearby.

Assigning the other symmetric CC stretching mode to 
the 1000- 1100-cm-1 region fits the overall pattern of the 
difluorocyclopropanes and the tetrafluorocyclopropane 
rather well. The identification of the antisymmetric CCC 
stretch is unsatisfactory. Since this mode cannot involve 
the bond between the fluorine bearing carbons, one might 
expect it to be reasonably constant throughout the series. 
However, it apparently spans a range of 200 cm-1.

Tuazon, Fateley, and Bentley have argued that modes in 
fluoroalkanes which are predominantly symmetric C-C 
stretching occur at relatively high frequencies (1200-1300 
cm-1) while modes that are principally symmetric CF 
stretching occur at relatively low frequencies (750-900 
cm-1).19 On the other hand, symmetric CF stretching 
modes for fluoroethylenes fall in the 1000- 1100-cm_1 re­
gion in most cases. The effect is pronounced when a carbon 
atom bears more than one fluorine atom. Fluorocyclopro- 
panes are probably intermediate cases, their inherently 
higher CC stretching frequencies being shifted to higher 
values by some admixture of CF stretching.

CF Bending and Rocking. There is no doubt that CF 
bending and rocking coordinates are concentrated in the 
two lowest frequency modes in the two symmetry species of 
each isomer. Bending is taken as a bending motion perpen­
dicular to the plane of the ring and rocking parallel to the 
plane of the ring. The choice of descriptions given in Ta­
bles VII and XII for these fundamentals is based on the 
preliminary normal coordinate calculations and is consis­
tent with the difluoroethylene assignments.

CH2 Bending. The totally symmetric mode in the 1350- 
cm' 1 region must be largely CH2 scissoring. It is present in 
all of the cyclopropanes containing the CH2 group includ­
ing the l,2-d2 species. Upon deuteration this mode drops 
into the 900-1000-cm-1 range. Less confidently we place 
the antisymmetric CH2 bending in the 780-870-cm_1 re- 
gion.

CH Bending. One expects a much smaller splitting be­
tween the symmetric and antisymmetric CH bending 

:J  modes for the HFC-CFH framework than for the corre- 
f  sponding CH2 modes. Persistent bands in the 1200-1370- 
[ cm-1 region in the d() and 3,3-d2 molecules are obvious 
f choices for these assignments. Deuteration appears to shift 

these into the vicinity of 900 cm-1. In the trans molecule 
the symmetric mode is strong in the Raman and relatively 
weak in the infrared in accord with mutual exclusion for a 
near center of symmetry.

Other CH Modes. We have less confidence in the de­
scriptions of CH rocking, CH2 rocking, and CH2 twisting. A 
mode which can be ascribed to CH2 rocking does fall in the 
1000-1150-cm_1 region. The range of about 150 cm-1 for 
CH2 twisting in the several molecules suggests that this 
symmetry coordinate has not been properly localized. Re­
vising the symmetric CH rocking and CH2 twisting modes 
in the trans molecule fits the data almost as well as the 
present assignment. On the other hand, an antisymmetric 
CH rocking mode does seem to be localized in the 1050- 
cm” 1 region.

Thermodynamic Functions. Statistical thermodynamic 
calculations were carried out for the two isomers of difluo- 
rocyclopropane using the rigid rotor, harmonic oscillator, 
ideal gas model. The moments of inertia were those given

in Table I. For the cis isomer, S°298 = 69.94 gibbs/mol and 
H°298 — H°o = 3500 cal/mol. For the trans isomer, S°2g8 =
70.01 gibbs/mol and H°2sa ~ H °0 = 3522 cal/mol.20 Tables 
of thermodynamic functions at 100° intervals from 100 to 
2000 K are on file. From earlier observations of equilibrium 
for the cis-to-trans reaction in the gas phase at 585 K, 
AG°585 = —2900 ± 200 cal/mol.1 This must be viewed as a 
preliminary value due to the limited temperature range 
over which the isomerization reaction was observed. From 
this AG° and the present work we can calculate (elect), 
the difference between the electronic energies of the two 
isomers. AG°585 = A/i0585 -  (585 K) AS°585 and AH°585 = 
AE (elect) + AE(zero point vibration) + AH°585(thermal). 
AS°585 = 0.14 gibbs/mol, AH0585 = -281 8 cal/mol, AE(zero 
point vibration) = —67 cal/mol, and A/i°585(thermal) = 51 
cal/mol. Thus, A£(elect) = —2800 ± 200 cal/mol, where the 
error estimate comes from the equilibrium constant mea­
surement and does not include contributions from uncer­
tainties in molecular parameters and vibrational funda­
mentals or from the limitations of the rigid rotor, harmonic 
oscillator, ideal gas model. However, it is to be expected 
that these latter effects are small and also tend to cancel 
for cis and trans isomers. The electronic energy difference 
for cis-trans isomerization is less than 200 cal/mol different 
from AH° at 585 K, the energy contributions from transla­
tion and rotation exactly cancel and those from vibration 
nearly cancel.

The finding that the electronic energy of trans-difluoro- 
cyclopropane is nearly 3000 cal/mol lower than that of its 
cis isomer contrasts sharply with the known energy differ­
ence for cis- and trans-difluoroethylene. In this instance 
the electronic energy of the trans isomer is higher by 1086 
cal/mol.1 An even more striking case of this “cis effect” is 
the 3050 cal/mol difference for cis- and trans-difluorodi- 
azene (FN=NF).1-21 The electronic energy difference for 
the difluorocyclopropanes also has an opposite sign from 
that for the gauche-to-trans conversion of 1,2-difluo- 
roethane, where a difference of 600 cal/mol has been calcu­
lated from the AJ/° for the corresponding change in the liq­
uid phase.6“’22

Structural data for the various isomer pairs should be of 
value in assessing theories of the “cis and gauche effects”. 
Such data are now available for both the cis and trans iso­
mers of difluorodiazene23 and 1,2-difluoroethylene.24 For 
both pairs the most significant difference is that the angle 
between the double bond and the bond to fluorine is some­
what larger in the cis isomer. Geometric parameters have 
also been obtained recently from both microwave and elec­
tron diffraction studies for the gauche rotamer of 1,2-diflu- 
oroethane.22’25 The dihedral angle between the two CCF 
planes of about 73° is substantially larger than the “unper­
turbed” angle of 60°. The cis and trans isomers of 1,2-diflu- 
orocyclopropane are currently under investigation by mi­
crowave spectroscopy in Professor V. W. Laurie’s laborato­
ry.
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A detailed study of anisotropic ordering, line shapes, and relaxation is reported for the perdeuterated
2,2,6,6-tetramethyl-4-piperidone IV-oxide (PD-Tempone) nitroxide radical in several liquid crystal sol­
vents. The line width results are analyzed in terms of the Polnaszek, Bruno, and Freed (PBF) theory ap­
propriately modified for anisotropic ordering both in the motional narrowing and slow tumbling region. 
The motional narrowing results are usually consistent with isotropic rotational diffusion, but under a weak 
(asymmetric) ordering potential, (Doo) ~ —0.1, and activation energies characteristic of the twist viscous 
properties of the liquid crystal. Anomalous line shape behavior in the incipient slow tumbling region is ob­
served, which is not explained by the extrapolation of the appropriate parameters from the motional nar­
rowing region. This anomaly is discussed in terms of anisotropic viscosity and director fluctuations. The 
latter is predicted to be of negligible importance for the weakly ordered spin probe, as well as qualitatively 
of the wrong behavior. Anisotropic viscosity, while apparently able to “explain” the anomaly, leads to 
physically untenable conclusions. The anomaly is then discussed in terms of slowly fluctuating intermolec- 
ular torques, leading to a frequency-dependent diffusion coefficient. While this latter may in part offer an 
explanation (when one distinguishes between torque components parallel and perpendicular to the direc­
tor), the implied slowness of the fluctuating torques suggests, from general theory, a new model based upon 
a local solvent structure around the spin probe which may persist over longer periods than the reorienta­
tion time of the spin probe. A simple model calculation of the effects on the ESR relaxation is given. This 
limiting model is also appropriate for highly structured isotropic liquids. It is shown that such a model 
could have the same formal spectral effects as anisotropic rotational diffusion, and it would yield non- 
Debye-like spectral densities of the type that could potentially “explain” the observed incipient slow tum­
bling anomaly. More general theoretical approaches for the analysis of these effects are briefly discussed.

I. Introduction
In a recent series of papers we have shown the wide 

range of information that one is able to obtain from ESR 
relaxation studies about rotational reorientation in liquid 
and frozen media, when careful studies are made of ESR 
spectra over the full range from the very fast motional re­
gion to the rigid limit.2-4 These studies, from which esti­
mates could be made of (1) anisotropic rotational diffusion 
coefficients; (2) frequency dependence of the rotational 
reorientational correlation functions; (3) the non-Brownian 
nature of the reorientational process (e.g., large angle jump 
diffusion); (4) spin-rotational and angular momentum re­
laxation, were all performed on isotropic liquids containing 
spin probes. There is currently great interest in the dynam­
ical reorientational properties of liquid crystals which may 
also be studied by ESR, and this has been reviewed in sev­
eral places.5-8 There have been several recent studies of the 
dynamics of nitroxide free radicals in oriented systems 
such as nematic liquid crystals and lyotropic liquid crys­
tals.9-12 However, these studies have been based upon anal­
yses appropriate when the probe motion is rapid, an as­
sumption, we shall see, which is not always justified. Nor- 
dio and coworkers have presented a useful analysis of mo­
tional narrowing ESR line widths in liquid crystals for 
Brownian reorientation13 which is appropriate for such 
studies. Polnaszek, Bruno, and Freed (PBF)14 have gener­
alized this approach to cover the slow tumbling region 
based on the slow tumbling theory of Freed et al.15 In that

work PBF also developed improved methods for analyzing 
the motional narrowing widths; they considered other mod­
els for rotational reorientation; and they obtained solutions 
for rotational diffusion with very strong restoring poten­
tials.

The present work was undertaken to attempt to perform 
an extensive study of relaxation of nitroxide spin probes in 
liquid crystal solvents in the spirit of I and II (i.e., to obtain 
detailed information on rotational anisotropy and the de­
viations from Brownian motion in ordered fluids) utilizing 
the PBF theory for the analysis.

It was shown in II that the need for a high degree of 
spectral resolution for accurate spin relaxation studies 
could be fulfilled by the use of a perdeuterated spin label
2,2,6,6-tetramethyl-4-piperidone N-oxide (PD-Tempone), 
for which inhomogeneous broadening due to unresolved in­
tramolecular proton or deuteron interactions is minimized. 
Thus, this probe was used in our most extensive studies, al­
though other nitroxide probes were also used for compari­
son purposes. Another advantage of using the PD-Tem­
pone probe is the fact that careful and extensive results on 
isotropic liquids given in II are available for comparison 
purposes, so that those results in liquid crystals, which are 
peculiar to these solvents, could be readily distinguished. 
In fact, as will be seen, such studies proved useful in shed­
ding further light on molecular dynamics in liquids in gen­
eral, as studied by ESR.

Actually, it was found at an early stage of this work, that
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the PBF theory required some generalization before it 
could be applied to the experiments described here. This is 
because the ordering of the spin probes is, in general, not 
axially symmetric. In section II we give the appropriate 
analysis for rotational diffusion under more general mean 
field restoring potentials. Also, a more complete discussion 
of motional narrowing line widths is given, and the impor­
tance of frequency-dependent spectral densities, usually ig­
nored by other workers, is stressed. The experimental pro­
cedures including analysis of any non-lorentzian line 
shapes (in the motional narrowing region) are summarized 
in section III. The rigid limit spectra and magnetic parame­
ters are discussed in section IV. A detailed discussion of the 
motional narrowing results including the asymmetric or­
dering and line width analyses appears in section V. The 
limitations of the motional narrowing analysis as the mo­
tion slows is also discussed there. It was possible, with the 
small spin probes, to obtain results in the incipient slow 
tumbling region, and the analysis of these spectra in terms 
of the PBF theory is discussed in section VI. It is shown 
there that these spectra have distinctly anomalous behav­
ior.

We have in II and in a recent theoretical study16 under­
taken a detailed statistical mechanical analysis of molecu­
lar reorientation to serve as the basis for analyzing unusual 
relaxation behavior not predicted by simple models of rota­
tional reorientation. This general theory and its applicabil­
ity to ordered fluids is summarized in section VII. The con­
cept of relatively slowly fluctuating torques is then first 
discussed from the viewpoint of its effects on a frequency- 
dependent diffusion coefficient in a manner analogous to 
that given in II for isotropic liquids. However, because 
these results imply the existence of torque components 
fluctuating significantly more slowly than the molecular re­
orientation, one has, from the general theory,16 that it is 
probably more accurate to treat these components as per­
sistent torques (by analogy with the mean field director), 
against which rotational reorientation takes place, but 
these torques then relax on a slower time scale. A simple 
“local structure” model is given in section VII for analyzing 
such effects, where it is shown that such a mechanism may
(1) contribute to “apparent” anisotropic diffusion observa­
tions; (2) yield non-Debye-like spectral densities; and (3) 
possibly explain in part the experimental slow tumbling 
anomalies. An analysis of ESR effects of hydrodynamic 
fluctuations in the director based on the approach used in 
recent discussions of NMR relaxation17“21 is given in the 
Appendix. It is related to, but different from, the nonhy- 
drodynamic “local structure” model of section VII.

Further discussion of the spin relaxation results appears 
in section VIII and a summary of the conclusions appears 
in section IX.

II. Rotational Diffusion in Anisotropic Liquids and 
ESR Line Shapes

The theory for analyzing slow tumbling as well as mo­
tional narrowing ESR spectra in liquid crystals has been 
discussed in detail by PBF. For purposes of the present 
work, it is necessary to generalize their methods to cases 
where the ordering of the solute molecule is of lower sym­
metry than cylindrical, since this was, in general, found to 
be the case in our current work. Also we give more explicit 
expressions for line widths in the motional-narrowing re­
gion.

Following PBF we may write the perturbing hamiltonian

Z ( - l)K-D-LKM'(n)-DM'M('5')i?' (i,i(L' K)̂ u,i(L’M> (2.1)L,K,M

where the ¡(L.K) and A^/VM) are irreducible tensor com­
ponents of rank L, with F' in molecule-fixed coordinates, 
while A is a spin operator in the laboratory axes (whose z 
axis coincides with the applied dc field). Equation 2.1 is 
based upon two sets of rotations of the coordinate systems: 
first from the molecular axis system (x y ' ,  z') iqto the di­
rector axis system (x", y", z") with Euler angles fi = (a, ¡3,
7); and then into the laboratory axis system x, y, z with 
Euler angles 'I'. The orientation of the director relative to 
the laboratory frame can be specified by the two polar an­
gles 8 and <p such that 'F = (0, 8, <p). More precisely, we 
mean by the molecular coordinate system (x', V, z') the 
principal axis system for the orientation of the molecule in 
the mesophase. It may be necessary to transform from the 
principal axis system of the magnetic interactions (x'", y'”, 
z'") to the (x', y', z') system with Euler angles 0, according 
to

<L,K)
*  u ,  i Z ^ . k- (e)F'"„ 1(L-K'>

K'
(2. 2)

where 0 = (a’, (3', 7 ').
A. Rotational Diffusion. The problem of rotational dif­

fusion in nematic solvents has been studied-1.14 by means 
of adding the effects of an orienting potential to the rota­
tional diffusion equation for isotropic liquids. The previous 
authors considered a cylindrically symmetric potential in 
the diffusion equation, but our results and that of other 
workers22 23 have shown that the ordering tensors for sever­
al different free radicals dissolved in various liquid crystals 
are not axially symmetric. These latter observations imply 
that the ordering potential is not axially symmetric, and an 
asymmetric potential should in general be included in the 
diffusion equation to explain ESR relaxation in the meso­
phase of liquid crystals. The diffusion equation for a parti­
cle undergoing Brownian rotational diffusion in the pres­
ence of a potential U is given by16-24

zp(n, t ) „ r„ m u w
~ t  = + R • M p (n ,n  =

- r ap( n , t )  (2 . 3)

where U(Q) can be taken to be the orienting pseudopoten­
tial for a liquid crystal, M  is the vector operator which gen­
erates an infinitesimal rotation, and is identified with the 
quantum mechanical angular momentum operator for a 
rigid rotator, while R  is the diffusion tensor of the mole­
cule. Both R  and M  are defined in the (x’, y', z') molecular 
coordinate system. The angular momentum operator 
M24“26 is defined by

A iV  (fî) = L(L + 1 )<?£„(«) (2.4a)
KM

Mt(p^u (Çl) = [(L t K)(L ± K + D F V Z i.mW
(2.4b)

M j < p k  m(«) =  Ko?kM(î2) ( 2 .4 c )

where <^M(i2) are the eigenfunctions of M2 and M,-, L is 
the “angular momentum quantum number”, and K is its 
component along the z' axis and

M ± = M x. ± i M j  (2. 4d)
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/2L + 1 \  1/2
<Pkm(0) =  ̂ J Dkm(O) (2.5)

Wignerrota- Sanpe’s ordering Snyder’s mo­
tion matrices tensor6 tional constants0

When U = 0, eq 2.3 is simply the equation for (asymmet­
ric) Brownian rotational diffusion in isotropic liquids. 
Equation 2.3 is based on the assumption that the external 
torque T is derived from the potential U(Q):16-24-27

T = iMU(tt) (2. 6)
The equilibrium solution to eq 2.3 is given by

PQ(fi) = exp(-U{tt)/kT)/jdCl exp(-C(fi)/kT) (2.7)

It is convenient to transform the Markov operator T<> de­
fined in eq 2.3 to a symmetrized form:

r Q = P 0(fi)->/2r nP0(n )‘/2
and

(2. 8a)

m , t )  = p 0(a)-1 /2p (n ,t) (2. 8b)
Then one obtains the diffusion equation

aPM ’ t -= (2. 9a)

where
~ (M- R - MU) T - R - T  . n .Tn _  M  R M + 2kT + -jÿrppf (2. 9b)

The restoring potential for liquid crystals can 
its most general form as

be written in

U(£l) — ^  3, y)
L , K , M

(2. 10)

The assumption of cylindrical symmetry about the director 
axis, h, implies that all averages taken over the angle 7
vanish unless M = 0.28 The uniaxial property of nematic 
liquid crystals (i.e., h =  — h) implies that L must be even. 
It is useful to use the linear combinations of the D{<0 which 
are of definite parity, i.e., the real linear combinations:

U W =  Z  (e lD la(Q) + ¿ e L U ^ o (ia ) ± ^ K0(O)])
even L V K > 0 /

(2. 11)
These have simpler properties for molecular symmetries 
less than cylindrical.

Usually one considers only the leading term i.e.,
the Maier-Saupe potential.29 We14 have already considered 
the cylindrically symmetric case when 4  ^  0 as well, but 
we have shown that typical ESR spectral predictions are 
not very sensitive to having 4 ^ 0. In general, however, one 
expects the terms for L > 2 to be less important than those 
for L = 2, and we may approximate

u m  = e?Z>200(fi)  + Z  ± £ - ko(« )[ (2. 12)
K > 0

The to, 6k± = 4  ± eiK (with K positive) are themselves sec­
ond rank irreducible tensor components, so that, in the 
principal axis of molecular orientation system (xr, y', z') 
their cartesian components c2 are diagonalized, with Tr,t2 
= 0, and complete specification is given by just eo and el+. 
(Equation 2.12 may be thought of as the scalar product of 
second rank irreducible tensors.)

U>oo> O ,,
+ DÎ20) (6), / 2/ 2(Oÿÿ- O j

<^o-^io ) (8/3)1/20 „
( ^ 0^ . t0) ¿(8/3)1/20 „
(D fo-^o) -¿( 8/3)1/20Iy

(5)'1/2C3,2.r2
-(2/5)1 /2C,2.s2 
(2/5 )1/2C„ 
¿(2/5)C„
—¿(2/5)Cly

a Luz and Meiboom, J. Chem. Phys., 59, 275 (1973), use a set of 
orientation parameters, CQ„L. which are simply related to our order­
ing parameter: <D*„2> = Cnn2- * Reference 29. c Reference 30.

The ordering tensor is defined by

(Dk¿Si)) = f  do p 0(«)z£ m(d) (2.13)

where L = 2 and M = 0. It is also a second rank irreducible 
tensor whose symmetry properties are related to those of 
the ìk±. Thus from eq 2.7 and 2.12 and the orthogonality of 
the I>KM(n) terms it follows that in the (x y ' ,  z') system 
only (Doo(Sl)> and (Dio + D ì20) are nonzero, i.e. <DkM(ì2)) 
is also diagonalized. The correspondence between the or­
dering tensor (DkM(ì1)) and those of Saupe29 and Snyder30 
is given in Table I. Thus the “diagonalized” potential (re­
taining only L = 2 terms) becomes

u(si) = 4 D 200(n) + 4.(DUn)  + Dl20m  (2 .1 4 )

or equivalently
U(a,(3) = cos2 ¡3 + e sin2 ¡3 cos 2a (2.14')

where 4 = 272/3 and 4+ = 2c(6)~1/2. For molecules in 
which the molecular x' and y' axes are aligned to different 
extents, c is nonzero. If one chooses the orientation coordi­
nate system such that the z ' axis tends to align to a greater 
degree either parallel or perpendicular to the director than 
both the x' or y ' axes, one should have |72j > | e | . From 
Table I it is seen that e is proportional to the difference in 
the ordering parameters for the y' and x' axes, and the case 
t < 0 corresponds to the y' axis being ordered preferential 
to the x’ axis along the direction of h and/or to the x' axis 
being ordered to a greater degree perpendicular to the h 
than the y' axis. Note that, if the director is not parallel to 
the magnetic field, but is rotated by 4' = (0, 6, tp), the po­
tential parameters for the orientation of the molecule rela­
tive to the director are not affected. [Note also that the 
two-parameter potential enables one to permute the label­
ing of the principal axes, i.e., if we have 72,2, t2 as the po­
tential terms when the magnetic z axis corresponds to the z 
axis defining the generalized spherical harmonic, then one 
can write the potential terms with respect to y alignment as 
72.V = “ (72,2 -  3eJ/2 and ty = - ( 72,2 + e2)/2; similarly
72,2 = —(72.2 + 3e2)/2 and t* = (70.2 — f*)/2 (cf. discussion 
below eq 2.12). It is sometimes true, as will be seen in sec­
tion V, that such a relabeling of axes can reduce the specifi­
cation of the potential to just the one parameter 72, or else 
it may still succeed in keeping e small.]

We may utilize eq 2.6 and 2.4b,c to obtain T from the po­
tential in eq 2.1426 in terms of its components in the (x't y ', 
z ') coordinate system
T± = Tx. ± iTyi = ±i sin 2i3[teUa -  y2eiia] (2.15a) 

T*. = -2e sin2 ¡3 sin 2a (2.15b)
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This permits the determination of the last term on the 
right-hand side in eq 2.9b once R  is given in the (x / ,  z') 
coordinate system. We shall assume axially symmetric 
rotation about z', such that 7?xv  = Ry'y' = R i and /?2y  = 
j?l|. The second term on the right-hand side of eq 2.9b is 
found from the well-known form of the operator M-R• 
M r4 26 We introduce the definitions

A = - y 2/kT  (2.16a)
and

p = - z /k T  (2.16b)
and obtain for the symmetrized Markov operator defined 
in eq 2.9

?  = AT- R 'M  -  t(R1, Rn, X, p, si)
where
i(Rj_, R„, X, p, n) =

S  f"-^00-®00+ S  ^Ko(^KO + -̂ -Ko)
L = 0, 2,4 L 0<K«L -I

with
*S0 = (2/15) [i?x(X2 + p2) + 2 Rnp2]

tfo  = 2[R±\  ~ [RM 2 + P2) * 47?„p2]/2l] 
^ 00= 4[2f?j_(X2 + p2) -  -RnP2]/3 5 

(6i)1/ 2p[(i?x + 2Rh)/3  + 27*„X/7] 
Af0 = 4(10)1/ 2fl1pX/35 

X/0 = (8/35)1/ 27?„p2

(2.17a)

(2.17b)

(2.18a) 
(2.18b) 

(2.18c) 
(2.18d) 
(2.18e) 

(2.18f)
One may also write the diffusion equation in terms of the 

general angular momentum operator N  referred to the di­
rector frame.24 This is appropriate when R  is diagonal in 
this frame, i.e., anisotropic viscosity. One then generates an 
analogous set of expressions.24’31 In particular we assume 
Rxx = Ryy -  & ±, Rzz = A || i and one finds for the compo­
nents of T in the (x, y, z) coordinates:

T* ± ¿Tv = [2e sin ¡3 sin 2 a t
i sin 2/3(y2 -  e cos 2a)]e±i“ (2.19a) 

T* = 0
and

r a = N' R„‘ N -  R J ( \ ,  p, Si) (2.20a)
where

fix, p, si) =  z  W M  +
L=0,2,4

L  Wèo(AcLo(n) + D ^ om  (2.20b)
0<K«L

with
i 0°0 = -2(X2 + 3pV l5 (2.21a)

X 20 = 2[X -  (X2 -  3p2) /2 1] (2.21b)

W040 = 4(2X2 + p2)/35 (2.21c)

X22o + 61/ 2p[l + 2X/7] (2.21d)

i 240 = 4(10)1/ 2Xp/35 (2.21e)

i/o  = (8/35 )1/ 2p2 (2.21f)

The procedure for solution now follows the general ap­
proach of PBF, utilizing the normalized generalized spheri­

cal harmonics of eq 2.5 as an orthonormal basis set. Actual­
ly, it is more convenient, as seen from the above discus­
sions, to use the real functions of definite parity:

t£ ±>m(ìi) = ^ l1/ 2 7 I K m(«) ±
for K |  0 (2.22)

Computer programs based on the PBF theory were written 
for calculating nitroxide line shapes when (1) the asymmet­
ric potential defined by eq 2.14' describes the orientation of 
a nitroxide radical for which the principal magnetic 
y"\ z”') and orientation (xr, y', z') axes are coincident and
(a) eq 2.17 and 2.18 apply or (b) eq 2.20 and 2.21 apply; (2) 
a Maier-Saupe potential is used, but the z' and z'" axes are 
tilted by angle /?'; (3) different reorientational models are 
used for a Maier-Saupe potential with either an axial ni­
troxide or asymmetric nitroxide. All these programs con­
tain the correction terms for nonsecular contributions to 
the resonant frequency shifts. Further details, as well as 
computer-program listings, appear in Polnaszek’s thesis.31

B. Motional Narrowing Region. Many of the special sim­
plifying features which may be applied to spectra in the 
motional narrowing region have been discussed by PBF. 
We extend and apply that discussion to the problems of in­
terest here.

(1) Effective Spin Hamiltonian and Ordering Parame­
ters. Here one uses an effective spin hamiltonian

x  = X 0' + X/(Si)  (2.23a)
where

■1C o' =  3C0 +  <3Ci(ff2)) (2.23b)
and

Xt'(Si) = iCjin) -  (3c,(n)) (2.23c)
where the averaging implied by the angular brackets is ac­
cording to the prescription of eq 2.13. When nuclear Zee- 
man terms are neglected the static spin hamiltonian in the 
high fiejd approximation is

R X 0 = <g)(3eB0Se -  HyeJ2(ai)sA  (2.24)
t

The apparentg and a values, i.e. (g ) and (a), must be cor­
rected for nonsecular static and dynamic frequency shifts 
according to the methods discussed by PBF. Thus, for ex­
ample, for the potential of eq 2.14 and for a molecule in 
which the (x'", y'", z'") coordinates are the same as the (x', 
y', z') coordinates, i.e., the magnetic tensor principal axes 
coincide with the orientational principal axes, one obtains 
the following equation (for a single nucleus of spin I) for 
these ncnsecular frequency shifts:

^oorr -  = AOj(w) = - f  [(7(7 + 1) -  m2)2b2] ~
order

{ 2 0  ^  + 2i*y) + -JQ U W  + 2-F2zy) +

15(7/(7 + 1) -  m 2) ^ 2 + 2D2) +

+ -  2f 2d 2>) -

— (57(7 + 1) -  8 -  2 D2) + bD’[l(I + 1) -21
m2

_4
2 1

(D°°2) + ( “ 1 1 ^ 2  + M F 0D2' + f 2d0')] +

[57(7 + 1) - 8»z2]710ß2)(7)202 + D 2 02)}t+ OJ2Tr2

(2.25)
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where we are using the notation of I (except that F2 and D2 
used here have opposite sign than the use in I for the con­
sistent set of conventions needed for anisotropic liquids, cf. 
Polnaszek’s thesis31). In principle, terms including (Boo) 
and <Ĵ o> + (BL20) can be included but they are negligible 
(<1% of the sum of the terms retained).

If the magnetic tensors are known, eq 2.13 can then be 
used to calculate the ordering parameters. For the case in 
which the asymmetric potential of eq 2.14 is applicable and 
4» = 0, the following equations result:

(n2 \ = ((g) - « ) ( & -  g J  -  ((g) -  g)(«v -  aJ 
00 (a* -  a)(gx -  gy) -  (gz -  g)(ax -  ay)

(2.26a)

(Z*20 + D20) —
/6 [((« )- a)(gz -  g) -  ((g) -  g)(a , - a ) ]

(gx ~ gy)(at ~ a) -  (gt -  g)(ax -  ay)
(2.26b)

[In eq 2.26 and hereafter we shall refer to magnetic tensor 
components in the x"', y'", z'" axes as the x, y, z compo­
nents, or else some cyclic permutation of the (*"', y"\ z"') 
axes provided there is no confusion with the laboratory 
axes.]

With the ordering parameters known, eq 2.13 can be ex­
pressed as a system of two integral equations and the po­
tential parameters X and p obtained. Note that, because 
there are only two experimental observables, viz. (g ) and 
(a), obtained from a motional-narrowing nematic ESR 
spectrum of a nitroxide, one can have at most two adjust­
able parameters, and one must then assume some knowl­
edge of the x', y', z' axis system.32

For many compounds of appropriate molecular geome­
try, the one-parameter Maier-Saupe potential may prove 
sufficient to describe its orientation, and a second parame­
ter, which may then be determined, is the tilt angle of the 
magnetic z axis with respect to the z' axis. For this case, 
one obtains the set of equations

cos2 ft1 {ax -  a) {(g) ~ g) ~ (gx ~ g)((a) ~ a)
(g„ ~ •§*)((«> ~ a )  -  {(g) -  g)(az -  ax)

(2.27)

<^oo(P)> =
_________(a) -  a_________
(ae -  ax) cos2 ft’ + (ax -  a) (2.27a)

where the magnetic tensor components are in their princi­
pal axis system.

Note that the possible solutions of eq 2.27 for ft' are ±ft' 
± rnr (n = 0, 1, 2, . . . )  but, because of the uniaxial property 
of nematics, they are equivalent.

If there is a static distribution of directors around the 
laboratory axis, then one would have to use eq 2.1 and aver­
age the spectrum over the distribution in 'F (e.g., a poten­
tial such as V(^) = p cos2 0).8’31

(2) Relaxation. If we define, as in PBF, the correlation 
function
C(L, V;m,m',q,q'-,T)= <D.'m„ (L)U) >*(* + t)>

[where the prime on a function is defined by f'JSi) = / a(fi) 
— ( / a ( B ) ) ] .  and its Fourier-Laplace transform (the spectral 
density function):
f?(LL', m m ',q ,q ', ioS) =

dr exp(-zo>T)C(L , L'; m,m';q,q';T)

then the line widths and other relaxation behavior may be

described in terms of these functions, according to the 
methods outlined by PBF. In particular one has

Re K  (LL', KK', MM';zw) = Y  ^  > x
n En + w

<G0(S1) |Z^„(i2) |Gn(f2))<G„(i2) |Z # * (i2 ) |G 0(fi)> (2.28)

where the Gn(ii) are the eigenfunctions of f  <> of eq 2.9b 
with eigenvalues En. Equation 2.28 may be simplified by 
noting that for general potentials of form eq 2.11 or 2.12, 
only those K  for which M' = M are nonzero, so
K{L, L ', K, K', M, M', ioS) = tf(L, L ', K, K', M, zco)6MM.

(2.29 a)
We note further that the usual terms of 3Ci(if) only require 
L = L' = 2. Also it can be shown for the potential of eq 2.14 
that
K{2, K, K', M, iift) = K {2 , -K,-K' ,M ,iw)  =

K(2, K, K ',—M, id) = A(2,-K,-K',-M ,zcc) =
K{2, K', K, M, iw) (2.29b)

[For a cylindrically symmetric potential one also has K = 
K' for nonzero values of K.]14 Thus, for the asymmetric po­
tential of eq 2.14, the line widths are given

Zy1 = Re Z  K(2,  K, K', M, ¿(F)FU i2,K)Fv <2,K' )* x
K,K',M V i

a,  a ' , 0,8'

t^ lij‘2,M)]a6K / 2,M' )]a.a.* (2.30a)
For a single nuclear spin of I, one has the usual dependence 
of the line width upon the 2 component of the nuclear spin 
quantum number, mi

= A  + Bmt + Cm / (2.30b)
where 
(A -  A') =

Re { - (/ + V y f Z  DKDmK,[K(2, K, K', 0, a>0) + 

S«(2 ,K ,K M ,w J + 6K( 2 ,K ,K ',2,co0)] +

Z  FkF_k .[4K{2, K, K', 0, 0) +
it)Pe K,K#

3A(2,K,K', 1, w0] |  (2.31a)

B = -Re Z  FkF_k,[4K{2, K, K', 0, 0) +
\ V K,K'

3JC(2,K,KM ,q)0) ] |  (2.31b) 

C = Re Z  F KDmK,[SK{2, K, K', 0, 0) -
v J K,K'

K(2,K,K' ,O,w0) + 6Ji(2, K, K', 1, w0) -  

3A-(2,K,K', 1, wj -  6tf(2,K,K' ,2,  co0) ] |  (2.31c)

where the D k and FK are defined as in I; also a>a « a>± = 
± 0;,, + '/¿alTel ■ Note A', the residual width, includes all 
other nuclear-spin independent line-broadening mecha­
nisms. [The units of A, B, and C are sec“ 1; for comparison 
with experimental results, they are multiplied by 2(3)_1/2/ 
|7e| to give values which correspond to peak-to-peak line 
widths in gauss.] Note that nonsecular terms are readily in­
cluded in this treatment of ESR line widths in the motional 
narrowing region of the nematic mesophase. In previous
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work nonsecular terms were either neglected or considera­
bly complicated the method.9-13,28

In the isotropic limit, the spectral densities are

K{2,K,K' ,M,  w) =

(1 /5) 5Kk-(Tlk-î  + w2 = s ih A u ) {2.32)

and then eq 2.31 corresponds to the equation given for axi­
ally symmetric rotational diffusion in I.

For an axially symmetric potential, eq 2.31 can be used 
to calculate motional narrowing line widths by the substi­
tution of -K^^kk' for the K{2, K,K',M,u>). In this case the 
iiiflufor.|X| < 1 may be obtained by a perturbation theory 
approach and are given by PBF. (Their equations for K$ln 
allow for the K and M to be permuted throughout, to ob­
tain all the needed expressions.)33,34

Programs for the analysis of the motional-narrowing re­
laxation of a nitroxide with asymmetric magnetic parame­
ters oriented by the asymmetric potential of eq 2.14 are 
given in Polnaszek’s thesis.31

III. Experimental Section
A. Sample Preparation. The nitroxide free radical

2,2,6,6-tetramethyl-4-piperidone N -oxide (Tempone) and 
its totally perdeuterated analog (PD-Tempone) were syn­
thesized by Dr. R. P. Mason using the method of Rozant- 
sev.35 The bromoacetamide spin label, 3[[2-[2-(bromoace-
tamido)ethyl]ethyl]carbamoyl]-5,5-tetramethyl-l-pyrrolin- 
dinyloxyl (BASL), was purchased from Syva Associates. 
The a-phenylnitroxyl nitroxide (PNN) was a gift of Dr. G. 
Rist. The di-ierf-butyl nitroxide (DTBN) was synthesized 
by B. Kaplan using the method of Hoffmann et al.36 All 
free radical nitroxides were used without further purifica­
tion.

The liquid crystal bis(4,-n-octyloxybenzal)-2-chloro-
1,4-phenylenediamine (BOCP) was purchased from Al­
drich Chemical Corp. and used without further purifica­
tion. The nematic compounds butyl-p-(p-ethoxyphenoxy- 
carbonyl)phenyl carbonate (BEPC), p-(p-ethoxyphenyl- 
azo)phenyl hexanoate (PEPH), and p-[(V-(p-methoxyben- 
zylideneamino]-n-butylbenzene (MBBA) were obtained 
from Eastman Kodak. BEPC was purified by several re­
crystallizations from methanol, PEPH was recrystallized 
from absolute alcohol, and MBBA was purified by vacuum 
distillation.37 The p-ethoxy-p'-hexyloxyazoxybenzene 
(EHAB) and its nematic precursor p-ethoxy-p-hexloxyazo- 
benzene were synthesized as described by Koch38 and re­
crystallized from ethanol-water mixtures and then from 
absolute ethanol. The nematic compound p-[Af-(<r-hy- 
droxy-p-methoxybenzylidene)amino]-n-butylbenzene 
(OH-MBBA)39 was synthesized by refluxing p-n-butylani- 
line (Aldrich) and p-methoxy-<r-hydroxybenzaldehyde pre­
pared by the method of Zemplen et al.40 in absolute alco­
hol. Upon recrystallization from methanol, OH-MBBA 
melted at 42°C. Nematic phase IV, a low melting nematic 
eutectic, was synthesized by the methods of Steinstrasser 
and Pohl41a and recrystallized from a methanol-hexane 
mixture; it was also purchased from EM Laboratories. 
Nematic phase V,41b a lower melting nematic eutectic com­
posed of 65% phase IV and 35% of another mixture, was ob­
tained from EM Laboratories and used without further pu­
rification. The dimethoxyethane (DME) was Eastman 
White Label and was purified by the methods of Bolton 
and Fraenkel.42 Deoxygenated samples were prepared by

standard methods, and further details may be found in 
Polnaszek’s thesis.31

B. ESR Spectrometer. Most of the ESR measurements 
were performed on a Varian E-12 spectrometer using 10- 
kHz field modulation, cf. I and II. The temperature in the 
active region of the cavity was controlled by a Varian E-257 
variable temperature control unit and was stable to ±1°C. 
The temperature gradient over the active region of the cav­
ity relative to the center was found to vary with tempera­
ture. At room temperature the value was ±0.5°C, while at 
150°C the gradient increased to ±2°C. Other techniques 
are as described in I and II.

C. Line Width Measurements. All line width measure­
ments were performed with the modulation amplitude set 
at a value of less than one-tenth of the line width and with 
the microwave power set well below that required to maxi­
mize the signal amplitude. All the spin labels studied had 
unresolved proton or deuteron hyperfine structure in each 
of three principal ESR lines. This inhomogeneous broaden­
ing causes the line shapes to be non-lorentzian and to ap­
pear to be broader than the true peak-to-peak line width 
^Ye| T2- 1(3)-1/2. The correct line widths can be obtained as 
was done in II. One measures the line shape by noting the 
variation of the derivative half-amplitude as a function of 
the distance from resonance. This line shape is then com­
pared to a theoretical line shape calculated using a peak- 
to-peak line width and hyperfine splitting (hfs) constants 
for the nuclei causing the inhomogeneous broadening. 
Kreilick using an NMR technique has determined these 
hyperfine splitting constants in the isotropic phase for 
Tempone to be a^14 = —0.11 G and a7H = —0.01 G.43 Be­
cause there are 12 0 protons and 4 y protons and ayH is so 
small, the effect of the y protons was neglected in the line 
shape simulations.

For Tempone in the isotropic phase of BEPC, a 0 proton 
coupling constant of 0.125 ± 0.003 G is needed to fit the ob­
served line shape. In the nematic phase of BEPC the /3-pro­
ton coupling was found to vary with the temperature as a 
result of the increase of (D^0) with decreasing tempera­
ture. If one assumes an axially symmetric potential, the or­
dering parameter can be determined from the nitrogen hfs 
using ec 2.27a with 0' = 0. Then one may use this ordering 
parameter and the isotropic 0  proton coupling to calculate 
the z component of the methyl proton hyperfine tensor in 
the principal axis of the nitrogen magnetic tensors (from eq 
2.27a). One obtains azHt* = —0.739 ± 0.008 G and = 
%(ax + ay) = 0.182 G, if one assumes axial symmetry of 
the methyl proton hyperfine tensor. For PD-Tempone in 
phase V a similar analysis applied to the 0 deuteron split­
tings yields aDiso = -0.0215 ± 0.0005 G and a2° = -0.093 
± 0.007 G. Since the isotropic splittings, gin and the a2N de­
termined for the rigid limit were nearly identical for PD- 
Tempone in all the liquid crystal solvents, it was assumed 
that the an and azD were the same for all systems in the 
liquid and nematic regions. Then, after one has obtained 
(Doo) relative to the molecular z axis, this can be used to 
calculate the (an) needed for the line shape analysis. The 
intrinsic peak-to-peak line width for PD-Tempone, or any 
radical in which the inhomogeneous broadening is due to 
12 equivalent deuterons, can be obtained from Figure 1 and 
knowledge of the deuteron hfs.

In the motional narrowing region, when the variation in 
the line width among the three nitrogen lines is small com­
pared to the line widths, it is usually more accurate to de­
termine one line width and use the relative amplitude of
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Figure 1. Calibration curve for obtaining the intrinsic derivative line 
width AHpp from the observed (inhomogeneous) derivative line width 
AHpp* for PD-Tempone involving 12 equivalent deuterons.

the lines to calculate the relative line width of all the lines. 
This procedure can be readily modified to the case of inho- 
mogeneously broadened lines. After determining (an) and 
one line width as described above, one can use that value of
(ad) and vary the intrinsic line widths in the line shape 
program until one obtains the correct intensity ratios. This 
procedure was applied to all spectra in which the line 
widths were 1 G or less. For widths >1 G the corrections 
were less than 1%. [Magnetic field inhomogeneity will not 
cause serious inhomogeneous broadening of the lines, since 
it is ~5 mG,2 whereas the minimum intrinsic line width ob­
served for PD-Tempone in phase V was 134 mG at 67°C.] 

Another factor which can affect the observed line shapes 
in the nematic mesophase is the possibility of the director 
h not being parallel to the dc magnetic field. deGennes has 
predicted that due to thermal fluctuations the director can 
have components which are not parallel to the field.44 One 
notes that the resonant positions of the lines will be differ­
ent for each orientation of the director. If the motion of the 
director is taken as being slow on the ESR time scale,17 44 
then each observed line will be a superposition of reso­
nances from different director orientations and any modu­
lation by the motion of the director may be neglected, i.e., 
one has a static distribution of directors. The total line 
shape for a distribution of lorentzians with the director dis­
tribution also of a Maier-Saupe form is given by

I ( B 0 Jul i

ir / 9-it / 2 ÏOrÿ1?
Tf\B {0)  -  Bà

+ (B(9) -  B ^ Y
e x p (a  s in 2 Ö) s in  9 d0

where
B(6) = {B  + n i j [a  + i?2oo(0)<D2oo(i2)>(as -  a)] -  

[ / ( /  + 1) -  m / ] [ a  -  VjDgj(9)(D020(9)}(ae -  

a ) f / 2 B 0} [ l  -  ¡ßM(e)(I^m(Q)){ge -  f f ) /g ]

(3 .1)

(3.2)

where the (.Doo(il)) are the experimentally determined or­
dering parameters, 8 is the angle between Bo and 6 , B0 is 
the resonant field of the center line in the absence of a po­
tential = (<«W|7ej), and a =  — (kT do2)-1 where 8a is the root 
mean square fluctuation in 06a and we have assumed small

TABLE II: Magnetic Parameters for Nitroxides 
in Liquid Crystals“

(A) PD -Tem pone in P hase V

S x 2.0097 ± 0.0002 Ay, G 5.01 ± 0.2
2.0062 ± 0.0002 a„ g 33.7 ± 0.3

S , 2.00215 ± 0.0001 (A), G 14.77 ± 0.3
<g> 2.0060 ± 0.00017 an> G 14.78 ± 0.02
S s 2.00601 ± 0.00005 A ,G 2.2
AX,G 5.61 ± 0.2 B, G 0.2

(B) Other S ystem s

System A, aN g

PD -Tem pone in P hase IV 33.5 14.75 2.00602
P D -T em pone in BOCP 33.9 14.74
PD -T em pone in BEPC 33.8 14.79 2.00600
PNN in BEPC 18.1 7.62
B rom oacetam ide spin 33.2 14.62 2.0058

lab el in BEPC  
a Polycrystalline matrices.

Figure 2. Rigid limit spectrum for PD-Tempone in phase V and simu­
lation based on magnetic parameters given in Table II.

ordering parameters to get a simple result in eq 3.2. [In 
general, T2-1 will depend on 8, a matter to be discussed in 
section VII. However for small values of So expected for this 
mechanism, it is reasonable to neglect this effect.)

We have observed in our work with PD-Tempone in 
phases IV and V, marginal asymmetries of the hyperfine 
lines, which would require values of a > 100 (i.e., let R be 
the ratio of the low-field to high-field extremum intensity 
of a hyperfine line, then we see R ~  0.94 to 1.0). These 
values for a are very much larger than those used by 
Brooks et al.45 for VAAC in PAA. Furthermore (1) our ob­
served asymmetries increase with decreasing temperature, 
or the opposite direction expected for director fluctuations, 
but in the correct direction if due to slowing of the rate of 
molecular reorientation; also (2) the high-field line is pre­
dicted to have R > 1 while we observe R < 1, etc. Thus, 
within experimental error it does not appear that we ob­
serve any effects from a static distribution of directors.46 
Dynamic effects of fluctuations in the director are dis­
cussed in section VII and the Appendix.

IV. Determination of Magnetic Tensor Components. 
Rigid Limit

In order to simulate slow motional spectra and to analyze 
the data in the motional narrowing region, one must know
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the components of the g and A tensors which occur in the 
spin hamiltonian 3Gi(il). We have made our measurements 
on polycrystalline samples in the manner given in I and II. 
All of the liquid crystals used froze into amorphous solids 
when cooled slowly below their nematic range. However, to 
prevent some residual ordering from being frozen in, the 
samples were frozen outside the magnet gap or inside the 
cavity with the magnetic field turned off. MBBA and OH- 
MBBA, if quick-frozen in liquid nitrogen, formed rigid 
glasses. However the spectra of PD-Tempone in all the fro­
zen nematics was virtually identical and independent of 
whether the sample was amorphous or glassy. Also the iso­
tropic a and g values for PD-Tempone in all the liquid 
crystals studied were nearly equal as shown in Table II. 
Thus, it was decided to determine accurately the magnetic 
tensors for PD-Tempone in one system and use these 
values for all systems and also for Tempone.

The rigid limit spectrum of PD-Tempone in frozen phase 
V at — 190°C is shown in Figure 2. Note the resolution in 
the central region. For Tempone in the rigid limit, the cen­
ter region is not resolved because of inhomogeneous broad­
ening due to unresolved proton hyperfine structure. Thus 
deuterating the nitroxide spin label is seen to aid in the 
analysis of the rigid limit spectrum as well as the motional 
narrowing and slow motional spectra. Further resolution 
can be obtained by deuterating the solvent (cf. I and II). 
The parameters which gave the best fit are given in Table 
II. A lorentzian line shape gave the best overall fit, al­
though a gaussian shape function appears to fit the extre­
ma better. Note that the theoretical spectrum is slightly 
lowered from the experimental one, so that the fit in the re­
gion —24.53 to —13.19 G is an artifact of the drawing; it is 
this region for which a gaussian gives a better fit. [We note 
that rigid limit spectra for PD-Tempone in toluene solvent 
were more successfully fit with a lorentzian shape, although 
some features of the spectrum in 85% glycerol were better 
fit with a gaussian (cf. II).] The form for the orientationally 
dependent intrinsic line width was assumed to be2

T2-1 = A + B cos2 /8 (4.1)

It was found that the values of A and B of 2.2 ±0.1 and 0.2 
± 0.1 G, respectively, gave the best fit to the experimental 
spectrum. It was shown in II that the magnetic parameters 
and intrinsic line widths for PD-Tempone vary with sol­
vent in nonliquid-crystalline solvents. The near equiva­
lence of these quantities for all the liquid crystals is proba­
bly due to chemical similarity of these compounds. Also 
these results are very similar to the magnetic parameters 
obtained in II for nonhydrogen-bonding isotropic solvents 
(e.g., toluene) as one might expect.

There are some differences between the theoretical and 
experimental spectra. One of the possible causes, which 
was discussed above, is the residual motion present. It was 
not experimentally convenient to reduce the temperature 
further; however the observed spectra changed very little 
with temperature in this region. The deuterium inhomo­
geneous broadening is expected to be negligible, since the 
largest component of the methyl deuterium hyperfine ten­
sor is —0.09 G. Quadrupole terms were neglected in the the­
oretical hamiltonian used. Dinse et al.32 have measured the 
quadrupole splitting of a chemically similar nitroxide to be 
—0.9 G, but the effect of the quadrupole splitting will be to 
shift the lines corresponding to the x and y orientations 
by47

-j- / - L \  f ^ 0.04 G (4.2)
32 \ a j  \  n\Ve\J

which is negligible; also there will be no shift in the lines 
from the z orientations. Spectra simulated with nuclear 
Zeeman terms included did not differ from those in which 
these terms were neglected. It was thought that the small 
bump appearing near —13 G might be due to the presence 
of a spectrum arising from 15N (I = %). However, simula­
tion performed with parameters appropriate for the 15N 
species, that was added to the line shape calculated for 14N 
using the correct isotropic abundances, did not show such a 
bump nor was the rest of the spectrum affected. Another 
source of error is the assumption used in the hamiltonian to 
simulate the spectra that the principal axes of the g and 
hyperfine tensors coincide. It has been reported that the xy 
planes differ by 6° for DTBN.48 If this were true for PD- 
Tempone the values for the * and y components may be 
changed somewhat, but it would be within our error limits. 
Thus one can be confident that the magnetic parameters 
given in Table II are fairly accurate.

The spin parameters determined from the rigid limit 
simulations give the same isotropic values (obtained at 
temperatures 300° higher) when one averages the values of 
the principal components. Thus, it is reasonable to believe 
that the magnetic tensors are temperature independent, so 
they may be used for all the line shape analyses.

V. Motional Narrowing Results
A. Preliminary Observations. The motional narrowing 

ESR spectra of all nitroxides consisted of three sharp lines 
in the isotropic and nematic phases in all liquid crystals 
studied. If one refers to PBF, one finds that this observa­
tion need not in itself be indicative of motional narrowing. 
The analyses will be given for only the nematic mesophase. 
[Several of the liquid crystals had underlying smectic me- 
sophases. All the smectic solvents gave spectra which had 
splitting constants nearly identical with the isotropic split­
tings and thus were indicative of randomization of the di­
rector in the smectic phase. The lines were much broader 
than the nematic phase and in some cases were asymmet­
ric. This is indicative of the local ordering present in the 
macroscopically disordered smectic phases.]8 The nematic 
compounds which did not have underlying smectic phases 
all froze to amorphous randomly oriented solid phases. All 
mesophases could be supercooled considerably below their 
melting points, and no sudden changes (or discontinuities) 
were observed in the ESR spectra in this region until the 
samples froze. Below the freezing point in all systems, the 
spectra varied continuously with temperature until the 
rigid limit was reached.

The nematic-isotropic transition point, 7’k, was deter­
mined to be the temperature at which the observed split­
ting constant changed from its isotropic value to a smaller 
value indicative of the ordering in the nematic phase. Be­
cause of the temperature gradient in the cavity as well as 
impurities in the liquid crystal solvent, it was possible to 
observe spectra from both phases simultaneously if one was 
at or near T k- These transition points and freezing points 
were dependent upon the concentration of the radical and 
also upon the specific radical which was dissolved in the 
nematic solvent. Thus the values of the transition points 
and freezing points could vary by several degrees from 
sample to sample.
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Figure 3. Ordering parameter <Doo)z vs. reduced temperature T' = 
r/rK for PD-Tempone in several liquid crystals: (O) phase V; (A) 
phase IV; (•) MBBA; (▼ ) OHMBBA; (V) BOCP; (▲ ) BEPC; (□) Tem- 
pone in BEPC.

One finds that phase V and BOCP should be the best liq­
uid crystals in which to do an ESR relaxation study, since 
they have nematic ranges of over 100°. However phase V 
freezes at least 80° below BOCP and thus would be a more 
suitable solvent in which to look for slow-motional effects. 
When the experimental study was performed, phase V was 
the lowest melting nematic compound readily available. 
Radical stability is another factor to be considered in the 
choice of lower temperature liquid crystals. If the radical is 
volatile, it may distill out of the liquid crystal when heated 
in the evacuated sample tubes. Also, as noted previously 
the temperature gradients in the cavity are much greater at 
the higher temperatures.

The radical chosen for most of the motional narrowing 
studies was PD-Tempone. As we have shown, the contribu­
tion from inhomogeneous broadening can be completely 
neglected for spectra having all lines of width 1 G or great­
er, and the contribution is quite small for narrower lines. 
The accuracy of the line width measurements is considera­
bly increased compared to proton inhomogeneously broad­
ened lines. The only apparent disadvantage in using PD- 
Tempone is that, because of its size and geometry, it is not 
ordered to a large extent in the nematic phase.

B. Order Parameters and Potential Expansion Coeffi­
cients. In order to perform relaxation studies, one must 
know the coefficients in the potential (cf. eq 2.14) which 
determines the distribution function for the orientation of 
the radical in the nematic phase. These coefficients can be 
determined from the ordering parameters calculated in the 
motional narrowing region.

The ordering parameters < £ 4 )2 determined for PD- 
Tempone in several liquid crystals for the Maier-Saupe po­
tential are plotted vs. T* in Figure 3 where T* = T/Tk. 
The magnetic parameters used are those given in Table II 
for PD-Tempone in phase V. The ordering parameters for a 
solute molecule in different solvents might be expected to 
lie on nearly the same line when plotted against T*. The 
fact that they do not in all cases shows X = —Y2/^T  is a 
function of the solvent to some extent as well as the radical. 
In general, '.t is found that liquid crystals of nearly the 
same geometry but with different chemical groups in the 
center orient PD-Tempone to the same amount. For in­
stance, phase V, phase IV, and MBBA have similar alkyl 
end groups and OH-MBBA and BOCP are laterally substi­
tuted liquid crystals with an atom or group on a benzene

Figure 4. Ordering parameter ( d Sjo) ^  v s . reduced temperature T' = 
77 7k tor several nitroxide radicals: (A) PNN in BEPC; (□) BASL in 
BEPC; (O) Tempone in BEPC; (V) DTBN in EHAB; (•) MSL in PEPH.

Figure 5. Calibration curve of ordering parameter (C $ ) vs. X for the 
Maier-Saupe potential.

ring ortho to the center group. The discontinuity in the or­
dering at the transition point is indicative of a first-order 
phase transition, whereas the deviation of the observed
0 4 )  vs. T* from near linearity for phase V and to a lesser 
extent phase IV at low T* is a result of the breakdown of 
the assumption of motional narrowing upon which eq 2.26 
is based.

Further results of <Z4)z for different radicals are given 
in Figure 4. The relationship between X and <14) accord­
ing to eq 2.13 is given in graphical form in Figure 5 for the 
range of values of interest. The most ordered system in Fig­
ure 3, Tempone in BEPC, is included for comparison. [Also 
note in Figure 3 that Tempone and PD-Tempone appear to 
order to a slightly different degree in BEPC. We have not 
determined whether this is a true effect or whether it re­
flects differences in sample preparation.]64 The radical 
PNN oriented the largest amount, but was found to decom-
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Figure 6. Asymmetric ordering parameters vs. reduced temperature 
for PD-Tempone in various solvents. The ordering parameters are 
defined with respect to the z-molecular axis (see text). Solvents are
denoted by (— ) phase V; (....... ) phase IV; (------ ) MBBA; (.........)
BEPC; (-•••-) Tempone in BEPC; (A) for \ z and V  for pz in BOCP; 
(A) for \ z and T  for pz in OH-MBBA.

pose to another radical after 1 hr or more in the liquid crys­
tals used. The larger bromoacetamide spin label orients to 
a lesser degree, but it is beginning to show slow motional 
effects at much more elevated temperatures than PD-Tem- 
pone. The curves for DTBN and the maleamide spin label 
(MSL) are representative of nitroxides which are very 
weakly ordered and almost not ordered, respectively. How­
ever, for MSL this may be due to a tilt of the z axis with re­
spect to the z' axis such that ff  is close to the magic angle. 
[The DTBN reacted to give another spectrum after 1 hr in 
the isotropic phase of PEPH.]

We now recall that the magnetic tensors of PD-Tempone 
are not axially symmetric. An examination of a molecular 
model of PD-Tempone indicates that there is no particular 
axis in the molecule about which it would prefer to align in 
a nematic phase. Because of these two reasons, one should 
be able to determine an ordering tensor for PD-Tempone 
that need not be axially symmetric. In fact an asymmetric 
potential (cf. eq 2.12, 2.14) is needed to describe the or­
dering of PD-Tempone in the mesophase. The second po­
tential parameter is determined utilizing the g values mea­
sured for the nematic and isotropic phases. These mea­
sured g values were corrected for the static and dynamic 
nonsecular shifts using eq 2.25. The corrected g and hyper- 
fine values permit the calculation of the two ordering pa­
rameters from eq 2.13. It is found that PD-Tempone in 
phase V orients weakly with the magnetic z axis tending to 
be perpendicular to the director, the y  axis tending to be 
parallel to the director, and the x axis tending to be orient­
ed nearly at the magic angle. [This implies that if there is a 
single axis of cylindrical symmetry, it is not one of the mag­
netic principal axes.]49 The values of the two ordering pa­
rameters were then used to calculate the potential parame­
ters X and p from eq 2.13. The results are shown in Figure 6 
for the z-axis parameters for PD-Tempone and Tempone 
in several liquid crystals. It can be seen that |A| > |p| for all 
solvents except BOCP and OH-MBBA. However, if one 
calculates X and p with respect to the y magnetic axis as the 
primary axis of PD-Tempone from the known values with 
respect to the z axis, one obtains the result that py «  0 for 
these two solvents. Thus for BOCP and OH-MBBA, the 
orientation can be described by a Maier-Saupe potential 
with respect to the y axis. Therefore (by a proper choice of 
labeling of the magnetic principal axes) it is the first term, 
i.e., the Maier-Saupe potential, which predominates in the 
potential expansion for all systems studied. This encourag­
es us in the belief that the two-parameter potential of eq

Temperature - (°C)
100 90 80 70 60 50 4 0  30 20 10 0  -10 -2 0—I--1---1 I---1 I I I ! I I I I "

t/T x 103 (”K)-;s
Figure 7. A, B, and C vs. 1 / T for PD-Tempone in phase V.

2.14 is adequate for dealing with the molecular dynamics. 
For phase IV and phase V the X and p curves were extrapo­
lated for those values of T* corresponding to the slow mo­
tional region. These values of X and p were used for simu­
lating slow motional spectra.

C. Line Width Analysis. The ESR spectra.qf PD-Tem­
pone in the nematic phase of a liquid crystal are now ana­
lyzed in the motional narrowing region. Because all ob­
served spectra consisted of three lines, one might think 
that the motional narrowing limit will apply for all temper­
atures. However, the lines become asymmetric at lower 
temperatures and the two hyperfine splittings become con­
siderably different. It is in this region that one must use the 
slow-tumbling theory to simulate the observed spectra. 
The slow motional spectra of the weakly ordered PD-Tem­
pone are expected to be sensitive to model dependence, an­
isotropic viscosity, asymmetric molecular reorientation, 
and the type of liquid crystalline potential used as is readi­
ly seen from the examples in PBF. A thorough analysis of 
the motional narrowing region should help to show which 
of the above-mentioned processes are important. It is ex­
pected that in the absence of any second-order phase tran­
sition, the same sort of diffusion process will occur at all 
temperatures, and one should be able to extrapolate the re­
sults of the motional narrowing region into the slow mo­
tional region.

The first case to be discussed will be that of PD-Tem­
pone in phase V, a system which exhibits slow motional ef­
fects, but, nevertheless, has a long mesomorphic range over 
which one can observe motional narrowing behavior. The 
other systems will be analyzed in terms of their similarities 
or differences to this system. All line widths were measured 
by the method of relative amplitudes (cf. I and II) and cor­
rected for deuterium inhomogeneous broadening using the 
ordering parameters given in Figure 3 to calculate the deu­
terium hfs (cf. section III). All line width data can be ex­
pressed as coefficients A, B, and C of eq 2.30b.

(1) Isotropic Phase. The line width results for PD-Tem­
pone in the isotropic phase of phase V are shown in Figure
7. Our analysis of the line widths in the isotropic region is 
identical with that given in I and II. For PD-Tempone in 
the isotropic phase of phase V, one is in the region o>o2tr2'~  
1 where nonsecular terms are expected to be important. If 
nonsecular terms are included in the calculation of tr, one 
gets the result that tr determined from B does not equal tr 
from C for isotropic rotation. In fact trc/ trb varies from
1.3 near Tr to 1.5 at 99°. If nonsecular terms are neglected,
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Temperature (°C)

*
Figure 8. tr vs. 1/ 7" for PD-Tempone in phase V. The points given 
by O represent the best fit obtainable for an axial potential allowing 
for anisotropic viscosity. The results for asymmetric potential with 
(A) anisotropic rotation and with (D) anisotropic viscosity. For aniso­
tropic viscosity, tr = t r±  = (6R jJ_1, while for anisotropic rotation, 
tr = (6V"R,|fl L)_1. The best results for an e1 /  1 are also the 
same as □  except for the lower temperatures where they are given 
by V.

•V.

the ratio varies from, 0.9 to 0.8. The same sort of behavior 
was found in I and II in the region where uiq2tr2 ~  1 and 
was fit in an ad-hoc manner by changing the spectral densi­
ty function for the nonsecular terms only. That is, the 
quantity En(En2 + coo2)-1 in eq 2.28 is changed to En/(En2 
+ fu)o2) = tr/{ 1 + e2TR2o>o2) where < is an adjustable pa­
rameter. Calculated rotational correlation times are shown 
in Figure 8. The standard deviations for the calculated tr 
are <3% Whereas the average value of t is found to be 4.6 ±
1.7. The parameter < is believed to be indicative of devia­
tions from the assumption of simple Brownian rotational 
diffusion due to relatively slowly fluctuating torques that 
induce the reorientation (cf. section VII). This value of e is 
comparable to the values found in II for the same radical in 
several isotropic solvents. Another effect which can cause 
trb to be unequal to trc is anisotropic rotational diffusion. 
In fact, one may analyze for this in the usual way (I, II) to 
obtain an Ny = 3.2 ± 0.5, which would imply rotation about 
the y axis (in the magnetic tensor principal axis system). 
This alternate explanation conflicts with the observations 
in II that the motion is virtually isotropic in a variety of 
isotropic solvents. Thus by comparison with the results in I 
and II, we favor an 6 = 4.6 and isotropic motion for PD- 
Tempone in phase V. [One cannot distinguish between the 
contributions from the two sources from our present data 
in the isotropic phase, as there are always contributions 
from nonsecular terms in the range of tr’s available. It was 
possible, however, to make such a distinction in I and II.] 

The isotropic-phase results for the other liquid crystals 
are similar to those for phase V. Results are plotted in Fig­
ures 9-12. Again the tr’s are all in the range where nonse­
cular terms will contribute to the line widths. For the case 
of Tempone in BEPC the data could only be fit by assum­
ing anisotropic rotation about the y axis and one obtains 
Ny = 2.3 ± 0.6 for t = 4.6. For the other samples Ny is 
equal to one within the experimental error for e = 4.6. [It is, 
of course, possible that the magnetic parameters have been 
sufficiently altered in BEPC to cause an apparent Ny 1, 
cf. II, but it is not likely since a and az are essentially the 
same for BEPC as for the other solutes, cf. Table I.] In the

Figure 9. C vs. B for PD-Tempone in several liquid crystals: (O) 
phase IV; (V) MBBA; (A) OH-MBBA; (□) BOCP; (0) BEPC; (4 ) Tem­
pone in BEPC.

Temperature (°C)

Figure 10. tr vs. 1/Tfor PD-Tempone in phase IV. The points given 
by O, A, and □  are as given in Figure 8.

Figure 11. tr vs. 1/T for PD-Tempone in various nematic solvents. 
The points O, A, and □  are for MBBA solvent, but are otherwise de­
fined as in Figure 8. The points • , ▲ , and ■  are equivalently de­
fined, but for OH-MBBA solvent. The dashed line connects the 
points for BEPC solvent. The small triangles represent the points for 
BOCP solvent (A for e = 1 and V  for t =  4.6).

analysis of motional narrowing spectra in the nematic 
phase, it will be shown that a smaller value of « approxi­
mately equal to 2.2 is needed to satisfactorily explain the 
line width data in the region where nonsecular terms are 
expected to contribute to the line widths.

(2) Nematic Phase. The line width behavior in the
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Figure 12. Residual line width A' vs. r p for PD-Tempone in a variety
of solvents: (— ) MBBA, (........ ) BOCP, and (........) Tempone in
BEPC. The •  are MBBA, anisotropic rotation; ▲  are MBBA, aniso­
tropic viscosity; □  are BOCP anisotropic rotation; O are BOCP with 
t ' correction; and A  are Tempone in BEPC.

nematic phase will now be considered. Again we first ana­
lyze results for phase V.

The measured A, B, and C for PD-Tempone in the 
nematic phase of phase V are shown in Figure 8. These re­
sults were first analyzed in terms of Brownian rotational 
diffusion in the presence of an orienting potential. It was 
first assumed that, except for the orienting potential, the 
description of the motion should be very similar to that for 
the isotropic liquid, since the values of tr do not change 
very markedly at the phase transition (cf. Figure 8) nor is 
the ordering very substantial (cf. Figure 6). Thus we used 
a n < ~  4.6. When the best single parameter Maier-Saupe 
potential was used, it was impossible to fit the results, ex­
cept with a trb rpc. However, with the two-parameter 
potential, one has trb and trc more nearly equal. The final 
adjustment (to the results for tr < 10-10 sec for t > 23°C) 
was made by fitting t assuming isotropic rotation under the 
two-term potential. This yielded t = 2.9 ± 2.4 (or c ~  2.2 ±
1.4 neglecting one result). [Alternatively we could have in­
troduced an anisotropic viscosity factor S i  =  k\\/R±  = 2.8 
± 1.3 to “explain” the C/B ratio with e ~  1, but with TV de­
creasing as the motion slows to tr± ~  1 0 '10 sec.] Here we 
let tr = tR± = (6R ± ) - 1 and tr, = (6#||)_1. However, for T 
< 20°C (or tr > 2 X 10 '10 sec) the C/B ratio is increasing 
suggesting Tjf > trb. It is possible to “explain” the in­
crease in C/B as due to anisotropic viscosity (which only af­
fects the C term, since (1) only it has pseudosecular contri­
butions and (2) nonsecular terms are already negligible, cf. 
eq 5 of I). Such an analysis yields the strange result that for 
T  < 20° C, tr± continues to increase normally (cf. Figure 8) 
but tr, would have to remain virtually constant (i.e., TV 
would now be increasing rapidly). An alternative explana­
tion, based on the fact that a similar but weaker effect was 
observed for PD-Tempone in isotropic glycerol-H20  sol­
vent (II), is that one must modify the pseduosecular spec­
tral densities to

by analogy with the nonsecular corrections; but, in general 
t' > c. It was found that t' ~  5 in glycerol. Our results for 
PD-Tempone in phase V yield t' ~  20, provided only the 
pseudosecular spectral densities are corrected in this fash­
ion and this will be discussed in section VII. [Note that this

TABLE III: Activation Energies and Preexponential 
Factors for Rotational Relaxation of PD-Tempone 
Dissolved in Several Liquid Crystal Solvents

Ea,
Solvent kcal/mol A, sec

Phase V
COCT> ± 0.3 (1.3 ± 0.6) X io-,17

Phase V (solvent)12 8.7
Phase V (isotropic phase) 8.0 ± 0.6 (2.2 ± 1.2) X 10-.16
Phase IV 8.9 H- O to (4.4 ± 1.3) X 10-.17
Phase IV (solvent)“2 10.1
BOCP 9.4 COo-H (1.5 ± 0.8) X 10-.16
MBBA 10.2 ± 0.2 (7.0 ± 1.6) X io-.18
MBBA (solvent)“2 11.3., 11.9, 10.5

a The result for the  tw ist viscosity coefficient from ref 54.

analysis gives values for tr that are very nearly the same as 
the tr± obtained from an analysis of anisotropic viscosity.] 
An alternative explanation in terms of the onset of aniso­
tropic molecular reorientation about the molecular y  axis, 
with Ny increasing from 1 to greater than 2, could also “ex­
plain” our observation, but, again, we are loathe to accept 
such a mechanism which “suddenly appears” as a function 
of tr when there are no phase transitions (cf. I and II). Fur­
thermore, such a prediction ultimately leads to a prediction 
that the residual line widths A' would tend to become neg­
ative at the lower temperatures for this mechanism. Our re­
sults for isotropic liquids indicate that A' should be in­
creasing linearly with tr for tr > 10-10 sec (cf. I and II). 
These matters are further discussed in section VI, since the 
anomaly becomes more dramatic as the slow tumbling re­
gion is reached.

The activation energy and preexponential factor from 
the best linear fit (i.e., with the e' correction) of log tr vs. 
1/T  in Figure 8 are given in Table III. The somewhat dif­
ferent results for the isotropic phase are also given in Table
III.

The line width results for B and C for Tempone and 
PD-Tempone in the other liquid crystalline solvents are 
shown in Figure 9. One can see that the C/B ratio for PD- 
Tempone in BOCP is quite different than for the other sol­
vents, and it is slightly changed for BEPC. As noted from 
the results for the isotropic region, PD-Tempone in BEPC 
appears to rotate 2.3 ± 0.6 times as rapidly about the mo­
lecular y axis than the other two axes (provided the correct 
magnetic parameters are being used) thus one would ex­
pect to see differences in the nematic phase. [No line width 
data were taken for BOCP in the isotropic phase because 
PD-Tempone either decayed or distilled out of solvent at 
the high temperatures >180°C at which BOCP is isotropic. 
Note the large errors for B and C in Figure 9 which occur at 
temperatures >100°C.]

The results for PD-Tempone in phase IV are very similar 
to those in phase V, and were analyzed in the same manner. 
One has in Figure 10 graphs of log tr vs. 1 /T  for the differ­
ent assumptions of model. One finds isotropic motion with­
in experimental error and t' «  20-25. The activation energy 
and preexponential factors are given in Table III. They are 
close to the results for phase V.

As noted, C/B for PD-Tempone in BOCP differs consid­
erably from C/B in all other nematics (cf. Figure 9). The 
other line width results for this system are given in Figures 
11 and 12. We have already noted that the ordering data 
for PD-Tempone in BOCP could be fit to a Maier-Saupe
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potential with the magnetic tensor y axis as the principal 
axis for orientation. We have used this potential in the line 
width analysis. All attempts to calculate correlation times 
using a modified pseudosecular term or an anisotropic vis­
cosity failed. C/B ratios as large as those observed experi­
mentally could not be predicted.50 The magnetic parame­
ters used were those given in Table II for PD-Tempone in 
phase V, but note that a and az are equal to within the ex­
perimental error for phase V and BOCP. Thus anisotropic 
rotation (about the molecular y axis) was introduced to an­
alyze the experimental data. The mean value of Ny was 9.4 
± 1.5. This result is somewhat surprising considering the 
molecular structure of PD-Tempone. There can be no hy­
drogen bonding in this system. Other nonbonded interac­
tions between the oxygens in either the nitroxyl groups or 
carbonyl group in PD-Tempone and the atoms (even the 
Cl’s) in BOCP seem unlikely. However, BOCP is known to 
form a smectic C state below the nematic phase. Unfortu­
nately, spectra in this smectic phase were indicative of ran­
domization of the director and could not be used to obtain 
additional information about this system. The observed an­
isotropic rotation might possibly be due to pretransitional 
effects; that is, the layered structure characteristic of the 
smectic mesophase is beginning to form in the nematic 
phase. One observes the transition to the smectic phase 
when this layering phenomenon overwhelms the magnetic 
free energy, and the layers are oriented randomly with re­
spect to the field. In a very strong magnetic field, one might 
have an ordered smectic, but that was not achieved in the 
present case. If one is observing pretransitional effects with 
the PD-Tempone located in the layers, it should be freer to 
reorient about the direction in which it aligns, e.g., the y 
axis, with diffusion about the other axes more strongly hin­
dered. Note that thx ~  5.0 X 1 0 '10 at 58°C, whereas it is 
—4 X 10-11 for isotropic rotation in phase V and phase IV 
at that temperature, which is approximately the value of 
TRt ~  4.3 X 10' 11 observed in BOCP.

Another possibility is that the molecule is rotating slowly 
enough about the y axis that one must simulate the spectra 
using the slow-tumbling formalism, but this was ruled out 
by performing the appropriate simulations. They showed 
that only slight differences ~3% could be caused between 
the calculated values of B and C and the experimental 
values. However these differences can be accounted for by 
the fact that tr, is rapid enough to include some nonsecu­
lar contributions to the line widths, and our slow motional 
program neglects these contributions.

The calculated A', however, was found to decrease with 
increasing correlation time, which, as already noted, is not 
the expected behavior. It was believed that a fully sound 
analysis of the results should involve fitting an t' ^  1. 
Rather than add another adjustable parameter to the anal­
ysis of the available data, we have set e' » 15, essentially 
the proper value for phases IV and V. The calculated corre­
lation times are changed by no more than 2%, while Ny =
9.1 ± 1.0 or virtually unchanged. The results are given in 
Figures 11 and 12. The adjusted A' for e' ^  1 looks some­
what flatter with tr than expected. This may be due to (1) 
our use of an isotropic spin-rotational formula which may 
well be inadequate foT very anisotropic diffusion in an ori­
ented mesophase and/or (2) the anisotropy in the diffusion 
has been a little overestimated.

The results on Tempone (and some of PD-Tempone) in 
BEPC show a slightly larger C/B ratio compared to phases 
IV and V (cf. Figure 9) as was the case in the sotropic

phases. However, the nematic results fit better to an Ny =
1.6 ± 0.2 vs. 2.3 ± 0.6 for the isotropic phase. We cannot, of 
course, be certain about such small anisotropies without ac­
curate magnetic parameter measurements in the solvent 
BEPC. Given, in part, the rather short nematic range for 
this solvent, no further analysis was made, other than that 
displayed in Figures 11 and 12.

The liquid-crystal MBBA is one of the most commonly 
used nematic solvents. Line width results for PD-Tempone 
in this nematic are given in Figure 9, and are found to be 
very similar to those in phase IV, cf. Figures 11 and 12 and 
Table III. The last system studied in the motional narrow­
ing region is PD-Tempone in OH-MBBA. The results in 
Figure 9 and analysis in Figure 11 indicate it too is rotating 
isotropically. Not enough data were taken to determine an 
accurate Ea. In fact this was the only system where the 
freezing point was not reproducible even for the same sam­
ple.

Note that the tr vs. 1/T behavior shown in Figures 8, 10, 
and 11 for the different systems differs only slightly if one 
uses an axially symmetric potential rather than the correct 
asymmetric potential. However, as we have already noted, 
the different potentials predict quite different results for 
the detailed dynamics of asymmetric viscosity about the di­
rector. Also, if one has anisotropic rotation about a molecu­
lar principal axis, but the molecule is aligned asymmetri­
cally, the axial and asymmetric potentials will give quite 
different results for the correlation times.

VI. Slow Motional Analysis
In this section the theory developed by PBF for simulat­

ing slow tumbling ESR line shapes in an anisotropic sol­
vent is applied to the analysis of ESR spectra in the nemat­
ic phase.

One must use a slow motional approach, such as that of 
the stochastic Liouville method, to explain ESR spectra 
when the motional narrowing theories break down. For iso­
tropic solvents, this occurs when the lines start to become 
asymmetric and/or the splitting constants begin to deviate 
from a ■ constant value. In the liquid crystalline phases, 
however, splitting constant deviations are also due to 
change of ordering with temperature. Also, one may have 
asymmetric lines in the motional narrowing region if there 
is a static distribution of director orientations in liquid 
crystals. In the previous section the slow motional region 
was considered to begin when the ordering parameter curve 
begins to deviate from a smooth curve (nearly linear) when 
plotted against the reduced temperature T* as shown in 
Figures 4 and 6. This begins to occur when the two “ob­
served” splitting constants for the three line nitroxide 
spectrum became unequal. The two splitting constants 
should not be exactly equal because of the nonsecular cor­
rections discussed in section II. However the effects ob­
served are much larger than those predicted for nonsecular 
shifts and also of the wrong sign. In all the nitroxides stud­
ied it was noted that aoi became less than a _10 as the tem­
perature was decreased. This is shown in Table IV for PD- 
Tempone. [For PD-Tempone, a-io remains nearly constant 
whereas for the other systems a-io decreases as the tem­
perature decreases. Some g-value measurements performed 
on PD-Tempone in phase V in this region showed that ob­
served g values began to decrease with decreasing tempera­
ture instead of increasing as they had throughout the mo­
tional narrowing region.] Thus one should try to fit these 
effects plus the line width asymmetry (in the absence of di-
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TABLE IV: Dynamic Frequency Shifts and Calculated Residual Line Widths for PD-Tempone in Phase V

Caled

T, C
~R'

nsec

Exptl, Ga,h A C E1 Ce I f A 1,G

AS,,0 AS».., AS,, o ASo, ,i AS,, o AS0,.i AS,, o ASo,_i AS,, o AS0, Ac B1 Ce Lf

-6 0.94 -0.03 -0.23 0.00 -0.15 - 0.10 -0.33 -0.13 -0.13 -0.03 -0.23 0.60 0.57 0.65 0.5
-14 1.6 +0.07 -0.61 0.09 -0.61 -0.26 - 0.66 -0.16 - 0.66 -0.16 - 0.66 1.0 0.85 -0.15 0.9
-20 2.5 +0.14 -1.35 0.03 -1.27 -0.26 -1.27 -0.07 -1.42 - 0.22 -1.47 1.45 1.35 -0.35 1.7
-25 3.6 +0.17 -2.58 - 0.21 - 2.01 -0.41 -1.51 -0.61 - 2.21 -0.51 -2.71 1.75 1.75 -0.4 2.25

“ ASi.o is the difference in shift between the low-field and center lines. ASo, - 1  is the difference between the center and high-field lines. A 
positive (negative) AS means an apparent increase (decrease) in splitting compared to ( b n ) ,  which is extrapolated from the higher tempera­
ture (cin), see te x t.6 A typical higher temperature result is at + 1°C: ASi.o = -0.01, ASo. - i  = +0.01.r Calculated with «'(sec) = 1.2, e'(psee) 
= 19. a Calculated with e'(sec) = 4.6, «'(psec) = 15.0. p Calculated with «'(sec) = «'ipsec) = 1.0. 1 Calculated with anisotropic viscosity mod­
el.

Figure 13. Comparison of experimental and simulated spectra in the
incipient slow-tumbling region for PD-Tempone in phase V: (........ )
experimental result; (— ) theoretical result based on isotropic Brow­
nian diffusion with Tfl =  2.5 X  10~9 sec at — 20°C, and t r  = 3.6 X  
1 (T 9 sec at -2 5 ° C  (A' = 0 G).

rector effects) in the simulation of slow motional spectra in 
the nematic phase.

The system chosen for a careful slow motional analysis 
was PD-Tempone in phase V, because it had the largest re­
gion of deviation of the splitting constants from near equal­
ity, and a thorough study of the motional narrowing region 
over a long temperature range had been obtained as dis­
cussed in the previous section. There, it was shown that 
PD-Tempone rotates isotropically, but anomalous line 
width behavior sets in for t r  >  2 X  10~10 sec. Slow motion­
al type simulations were performed for the spectra taken at 
1°C (where t r  -  6 X  10“ 10 sec). The results of this analysis 
were identical with those from the motional narrowing 
analysis demonstrating that the anomalous line width be­
havior is not simply due to the onset of slow tumbling. One 
finds, from Table IV, that slow-tumbling effects begin to 
become important for t r  0.8 X  10-9 sec.

We show experimental slow tumbling spectra in Figure 
13. The simulated spectra shown in that figure were from 
the PBF theory using values of X and p extrapolated from 
Figure 6 to the appropriate temperature with t r  similarly 
obtained from Figure 8 for isotropic rotational diffusion. 
The agreement in Figure 13 is rather poor. This agreement

Figure 14. Comparison of experimental (........ ) and theoretical
spectra (— ) for PD-Tempone In phase V  at — 20°C for anisotropic 
viscosity with t a , =  0.05 nsec is assumed and rp  =  2.5 nsec (A1 
=  1.8 G).

can be improved by introducing an anisotropic viscosity 
(cf. section V), but the best fits here suggest that t r  must 
be decreasing with decreasing temperature! (In particular 
at — 20°C one gets t-r̂ I trj * 50, cf. Figure 14, while at 
—25°C one would need a negative TRt ) Such a result ap­
pears to be further demonstration of the invalidity of ex­
plaining the anomalies in terms of simple anisotropic vis­
cosity. An anisotropic diffusion mechanism is even less suc­
cessful in “explaining” the anomaly (it requires negative 
residual widths, Ny increasing with decreasing tempera­
ture, e.g., Ny = 3.5 at —20°C and the agreement is not sat­
isfactory). In both cases, furthermore, cne is postulating 
the sudden onset of anisotropy at a stage when the spec­
trum is undergoing drastic changes (incipient slow motion) 
although the liquid crystal exhibits no phase transitions. 
Again this is taken as clear evidence for the invalidity of 
such an analysis. In I and II, it was shown that slow-tum­
bling spectra are particularly sensitive to the reorienta- 
tional model, i.e., whether the molecule reorients by small 
(Brownian) or large angle jumps. We snow in Figure 15 
model-dependent spectra simulated as described by PBF. 
It is clear that model dependence has only a small effect 
compared to the anomalous behavior.51

It was then decided to introduce the fluctuating torque 
model discussed in II and in the next section, wherein an t' 
> 1 is introduced to account for moderately slowly fluctu­
ating torques. Various attempts are shown in Figures 16- 
18. It is clear that the spectra cannot be fit with a single «', 
the best fits being obtained for c'aec ~  1-2 and epsec ~  15-20 
(cf. Figure 18). The main virtue of this analysis is that one 
is able to use a single set of parameters for all temperatures 
to achieve reasonable fits. Summaries of the effects of this 
analysis on the predictions of C vs. B and A vs. t r  are given 
in Figures 19 and 20.
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Figure 15. Model dependence and a comparison of experimental
(........ ) and theoretical spectra (— ) for PD-Tempone in phase V  at
— 25°C and isotropic rotation with r R =  3.6 X  10~9 sec (A' =  0 G). 
Free diffusion, an approximate inertial model, gives results equiva­
lent to moderate jump diffusion; while the result labeled jump is for 
strong jump diffusion, cf. ref 2 and 4.

Figure 16. Effects of «' and a comparison of experimental (........ )
and theoretical spectra for PD-Tempone in phase V  at — 25°C using
a single e' where (— ) is for «' =  4.6 (A' =  1.05 G) and (....... ) is for
(' = 9.4 (A1 =  1.6 G). In both cases r fl =  3.8 nsec.

The implications of these fits are discussed in the next 
two sections.

VII. Fluctuating Torque Analysis
In II, a detailed discussion was given of a simple dynamic 

molecular model involving relatively slowly fluctuating 
torques, and inertial effects only in very lowest order, 
which appeared to offer a unified explanation to the relaxa­
tion anomalies such as the e, t' ^ 1 . The existence of t' ~  
15-20 »  1 in this work again requires that one take cogni­
zance of effects from a careful analysis of molecular dy­
namics in liquids. In the present case, one has the feature 
of a highly structured liquid in which the nitroxide probe is 
dissolved. One may give a general statistical mechanical 
analysis for the rotational motion of the nitroxide probe 
(labeled B particle), and obtain a generalized Fokker- 
Planck equation:16

Figure 17. Comparison of experimental (......... ) and theoretical (— )
spectra for PD-Tempone in phase V  utilizing e'sec =  4.6. t 'psec =  15. 
The values at - 6 ,  - 1 4 ,  -2 0 ,  - 2 5 ° C  are for t r 0.9, 1.6, 2.5, 3.6 
nsec, respectively, and for A' 0.5, 0.85, 1.25, 1.75 G, respectively.

Figure 18. Comparison of experimental (........ ) and theoretical (— )
spectra for PC-Tempone in phase V utilizing r 'sec = 1 2, c 'psec =  20. 
The values at — 6, — 14, — 20, — 25°C  are for rR 0.9, 1.6, 2.5, 3.6 
nsec, respectively, and for A' 0.55, 1.0, 1.45, 1.75 G, respectively.

at + iWB-Js + Lb-(Vl)b + (Ns)-(V l)b f B(t) =

(VL)B • f d T G ( f  -  t )  • [u>B/ k T  + (VL) B]fB(r) (7.1) 
Jo

In eq 7.1, u>e is the angular velocity of the B particle, Lb its 
angular momentum, J b  =  — irs X  ( V r )/j =  —M  (cf. eq
2.3-2 .4), L b - (V l )b  is the precessional term, and (N /j)  is the 
mean-field torque, experienced by the B particle and is 
equivalent to T of eq 2.6. The quantity G(t) is the operator 
equivalent of the correlation function for the fluctuating or 
random torques on the B particle. When the assumption is 
made that angular momentum relaxation occurs very rap­
idly, then it is possible to introduce a coarse graining in 
time interval such that the angular momentum is at its
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Figure 19. Predictions of C  vs. S  for PD-Tempone in phase V. The 
experimental values are given by (O). The predictions for different 
values of t '  are as noted on the figure. The solid curve (and points 
A) correspond to e'sec = 1-2 and c 'psec = 20.

thermal equilibrium distribution, while the B particle has 
not appreciably reoriented, nor have the fluctuating com­
ponents of the torque which are effective in causing the re­
orientation necessarily relaxed.

In this limit, one may expect to obtain a Smoluchowski- 
type expression for the reorientational relaxation of the B 
particle. This limit has been discussed in detail, and one 
may obtain the result:16

9p{n, t)

fJo

dt

dr iJB • R{t -  t ) • i J
(n  H(f,n)V

s kT p ( n , T )  (7.2)

where the Fourier-Laplace transform of R(t) is defined by 

R[s] = (kT^K-Us] (7.3)

and K(t) is a simplified, torque correlation function of only 
12h and t given by the average:

K(t) = (RB(t = 0)RB(i)) where RB = NB -  <NB)
(7.4)

over a canonical ensemble of solvent molecules (in the pres­
ence of the potential field of the B particle). There is, how­
ever, a simplifying assumption in obtaining eq 7.2, viz. that 
K(t) should be characterized by a relaxation time tm (cr 
spectrum of times) such that t m  5 t r ;  i.e., the fluctuating 
torque components relax in times not long compared to the 
reorientation time of the B particle. It is then still possible 
to include any slowly relaxing torques into a redefined time 
dependent (NeG^b)) in eq 7.2 such that R(t) -» 0 in 
times t over which (N/;(f,!2/i) ) changes negligibly. [How­
ever, Nfl(f,12fl) will then still be a function of those local

T (°C)

Figure 20. Predictions of A  vs. t r  for PD-Tempone in phase V for 
different values of «' as noted on the figure. The calculated values 
are due to g tensor and dipolar contributions. The experimental 
values are represented by the points (□ ) and the solid line through them.

coordinates and orientations representing the slowly relax­
ing solvent modes.] Thus the effects of the fluctuating 
torques are separated into two parts for simplicity: the 
faster components, which induce the diffusive-type reori­
entations, and the more persistent components, which rep­
resent systematic local torque effects over time scales 
greater than t r , but will average out in times t x  »  t r ,  t m - 

Fluctuating torque components of order of t r  will contrib­
ute both types of effects, but, because of the greater com­
plexity of their analysis, they are implicitly included in the 
two limiting types. Our analysis in II for isotropic liquid 
solvents was based on the model of eq 7.2 where 
(Ngiilfti)) = 0. The observation there of e,c' ~  4 or 5, cor­
responds to t m  ~  t r  and is thus probably at the limit of va­
lidity of ascribing the “slowly fluctuating-torques” to 
Rs(t). The results in the present work requiring t' ~  15-20, 
as well as the existence of a time-dependent mean-field 
(NB(ilfi)) ^ 0, suggest that this concept of slower fluctu­
ating torque components characterized by a tx may well be 
significant.

Clearly, a complete description of the molecular dynam­
ics is not possible, so we use the above approach to analyze 
our results. We first discuss the analysis in terms of which 
the anomalous e' is ascribed to R(t). Then we discuss a sim­
ple limiting model in terms of a tx that is suggested by the 
highly structured properties of liquid crystals. Also, there 
exists a hydrodynamic model for cooperative fluctuations 
in the director due to deGennes44 and applied to NMR by 
Pincus.17 Such long-range hydrodynamic modes are natu­
rally included in an (N«(flfl.i)) where the time-dependent 
part of <Nb) is characterized by persistence times t q  »  t r . 

The application of this model to our ESR results is dis­
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cussed in the Appendix where it is shown (1 ) to have negli­
gible predicted effect on our results and (2) to predict spec­
tral anomalies that are qualitatively in the opposite direc­
tion to the anomalies observed in the present work.

A'. Fluctuating Torques Inducing Reorientation. This is 
the model used in II, but now applied to a liquid crystalline 
solvent for which

<Nfl> * 0 (7.5)

We assume an exponentially decaying K(f) =  IkTV2e~u™ 
so that the Fourier-Laplace transform of eq 7.2 becomes 
(for isotropic rotational diffusion):

{s -  i?(s)[+JB2 + ¿JB(NB)/fcT]}P(i2, s) = P(Sl,t = 0)
(7.6)

.where s = -/wand
h T

R(v) = + TMml) (7.7a)
so

R{ 0) = kT /IV2!  u (7.7b)

One must then diagonalize F =  Jg2 — iJB-(N/j)/feT as 
previously discussed (cf. PBF) in order to obtain the nor­
mal modes of relaxation for the particle. It is first advanta­
geous to symmetrize this operator to f  (cf. eq 2.8a). The 
normal modes for f  will, in general, be linear combinations 
of the £>U(fl) X t(2L + l)/8x2]1/2 which we write as 
U K - M ' ( f l ) .  Since the u k -m - ( Q )  form a complete orthonormal 
set we may write

Pit — 0) = 5(i2 — f20) = *(^o)mk'm'(^)
(7.8)

with the result for the conditional probability of
P [ Q q, | 0 ,  s )  =

K ' M *  k i m i  (fi)[s + (7.9)

where the jBk m' are the eigenvalues of Jb2 + iJs(Ng)/feT 
corresponding to eigenfunctions U k - m / Q ) .  These results 
may be used in the motional narrowing analysis of PBF to 
give modified spectral density functions, i.e., we now get

K ^ l s )  =  X  W 0 ) |Mn(S2))<Mn( n 0) | fb U io ) + l« o ( f io ) ) /
n t  0

[s  + ^ „ .^ ( s ) ]  (7.10)

where -Kab(s) is the Fourier Laplace transform of the corre­
lation function of fa(t) and L,(i) [cf. section IV of PBF for a 
more detailed discussion].

One finds that the only change over the motional nar­
rowing theory used in the previous sections is the inclusion 
of R{ui) given by eq 7.7. One can also introduce anisotropic 
diffusion and/or anisotropic viscosity and solve in an analo­
gous manner. In particular, in the latter case, one recovers 
the old results (cf. eq 2.20) but with

R„{u) = R„(0)[1 -  iuT"',-1] (7.11a)

k («) = fiA(0)[l -  (7.11b)
i.e., different parallel and perpendicular components of 
ft(0) and, in general, different relaxation times for the as­
sociated fluctuating torque correlation functions.

The slow tumbling spectra may be analyzed by writing 
the time-dependent Smoluchowski eq 7.2 in its spin-depen­
dent form,4’16 i.e., as a time-dependent SLE. Since this

poses some difficulties in its solution,4 we transform to a 
time-independent augmented SLE in which a specific Mar­
kovian model for the fluctuating torques is explicitly in­
cluded so as to yield results equivalent to the time-depen- 
dent SLE, i.e., V and tm have the same meaning. The ap­
propriate method is discussed in Appendix D of II, except 
that here (1 ) the analysis is based upon the uk m'( )̂ rather 
than the ¿ kmW, (2) 7l2 = L(L + l)k T /I;is then replaced 
by EKwkT/I, and (3) £ |(0 )tm,|| = kT/IV.\\, R , (0)tM-x = 
kT/IVx- This is the approach utilized in analyzing the 
slow-tumbling (and motional narrowing) spectra in sec­
tions VI and V. In particular, for ft||(0) = ft± (0) = R and 
V|| = = V one has dv  = [1 + E ^ k T / I V 2]2 indepen­
dent of K' and M'. When V\ ?£ Vx the precise definitions 
of e'l/K'M' become more complex. However, f'sec =  «'2,0,0 
and «'psec =  «'2,0,1 are given as the actual corrections needed 
to adjust the spectral densities: i.e., ./L'K'M'iu) =
A x (0)Ek-m'/[(A± (O)Ek-m')2 + f'l/K'M'“2) (e.g., for zero or­
dering but still anisotropic viscosity: «'sec = (1 +
6ta/ x/?x(0))2 and c'pSec = (1 + 5tm±R±(0) + TM||ft||(0))2 
and these expressions are useful, though no longer exact, 
for low ordering).

The values c'pSec ~  15-20 and t ' sec ~  1-2 that were found 
would then have to imply that V ¡|2 < V ± 2 (with tmj > 
tm,± for ft| ~  ftx), i.e., the torques inducing reorientation 
about the axis parallel to the director are rather weak com­
pared to the more normal torques inducing reorientation 
perpendicular to the director. This would seem to be a rea­
sonable result for a small probe dissolved in a liquid crys­
tal. However, if this were the case, it would be surprising to 
have ft || (0) ~  ft ± (0) as appears to be the case from the ex­
perimental analysis. One would require that V\\2tm,\\ ~  
V±_2tm,±- Lastly, we note that e'psec ~  15-20 appears to be 
too large tc justify the frequency-dependent diffusion coef­
ficient analysis.

An analogous analysis can, of course, be made in terms of 
anisotropic diffusion involving R||(0), R L(0), tm||, and tm± 
(cf. ref 16), and this would have the feature of being inde­
pendent of the macroscopic ordering with respect to the 
magnetic field, but it would depend on the molecular sym­
metry.

B. Fluctuations in the Local Structure Parameter. We 
now consider the case when eq 7.2 may be written as

9-^ 3 -" = -  (Nfl(i,S2))/feT]P(n,0
9i (7.12)

That is, we neglect any “memory” in R, and we assume 
that it is possible to diagonalize R  in either a body-fixed or 
laboratory-fixed basis such that it is time-independent.16,24 
However, we let

<nb(/, «)> = T + T'(L n) (7.13)
where T is the true mean field component and T' is a slow­
ly fluctuating time-dependent component with relaxation 
time tx such that tx »  TR-

This means that (NbR.Q)) remains essentially constant 
over time intervals in which the reorientation of the B par­
ticle occurs. Thus we may regard T' as quasistatic, and cal­
culate an ESR line shape due to the combined effects of T 
+ T'. We shall for the present simple model assume no 
relation between T and T', so that T' could also just as well 
apply to a structured isotropic liquid. Thus <T') = 0  will 
imply an isotropic distribution of local structure (or order) 
parameter. This is not an unreasonable model for PD-Tem- 
pone which is only weakly ordered in liquid crystals.52 [The
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other limit, where T' is due to cooperative fluctuations in 
the static director is discussed in the Appendix as already 
noted. A related discussion is given for the local director 
model when T' is a small perturbation on T.]

It is then, in principle, necessary to solve the diffusion 
equation under the combined torque T + T', but we shall 
assume both |T|, |T'| < kT  and approximate their effects on 
the spin relaxation as being additive. Thus, we now consid­
er the case |T1 = 0, | T'l ^ 0. We may now speak of a “local 
director” oriented by Euler angles '1' relative to the labora­
tory z axis, and a local order or structure parameter

S, = {DlQm  (7.14)
for the PD-Tempone relative to this local director (we shall 
assume axial symmetry of the molecular ordering tensor fcr 
simplicity). We first calculate the resonant frequencies and 
line widths in the motional narrowing region for arbitrary 
\k. Then this result is averaged over an isotropic “reorienta­
tion” of Sk with the rather slow relaxation time r*.

The first stage of the calculation is equivalent to that of 
calculating the resonance frequencies and line widths for a 
“smectic” liquid crystal in which the director is tilted by '3' 
from the laboratory z axis.8’9 Therefore we have

3C = Xq + 3AM (7.15)

where Ki('k) is the average over U of 3C1(fi,'k ) given by eq
2.1 , so

3AM = SM S14 ( i ) P t) 1(,'0>AM (!'“> (7.16)

Similarly, one may calculate the ^-dependent line width 
T2-i(<k)8>9.i2 analogous to eq 2.29-2.31, where, however, the 
effect of 'k ^ 0 in eq 2.1 is taken into account. In particu­
lar, for 'k = (0, 6, <{>), and axial symmetry about the direc­
tor, one obtains the results that eq 2.30-2.31 are again ap­
propriate but with K = K' and the FT(L,K,M,a)) are re­
placed by l?(L,K,M,a>,0) given by:

K(2,K,O,u>,0) -  1/5A  +
2 /7 P 2(cos 0)Et + 6 /3 5 P 4(cos B)Fi (7.17a) 

K(2, K, 1, u>, 9) = 1/5Z\ +
1 /7 P 2(cos 9)Ek -  4 /3 5 P 4(cos 6)Fk (7.17b)

K(2,K ,2, w ,0) = 1 / 5 -
2 /7 P 2(cos e)Ek + 1 /3 5 P 4(cos 9)Ft (7.17c)

with
A  = K { 2 ,K ,0 , oj) + 2K{2,  K, 1, w) + 2 K (2 ,K ,2 ,u > )

(7.18a)
A  = K{2 ,  K, 0, w) + K {2 ,  K, 1, w) -  2 K { 2 , K , 2 , w )

(7.18b)
A  = 3K(2,  K, 0, w) -  4Jf(2, K, 1, w) + K ( 2 , K , 2 , i o )

(7.18c)
Now these results are averaged over the slower motion that 
averages out 'k. Thus 3C = Ko predicts the isotropic liquid 
resonance frequencies, while

K(2,K, 0, w, 0) =

K ( 2 ,  K, 1, u), 9) = K ( 2 , K , 2 , u , 0 )  = 1/5A  (7.19)

As long as Si ^  0, one finds that (4Dk is unequal to the iso­
tropic result of eq 2.32. In particular, for u> = 0, one has a 
simple power series expression for the if(2,K,M,0) given by

Polnaszek8 that is valid for A  < 0.8. One then finds that
D0(u) = 0) =* [1 + 0.16S4 -  2.29S/ + 0.934S12]t(0)-1

(7.20a)
and

D2(cü = 0) [1 + 0.052S4 +
0.264S,2 -  0.177S13]t(2)-1 (7.20b)

Thus the local structure factor S i ^  0 tends to lead to dif­
ferences between the “effective” r(0)-1 and r(2)_1. The ef­
fect is small for small A  ~  0.1 but becomes significant for 
larger A , where it has the same observable effect as an R\¡ 
> R± for positive A- However, the averaging of the ^-de­
pendent parts of 3C('k) and is not very fast. One
can then expect residual broadening and frequency shift ef­
fects to ensue from this mechanism. In general, this prob­
lem can be treated as a slow-tumbling problem by means of 
the SLE. That is, one may write (cf. eq 2.4 of PBF)
X M A .j + ÍT2-‘(> « .JZ Í* ,« ), =

j

( 1/2 )a [S.xPo]¡ (7.21)

where Im Z M “)./ refers to the absorption at orientation 'k 
for the jth allowed or forbidden transition. Also 3CM)/ re­
fers to the matrix element between the ith-and j th transi­
tions for the commutator form of 3C(4'). The diagonal 
T2- 1('k)t,1 correspond to the line widths for the ¿th transi­
tion and are given by eq 2.30-2.31 and 7.17 for the three al­
lowed transitions. The other T2~l('k );_,- as well as the “off- 
diagonal” components 7Y~1('k)1J (i ^ j) may be obtained 
by the methods already outlined here, in PBF, and by 
Freed and Fraenkel.53 One then expands the Z(F,eo)j in the 
complete orthonormal set of spherical harmonics Yi/M ) 
and solves for the coefficient of Yq(0,$).14’15

We now assume for simplicity that (1 ) motional narrow­
ing theory applies to averaging as well as to Q, (2) the 
local ordering is small, and (3) the relaxation of Y (̂0,0) is 
governed by relaxation time rx- Then we may obtain an 
approximate result by retaining only the residual width 
component from the incomplete averaging of 3Ci('k) and 
neglect the higher order width components from 'k-depen- 
dent parts of T^Mlij-1 (we are also neglecting for simplic­
ity the mainly dynamic frequency shift terms that arise 
from cross terms between KCi('k) and The final
result, which is really for isotropic liquids, but with a dy­
namical structure, then takes on a simple result. It is, in 
fact, represented by the basic expression for isotropic liq­
uids given by eq 5 of I except for the simple modifications 
that

j  oM =
t (0 )

1  +  ' J i i  O) 2 [ a m 1  +  o/ t

(7.22a)
and

i-M 7(2)
1  +  < J - T {  2 Ÿ

A M  (7.22b)

where, when w t r  «  1 , A(co) is well represented by IMO) 
given by eq 7.20 (or by eq 4.16 of PBF54 and eq 7.18 when 
the frequency dependence applies). These results are based 
on a simple exponential relaxation law of the local struc­
ture. This is clearly an oversimplification for a liquid crys­
tal where one would expect to have (localized) cooperative 
modes of rotation yielding more complex frequency depen­
dences (cf. Appendix). The results eq 7.22 still exhibit a 
more complex co dependence than the conventional expres-
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sions for isotropic liquids. In particular, recognizing that 
we have tx »  t r ,  then we may have o>2 t r 2  «  1 , while we 
may have w2tx2 S; 1, so that eq 7.22 becomes
j 0M  -  tr (1 +  0 .1 6Sj -  2.29S,2) + S f o / U  + tJ tx 2]

(7 .23a)

and

j 2(co) tr(1 + 0.052^ + 0.264S,2) (7.23b)
respectively. If we let Si ~  —0.1 and t x / t r  ~  10(2)1 then 
(for co2tx2 «  1) jo ~  112tr, j 2 ~  I.O Itr; however (more 
generally)

3 o(w ) ~  io ( 0 ) [ 1  

This may be compared with

S i 2t x 3 uj2 / t r '  

1  +  ü)2t x 2 _
(7 .24)

T pfl € 'w 2 r i ’

to yield an

1  +  w 2t x 2 1  +  w 2 t x 2

In the region of 10-10 < t r  < 10~9 when pseudosecular 
and secular frequencies are important compared to tx- 1, 
then eq C2, C3 of II should be used for terms involving 
a>2 t x 2 - We have performed an analysis analogous to that of 
Appendix C of II for this local structure mechanism. We 
have assumed, by analogy to the ordering of the spin 
probes relative to the main director, that the molecular 
magnetic z axis orients perpendicular relative to the local 
ordering. The contributions involving IM“) of eq 7.22 are 
then relatively unimportant and we neglect them in the fol­
lowing. One finds that (1 ) for r x $ 3 X  10-9 sec this mecha­
nism contributes nearly equally to B and C, and the rela­
tive contribution to A (i.e., A/B from this mechanism) is 
comparable to that from the main reorientational process. 
(2) for 5 X 10-9 <  tx Í  2.5 X 10-8 sec, the contribution to 
B from this mechanism is decreasing (from 3.2Si2 G to 
l.OSi2 G) while that for C first increases before decreasing 
(i.e., from 4Si2 G to 5¿>i2 G at 10~8 sec to 2.7S]2 G). This 
has the effect of increasing the overall C/B value in this re­
gion. Meanwhile, the contribution to A remains large at 
4 S ! 2 - 5 S i 2 G .

These results are clearly in the direction of explaining 
the observed C/B anomaly as well as the residual A'.

Finally, if we assume that the relaxation of the local 
structure is somewhat related to the mean field (or direc­
tor) orientation, we may introduce a ry, and a t \ ±  by 
analogy to anisotropic viscosity (eq 7.11). One might expect 
that t xJ t x ii — 1 where tx is the relaxation time of the 
component parallel to the macroscopic director. One then 
finds that (3) for t \ ± S  3 X 10-9 sec the effect of t x±/ tXi 
> 1 on the contribution to B is negligible, but the contribu­
tion to C is enhanced by as much as 50%, while the contri­
bution to A is greatly suppressed; for 5 X 10“9 < rx ^  2.5 
X 10-8 sec, the contribution to A increases rapidly, and all 
other observations for (2) are found except that they are 
enhanced. (4) Lastly we note that one requires Si2 ~  0.1 to 
get effects of the order observed experimentally (assuming 
t xJ tr ~  10). [Note, however that one must introduce a 
more careful slow tumbling analysis for |S i3C]|2tx2 Ü 1 , 
i.e., for tx ~ 2.5 X 10~9/Si. Note t r  ~  2.5 X 10-9 sec is the 
related value for slow tumbling in the overall reorientation 
when the modified analysis of Appendix C of II is used.]

These results are thus quite encouraging in indicating 
that this dynamic local structure mechanism could explain, 
at least in part, the observed anomalies. The analysis given 
here, has, for convenience, been highly approximate, but it 
should indicate the general spectral features of this mecha­
nism.

VIII. Further Discussion
Here we wish to consider some other aspects of the relax­

ation studies for comparison with the results in I and II. 
First we note from Table III that the activation energies for 
PD-Tempone in the various nematics are all quite similar 
with preexponential factors of about the same order. For 
several of our liquid crystals the temperature dependence 
of the twist viscosity coefficient, 71, which characterizes the 
viscous torque associated with an angular velocity of the di­
rector and has no counterpart in isotropic liquids has been 
measured.54 The activation energies compare favorably to 
our results (cf. Table III). This appears to demonstrate 
that the same thermal activation processes are the ones af­
fecting the reorientation of the spin probe. This quantity 
71 is reasonably associated with fcx . If we make this associ­
ation, and then employ the Stokes-Einstein relation

_  4 TTr̂ -q 
Tr ~ 3 kT ( 8 . 1 )

with 77 * 71 and re the effective rotation radius, then it is 
possible to obtain re from Meiboom and Hewitt’s measure­
ments of 7 i54a and our experimental tr’s for MBBA in the 
nematic phase. We find re ~ 1.13 A (from the range 5- 
23°C) compared to an estimated hydrodynamic radius ro of
3 . 2  A (from geometric considerations cf. II), or a value of k 
= 0 . 0 4 4  where k = (r jr 0)3. This result for re is somewhat 
smaller than found in isotropic liquids (cf. II), as one would 
expect for a small solute in a solvent of larger molecules, 
but it is not very much smaller than the value of 1 . 4 6  A 
found for glycerol solvent.55

One can also estimate the spin-rotational relaxation 
from the high temperature line width results where tr < 
10~u sec (cf. I and II). Our most useful data for this was 
from the isotropic phase of phase V. We obtain (T2SR) _1 =
1 . 2  X 1 0 _ 1 2 / t r  in gauss (derivative width) compared to the 
theoretical value of 0 . 5 0  X 1 0 _ 1 2 / t r  from simple theoretical 
considerations (i.e., trtj = I/QkT, cf. II). This experimen­
tal result is similar to, but somewhat larger than, the re­
sults obtained for isotropic solvents (cf. II where the maxi­
mum there was 1 X 1 0 - 1 2 / t r  in acetone solvent). In terms 
of a simple jump diffusion model, this result could be inter- 
peted in terms of reorientational jumps of substantial angle 
(cf. II). However, such information is better obtained from 
slow tumbling studies as discussed in section VI and in II.

It was shown in II, that a fraction of the low temperature 
residual width A' is due to intermolecular electron-nuclear 
spin dipolar interactions, which are modulated by the 
translational diffusion. There the expression

(T y 'U  = Y M fiH l  + l ) | f ^  (8.2)

was used where N  is the density of spins, d is the distance 
of closest approach of the interacting spins, and D = '/¿(D0 
+ Ds) the mean diffusion coefficient of the solute (Do) and 
solvent (Ds). We estimate N ~ 4.5 X 1022 proton/cm:! using 
a molecular weight of 274 for phase V and 18.6 protons per 
molecule (the average of the two compounds) and p = 1.1 
g/cm3 (the value for MBBA at room temperature). Thus
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(T2- i)dip « 3.05 X 10_16/dD in gauss. There are no avail­
able data on diffusion coefficients in phase V, and recent 
results on diffusion coefficients in MBBA show widely di­
vergent results.56 If, instead, we use the viscosity 7/ ~  71 for 
phase V at 23°C64b and then extrapolate this rj value using 
the Ea for rotational diffusion found for PD-Tempone in 
phase V (cf. Table III), we obtain -q « 20 P at —25°C which 
is the temperature for which a maximum experimental 
value of A' = 1.75 G is achieved. If now, the Stokes-Ein- 
stein relation

D j = kT/Girri^ (8.3)
with r, the effective translational diffusion radius of the ith 
molecule is used one gets (T2_1)dip * 6.8 (rred./d) G where 
rred. = (rprs)/(rp + rs) ~ rp for a small probe molecule. 
Thus, this very crude analysis could “explain” all of A' 
with d ~ 4rp. However, one might reasonably expect that 
the use of q ~ 71 overestimates the microviscosity for diffu­
sion of the small solute molecule. (A rough lower limit to q 
might be Kyi “ I P  yielding a much smaller dipolar contri­
bution to A' of ca. 0.34 (rred./d) G which is small, but not 
negligible; this latter value is more consistent with results 
for toluene solvent cf. II.) The main point really is that the 
intermolecular dipolar mechanism is expected to make a 
nontrivial contribution to A' for the lower temperature 
nematics.57

IX. Summary and Conclusions
In this work we have demonstrated how the PBF theory 

for ESR line shapes in both the slow tumbling and motion­
al narrowing regions may be effectively employed in an 
analysis of experiments on nitroxides dissolved in liquid 
crystal solvents. The well-resolved spectra obtained from 
PD-Tempone were of particular aid for accurate results.

In general, we have found that the ordering of the nitrox- 
ide spin probes in the liquid crystal solvents requires a two- 
term potential function. Appropriate symmetry-dependent 
potential functions were introduced that very conveniently 
allow for relabeling of molecular axes. It was then shown 
how the Brownian diffusion (Smoluchowski) equation may 
be solved for the more general restoring potentials, and this 
was incorporated into the PBF theory.

The motional narrowing line width analyses in the iso­
tropic and nematic phases were typically best explained in 
terms of isotropic rotational diffusion of PD-Tempone for 
most solvents but under the anisotropic ordering potential. 
The isotropic diffusion is consistent with recent results for 
PD-Tempone in normal liquids. The activation energies 
(Eg) for t r  in several liquid crystal solvents were quite sim­
ilar (8.9 to 10.2 kcal/mol) and for the cases it could be com­
pared (MBBA and phase IV), it is rather close to Ea for the 
measured twist viscosity. This appears to demonstrate a 
close relation between tr and the other viscous processes in 
the liquid crystals. The isotropic values for Ea appear typi­
cally to be a little smaller than the nematic values.

It was also demonstrated in this work that slow-tumbling 
corrections to the spectra from liquid-crystalline solvents 
can become important even while they consist of three 
well-resolved lines. In the present case, these corrections 
are first manifest in the shifts of the line positions. Failure 
to include the slow tumbling corrections would then neces­
sarily lead to incorrect results for the ordering parameters, 
which could incorrectly suggest a “phase transition”. It ap­
pears to be a general feature of the analysis of ESR spectra 
involving qualitative spectral changes (such as those which

result from slow tumbling) that inappropriate or inade­
quate analysis can appear to imply discontinuous behavior 
characteristic of a “phase transition” even while the actual 
sample being studied does not have discontinuous behavior 
over the region studied. In the recent isotropic liquid stud­
ies, this principle was invoked to provide information on 
reorientation by jumps of substantial angle.

The slow motional analysis for PD-Tempone in phase V 
solvent was based on this principle, i.e., all relevant or­
dering parameters and t r  values were extrapolated from 
the results for the motional narrowing region. However, un­
like the studies in isotropic liquids, the predicted spectra in 
the present case were found to be in poor agreement with 
experiment. No significant improvement could be achieved 
by introducing jump diffusion models. Partial success in 
the slow tumbling fits could be obtained by invoking the 
rather sudden onset of an anisotropic viscosity mechanism, 
such that while tr , is behaving normally, tr even begins 
to speed up as the temperature is lowered! Furthermore, 
this violates our principle of invoking a discontinuous 
change in the absence of phase transitions.

In the recent studies on isotropic solvents it was found 
necessary to introduce the corrections t and t' for non- 
Debye-like spectral densities. This was again found to be 
important for the liquid crystals. Typically 6 ~  4.6 (for the 
nonsecular spectral densities) for the isotropic phases in 
agreement with the results on isotropic liquids. There ap­
pears to be a lowering of this value in the nematic phases, 
but the analysis is not very certain. It was suggested in pre­
vious work that this might be explained in terms of rela­
tively slowly fluctuating torques affecting the rotational 
diffusion, and a theoretical analysis related this to t and e' 
in terms of frequency-dependent diffusion coefficients. In 
this work, wp applied this analysis to the ordered solvents 
in an attempt to explain the slow-tumbling spectral anoma­
ly in terms of c' ^ 1. It was indeed possible to obtain rath­
er good agreement in this way, but only by invoking an an­
isotropic t' analogous to an anisotropic viscosity such that 
t'sec ~  1-2 and t'psec ~  15-20.

This latter large value of t' appears on theoretical 
grounds to be too large; i.e., if there are important compo­
nents of the fluctuating torque relaxing considerably slower 
than t r , they should more properly be included into a local 
structure or ordering term which is relaxing on a longer 
time scale than t r . A simple model for this slowly relaxing 
local structure was then developed to conveniently predict 
the effects one might expect on the ESR spectra. The sim­
ple model, which neglects any correlated effects between 
the mean field potential (or director) and the slowly relax­
ing local structure (and may thus be applied to structured 
isotropic liquids), is shown first of all to predict, in general, 
non-Debye-like spectral densities for the rotational reori­
entation. It is further found that this effect can lead to 
spectral densities which would appear to imply anisotropic 
rotational diffusion coefficients, whereas, in effect, the an­
isotropy is in the local structure. Our analysis of this model 
shows that it has the potential of explaining, at least in 
part, the observed slow-tumbling spectral anomalies. The 
absence of such an anomaly in the higher temperature re­
gion where nonsecular terms are important would have to 
imply important temperature dependence of' the local 
structure, or else a spectral density lacking in high frequen­
cy components.

The model of hydrodynamic fluctuations in the director 
due to deGennes and Pincus is found both qualitatively
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and quantitatively to be inconsistent with the observed 
spectral anomalies. In general, we could find no evidence 
for this mechanism in our experimental results, but this is 
consistent with the weak ordering (i.e., (-Dj») ~ —0.1 ) of 
the PD-Tempone spin probe.

However, our slowly relaxing local structure model would 
definitely be consistent with (nonhydrodynamic) coopera­
tive reorientational modes of relaxation of the liquid crys­
tal molecules on a time scale faster than director fluctua­
tion, a mechanism which should be associated with a fre­
quency dependence more typical of hydrodynamic modes 
than with a localized mode.

It is pointed out that a more rigorous (albeit a more com­
plicated) analysis of both the slowly relaxing local structure 
mechanism and the director fluctuations may be obtained 
from a solution based upon more general Smoluchowski 
equations explicitly including the slowly fluctuating 
torques (as well as the mean-field torques) and introduced 
into an augmented stochastic Liouville equation, which in­
cludes the spin degrees of freedom.

Further experimental and theoretical work on these in­
teresting phenomena is clearly warranted.58
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Appendix. Director Relaxation and ESR Line Widths
In this case, the motion which causes modulation of the 

magnetic tensors can be thought of as arising from two pro­
cesses: (1) motion of the molecule with respect to the direc­
tor, and (2) motion of the director axis with respect to the 
preferred axis of director orientation (fluctuations of the 
direction of the ordering axis).

The perturbation hamiltonian required to describe the 
relaxation effects in this case can be written as follows

3< y ( f i , ' i ' )  =  r e ^ n , * )  -  (k ^ g , ^ ) )  (a i )

with 3C!(S2, ty) given by eq 2.1.
The orientation-dependent part of the spectral density is 

required for relaxation and is given by

N,N' VO
C^Ik n (G) D $y  ('k)) ] f D j l ' f i '  (Gf,) * Hn2' m' ( 'I' o) * ~  

( D ‘i > . N. ( S l „ ) * 4 2,)M. ( 'k 0) * ) ]  A t =

f  CKMK/M«(f)e iut  df (A2)
Vo

where the C(t) is the correlation function, If one assumes 
that the motion of ft and of T are independent processes 
(but see below), then C(f) can be written as

C r m k ' m ' M  =

N,N'

[ « ( « * » ) * -  o)*  ) ] }  (A 3 )

The quantity in square brackets in the first term on the 
right-hand side of eq A3 is C k n k 'N 'R ), the correlation func­
tion when there is no motion of the director; the evaluation 
of this quantity is given in section II. The quantity in

brackets in the second term is an analogous expression for 
the correlation function for motion of the director only. 
Note that this quantity is multiplied by a product of order 
parameters for the molecular orientation. In the limit of no 
director motion = (0,0,0) and £^|^(^) = <5nm and
the ensemble average over T in the first term becomes 

and the bracketed quantity in the second term is 
zero. Thus Ckmk'M'G) = Ckmk m'R) in this limit. In the 
limit of (Z?KN(ft)) = 0, i.e., no ordering of the molecule by 
the director, the second term of eq A3 again disappears, 
but the first term can still be modified by the motion of the 
director. This latter is a physically unreal result in this 
limit of no ordering. It arises because the form of eq 2.1 re­
fers the molecular motion relative to a moving (or fluctuat­
ing) reference frame, i.e., that of the director. A more rigor­
ous, but more difficult to analyze model, would involve 
solving for the molecular diffusive motion by means of an 
equation such as eq 7.2, but with the restoring potential in­
cluding the director fluctuations.65 In such a treatment, the 
motion of ft is, in general, dependent upon ty. We hereafter 
neglect any unrealistic effects of director fluctuation on the 
first term of eq A3 and consider only the effects in the sec­
ond term of eq A3 which are physically more realistic. This 
is, in effect, the approach used by several authors,17-20 al­
though they have not discussed these matters.

In order to simplify the evaluation of eq A3, the fol­
lowing assumptions are made. (1) The distribution of direc­
tor and molecular orientations are axially symmetric with 
respect to the preferred axis of director orientations. This 
results in N = N', K = K', and M = M' and the (Dlr^N(ft)) 
are zero unless K = N = 0.14 (2) The magnetic tensors have 
axial symmetry. Thus K = 0 in all terms. (3) The fluctua­
tions in the director are small in amplitude so that the 
Dkk'IT) can be approximated by their forms for small 9 
given in Appendix B of PBF. Thus the correlation function 
of eq A3 becomes

Cm (t) = E < dS (* )d^ ( * 0)*>c 0N(O +
N

^ 20)(ft))2[(D^,('k)nS('I'0)*) -  O^o’W ^ moISno (A4)
Equation A4 will be evaluated by using two different ap­

proaches: (1 ) considering the thermal fluctuations of the 
director as done by several authors for NMR relaxa­
tion,17-20 and (2) considering the motion of the director to 
be a diffusion process in the presence of a very strong or­
ienting potential. The latter is more appropriate for a local­
ized mode (e.g., the local structure model of section VIIB).

For the thermal fluctuations, one must first expand the 
Dflivi for small 6. Thus eq A4 becomes

Cw (t) = !< { 6 nm + <j i)H ) N+M+1[ 6 M,N+if*(2 ,M -

l)f_(2, M -  1) + 6MiN. 1ft (2,M + l)f_(2,M +

1)]}c>1MU-®0))C ON( / ) +  <D2oo( f i ) ) V MU-'to ,(?03>! x

+ ®M,tl]̂ N,0 (A5)
where the f±(L,M) are defined as in PBF. The quantity

(00oc’iU"a’°)) « (6«(r) 6n(r0)*) (A6)
where

6w(r) = n(r) -  rc0 (A7)
is the fluctuating component of the director orientation
with the unit vector n0, the preferred director orienta-
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tion.21 The quantity (ôh(r) 5ù(r0)*) can be evaluated by 
considering the fluctuation 8h(r) to be a superposition of 
plane-wave disturbances given by Fourier components:

6n(r) = V xn ônQe"l‘r (A8;
where V is the volume. The correlation function for fluctu­
ations of the director becomes20

<5”{r) Ac‘
(A9)

where kT/Kq2V is the thermal amplitude of the modes, 
Kq2/t} is the damping constant of the slow mode, rq' \  and 
[ W(27r)3]47rq2 is the number of states in a volume element 
4rr<72 dq, with K the average elastic constant of the liquid 
crystal. Also, is the viscosity, and qQ is the wave vector 
which corresponds to a cutoff in the modes near the molec­
ular length.20 In the true hydrodynamic limit, qc -*• °° and 
the integration in eq A9 is readily performed. For qc finite, 
one has

<6w(r) 6« ( r 0)*> =  (A 1°)

where ojc = Kqc2/rj is the cutoff frequency and 4>(x) is the 
error or probability function.59 Note for ojc -* °°, $[(ojci)1/2] 
—- 1 . Thus the contribution to the correlation function 
needed for relaxation due to fluctuations of the director is

1 / 2 '

C „ i ( / )  =  Co i(t) = (AH)

The spectral density then has the form20

* o i M
3 k T q 1 /2 0 l nm ) z 

8 / 2 ? rAT3 / V /2

i ln1 +  V 2 oj/ u>c +  “ V A  I
1 -  V 2 t c /o ) „ +  tü /tO  J

-  -  arctan (V2co/ oj +
IT

l ) -  arctan (V2co/co"
77

1)} (A12)

which is valid for u> > 0. [The discontinuity at u> = 0 would 
undoubtedly be removed by an analysis recognizing the 
coupled dependence of Q upon as discussed above.]

In this case, the ESR line width contribution in gauss 
due to fluctuations in the director orientation is

ture. Thus this process cannot account either qualitatively 
or quantitatively for this behavior.

Note that the average over the director fluctuations in 
the first term of eq A5 reduces to ¿¡nm as the leading term, 
and the line width contribution calculated from this term is 
just that predicted from the rotation of the molecule.

Alternatively one can evaluate the quantity in brackets 
in the second term of eq A4 by using a formalism which 
corresponds to the diffusion of a “localized” n in the pres­
ence of a very strong restoring potential of the form

V (W kT  = a cos2 8 (A14)

where the distribution parameter a »  1. As the potential is 
a function of 8 only, the diffusion equation can be sepa­
rated into its components by letting14

I nW  = v“(0) exp(/M4>)(27r)-1/2 (A15)
and to lowest order in 8 and n~\ one has

—z>_1 f =  92/a<92 + e-'id/dd) -  (m / e f  -  a2e2 + 2a
(A16)

where D is the diffusion constant for director motion.14
The eigenfunctions for this differential equation are 

given by

yiMl(0) = [2aN!/(N +
| M | ) ! ] l / 2c - aS2 / 2 ( a l / 2' 0 ) lM l L liMl { a 0 2) (A 1 7 )

where the L^(z) are the generalized Laguerre polynomi­
als.60 The eigenvalues of this equation are

IF,!,“ 1 = 2aD(2N + |M| )  (A18)

These eigenfunctions and eigenvalues can be used for the 
evaluation of the correlation functions for director motion 
in eq A3 or A4. The quantity in brackets in eq A4 can be re­
written as

C „ „ ( / )  =  « ( * )  -  < D $ ( * )> ] [Z > ‘ « ( # o ) *  -  < D $ ( * 0)*> ]>
(A19)

The evaluation of this integral over all angles T and 'I'o re­
quires the conditional probability

2Y 1 =  -  a J i K I  + 1) -  w r]A '01K )  +

l % ( g u  - £ ± ) 2 B 02 -  2 ( f l j .  -  +

2 (a,i — (7± )2mi2]A"0, (lo q ) (A13)

For typical molecular lengths, i.e., 40 Â for MBBA, one 
finds ojc =! 1.9 X 108. Thus, the nonsecular terms in eq A13 
can be neglected as the quantity in brackets | ) in eq A12
approaches zero for co0 »  o>c. For the pseudosecular terms 
üj± < u)c, and the quantity in brackets is somewhat less than 
unity (ca. 0.32). Using the values r] = 71, Kn21 and the 
order parameter for PD-Tempone in MBBA at 23°C, one 
predicts that the contributions to the A and C line width 
coefficients to be 0.01 and —0.005 G, respectively, which 
are too small to be of importance. Also, relaxation due to 
thermal fluctuations of the director predicts that the C/B 
ratio should be decreased by this process. Furthermore, 
these contributions are expected to have little temperature 
dependence.18 It is observed in our experiments that the 
C/B ratio increases substantially with decreasing tempera­

Z e x p ( - H 4 M' ( * ) / )  I Y “ ( # ) )< y “ ( * 0) 
N,M

A W
A W J

- 11/2

X

(A20)

Thus we can proceed as in PBF for molecular rotation and 
finally obtain

C m ( t )  —

W | £ omW  F ? W W W l 7 W l 0) * |  K 0°(vp0)>

(A21)
where 2 ' means that the term p = q = 0 has been omitted. 
Keeping the leading terms in the one has

¿oi(/) =<%_,(/) =

Z 1 < yo°(*)k4,* V (0 ) | iy(*)>| V"'*** (A22)
Q,P

Substituting for the Ypq from eq A15 and A17 and for 
do{2(8) from eq A5, the integral over ^ in eq A22 becomes
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j  6 d e  J  d 0 (2 o )1/2 e x p ( - « f l2) ^
±i<t> O

9 n h  I T l /2 „ i t®

W T W ’]  7 S < « ‘'!s>L, (A23)
T h e  in teg ra tio n  over tj> req u ires  th a t  q =  =f 1. S u b s titu tin g  
u  =  a d 2, th e  in teg ra l over 0 now  has th e  fo rm 59 

/> i q  1 / 2

D! J J 0 e-“«L» d« =
1 1  /  2 r ( / j )

_<*(/> + 1 )! J /> ! r(0) “ 2ai/2 (A 24)

T he co rre la tio n  function  for localized d irec to r m o tion  th e n

C oi i t )  = ( h V ’ 1 (A 25)

(15) J. H. Freed, G. V. Bruno, and C. F. Polnaszek, J. Phys. Chem., 75, 3385 
(1971).

(16) L. P. Hwang and J. H. Freed, J. Chem. Phys., 63, 118 (1975).
(17) P. Pincus, Solid Stale Commun., 7, 415 (1969).
(18) J. W. Doane and D. L. Johnson, Chem. Phys. Lett., 6, 291 (1970).
(19) T. C. Lubensky, Phys. Rev. A., 6 , 2497 (1970).
(20) J. W. Doane, C. E. Tarr, and M. A. Nickerson, Phys. Rev. Lett., 33, 620 

(1974).
(21) (a) M. J. Stephen and J. S Straley, Rev. Mod. Phys., 46, 617 (1974). (b)

P. G. deGennes, “ The Physics of Liquid Crystals” , Oxford University 
Press, New York, N.Y., 1974.

(22) G. Heppke and F. Schneider, Ber. Bunsenges. Phys. Chem., 75, 61 
(1971).

(23) P. Ferruti, D. Gill, M. A. Harpold, and M. P. Klein, J. Chem. Phys., 50, 
4545 (1969); G. Havach, P. Ferruti, D. Gill, and M. P. Klein, J. Am. 
Chem. Soc., 91 , 7526 (1939).

(24) L. D. Favro in “ Fluctuation Phenomena in Solids” , R. E. Burgess, Ed., 
Adacemic Press, New York, N.Y., 1965, p 79.

(25) J. H. Freed in “ Electron-Spin Relaxation in Liquids” , L. T. Muus and P. 
W. Atkins, Ed., Plenum Press, New York, N.Y., 1972, Chapters VIII and 
XIV.

(26) E. C. Kemble "The Fundamental Principles of Quantum Mechanics", 
Dover Publications, New York, N.Y., 1958, pp 230-234.

(27) In PBF, A42 =  — V u2. Note that eq 2.5 of PBF should have been written
as

T h u s  we can  define a  single co rre la tion  tim e  for localized 
d irec to r m o tio n  as

t £ 1 =  2 o tD  (A 26)

and  th e  sp ec tra l d en sity  for th is  case is

= 1 1 + (u ,rJ )i <° i5' (0)>i (A2,)
and  th e  line w id th  co n tr ib u tio n  becom es

r 2-‘ = -  aL)\l{I  + 1) -

+  K r J 2]-1 (A 28)

A gain th e  p red ic tio n  is th a t  th e  C line w id th  coeffic ien t r e ­
su lting  from  d irec to r m otion  is negative. I t  has been  e s ti­
m a ted  th a t  R / D  ~  100062 w here R  is th e  ro ta tio n a l ra te  of 
th e  m olecule. T h e  values of (D oo(fl))2 observed  ex p erim en ­
ta lly  w ere ~ 0 .01 . T h u s for a  >  10-100 th e  line w id th  c o n tr i­
b u tion  from  th is  m odel for d irec to r m otion  is ca lcu la ted  to  
be negligible com pared  to  th a t  re su ltin g  from  m olecu lar 
m otion.63
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(53) J. H. Freed and G. K. Fraenkel, J. Chem. Phys., 39, 326 (1963).
(54) (a) S. Meiboom and R. C. Hewitt, Chem. Phys. Lett., 30, 261 (1973); (b) 

P. J. Flanders, Mol. Cryst. Liq. Cryst., 29, 19 (1974).
(55) If we estimate k from the relation used by J. S. Hwang, D. Kivelson, and 

W. Z. Plachy [J. Chem. Phys., 58, 1753 (1973)]

k =  [ 6 ( r „ / r 0) +  ( 1  +  r s / r o )"3] ' 1

where rs is the solvent radius (rs «  14 A for MBBA), then we get k =  
0.038.

(56) Thus Zupancic et al. [Solid State Commun., 15, 227 (1974)] obtained 
an activation energy Ea for D±  of 5.4 kcal/mol using an NMR pulse 
technique, while H. Hakemi and M. M. Labes [J. Chem. Phys., 61, 4020 
(1974)] found Ea =  17 ±  2.5 kcal/mol using an optical method. These 
results extrapolate to D of 1.4 X  10-7  and 4.4 X 10” 10 cm2/sec, re­
spectively, at —25°C.

(57) Hoel and Kivelson [J. Chem. Phys., 62, 4535 (1975)] have recently sug­
gested that the residual A' in VOAA studies is to be attributed to spin- 
rotational relaxation in the absence of any other known mechanism. 
This requires that the spin-rotational relaxation component about the 
symmetry axis begins to slow down when tj/  T becomes large enough 
(instead of typical decrease with t)/7). (They do not see the effects of 
reorientational relaxation about the symmetry axis, because of the sym­
metry of the magnetic parameters.) We have implicitly argued against 
such mechanisms in our recent work on nitroxides (ref 3 and II), where 
Ft, and R± were both observed and varying magnitudes of A' were 
found. In particular, we summarize for isotropic liquids: (1) N =  R|j /Rj_ 
was typically found to be constant with temperature, and for PD-Tem­
pone N ~  1, and in all cases Rjj «  R±  oc T/rj. (2) It is possible for small 
rotational asymmetry relative to the molecular z  axis to significantly af­
fect A', and there is usually a small contribution from intermolecular 
electron-nuclear dipolar interactions. (3) The observed A' are typically 
simply linear in q/ T for large enough viscosity. (4) In II they were found 
to be significantly dependent upon magnetic field, which should not be 
true for a spin-rotation mechanism, although this observation is depen­
dent upon the rotational model such as implied in (2). Also most impor­
tant (5) the measurements of We in ref 3 and II from saturation studies 
show that precisely when A' becomes anomalous (increasing with q/T), 
the We are decreasing (cf. Figure 12 of II). Since, at the higher tempera­
tures, We a T/t) is found to be virtually equal to A '!2  as predicted for a

spin-rotational mechanism ft.e., T-i(SR) =  T2(SR)], then, if A' at the 
lower temperatures (where A'.in  7]/T: were due to a spin-rotational 
mechanism, one would still expect Wa *  Al 12, which it decidedly is not. 
It appears that A' s due essentially to a purely secular mechanism. Fur­
thermore (6) we have consistently argued against any physical explana­
tions of spectral anomalies which appear to be “ turned on", although 
the sample exhibits no phase transitions. We believe a likely possibility 
for explaining an anomalous A' could be in terms of modulation of the 
dipolar and g-tensor terms by rotational reorientation, but where the re­
orientation is complicated by a slowly relaxing local structure and/or re­
lated considerations. (Cf. section VII.) In II it was suggested that (2) 
above might help to explain the anomalous A', but more careful consid­
erations show that A/C  is not very significantly affected by such small 
rotational asymmetry, so it would not be a very satisfactory explanation. 
(We wish to thank Dr. B. Kowert for a helpful discussion on this point.)

(58) Recent pressure-dependent studies on the PD-Tempone system will be 
reported on elsewhere: J. S. Hwang, K. V. S. Rao, and J. H. Freed, to 
be submitted for publication.

(59) I. S. Gradshteyn and I. M. Rhyzik, “ Table of Integrals, Series, and Prod­
ucts", Academic Press, New York, N.Y., 1965.

(60) M. Abramowitz and I. A. Stegun, “ Handbook of Mathematical Func­
tions", Dover Publications, New York, N.Y., 1965.

(61) We can establish a formal equivalence between eq A25 and eq A9 with 
eq A5 by regarding the result eq A25 as the result for the gth mode and 
letting 2aD  —* K f / p  while letting %a —*  3kTI2K<f V or D —► kT/3rjV 
and a  —  3Kc?V/2kT.

(62) G. R. Luckhurst, Pnys. Bull., 23, 279 (1972).
(63) It should be noted that we have avoided the question as to whether a 

motional-narrowing theory actually applied for the slow director fluctua­
tions. First we should note that the criterion for validity is given by 
IJ C ^ td2 «  1 where |(TCi2! 1/2 measures the root mean square value 
of modulation of 3C1('k) by the small amplitude director motion. Thus for 
example, for the diffusion model we require

_ 4 a  a .i)2 [ V  +  id*2] ' 1 «  1

These conditions should be obeyed in the present case. When they are 
not obeyed, a slow tumbling theory analogous to PBF for the diffusion 
model or analogous to that of J. B. Pedersen and J. H. Freed [J. Chem. 
Phys., 58, 2746 (1973); 59, 2869 (1973)], for the hydrodynamic model, 
should be employed.

(64) Similar results have been observed in 2H NMR studies on deuterated 
stearic acids in the liquid crystalline phase of egg lecithin [G. W. Stock- 
ton, C. F. Polnaszak, A. P. Tulloch, F. Hasan, and I. C. P. Smith, Bio­
chemistry, submitted for publication]. The ordering parameters for the 
totally deuterated acids are also reduced compared to those of partially 
deuterated (at one position) acids.

(65) Note Added in Proof: Actually by using eq 7.12 and the method out­
lined in section VIIB, but applied to director fluctuations, it is easy to 
demonstrate that (1) the analysis involving the second term of eq A3 as 
given below is indeed appropriate; and (2) the first term of eq A3 is to 
be replaced by Ckuk'mI  t), so the physically unreal feature is indeed re­
moved.
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Spin-Lattice Relaxation and Hydrogen Bonding in Methanol-Solvent Mixtures

Rush O. Inlow,1 Melvin D. Joesten,* and John R. Van Wazer*

Department o f Chemistry, Vanderbilt University, Nashville, Tennessee 37235 (Received March 21, 1975)

Nuclear spin-lattice relaxation times, T\, of the hydrogen nuclei in CD3OH and CH3OH have been mea­
sured as a function of concentration in solvents of varying hydrogen bonding ability. CD3OH-CCI4, 
CD3OH-(CD3)2CO, CD3OH-CD3OD, CD3OH-(CD3)2SO, CH3OH-CCI4. and CH3OH-(CD3)2CO mixtures 
were studied over the entire range of concentration at 31°. The results show that T j reaches a minimum in 
all solvents at ~0.9 mole fraction alcohol. This is interpreted in terms of the structure of pure liquid meth­
anol being disrupted by insertion of small amounts of solvent. Extrapolation of the spin-lattice relaxation 
time to infinite dilution, T i°, gives an indication of the strength of the alcohol-solvent hydrogen bond. Ti° 
is shortest in CCI4 and increases in the order: (CD3)2CO < CD3OD < (CD3)2SO. This behavior is explained 
by the hindrance of rotation of the alcohol as a result of the formation of hydrogen bonds of increasing 
strength with the solvent. At large mole fractions of methanol, relaxation is interpreted to be a mixture of 
dipole-dipole and spin-rotation interaction; while in dilute solutions the spin-rotation mechanism seems 
to predominate.

Introduction
The spin-lattice relaxation time, T 1, has been extensive­

ly used to describe molecular motion in liquids. The theo­
retical basis of the method is well developed.23 Many stud­
ies in this area describe the analysis of T 1 values for a mol­
ecule in terms of specific relaxation mechanisms and com­
pare experimental results with the predictions of a theoret­
ical model for the motion of the molecule in a liquid.

NMR chemical-shift studies have been used to examine 
hydrogen-bonding effects in alcohols.2b Relaxation-time 
studies of water-alcohol mixtures,3-4 ROD-perdeuterio- 
ROD mixtures,5 and acetone-water mixtures6 have been 
reported; but, to our knowledge, no systematic examination 
for the.effect of hydrogen bonding on the relaxation time of 
hydroxylic protons in alcohols has been published.

In this paper, relaxation measurements on hydrogen in 
the following binary systems are reported: (1 ) methyl-d3 al­
cohol with carbon tetrachloride, acetone-c/g, methanol-¿4, 
or dimethyl-d6 sulfoxide, and (2) methanol with carbon tet­
rachloride or acetone-<f(5-

Experimental Section
NMR Spectrometer System. A Varian XL-100-15 multi- 

nuclear spectrometer was employed with an external heter- 
onuclear lock on 2H. This system includes a Transform 
Technology, Inc. (TT-100) Fourier-transform unit. Sample 
temperature in the probe was 31°.

T 1 Measurements. Measurements of ‘H spin-lattice re­
laxation times, T 1, were accomplished by the inversion-re­
covery pulse method.7-8 For the systems examined here 
P(180°) was found to be 150 ¿¿sec and P(90®1 75 tisec. The 
delay times between the pulses, r, were chosen to bracket 
the inversion point at which Tj = r/ln 2. The computer 
permits automated accumulation of the 180°-t- 90° se­
quences and then rapid processing, storage, and presenta­
tion of data. Ti values were computed automatically and 
by hand from a plot of In ( / „  — I t ) v s . t , where I  is the in­
tensity of the peak. Results obtained by both methods were 
in close agreement. However, the hand-plotted T 1 values 
were used in subsequent calculations because they exhib­
ited somewhat less scatter. The T1 values obtained were

found to be reproducible to within a few percent; but the 
usual error assumed in measurements of this type is ± 10%.

Chemicals. Methanol and carbon tetrachloride were 
Fisher reagent grade. These were carefully distilled before 
use with the middle one-third fraction being collected and 
dried over molecular sieves. Methyl-da alcohol (99% D) was 
purchased from IC & N Chemicals and used without fur­
ther purification. Methanol-<¿4 (99.5% D), acetone-d6 
(99.5% D), and dimethyl-d6 sulfoxide (99.5% D) were pur­
chased from Wilmad Glass Co. and were dried over molecu­
lar sieves. Deuterium oxide (99.8% D) was purchased from 
Stohler Isotope Chemicals.

Sample Preparation. The components of each mixture 
were deoxygenated by bubbling high-purity nitrogen 
through the liquid for 10 min. The components were then 
weighed into a nitrogen-filled 5-mm NMR tube. This tube 
was placed inside a 12-mm tube containing the reference 
lock material, D20. The concentration of the sample was 
varied by adding more of the appropriate component to the 
original mixture. Samples prepared in this manner gave re­
producible T1 values, and the plots of (Ti)-1 vs. concentra­
tion obtained from dilutions of several different samples 
could be joined without disconcerting discontinuities. For 
each pair of components, at least four separate samples 
were prepared and then diluted to obtained T 1 data over 
the entire concentration range. In addition, several samples 
were prepared without deoxygenating the components, and 
the resulting T\ values were found to be 10-20% shorter 
than those of the corresponding deoxygenated samples. 
Deoxygenation by the freeze-pump-thaw method did not 
increase T 1 values.

Results and Discussion
Interpretation in Terms of Liquid Structure. Figures 1 

and 2 show the 1H spin-lattice relaxation rate, (T1)-1, in 
mixtures plotted against the mole fraction of alcohol mono­
mer for CD3OH and CH3OH, respectively. The relaxation 
rates at infinite dilution, (Ti°)_I, were obtained by extrap­
olation of the linear portion of each plot to zero mole frac­
tion of alcohol.

A perturbed nuclear-spin system relaxes to its equilibri-
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Figure 1. Relaxation rate, 1/r1t for the hydrogen nucleus in C D 3OH 
plotted against the mole fraction of C D 3OH monomer, x c d 3o h . in  

CCI4, C D 3OD, (CD3)2CO, and (CD3)2SO.

Figure 2. Relaxation rate, 1/7"t, for the hydrogen nuclei in CH 3OH 
plotted against the mole fraction of CH3OH monomer, x c h 3o h , in 
CC I4 and (CD3)2CO. The underlining of CH3OH denotes that the 
curve represents the behavior of the methyl hydrogens; whereas 
CH3OH is underlined to denote that the curve refers to the behavior 
of the hydroxyl hydrogen.

um state by coupling between the spin system and the sur­
rounding environment. The principal processes that lead to 
spin-lattice relaxation in liquids involve some type of mo­
lecular motion. For hydrogen nuclei these processes are:9 
(1 ) magnetic dipole-dipole interaction, (2) spin-rotation 
interaction, (3) scalar-coupling interaction, (4) chemical- 
shift anisotropy interaction, and (5) interaction due to the 
presence of paramagnetic materials in the sample.

Mechanism 5 is eliminated by the use of glassware and 
chemicals not contaminated by paramagnetic materials 
and by careful deoxygenation of the test samples. Mecha­
nism 4 is relaxation due to the tumbling of structures ex­
hibiting large chemical-shift anisotropy. For nonviscous 
liquids it has been shown that this relaxation rate is pro­
portional to Ho2(o-|| — where H0 is the magnetic field
strength and <r|| and a± are the values of the shielding fac­
tor parallel to and perpendicular to the axis of symmetry of 
the molecule.9 Studies have shown that the 'H relaxation 
rates in ethanol10 and HF11 do not vary with H0. We esti­

mate the (T1)-1 contribution due to chemical-shift anisot­
ropy is < 10-5 sec-1. • ;

Scalar coupling, mechanism 3, can contribute important­
ly to relaxation in methanol under certain conditions.12,13 
When methanol is carefully acidified, the 'H relaxation 
rate varies with acid concentration, passing through a 
sharp peak at pH ~3. The magnitude of the scalar relaxa­
tion rate depends on the proton-exchange rate and is im­
portant only at proton-exchange rates intermediate be­
tween that of pure methanol and highly acidified methanol.

For pure methanol at 31° the following contributions 
from scalar coupling relaxation are estimated: 
[TMCHsllsc- 1 = 0.004 sec“ 1 and [^(OH)],,-1 = 0.012 
sec-1. This is about 8% of the total experimental relaxation 
rate for the hydroxyl proton and 3% of the experimental re­
laxation rate for the methyl protons. As methanol is dilut­
ed, the correlation time for proton exchange increases, and 
the scalar mechanism rapidly becomes less important. For 
CD3OH the scalar relaxation rate will be smaller due to the 
small hydrogen-deuterium coupling constant.

The total relaxation rate is given by (TU-1 = (Tidd)-1 + 
(T i s r ) - 1 + (TV)- 1 , where (TV)- 1  represents the sum of 
the remaining relaxation rates which, to a good approxima­
tion, should contribute 10% or less to (T])_1. Most JH re­
laxation has been shown to be of the dipole-dipole type, 
although spin-rotation may be important in some in- 
stances.14 10 The magnitude of the 1H-1H dipole-dipole re­
laxation rate is directly proportional to the number of hy­
drogen nuclei per unit volume of solution and inversely 
proportional to the sixth power of the distance between 
these nuclei. 1H-2H dipole-dipole relaxation is an interac­
tion that, for the same situation, is weaker by a factor’of 24 
than the 1H-1H relaxation.

In Figure 3, the 'H relaxation rate for CD3OH-CD3OD 
mixtures is plotted against the mole fraction of CD3OH 
monomer. The 1H-1H dipole-dipole contribution must es­
sentially vanish at zero mole fraction alcohol (excluding a 
negligible contribution from intramolecular ]H-2H interac­
tion in the CD3OH monomer) since the hydrogen nuclei are 
isolated from one another in a deuterated lattice. Therefore 
the entire relaxation rate at infinite dilution ought to 
arise from the spin-rotation mechanism. Because substitu­
tion of H for D in the hydroxyl group of methanol should 
not affect the liquid structure of the alcohol, it is assumed 
that (Tisr)-1 remains fairly constant over the entire 
CD3OH mole fraction range. The difference between the 
experimental relaxation rate and the spin-rotation contri­
bution is attributed to dipole-dipole relaxation, the rate of 
which therefore should rise linearly with increasing !H con­
centration, as it does for 0 < xcd3oh < 0.92. The dotted 
portion of the dipole-dipole relaxation rate line in Figure 3 
is an extension of this linear increase to xcd:,oh = 1 .0, while 
the solid line in this region represents the observed behav­
ior. The difference between the experimental relaxation 
rate and the sum of (Tisr)-1 + (Tidd)- linear may be desig­
nated the excess relaxation rate, (Tlxs)_1. Using the same 
method, values of (TIxs)-1 can be determined for CD3OH 
in the other solvents. Then, relaxation rate ratios can be 
converted into distance ratios using the relation r'/r = 
|(T’idd) - 1/[(Tidd)~i + (71ixs)_1]l1/6, where r' is the ’H-'H 
distance indicated by the experimental relaxation rate 
minus the spin-rotation relaxation rate, and r is the 1 H- 'H 
distance indicated by the linear dipole-dipole relaxation 
rate. Figure 4 shows r'/r for CD3OH in the various solvents 
plotted against mole fraction of alcohol monomer. At
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Figure 3. Components of 1/T, for the CD3OH-CD3OD system. Re­
laxation rate, 1/7), plotted against the mole fraction of CD3OH mo­
nomer, X c d 3o h - The upper curve represents the experimentally de­
termined values. The spin-rotation contribution was determined by 
assuming that as x c d 3o h  0  essentially all of the relaxation is of 
the spin-rotation type. The dipole-dipole contribution is the differ­
ence between the experimental and spin-rotation curves. When 
0.93 < X c d 3o h  < 1 00, the dotted portion of the dipole-dipole curve 
represents the expected behavior, while the solid portion of this 
curve represents the observed behavior.

XCD3o h  < 0.2, (Tixs)- 1  becomes difficult to determine 
graphically, and at x c d 3o h  = 0 the ratio r'/r is indetermi­
nate.

A great deal of discussion on the nature and relative 
amounts of the species present in liquid methanol is avail­
able.17 The data on which these studies are based are de­
rived from a variety of physical methods, including NMR, 
ir, and dielectric-moment measurements. There is general 
agreement that the liquid is composed of a mixture of poly­
meric chains and rings, although no consensus on the size 
or relative amounts of the rings and chains exists.

Scaled models of methanol chain and ring structures 
were used to obtain H-H distances, rH-H- In chain struc­
tures th-h is ~2.30 A  between nearest neighbors. With the 
next set of hydrogens being at th-h ~  4.20 A , and the H-H 
interaction falling off with rH-H~6, this gives an effective 
rH-H of ~2.29 A  [reff = (r 1-6 + r2-e)-1/6]. The cyclic dimer 
and trimer are highly strained structures which should be 
present only in low concentration, if they exist at all. The 
cyclic tetramer is an interesting structure in several re­
spects. A nearly planar ring of four linear O-H—O bonds 
has an effective r n  h  of ~1.93 A . Pauling noted that the cy­
clic tetramer should be especially stable for methanol and 
that it has been observed in methanol vapor and in the 
crystal structures of other alcohols.18 As ring size is in­
creased to the pentamer, hexamer, or larger rings, the ef­
fective th-h becomes nearly the same as in the chain struc­
tures. In terms of H-H distance these are not significantly 
distinguishable from chains. Therefore, liquid methanol 
may be viewed as a mixture of chains and cyclic tetramers, 
where “chains” refers to both the linear polymers of vary­
ing size and the large ring polymers.

As seen in Figure 4, the substitution of D for H in 
CD:iOH causes th-h to decrease sharply until a break oc­
curs at 0.92 mole fraction of CD3OH in CD3OD. Further 
dilution by CD3OD results in a constant th-h over the ob­
served concentration range. If the deuterium nuclei are 
placed at random in one of the chain structures, they have 
the effect of gradually spacing out the hydrogen nuclei and 
reducing the interaction between them. The trend is ac­
counted for by the decreasing magnitude of the dipole-di­

Figure 4. The ratio of the calculated hydrogen-hydrogen distance 
(d) for CD3OH in (CD3)2SO, (CD3)2CO, and CCI4 to the calculated hy­
drogen-hydrogen distance (r) for CD3OH in CD3OD plotted against 
the mole fraction of CD3OH monomer, x c d 3o h - The species of 
CD3OH assumed to predominate in each solvent is indicated on the 
curve for that solvent.

pole relaxation rate observed in Figure 3. There should be 
no abrupt breaks in this behavior. However, when one of 
the hydrogens in the hydrogen-bonded tetramer ring is re­
placed by a deuterium, the effective rH-H (including a cor­
rection for the H-D interaction) decreases from 1.93 to 1.73 
A . The insertion of a second deuterium into the tetramer 
ring gives an effective rh_h value of 1.71 A , which is ap­
proximately equal to the previous distance and, therefore, 
not distinguishable as a different th-h- The break in the 
CD3OH-CD3OD curve of Figure 4 must correspond to the 
composition at which each cyclic tetramer structure has 
one deuterium in the ring. The location of the break at 
XCD3OH ~  0.92 implies that in the alcohol there are approxi­
mately 2.2 hydrogens in the chain structures for each hy­
drogen in the cyclic tetramer structure, so that the pure al­
cohol is ~30% cyclic tetramer. The observed rH-H decrease 
from XCD3OH = 1.0 to XCD3OH = 0.92 in Figure 4 is 6% as 
compared to the calculated decrease of 7% (effective ch-h 
decreases from 2.13 to 1.99 A ) .  In terms of relaxation rate, 
the maximum experimental relaxation rate in Figure 3 cor­
responds to the point at which the average distance be­
tween hydrogen nuclei in CD3OH is at a minimum.

Carbon tetrachloride acts as an inert solvent toward 
methanol with respect to hydrogen bonding. Any metha- 
nol-CCU hydrogen-bonded adduct must be of negligible 
stability in comparison to the stability of self-associated 
methanol clusters (AHh bond ~  — 3 kcal/mol17f). It seems 
reasonable to assume that as methanol is diluted by CC14 
the larger polymeric species are successively broken up 
until the stable methanol cyclic tetramer becomes the pre­
dominant species. The position of the CD3OH-CCI4 curve 
in Figure 4 at the smallest th-h value supports this as­
sumption. Presumably the break in this curve represents 
the point at which an essentially constant fraction of the 
alcohol is in the cyclic tetramer form and no further de­
crease in th-H occurs. At this point th-h is 10% smaller 
than in the pure alcohol. This may be compared with a cal­
culated decrease of 12% (pure alcohol effective rn_H = 2.13 
A ; cyclic tetramer, effective r H-H  = 1-93 A ) .  The discrepan­
cy between these two values is probably due to the pres­
ence of other species, such as the dimer, in the methanol- 
CCI4 mixtures. The postulation here of the cyclic tetramer
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as the predominant species is in good agreement with the 
conclusions of other authors on the structure of methanol 
in dilute methanol-CCLf mixtures.17b,e,h

As dimethyl sulfoxide is a moderately strong hydrogen­
bonding solvent, the predominant species in dilute metha- 
nol-DMSO solutions would be expected to be a 1:1 adduct. 
A model of this adduct has a diameter of ~5.8 A. Assuming 
that th-h in a lattice of these monomer adducts is about 
one-half the diameter (—2.9 A ) ,  then the change in tr-h in 
going from the pure alcohol to the 1:1 CD3OH-DMSO-CI6 
adduct would be an increase of 36% (2.90/2.13). The in­
crease indicated by Figure 4 is 13%. For the methanol-di- 
methyl sulfoxide adduct AH is 6.3 kcal/mol.2b A model 
of the CD.jOH-acetone-dfi 1:1 adduct has a diameter of 
~5.5 A . Again using th-h in a lattice of monomer adducts 
as one-half the diameter (2.75 A ) ,  the change in tr-h from 
the pure alcohol to the 1:1 adduct would be an increase of 
29% (2.75/2.13). The increase indicated by Figure 4 is 3%. 
For the methanol-acetone adduct AH is 2.5 kcal/mol.2 
The indicated increases in tr_r are less than the calculated 
increases because the methanol cyclic tetramer competes 
with the methanol-solvent adduct. The indicated changes 
in rn-H from Figure 4 imply that the methanol-dimethyl 
sulfoxide system at xcd ôh < 0.7 is 82% 1:1 adduct and 18% 
cyclic tetramer (effective tr_r = 2.43 A ) ,  while the metha­
nol-acetone system at xcd;ioh < 0.7 is 62% 1:1 adduct and 
38% cyclic tetramer (effective tr_r = 2.20 A ) .  This is con­
sistent with the values of AH for self-association and ad­
duct formation. The decreasing portion of the curves for 
these solvents in Figure 4 represents the breakup of the 
pure alcohol into smaller fragments, with the minimum 
th h representing the point of maximum cyclic tetramer 
concentration. As significant amounts of 1:1 alcohol-sol- 
vent adduct are formed, tr_r begins to increase. The flat 
portion of the curve represents an equilibrium between the 
adduct and the cyclic tetramer.

From Figure 2 it is apparent that similar trends are 
present for CH3OH in CC14 and acetone-rig. The presence 
of the methyl hydrogens in CH3OH complicates the analy­
sis, since the monomer intramolecular relaxation rate be­
comes significant.

Estimation of Relaxation Rates. The dipole-dipole 
mechanism has been discussed extensively for systems sim­
ilar to these. It is composed of two contributions: (Tidd)“ 1 
= (T1 ¡ntra)-1 + (T i inter)-1- The contributions can be sepa­
rated, yielding for hydrogen-hydrogen relaxation3

( T ,  in tr a )“ 1 =  F tt = ( h 2y 4a /n )  (  £  £  r J r A  ( 1)
V= 1 j= i /

(Ti  in te r)“ 1 = GIA274A W ri3)(l + 2d2/5Drt) (2)
where 7 = gyromagnetic ratio of 'H; n = number of XH per 
molecule; a = 41(1 + l)/3, except that a = 4/3 when i = j; 
rij = distance between hydrogens i and j; rr = correlation 
time for reorientation; N h = number of hydrogens/cm3; d 
=  distance of closest approach between hydrogens; D  =  
self-diffusion constant; and rt = diffusion jump time. The 
same expressions may be used to calculate hydrogen-deu­
terium relaxation, although the weaker interaction must be 
corrected by a factor of 24 (<*hh7h2/«hd7d2 = 24). The re­
orientation time, tr, may be estimated from the Debye rela­
tion for a spherical molecule rr ~  4irfrr)an/kT, where a is 
the effective molecular radius, which may be obtained from 
the molar volume for the cubic closest-packing case: 
4irNoa:i/3 = 0.74Fm; 7 is the macroscopic viscosity; and f T is

the Gierer-Wirtz rotational correction19 factor, which 
equals 0.17 for methanol. The self-diffusion constant may 
be estimated from the relation D  ~  k T / 6 i r f t r ia  where / t is 
the Gierer-Wirtz translational correction factor, which 
equals 0.79 for methanol.

The spin-rotation interaction arises from the coupling of 
a nuclear magnetic moment to the magnetic field set up at 
the nuclear site by the rotational motion of the surrounding 
molecular charge distribution.20 Excellent papers by Gil­
len21 and Hubbard22 discuss the assumptions required and 
difficulties involved in quantitative evaluation of the spin- 
rotation relaxation rate. For spherical molecules of moment 
of inertia /, at absolute temperature T, Hubbard obtained

(T iS R )“ 1 =  (S tt 2I k T / h 2) C e^ r SR (3 )

where C is the spin-rotation coupling constant and tsr is 
the spin-rotation correlation time. When the spin-rotation 
coupling constant is not available from the literature, an al­
ternate method of evaluating tsr comes from the theoreti­
cal expression derived by Hubbard relating tsr to the reor- 
ientational correlation time, Tr, for a spherical molecule 
undergoing isotropic Brownian rotational diffusion, tsr ~  
I / d k T Tr. Substituting for tsr in eq 3 yields

4-jr2/ 2
( T 1Sr ) “ ' = — ^ C eff2 (4)

3 n zTr

In theory, C  should be evaluated for each of the principal 
axes of the molecule in question using the moment of iner­
tia about that axis. In practice, I  is often taken as /  ¡/3 + 
2/j_/3, 7j| and 7X referring to the moments of inertia about 
and perpendicular to the major symmetry axis. The value 
of C  obtained in this manner is then the effective spin- 
rotation coupling constant, Ceff.

For the pure alcohols the partitioning of the dipole-di­
pole relaxation rate between the intramolecular and inter- 
molecular contributions may be envisioned in two ways. 
The intramolecular rate may be considered as arising from 
interactions within the monomer unit only and the inter- 
molecular rate as arising from interactions between mono­
mers in the different polymeric species. Alternately, the in­
tramolecular rate may take into account all the internal in­
teractions in the various polymeric species and the inter- 
molecular rate only the external interactions. The two 
methods are actually roughly equivalent as eq 2 is derived 
from eq 1 by integration over distance. Since there is no de­
tailed knowledge of the composition of liquid methanol, the 
first method is more easily applied. In dilute methanol the 
species postulated in the previous discussion may be used 
to calculate the intramolecular and intermolecular dipole- 
dipole relaxation rates.

The spin-rotation relaxation rate is, likewise, difficult to 
predict for the pure alcohols, as Ceff is not available from 
the literature and it is not possible to calculate a meaning­
ful value of the moment of inertia for the complex mixture 
of species present. In the diluted solutions, the moment of 
inertia can be estimated for each major species and a value 
for Ceff extracted from eq 4.

Results of the estimation of theoretical contributions to 
the total relaxation rate and comparison of the total esti­
mated relaxation rates with the experimental relaxation 
rates are presented in Table I. Contributions to (Ti intra)“ 1 
from 1H-13C and 'H-^O interactions and to (T\ inter)“ 1 
from 'H-2H interactions are calculated to be negligible 
(< 10“3 sec“1). The distance of closest approach, d, is usu­
ally taken to be twice the effective molecular radius, a .
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TABLE I: Relaxation Rates for CD3OH and CH3OH (in sec *)

(Sintra)'' ( T ')'*' 1 1 int er' ( W ( W (T W )’'
CDjOH 0.001 0.066 0.089 0.156 0.161
CH3OH 0.010 0.086 0.056 0.152 0.156
CH3OH 0.027 0.068 0.056 0.151 0.151

TABLE II: Relaxation Rates (sec U and Spin-Rotation Coupling Constants 
(kHz) for CD3OH and CH3OH at Infinite Dilution

Identity of H Solvent (TYsr)'1 ^ eff (T 01 expt /

CDgOH CC14 0.063 0.110 7.0 0.173
CD3OH Acetone-rf6 0.016 0.093 8.5 0.109
CD3OH DMSO-rf6 0.052 0.014 10.8 0.067
CHjOH CC14 0.098 0.123 8.4 0.221
CH3OH Acetone-rf6 0.026 0.087 9.9 0.113
CH3OH CC14 0.046 0.146 9.1 0.192
CHjOH Acetone-i/ 6 0.021 0.097 10.4 0.118

However, this “hard-sphere” model is deficient in several 
respects: it does not distinguish between the intermolecular 
interaction of two methyl groups and the markedly differ­
ent type of interaction between hydroxyl groups in a hy­
drogen-bonding system. Adjustments to the model should 
logically follow some scheme of considering d between hy­
droxyl groups to be less than 2a , while d  for the hydroxyl- 
methyl interaction should be increased to greater than 2a. 
At the same time, for methyl-methyl interaction, satisfac­
tory results should be obtained using d  = 2a. The results in 
Table I were obtained using d  = 1 .2a for the hydroxyl-hy­
droxyl distance, d  = 4a for the hydroxyl-methyl distance, 
and d  = 2a  for the methyl-methyl distance. This choice of 
parameters yields good agreement with experimental re­
sults. Radius a  is estimated to be 2.30 A for CD3OH and 
2.29 A for CH3OH. The experimentally determined r t for 
methanol is 41 X 10-12 sec.23 For comparison, the rt ob­
tained from dielectric-relaxation studies is 69 X 10“ 12 
sec.24 25 (Txsr)-1 for CD3OH was estimated by subtracting 
(Ti ° i ntra )—1 from ( T 1 ° e K p t ) ~ \  ( T 1 S R ) - 1 for CH3OH was 
roughly estimated by assuming that Ceff is the same for 
CD3OH and CH3OH, and setting the ratio of the moments 
of inertia equal to that calculated for the monomers 
(fcDuOH/fcH.iOH = 3.16 X 10_39/2.48 X 10“ 39 = 1.27). 
( T i s r ) - 1  was then calculated from eq 4. The validity of 
these assumptions is questionable, but the results they give 
are consistent with the experimental relaxation rates. 
These results indicate that spin-rotation represents 55% of 
the total relaxation rate in CD3OH and 36% of the total in 
CH3OH. For comparison, in acetonitrile at 31° spin-rota­
tion has been estimated to account for 45% of the total re­
laxation rate.15

At infinite dilution (T1 inter)“ 1 vanishes. (Ti°intra)_1 may 
be estimated for methanol in each solvent using th_h ob­
tained from models of the species presumed to be present 
in each case. Again, (Ti ° s r ) _ i  is taken as (TVexpt)“ 1 — 
(Ti° in tra )_1- C eff may be calculated from eq 4 by estimating 
a value of I  for each species. The results of these calcula­
tions are presented in Table II. The values of ( T i ° s r ) _1  
show a dependence on the hydrogen-bonding ability of the 
solvent. This may be visualized as increasingly hindered 
rotation when the strength of the methanol-solvent hydro­

gen bond increases. The somewhat arbitrary partitioning of 
the total relaxation rate between (T\ 0 infra) ^ndiT^SR) 1 
is not a crucial factor if one bears in mind that they are 
both forms of intramolecular relaxation.

The variation of (Tj expt)_1 with XMeOH can be explained 
quite consistently by taking in account the different species 
present at each concentration and the effect of methanol- 
solvent hydrogen bonding on the structure of the alcohol.
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Electrochemical and Transport Properties of Lithium Chloride Solutions

in Dimethyl Sulfoxide-Water and Dimethyl Sulfoxide-Methanol Mixtures
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Solutions of 1.00 M LiCI in DMSO-water and in DMSO-methanol mixtures were investigated to deter­
mine the effect of solvent composition on viscosity, electrolytic conductance, and electrochemical reactions
of the solution. Addition of LiCI shifts the composition of the viscosity maxima observed in DMSO-water
systems. Activation energies for ionic motion and viscous flow seem to give consistent information regard­
ing solvent compositions at which molecular interactions are greatest. Cyclic voltammetric measurements
on platinum electrodes indicate that the electrochemical reduction of lithium ions is hindered in DMSO­
water mixtures. Possible explanations include the existence of adjacent layers of DMSO and water at the
electrode surface which hinder the penetration of the solvated lithium ion.

Introduction

Dimethylsulfoxide (DMSO) is a versatile solvent charac­
terized by a broad liquid range, good dissolving power; and
electrochemical stability over a wide potential range. When
mixed with water, strong intermolecular interactions be­
tween water and DMSO molecules are suggested by physi­
cal properties such as viscosities and heats of mixing,l-4 as
well as by phase diagrams,5 sound propagation,6 and spec­
troscopic studies.7,s Most of these studies indicate that the
strongest interactions occur at about 0.35 mole fraction
DMSO suggesting the existence of a thermolabile DMSO·
2H20 association complex. For electrochemical applica­
tions, mixed solvents containing a strong electrolyte are de­
sired. Fundamental properties could not be located in the
literature for such three-component systems, hence studies
were made of the electrochemical and transport properties
of 1.00 M LiCI solutions in DMSO-water mixtures and in
DMSO-methanol mixtures. A previous study reported
properties of electrolyte solutions in water-methanol mix- .
tures.9

Experimental Section

Electrolytic conductivity measurements were made with
a Beckman conductivity bridge (Model RC-18A) having a
specified accuracy of ±0.05%. Resistance measurements
were made at a frequency of 1000 Hz using cells of the con­
ventional Jones design with platinized platinum electrodes.
Cell constants were determined using 0.1000 M KCl and
the specific conductivity values of 0.012889 ohm-1 cm-1 at
25°C and 0.019457 ohm- 1 cm- 1 at 50°C reported by De­
Wane and Hamer. lO Cell constants detetmined at 25 and
50°C differed by less than 1%. Due to difficulties in remov-
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ing water from the salt,11 the lithium chloride (Fisher) was
dried for at least 1 week at 160°C prior to use. Conductivity
measurements at 25°C on two separate aqueous solutions
of 1.00 M LiCI prepared using the dried salt gave an aver­
age specific conductivity of 0.0735 ± 0.0005 ohm-1 cm-1

which agrees favorably with the value of 0.0731 ohm- l

cm- l from the International Critical Tables.
Viscosity measurements were made as previously de­

scribed,9 except for the application of kinetic-energy cor­
rections in calculating the viscosities. This correction was
usually less than 1% of the actual viscosity. The Ostwald
viscosimeter was calibrated with water using handbook
values of 8.904 mP at 25°C and 5.468 mP at 50°C for the
viscosity of water. For both conductivity and viscosity mea­
surements, the temperature was controlled to ±0.01°C of
the stated temperature.

Electrostability limits were determined by cyclic voltam­
metric measurements made with a PAR electrochemistry
system (Model 170) using a potential sweep rate of 100
mV/sec. The experimental details of such studies are given
elsewhere.9

Solution preparations were made using Baker reagent
grade dimethyl sulfoxide with spectrophotometric reagent
grade methanol or deionized distilled water. The reported
water content was 0.02% for both the DMSO and methanol.

Results

The experimental viscosities of 1.00 M LiCI in DMSO­
water and DMSO-methanol mixtures are displayed in Fig­
ure 1 for the temperatures of 25 and 50°C. For the DMSO­
water salt solutions, maxima on the viscosity-compositiOli
curves occur at about 0.5 mole fraction DMSO. This diffeni
from the reported viscosity maxima at a composition of
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Figure 1. Variation of viscosity with mole fraction D M SO  for 1.00 M 
LiCI solutions in DMSO-w ater and DMSO-m ethanol mixtures at 25.0 
and 50.0°C.

about 0.35 mole fraction DMSO in the absence of any 
added salt.1-4 The addition of lithium chloride greatly in­
creases the viscosity as well as causing a shift in the compo­
sition at which viscosity maxima occur. As found in the 
studies involving the solvents only,1’2 a sharper viscosity 
maximum is found at the lower temperature.

No viscosity maxima are found for the DMSO-methanol 
solutions. The viscosity-composition curve for DMSO- 
methanol solutions is similar to that found in the absence 
of added electrolyte,3 except that the viscosity values are 
again greatly increased by the addition of lithium chloride.

Specific conductivity-composition curves shown in Fig­
ure 2 again display the contrasting behavior of the DMSO- 
water and DMSO-methanol mixtures containing 1.00 M 
LiCI. In the DMSO-water system, the specific conductivity 
decreases sharply with increasing DMSO concentration up 
to about 0.5 mole fraction DMSO. In the DMSO-methanol 
system, the specific conductivity shows a gradual, linear 
decrease with increasing mole fraction of DMSO over the 
entire composition range.

Typical cyclic voltammetry curves for the DMSO-water 
system containing 1.00 M LiCI are shown in Figure 3 for 
three different solvent compositions. Each experiment was 
performed at room temperature (25 ± 1°C) using a plati­
num electrode. The shape of the cathodic sweep trace was 
found to depend greatly on the solvent composition. The 
reduction of water dominates in the water-rich systems 
while the reduction of lithium ions is the dominating ca­
thodic reaction in the DMSO solution. At the intermediate 
composition, there is neither significant reduction of water 
nor of lithium ions even at extremely negative potentials of 
—5.0 V vs. SCE. Similar results were observed for the 
DMSO-methanol system with the; exception that signifi­
cant methanol reduction was observed in solutions contain­
ing up to 0.75 mole fraction DMSO.

The horizontal line segments in Figure 3 represent an ar­
bitrary limit where the current density exceeds 10 mA/cm2 
(geometrical area). The potential region within these anod­
ic and cathodic limits defines the electrostability region for 
the selected solvent-electrolyte-electrode system.9,12 Fig­
ure 4 presents the electrostability limits for 1.00 M LiCI in

2 3 1 3

Figure 2. Variation of the specific conductivity with mole fraction 
D M SO  for 1.00 M  LiCI solutions in D M SO -w ater and DM SO -m etha­
nol mixtures at 25.0 and 50.0°C.

Figure 3. Cyclic voltammograms for 1.00 M L iC I solutions in D M S O -  
water mixtures at 25°C on a platinum wire electrode with geometri­
cal area equal to 0.2 cm 2. The potential sweep rate used was 100 
mV/sec.

DMSO-water and in DMSO-methanol mixtures as ob­
served using a platinum electrode. While the anodic limits 
undergo little change with solvent composition, the cathod­
ic limits show sharp changes at compositions where neither 
the reduction of the solvent nor the reduction of lithium 
ions can yield a current of 10 mA/cm2 at a sweep rate of 100 
mV/sec. Significant reduction of lithium ions becomes pos­
sible only at very high DMSO concentrations.

Discussion
The energy barriers for both ionic motion and viscous 

flow are determined largely by solvent molecules jumping 
from one equilibrium position to another. Since the acti­
vated state requires formation of holes for the molecules to 
move into,13 it is logical that the activation energies for 
such processes will be highest where solvent interactions 
are greatest. Arrhenius-type activation energies for viscous 
flow (£,) and for specific conductivity (Eu) calculated from 
the experimental data at 25 and 50°C are displayed in Fig­
ure 5. Both types of activation energies show maxima in the
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Figure 4. Variation of the anodic and cathodic electrostability limits 
with mole fraction D M SO  at 25°C on a platinum electrode in D M S O -  
water and DMSO-methanol mixtures containing 1.00 M  LiCI.

Figure 5. Activation energies for viscosity and specific conductivity 
a s a function of the solvent composition for 1.00 /MLiCI solutions in 
DMSO-w ater and DMSO-m ethanol mixtures.

DMSO-water-LiCl system at about 0.35 mole fraction 
DMSO rather than at the composition of the maxima in 
viscosities. In the absence of added electrolyte in the 
DMSO-water system, maxima in both viscosities and acti­
vation energies occur at about the same composition.1'2 
Viscosity measurements on various mixed solvent systems 
by Ebert and Wendorff4 also indicate shifts in the composi­
tion at the viscosity maxima with the addition of various 
salts whereas the compositions at maxima in activation 
energies seem to be scarcely affected. Changes in tempera­
ture also tend to shift the composition of the viscosity max­
ima,2,4 hence activation energies for ionic motion and vis­
cous flow seem to give more consistent information regard­
ing compositions at which molecular interactions are great­
est in mixed solvent systems. Results in Figure 5 for the 
DMSO-methanol system show increasing activation ener­
gies with increasing mole fraction DMSO, indicating that 
interactions between DMSO molecules are the strongest 
type present in this system.

TABLE I: Calculated Parameters for the 
DMSO-Water Mixtures

-Vdmso’
mole

fraction

LiClrDMSO:
H20,

mole ratios

Em
kcal
mol"1

AS,t, 
cal deg“1 

moT1 A

0.00 1:0:55 3.53 4.3
0.08 1:3.5:40 3.92 3.8 0.56
0.20 1:7:27 4.86 5.0 1 . 1 1
0.28 1 :8:21 5.31 5.7 1.23
0.35 1:9:17 5.32 5.2 1.31
0.43 1:10:14 5.31 4.9 1.25
0.50 1 :1 1 : 1 1 5.08 3.8 1.14
0.70 1:12:5 •7 4.64 2.1 0.74
0.85 1:13:2 4.53 1.7 0.38
1.00 1:14:0 4.38 1.2

By use of the Eyring rate equation for viscous flow13 
Nh

the entropy of activation, AS,1, can be calculated for each 
mole fraction if E v is identified with Aif,1. The calculated 
values for AS,1 can be found in Table I. A maximum value 
of about 6 cal deg-1 mol-1 is found near the composition of 
0.3 mole fraction DMSO. This positive, maximum value re­
flects that the disordering process in forming holes is great­
est where solvent structure is most extensive. From the 
data of Cowie and Toporowski,1 maxima values of 5.1 kcal 
mol-1 for £ , and 6 cal deg-1 mol-1 for AS,1 are also ob­
served in pure DMSO-water systems at about 0.3 mole 
fraction DMSO. (Values given by ref 2 covering a lower 
temperature region are in error due to neglect of the factor 
2.303 in calculating E n.) It appears that addition of LiCI in­
creases the viscosity by making it energetically more diffi­
cult to create the necessary holes. The small lithium and 
sodium ions are well known for their strong interactions 
with DMSO and water producing an increase in solvent 
structure.14“16

Viscosities of mixtures of similar liquids often tend to 
obey the Kendall equation

log 1} = Xl login + x 2 log V2 (2)
where x\ and *2 represent mole fractions of the two mixed 
solvents. This equation can be derived from the Eyring 
equation for the viscosity of mixtures of similar liquids.13 
The DMSO-methanol mixtures give reasonable agreement 
as calculated values range only 3-7% higher than the exper­
imental values. For the DMSO-water system; the differ­
ence, A, given by

A = log 7)exp t -  x  1  log ?7l -  X 2 log 1}2  ( 3 )

seems to reflect the extent of interactions between the mol­
ecules. As shown in Table I, A shows the expected maxi­
mum at about 0.35 mole fraction DMSO. Theoretically, the 
excess free energy of activation for viscous flow in associ­
ated mixtures is related to A by the expression AG1̂ ^  = 
2.303RTA. Fort and Moore3 have proposed the use of the 
parameter d where d = A/x]X2 as a measure of the strength 
of interaction between solvent components in liquid mix­
tures. However, for DMSO-water, the value of d shows 
only a steady decrease as the mole fraction of DMSO in­
creases.
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Figure 6. Variation of the specific conductivity-viscosity product with 
mole fraction D M SO  for 1.00 M  LiCI solutions in DM SO -w ater and 
DMSO-methanol mixtures at 25.0 and 50.0°C.

Conflicting conclusions exist concerning ion association 
of salts dissolved in DMSO.17-19 The product of specific 
conductivity and viscosity shown in Figure 6 is usually con­
sidered to be approximately proportional to the ionic con­
centration. Judging from this kij product, 1.00 M lithium 
chloride is about 40% ionized in DMSO and about 30% ion­
ized in methanol. However, theoretical calculations indi­
cate that chemical equilibria between the ions and compo­
nents of the solvent may also cause the kg product to vary 
with solvent composition.20 It is interesting to note from 
Figure 6 that the kg product is relatively insensitive to 
changes in temperature.

The influence of the solvent on the electrochemical re­
duction of lithium ions is complex and involves ion-sol­
vent-electrode interactions within the double layer. Con­
sidering Figure 4 and Table J, lithium ion reduction on 
platinum electrodes becomes possible in DMSO-water 
mixtures at about the solvent composition where there are 
fewer water molecules than lithium ions. Blocking of the 
electrode surface by a substance such as LiOH would hin­
der the electrochemical reactions,21,22 however, no obvious 
blocking effects were observed for the subsequent chlorine- 
evolution reaction (Figure 3). The study by Dey23 has 
shown that water bound to the dissolved salt is much more 
difficult to reduce than the free water.

From Gibbs isotherm

RT a In a2
the decreasing surface tensions with increasing DMSO con­
tent reported for DMSO-water mixtures24 indicate that 
DMSO molecules will tend to accumulate at any surface. 
Since the potential for lithium ion reduction is negative to 
the zero-charge potential for platinum electrodes, the 
DMSO molecules will probably be attached to the elec­
trode through the positive sulfur atoms while the negative 
oxygen atoms likely extend outward toward the solution. 
Due to the strong interaction between DMSO and water, 
an adjacent water layer would be formed by hydrogen 
bonding with the negative oxygen atoms of DMSO. Thus,

2315

in becoming reduced, a lithium ion will have to penetrate 
both solvent layers. Extra solvation exchange processes 
which hinder the reaction would explain the experimental 
difficulty observed in the reduction of lithium ions in 
DMSO-water mixtures. Ion-solvent forces seem to be the 
major factor controlling the rate constants for the reduc­
tion of alkali metal ions in various solvents14,16 as well as 
for the reduction of cadmium ions in DMSO.25 Solvation 
exchange steps also appear to control the rate of discharge 
of zinc ions in mixtures of water and 1 -propanol where, as 
in the DMSO-water system, there is specific adsorption of 
the organic component on the electrode surface.26 It is in­
teresting to note that large currents could not be obtained 
for the anodic oxidation of chloride ions in DMSO-water 
mixtures where the reduction reactions were hindered. 
This is likely due to the lack of a reduction process re­
quired to complete the cell which can sustain large currents 
at the platinum screen counter electrode.
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Mixing of aliphatic amines with phenols brings about a spectacular increase of the viscosity q which in 
some cases becomes more than a hundred times greater than that of the pure liquid compounds. These 
mixtures are also characterized by a great volume contraction, the maximum of which occurs in the vicinity 
of a mole fraction x \  = 0.67 in phenol. The maximal viscosity does not correspond with the maximum in 
the volume contraction but is shifted toward higher values of xa- The electric conductivity k as a function 
of xa shows in some cases two maxima but this is no longer the case for the product icq, the single maximum 
of which lies in the vicinity of that of the viscosity, tcq is proportional to ( u j j ) 2 Cj  where ( w ¡) is the mean 
Walden product of the ions and 2Cj their total concentration. It appears that the enhancement of the vis­
cosity occurs in the range of mole fractions where nq, and thus the ion concentration, becomes nonnegligi- 
ble. The high value of the viscosity of this mixture is thus related to the presence of ions which are also re­
sponsible for the conductivity. These ions are not directly derived from the ab complexes although these 
are characterized by important volume contractions which extend to parts of the molecules outside the hy­
drogen bond and which depend on the acid strength of the phenol. The addition of a second phenol mole­
cule to the ab complex causes a marked increase in the volume contraction but the a2b complexes are not 
yet principally responsible for ion formation and for the increase of the viscosity. This is realized by a„b 
complexes of still higher stoichiometry. The comparison of the q and rq  curves shows that cations of several 
types participate to a significant extent in the conductivity in the region of high viscosity, namely, the ho- 
moconjugated ions RriNH+NR,j and the cations where R,3NH+ form a hydrogen bond with a lone pair of 
electrons of the oxygen atom of the phenol. An important role seems to be devoted to the anions where the 
phenolate ion is bonded with three phenol molecules. The viscosity depends not only on the concentration 
of the ions which are responsible for the conductivity but also to an important extent on the size of these 
ions. '

' u . •

viscosimeter with an accuracy of 0.1%. Densities were mea­
sured within 0.001 g cm-3 with a hydrostatic balance. For 
conductivities above 10-7 ohm-1 cm“ 1 the Wayne-Kerr 
universal bridge B 221 A, operating at 1592 Hz, was used, 
whereas lower conductivities were measured with a Keitley 
electrometer. The cells were Philips DW 9512 calibrated 
following the method of Lind, Zwolenik, and Fuoss1 or 
Balsbaugh 100 T3.

Phenol, 4-methylphenol (Merck pro analysis), and 2- 
chlorophenol (Fluka purissimum) were further purified by 
vacuum distillation. Triethylamine and diethylamine 
(Fluka purissimum) were distilled in the presence of KOH.

Results
For each system, the dynamic viscosities q, the densities 

p, and the electric conductivities k of some 16 binary mix­
tures were determined. As an example the data for the sys­
tem triethylamine-2-chlorophenol are tabulated in Table I. 
(The experimental data for the other systems are included 
in an extended Table available on microfilm; see paragraph 
at end of text regarding supplementary material.)

When the viscosities of the mixtures are plotted vs. the 
mole fraction (Figures 1 and 2) all the curves show a single 
maximum. The mole fraction xa, where this maximum ap­
pears, and its value are given in Table II. The maximum in 
the viscosity curve does not appear at the same fraction xA 
for all the systems. There is a systematic shift toward the 
lower mole fraction when the phenol becomes more acidic. 
Furthermore, for a given phenol the height of the viscosity 
peak is greater with triethylamine which, although less

Introduction
Mixing of aliphatic amines with phenols brings about a 

spectacular increase in the viscosity of the liquid phase. 
For instance, if the viscosity of pure 2-chlorophenol is 3.4 
cP and that of triethylamine only 0.35 cP at 298 K, a mix­
ture of both compounds shows a maximum of viscosity as 
high as 594 cP at a mole fraction of the phenol xa = 0.72.

The phenol-amine mixtures are also characterized by an 
important volume contraction. This volume contraction 
shows a single maximum which in the 2-chlorophenol-tri- 
ethylamine mixtures represents 10% of the molar volume of 
the phenol.

A third property which varies in a spectacular way as a 
function of the mole fraction is the electric conductivity k. 
Whereas the conductivities of pure 2-chlorophenol and 
pure triethylamine are very small, of the order respectively 
of 5 X 10~9 and 5 X 10“ 13 ohm-1 cm-1, two maxima ap­
pear in the mixtures of these compounds; these maxima 
amount to 2 X 10~4 and 4 X 10~4 ohm-1 cm-1.

It is the aim of this work to try to correlate these various 
phenomena on the basis of a molecular model, considering 
the hydrogen bonds which are broken and which are 
formed when the phenol and the amine are mixed together.

The work is based on the measurement of the viscosities 
q, the densities p, and the electric conductivities k of seven 
phenol-amine systems at 298 K.

Experimental Section
Viscosity measurements were performed by means of vis­

cosimeters of the Ostwald type and with the MGM Lauda

The Journal of Physical Chemistry, Voi. 79, No. 21, 1975
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TABLE I: Viscosities, Densities, Conductivities, 
Molar Volumes, and Molar Volume of Mixing of the 
System Triethylamine-2-Chlorophenol at 298 K

V, a f m,
p, k , cm3 cm3

g cm"3 ohm"1 cm"1 mol' 1 mol"1

0.000 3.50 X 10"' 0.724 5.00 X 10"13 139.8 0 . 0

0.074 4.47 X 10- 0.762 5.63 X IQ"11 135.5 -1.5
0.305 1.41 0.891 5.07 X 10"5 122.9 -5.4
0.408 3.58 0.958 1.50 X 10"4 117.3 -7.2
0.473 7.81 1 . 0 0 1 1.93 X 10"4 113.7 -8.3
0.552 2.62 X 101 1.059 1.74 X 10"4 109.8 -9.2
0.616 1.09 X 1 0 2 1.107 1.02 X 10"4 106.6 - 10.0
0.650 2.55 X 102 1.132 7.29 X 10"5 105.1 - 10.2
0.703 5.29 X 102 1.165 6.75 X 10"5 103.4 - 10.0
0.720 5.94 X 102 1.175 6.94 X 10"5 102.9 -9.8
0.751 4.51 X 102 1.189 1.09 X 10"4 102.4 -9.8
0.769 3.43 X 1 0 2 1.196 1.29 X 10"4 102.2 -8.7
0.797 2.13 X 1 0 2 1.207 2.02 X 10"4 101.9 -7.9
0.843 6.89 X 101 1.222 3.33 X 10"4 101.8 -6.4
0.870 3.43 X 101 1.228 3.94 X 10"4 101.8 -5.3
0.901 1.83 X 101 1.230 3.67 X 10"4 102.3 -3.6
0.956 5.91 1.244 1 .1 1 X 10"4 102.4 -1.5
1 . 0 0 0 3.36 1.258 5.40 X 10"9 102.2 0 . 0

Figure 1. Triethylamine-2-chlorophenol. Viscosity jj (in cp) (•) and 
product ktj (in 1Cr2 ohm- 1  cm- 1  cP) (O) as a function of the mole 
fraction xA of the phenol at 298 K.

basic in water than diethylamine, has an higher molar vol­
ume. The molar volume of mixing A V m , defined as

TABLE II: Maximal Viscosities ©¿ the 
Mixtures, Mole Fraction of the Phenol at 
the Maximum, and pK a of the Phenol

System V  m a x ’ X a P A " a

TEA—2-chlorophenol 594 0.72 8.49
TEA—4-chlorophenol 396 0.76 9.39
TEA—phenol 128 0.80 9.98
TEA—4-methylphenol 129 0.84 10.18
DEA-4-chlorophenol 263 0.75 9.39
DEA—phenol 87 0.80 9.98
DEA—4-methylphenol 88 0.83 10.18

Figure 2. Diethylamine-phenol Viscosity r; (in cp) (•) and product 
(cjj (in 10- 2  ohm- 1  cm- 1  cp) (O) as a function of the mole fraction 
x Aof the phenol at 298 K.

-  v -  .vAVA0 -  xBVB° =
-VAM a  +  x 9 M b _  X a ~  o _  Y b-  o (1 )

where V, Va°, and Vb° are the molar volume of the mixture 
and of the pure compounds, was computed from the densi­
ties (for the phenols which are solid at room temperature 
VA° was determined by extrapolation of the densities of the 
mixtures).

In the seven cases, —AV"m show a single maximum at a 
mole fraction between 0.65 and 0.72 (Figure 3). It appears 
thus that the maximum in the viscosity does not occur at 
the mole fraction where the contraction is maximal, but is 
shifted toward higher values of x a - Furthermore, the vol­
ume contraction is already important at mole fractions be­
neath 0.5 where the viscosity does not yet reach 10 cP.

At 298 K some conductivity curves are characterized by 
the appearance of two maxima which lie between xa = 0.5 
and xa = 0.9 (Figure 4).

Discussion
(1) Viscosity and Concentration of the Ions. When in­

stead of the conductivity, the product of the conductivity
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Figure 3. Volume contraction — A V M vs. the mole fraction xA of the 
phenol at 298 K: (O) triethylamine-2-chlorophenol; (• ) diethylamine- 
phenol; (□) diethylamine-4-methylphenol. The other curves lie be­
tween the two extremes.

Figure 4. Electric conductivities k  of the mixtures vs. the mole frac­
tion of the phenol at 298 K: (A) diethylamine-4-methylphenol; (• ) 
diethylamine-phenol; (□) triethylamine-4-methylphenol. In the last 
case and for diethylamine-4-methylphenol and triethylamine-phenol 
only a shoulder is observed in the curves.

times the viscosity is plotted against the mole fraction, one 
no longer observes two maxima, but the curves show a sin­
gle maximum the position of which is given in Table III. 
When only ions with a single charge appear, as it is the case 
here, the conductivity is related to the concentrations of 
the ions Cj by the relation

k  =  S X i C i / I O O O  ( 2 )

where Xj is the ionic equivalent conductance of the ion. X;

TABLE III: Maximal Value of the Product 
Conductivity-Viscosity and Mole Fraction 

at the Maximum

S ystem

T E A —2 -ch lo ro p h en o l
T E A —1-ch lo ro p h en o l
T E A -p h en o l
T E A —1-m ethy lpheno l
D EA —4 -ch lo ro p h en o l
D EA —phenol
DE A —1 - m ethy lpheno l

KTj, o h m '1 
c m '1 c P  x A

4.8  x  1 0 '2 0.75
6.3 x  1 0 '2 0.83
7.2 x  10 '2 0.83
3 .0  x  10 '2 0 .85
7.0  x 1 0 '2 0.77
9 .0  x  10 '2 0.80
4 .4  X IQ '2 0.83

depends upon the viscosity of the medium and, as a first 
approximation, this dependence is given by Walden’s rule2

X, = w jr\ (3)
where w\ is the “Walden product” of the ion. This leads to 
the expression

kt] = SWiCj/lOOO (4)
which can also be written

KT)
(W j)

1 0 0 0
sc. (5)

where (w¡) is the mean Walden product of the ions.
The Walden product W{ depends upon the molar volume 

of the conducting species, but as shown in Figure 53 where 
the data are taken from the literature, increasing this molar 
volume from 100 to 200 cm3 mol-1 only brings about a de­
crease of W{° from 31.5 to 25.5 ohm-1 cm2 equiv-1 cP, thus 
19% of the original value.

The appearance of a sharp maximum in the ktj curves, 
owing to the fact that in the vicinity of this maximum (w¡) 
can only vary to a limited extent, indicates a sharp maxi­
mum in the global ion concentration 2C;. The maximum 
of ZCj must lie in the immediate vicinity of the maximum 
of k t } .  When we consider the whole range of mole fraction, 
k t } varies in several orders of magnitude. This is certainly 
not the case for (w-,). The value of k t }  reflects thus the order 
of magnitude of the total ion concentration SC;.

It appears then that for the seven systems studied here, 
the range of the mole fractions xa where the viscosities of 
the mixtures show a marked enhancement exactly corre­
sponds with the range where k t } ,  and thus the total concen­
tration of ions 2C; becomes nonnegligible. Two examples 
are given in Figures 1 and 2. More precisely the viscosity 
exceeds that of the pure phenol when kti becomes greater 
than 10~3 ohm-1 cm-1 cP. Furthermore for the systems 
with diethylamine the maxima in the viscosity and in 2Cj 
nearly correspond with each other. On the other hand, for 
the systems with triethylamine, although the maxima in k t j  

are slightly shifted toward higher values of xA, they are, at 
any rate not far removed from the maxima in the viscosity 
curves.

We can therefore conclude that the strong enhancement 
of the viscosity of given phenol-amine mixtures is related 
to the formation of ions which are able to contribute to the 
electric conductivity of the solution.

(2) Volume Contraction, (a) Contraction at Low Mole 
Fractions of Phenol. At low mole fractions of the phenol 
the volume contraction is due to the replacement of the hy­
drogen bonds of the autoassociated phenol by the stronger 
and more polar hydrogen bonds between the phenol and
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Figure 5. Walden product W| as a function of the molar volume, V„ 
of the ion (a) N03~, ref 3a; (b) CH3COO“, ref 3b; (c) I“, ref 3c; (d) 
CI04“, ref 3d; (e) C6H5Cr, ref 3e; (f) Et2NH2+, ref 3f; (g) Me„N+, ref 
3g; (h) Et3NH+, ref 3h; (i) Et4N+, ref 3i; (j) Prop4N+, ref 3j; (k) Bu4N+, 
ref 3k; (I) Am„N+, ref 3I.

the amine. Owing to the high values of the complexation 
constant feab3 it can be assumed that at low concentrations 
of the phenol in the amine, most of the phenol molecules 
appear as ab complexes. If — AVab is the volume contrac­
tion accompanying the formation of 1 mol of this complex 
starting from the pure acid and from the pure base, the 
molar volume of mixing in this range of mole fractions 
must then obey the relation

AVM = rAi F at (low. xA) (6)
A Vab corresponds thus to the initial slope of the curves of 
A V m vs. x \. The values of A Vab computed from_the slopes 
are tabulated in Table IV . For a given base, - A V ab follows 
the sequence of the pKas of the phenols. This is also the 
case for the complexation constant kab of the phenols with­
out ortho substituents, determined in CC14 by Zeegers- 
Huyskens.4 Furthermore, it appears from the work of Ra- 
tajczak and Sobczyk5 and Jadzyn and Malecki,6 that the 
polarity of the ab complexes, described by the dipole incre­
ment An brought about by the complexation, increases in 
the complexes with triethylamine when_the phenol be­
comes more acidic. The contraction —AVab will thus in­
crease when the polarity of the hydrogen bond between 
the phenol and the amine is higher.

In such a hydrogen bond a reduction of the O—H dis­
tance of 1  A  in a region corresponding to the van der Waals 
radii of both atoms would only give a contraction of the 
order of 4 cm3 mol“1. The experimental values of -A V ab 
are much higher than this value, thus it can be concluded 
that the contraction is not restricted to the hydrogen bond 
itself but involves more removed regions of the molecules 
of the partners.

This important contraction accompanying the formation 
of the ab complex seems, however, to have rather limited 
influence on the viscosity of the solutions.

(b) Volume Contraction in the Intermediate Range of 
Mole Fractions. If the addition of more phenol molecules 
to an ab complex would not cause a supplementary volume 
contraction (this means if these bonds would maintain the

TABLE IV: Volume Contraction -  A Vm, of the 
ab Complex (Eq 6), Estimation of the Volume 
Contraction of the a2b Complex

S ystem

~AVab,
c m 3

m o l"1
-3A V m

(0.67)

T E A -2 -c h lo ro p h e n o l 18 30.5
T E A —4 -ch lo ro p h en o l 16 22.5
T E A -p h e n o l 12.5 20.7
T E A “ 4 - m ethy lphenol 1 1 18.8
DE A - 4  -ch lo ro p h en o l 15 20.4
D E A -p h en o l 12 19.2
D E A —4-m eth y lp h en o l 9 16.5

same volume characteristics as those of the autoassociation 
bonds in the pure phenol), — AVm would have a maximum 
at xa = 0.5. As a matter of fact in all the systems studied 
here — AVm continues to increase above xa = 0.5. From this 
it can be inferred that the addition of a second phenol mol­
ecule to the ab complexes accompanied with a marked vol­
ume contraction. If — AVa2b represents the contraction cor­
responding to the formation of 1 mol of the a2b complex 
starting from the pure phenol and the pure amine, this 
means that — AVa2b is significantly greater than — AVab. 
This effect can be related to the fact that the addition con­
stant fea2b is much greater than the autoassociation con­
stant k as shown by Zeegers-Huyskens.4

At xa = 0.667 the solutions contain, in addition to a2b 
complexes, ab complexes and higher complexes 33b, a4b ,. . . 
as well as small concentrations of uncomplexec molecules. 
As a rough approximation, however, one can take for 
—AVa2b three times the experimental value of —AVm at 
this mole fraction. These values are also tabulated in Table
IV.

It must be noted that in some cases (4-chlorophenol- 
DEA, phenol-DEA, phenol-TEA) this estimation can be 
perturbed by the presence of a marked concentration of 
ions. However, in the other cases the values of kt) are rather 
small at xa = 0.67; thus it can be concluded that in the sys­
tems studied here the addition of a second molecule of acid 
to the ab complex causes a supplemental volume contrac­
tion of several centimeters3 mole-1 compared with the 
complex ab and the pure phenol.

When one assumes that the potential curves of the pro­
ton in both cases present a double minimum, four configu­
rations can be considered for the a2b complex, namely 
I-IV. Of course these are hypothetical structures and in

RoN ■ ■ • H -O

R,N*H

Ph
I

O ' •

Ah

H -O
I
Ph

H -O
I

Ph
II

R3N*H ■ • • O -H  • -O
I !

Ph Ph

III

R,N • ■ ■ H—0 +—H
I

Ph
O"
!

Ph
IV
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practice some of them, as, for example, IV, may not be 
present to a significant extent.

(c) Volume Contraction at High Values of xa- In a pre­
vious work7 we showed that in the pure liquid state, and at 
high concentrations in cyclohexane, the phenols studied 
which do not bear ortho substituents are highly associated, 
the mean number of molecules per associate «n exceeding 
seven at the concentration of 10 mol dm-3. When the 
amine is dissolved in a medium of high concentration of 
phenol, most of the molecules are bonded to phenol chains, 
the mean length of which is certainly not smaller than the 
value of Hn which corresponds to the concentration of phe­
nol. As a matter of fact one can only expect that the N—HO 
hydrogen bond will reinforce the adjacent O—HO bonds 
and this effect can only make the chain longer. This would 
result in a larger average degree of association.

Under these circumstances the molar volume of mixing 
AVm at high values of xa obeys the relation

-  xAAVXnb(xA -  1) (7)
where n represents the average number of a molecules with 
which one base molecule is bonded (n ^ An). _

From the foregoing equation a value of -A V anb of 43 cm3 
mol-1 is deduced at high values of xa for the system 2-chlo- 
rophenol-triethylamine. For the other systems the deter­
mination is less accurate, due to the uncertainty about the 
density of the pure phenols in the liquid phase, but, at any 
rate, the values of AVa„b lie between 25 and 45 cm3 mol-1 
showing that AVa„0 is two or three times greater than 
A V ab*

If now the mole fraction Xb becomes appreciable there is 
of course an upper limit of average chain length when all 
the phenol chains are terminated by amine, namely, x jx  b.

It must be borne in mind that an a„b complex can show 
several configurations which differ with the position of the 
proton.

Let us consider for instance configurations V-VII of the 
a?b complex. It can be expected that, owing to the symmet­
ric character of the homoconjugated ion

Ph Ph
the hydrogen bond in that ion will be much stronger than 
the hydrogen bond between two adjacent phenol molecules:

Ph Ph

In configuration V, hydrogen bond 2 is somewhat strength­
ened by the effect of hydrogen bond 1. In a recent paper8 
we showed that the perturbation of the electron acceptor

ability of the other specific sites of a molecule brought 
about by a first hydrogen bond is as great in a given se­
quence as the vertical difference between the two minima 
in the potential curve of the proton of the first bond is 
small. One can assume that this also holds for the electron 
donor ability. Under these circumstances, as in bond 2 of 
configuration V, the vertical difference between the two 
minima must be important and the effect on bond 3 must 
be rather weak and nearly completely vanish in the fol­
lowing bonds. In configuration VI bond 3 undergoes the in­
fluence of bond 2 where the levels of the two maxima are 
not far removed from each other. Bond 4 is much less in­
fluenced. In configuration VII, bonds 7 and 4 must be 
strengthened by the two strong bonds 5 and 6. The vertical 
difference between the minima in bond 1 is fairly large, so 
that no great strengthening of bond 2 is expected. Bond 3 
must be also weakly influenced. The presence of the two 
strong bonds and the strengthening of the others must 
bring about a more important volume contraction in this 
configuration than for configuration V. The effect must be 
still greater when the last molecule becomes bonded direct­
ly to the lone pair of electrons of the phenolate ion. This 
explains why AVa„b is significantly larger than AVa2b.

In connection with the conductivity it can be pointed out 
that, if in a given configuration the formal charges are sep­
arated by hydrogen bonds which are all much stronger than 
the normal hydrogen bonds of the medium, such an entity 
will behave as an ion pair and will not contribute to the 
electrical conductivity. This is the case, for instance, for 
configuration VI. However, when one or more hydrogen 
bonds which separate the formal charges are of similar 
strength as those of the medium, the ions of such a complex 
become able to contribute to the conductivity of the solu­
tion. This is the case for configuration VI.

(3) Influence of the Size of the Complexed Ions on the 
Viscosity. The concentration of a given ion will thus de­
pend on the concentration of the mother complexes in 
which such an ion appears and of the weight of the favor­
able configurations. As discussed before, the enhancement 
of the viscosity is due to an important formation of these 
ions.

However, it appears that from the point of view of the 
viscosity factors other than the concentration of the ions 
must play a determining role. For instance, the maximal 
values of the viscosity for the systems with 4-chlorophenol 
are three times higher than those of the systems with un­
substituted phenol while the maximal values of kti are 
greater in the last systems. On the other hand, the viscosity 
maxima are nearly the same for the systems with 4-methyl- 
phenol and with phenol, while the values of ktj are two 
times higher in the last case. This can hardly be explained

R3N ■ 4 • H—0  ■1 2 - H—0  • 2! ■ H -O  ■i 4 - H - O -  5 - H - 0 .I I 6 • H—O ■ 1
7

H—Oi
Ph

1
Ph Ph

1 1 

Ph Ph
1

Ph Ph
V

r 3n *h ■ 4 . o - .1 2 - h - ^ . 3 . H -O  •
1

4 ■ H -O • 5 • H -O  •I I 6 H—O ■
1

7 _
H -O

1

Ph Ph Ph
1 1 
Ph Ph Ph

1

Ph
VI

R,N*H • 1 • O—H
1

• 2 O - H .
I

3 • O - f l  • 4 ■ 0 —H ■ 5 ■ O ' • 6 - H - O -
I

7 ■ H -O
Ph Ph Ph Ph Ph

1
Ph Ph
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TABLE V: Values of ktj which Correspond to a 
Given Value of the Viscosity (the First Value 
Corresponds to the Lowest Value of xA)

System

V is ­
c o s ity ,

c P
KT?,
cm '

ohm "1 
1 c P S ystem

V is -  KT), 
c o s ity , ohm "1 

c P  c m '1 cP

T E A -2 - 500 35 47 T E A -2 - 300 21 41
ch lo ro - 400 25 47 c h lo ro - 200 16 35
phenol 350 24 44 phenol 100 10 26

T E A -4 - 250 25 64 DE A—4- 250 67.5 69
c h lo ro - 200 21 62.5 c h lo ro - 200 57.5 65
phenol 150 17 55 phenol 150 47 57

100 12.5 41 100 35 45
50 7.5 27 50 21 30

T E A - 100 32 70 D E A -
phenol 75 24 62 phenol 75 80 83

50 15 46 50 56 60
25 8 27 25 33 35

TEA —4- 100 13.5 25 DEA—4-
m ethy l- 75 10 20.5 m e th y l- 75 38 30
phenol 50 6 14 phenol 50 25 18

25 2 4 25 15 8

on the basis of differences in (w¡) alone so that it can be 
concluded that for the same value of the concentration of 
the ions SC,, the viscosity is significantly greater for the 
systems with 4-chlorophenol and with 4-methylphenol 
than for the systems with phenol. Obviously, the differ­
ences between the systems lie here in the size of the ions. 
We can therefore conclude that a factor which, in addition 
to the total concentration of the ions, plays an important 
role in the viscosity of the studied mixtures is the size of 
the ions.

In that connection it can be pointed out that the viscosi­
ty of molten salts also strongly depends on the dimensions 
of the ions. For instance, at 393 K the viscosity of molten 
tetrapropylammonium picrate is 18.75 cP according to the 
measurements of Walden,9 whereas that of molten tetraiso- 
pentylammonium picrate reaches 37.67 cP under the same 
conditions. At 435 K the viscosity of B114NBF4 determined 
by Lind is 9.95 cP whereas that of Hex4NBF4 is 14.6 cP.10

Outside the maximum, a given value of 7j appears at two 
different mole fractions xa of the phenol. One can deter­
mine for these two conjugated values of xa the correspond­
ing values of the product The results are given in Table
V. With the exception of the system 4-methylphenol-di- 
ethylamine, the same viscosity is realized with a lower 
value of kt] at the lowest xA. In many cases the ratio be­
tween the two values of kt) and that of <ujj)2Ci which reali­
zes the same viscosity of the mixture is greater than two. 
Differences in (wf) cannot account for such discrepancies 
and one can therefore conclude that, at the lowest value of 
xa, the same viscosity is obtained by a much lower concen­
tration of ions and that the size of the ions is significantly 
greater than at the upper value of xa-

This demonstrates that the nature of the ions which are 
responsible for the high viscosities varies with the composi­
tion of the mixture.

In the case of the diethylamine systems the differences 
between the two paired values of ktj is less pronounced, 
and, in the case of 4-methylphenol, there is even an inver­
sion of the situation. This difference in behavior between 
diethylamine and triethylamine cannot be ascribed to the 
anions, which in absence of a marked solvation by the bases

TABLE VI: Approximate Molar Volumes 
of the Cations (cm3 m o l- 1 )

C ation  C ation

I E t3NH* 117 e 2n h 2+ 85
II E t3N— H * - N E t3 257 E t2NH2*,- ,N H Et2 190
m E t3N— H *•••0— H 205 E t2NH2* -"0 — H 173

c 6h 5 c 6h 5
IIP E t3N— H *—0 — H 217 E t2N H2 +* * 'O— H 185

c 6h 4c i C eH4Cl
111” EtoN IT” •o— H 222 E t2NH2+---0— H 190

c 6h4c h 3 c 8h4c h 3

must be of similar nature for a given phenol. Let us then 
consider the various cations which can be formed in the 
systems. In Table VI we give an estimation of the molar 
volume of the cations computed from crystallographic data 
for the ion and from the me lar volume of the ligand.

As the mole fraction xA increases, the percentages of the 
two first cations must decrease to the benefit of the third 
one. In the case of triethylamine, the molar volume of the 
homoconjugated cation II is fairly greater than that of cat­
ions III. For diethylamine the differences are less impor­
tant. The significantly higher viscosity obtained by the 
same concentration of ions at the left side of the maximum 
can perhaps be ascribed to a greater proportion of homo- 
conjugated cations. This effect disappears in the case of the 
system 4-methylphenol-DEA where the molar volumes of 
II and III are very similar.

The presence of an important percentage of homoconju­
gated cations in excess of phenol where the concentration 
of free base is obviously small can be ascribed to stronger 
hydrogen bond in this symmetrical entity compared with 
the bond between R;iNH f and a lone pair of electrons of 
the oxygen of the phenol molecule the basicity of which 
must be rather weak.

However, it must be noted that the ion (Et3NH+— NEt;$) 
is sterically hindered and this will limit to some extent its 
concentration.

At xa = 0.83, in the vicinity of which the maximum of ki; 
appears for many systems studied here, the ratio of the 
number of amine molecules to the number of phenol mole­
cules is one to five. The asb complex can furnish in addi­
tion to the cation III the anion

Ph
!

(j)-H • • • O' • H-<p 
Ph H Ph

I
O —Ph

or anions with the same stoichiometry but with a linear 
structure as

Ph Ph Ph
Our results suggest thus that these anions plays an impor­
tant role both in the conductivity and in the viscosity of the 
solutions. However, the intervention of still higher solvated 
anions cannot be excluded.
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Supplementary Material Available. The data for the 
other systems studied, included in an expanded form of 
Table I, will appear following these pages in the microfilm 
edition of this volume of the journal. Photocopies of the 
supplementary material from this paper only or microfiche 
(105 X 148 mm, 24X reduction, negatives) containing all of 
the supplementary material for the papers in this issue 
may be obtained from the Business Office, Books and Jour­
nal Division, American Chemical Society, 1155 16th St.,
N.W., Washington, D.C. 20036. Remit check or money 
order for $4.00 for photocopy or $2.50 for microfiche, refer­
ring to code number JPC-75-2316.
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Copper Catalysis in the Hexacyanoferrate(lll)
Oxidation of M ercaptoacetate

Publication costs assisted by the University o f Wyoming

Sir: The reactions of a number of mercaptans, including 
mercaptoacetate,1 have been studied kinetically in which 
hexacyanoferrate(III) was used as oxidant.1-6 In most 
cases, rather strange effects were noted, such as an increase 
in rate upon adding Fe(CN)e4- 2 or a retarding of the reac­
tion by the addition of CN~.3 These effects become expli­
cable when it is recognized that copper, a ubiquitous impu­
rity, is a very pronounced catalyst for mercaptan oxida­
tions by hexacyanoferrate(III) in alkaline solution. Bridg- 
art and coworkers6 have shown that copper is a catalyst for 
the oxidation of some mercaptans in acid solution.

Experimental Section. Solutions prepared from ACS re­
agent grade chemicals and redistilled water were as follows:
0.04 M Fe(CN)63~, 1.00 M KOH standardized and adjusted 
against standard HC1, 1.00 M  HSCI^COONa standardized 
and adjusted against standard I2, 0.10 M K4Fe(CN6), 0.001 
M CuSC>4, and 1.00 M KNO3. The solutions not otherwise 
standardized were made up by weight.

Appropriate mixtures of HSCH2COONa, KOH, KNO3, 
and CuS04 solutions were prepared by transferring these 
solutions to 50.0-ml volumetric flasks with pipets. Another 
solution 0.0004 M in Fe(CN)63_ and 0.02 M in KOH was 
prepared; ionic strength was 0.1 , maintained by adding 
KNO3 solution. These solutions were used in a Gibson- 
Durrum stopped-flow device to obtain the kinetic data. 
The copper could not be mixed with the Fe(CN)63~ be­

cause even at very low copper concentrations (10~5 M), col­
loidal suspensions of CuKFe(CN)6 formed.

Results and Discussion. The reaction proved to be first 
order in Fe(CN)63~, first order in copper, and close to zero 
order in both OH-  and mercaptoacetate. First-order plots 
ip Fe(CN)63_ were good straight lines over at least 90% of 
the reaction. (All slopes of first-order plots had least- 
squares standard deviations of less than 1%, with correla­
tion coefficients greater than 0.9995). Although the addi­
tion of Fe(CN)64_ at constant ionic strength appeared to 
increase the rate of the reaction, this increase could be at­
tributed quantitatively to a copper impurity in the potassi­
um hexacyanoferrate(II) reagent. Analysis of a 0.1 M  stock 
solution of this reagent spectrophotometrically using 
diethyldithiocarbamate and CHCI3 extraction showed a 
Cu2+ concentration of 4 X 10-6 M. The increased rates ob­
served agreed with those predicted from the copper content 
of the Fe(CN)(;4- reagent. The very small temperature ef­
fect indicates that some exothermic equilibrium precedes 
the slow step. A mechanism which fits these facts is

Fe(CN)63-  + Cu1(SR)n i  (CN)5Fe-CN-Cur-(SR)„

(CN)5FeCN-Cu-(SR)n Fe(CN)64- + Cun(SR)n

followed by the Cu(II) oxidation of the mercaptan to the 
disulfide in a non-rate-determining step. This leads to the 
expression

—d[Fe(CN)§3 ] = kK[Fe(CN)63- ][Cu] 
at

TABLE I: Carbon-13 Spin-Lattice Relaxation Data

V ise , -----
Solution C om pound“ c P  1

13C T / s  of c a rb o n  n u m b e r ,“ sec  

2 3 4 5 6 C C l /

1 3 ,5 -D ich lo ro p h en o le 0.97 3.15 2.94
2 2 ,5 -D ieh lo r ophenol“ 0.88 5.75 5.17 5.94
3 2,6 - D ich l o r ophenol“ 0.93 6.08 6.70
4 6 3 ,5 -D ieh lo ropheno l 1.05 0.050 0.060 0.161 0.236 0.161 0.060 1.02
56 Phenol 1.05 0.065 0.100 0.187 0.300 0.187 0.100 0.87
6 b 2 ,5 -D ich lo ropheno l 0.92 0.096 0.266 0.361 0.400 0.290 0.086 0.93
76 2 ,6 -D ich lo ro p h en o l 0.95 0.192 0.306 0.370 0.346 0.370 0.306 0.79
86 3 ,5 -D ich lò ropheno l 1.49 0.049 0.080 0.182 0.237 0.182 0.080

0.71
Pheno l 0.103 0.150 0.279 0.327 0.279 0.150

96 2 ,5 -D ich lo ropheno l 1.23
0.146 0.260 0.323 0.296 0.113 0.78

Phenol 0.077 0.083 0.288 0.083
106 2 ,6 -D ich lo r ophenol 1.30

0.183 0.263 0.314 0.285 0.314 0.263 0.55
2 ,6 -D im ethy lpheno l 0.153 0.208 0.342 0.351 0.342 0.208

a 2Msolutions of chlorinated phenols in CC14.Molarity of the mixed phenol solution: 1.7M  chlorinated phenol, 1.7 M  phenol, or 2,6-di- 
methylphenol in CC14. 6 5.0 X 10 2 M  Cr(acac)3 added. c Measured at 67.9 MHz by inversion-recovery (1RFT) method; accuracy ±4-10%; 
internal accuracy and reproducibility generally ±2-5% (between solutions, ±10%); temperature 38 ±  3°C. "  In the absence of Cr(acac)3 
TitCCU) is ca. 80 sec (without degassing). e 7Ys for phenol: ca. 4.1 sec (C-2, C-3) and ca. 2.4 sec (C-4) (from G. C. Levy, J . D. Cargioli. and 
F. A. L. Anet, J. A m . Chem. Soc., 95, 1527 (1973)).
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The binuclear complex involving Fe(CN)e3- and 
CuHSRk is not surprising in view of the propensity of 
Cu(I) to coordinate with either S- or N-containing ligands. 
The oxidation of mercaptans by Cu(II) is well known.7

Attempts to separate K  and k by increasing the 
Fe(CN)63- concentration to the point where deviation from 
first order in this substance could be detected failed. 
[Cu2+] could not be varied substantially because CuJ(SR) is 
quite insoluble at higher Cu(I) concentrations.

The slight variation in rate caused by variation in mer­
captan concentration very likely results from variation in n  
in the above intermediate formula. This could in turn cause 
variation in k or K.

The results are listed in Table I.
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Electron Spin Resonance Study of the Intermetallic 

Molecules AgZn, AgCd, and AgHg

Publication costs assisted by the Union Carbide Corporation

Sir: The nature of metal-metal bonds found between pairs 
of metal atoms in complex compounds1 as well as those ex­
isting between ligand free metal atoms2 has been the 
subject of many recent investigations. We wish to report 
here the generations in rare-gas matrices, and observation 
by electron spin resonance (ESR) spectroscopy of three in­
termetallic diatomic molecules, AgZn, AgCd, and AgHg.

The cryostat-spectrometer assembly that would permit 
trapping of high-temperature vapor phase species in a rare- 
gas matrix at ~4 K, and observation of the resulting matrix 
by ESR has been detailed earlier.3 In the present series of 
experiments the Ag atoms were vaporized from a resistively 
heated tantalum cell, and were trapped in argon matrices 
together with the atoms of other metal independently 
vaporized from the second cell. The frequency of the spec­
trometer locked to the sample cavity was 9.410 GHz and all 
the spectra were obtained while the matrices were main­
tained at ~4 K.

The molecular symmetry of AgM (M = Zn, Cd, Hg) dic­
tates that their ESR spectra be compatible with the spin 
hamiltonian of the form
3Cspin = g\\fiHzSz + g x^(HxSx + HySy) + A||/2Sj +

A ± ( I * S X +  Iy S y )  +  A \ \ ' I / S 2 +  A ± ' ( I X'S X +  I y 'S y )  ( l )

Figure 1. ESR spectrum of AgZn generated in an argon matrix. The 
sharp, off-scale doublets are due to Ag atoms.

Figure 2. ESR spectrum of AgCd generated in an argon matrix. The 
brackets indicate the groups of satellites due to 111Cd and 113Cd nu­
clei.

where A g and A ± represent the hyperfine coupling tensor 
to the Ag nucleus, and the last two terms involving A g' and 
A i ' are to be added when the atom M possesses a magnetic 
nucleus.

The ESR spectrum of Ag atoms (4d10 5s1) isolated in an 
argon matrix is known.4 It consists of two sets of sharp iso­
tropic doublets with the spacings of ~620 and ~720 G at­
tributed to the couplings to 107Ag (natural abundance = 
51%, I = %, p = —0.1130 /In) and 109Ag (natural abundance 
= 49%, /  = % p  = -0.1299 /?N).

The ESR spectra obtained from an argon matrix con­
taining Ag and Zn atoms, and that containing Ag and Cd 
atoms, are shown in Figures 1 and 2. In addition to the 
sharp doublets due to Ag atoms described above, one notes 
the presence of additional doublets with the spacings 
slightly less than those of Ag atoms, and with the patterns 
expected from an ensemble of randomly oriented radicals 
possessing an axially symmetric spin hamiltonian. We pro­
pose to assign these doublets to AgZn and AgCd, respec-
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TABLE I: Spin Hamiltonian Parameters of AgM 
(M = Zn, Cd, Hg)

AgM:. r r  a

A ,|(= Ax) ,b 
ffi“ GHz

A r c 
GHz

A  t c  
A J. 9

GHz

AgZn f$ b 0 2 5 1.9905 1.324
(±0.003)

AgCd 2.0014 1.9711 1.327 2.18 1.99
(±0.003) (±0.25) (±0.03)

AgHg 1.9958 1.9136 1.562 3.13 2.52
(±0.003) (±0.20) (±0.03)

° Accuracy ±0.0002. s Coupling to 107Ag. 1c Coupling to m Cd or
199Hg.

tively. The assignments of the parallel and perpendicular 
components for the case of AgZn are indicated in Figure 1.

The major pattern of the AgCd spectrum is quite similar 
to that of AgZn, although one of the high-field perpendicu­
lar components is masked by the strong Ag signals. A closer 
inspection of the AgCd spectrum revealed, however, the 
presence of four groups of satellites (see Figure 2). They 
were recognized as the perpendicular components of the 
spectra due to AgCd possessing m Cd (natural abundance 
= 13%, I = xk, m = —0.5922 (3n) or u3Cd (natural abundance 
= 12%, I  g = —0.6195 /jn) nucleus. The corresponding 
parallel components of these species were too weak to be 
observed.

The major pattern of the spectrum assigned to AgHg is 
also similar to that of AgZn. In this case, however, the sat­
ellite signals attributable to the perpendicular components 
of AgHg possessing I99Hg (natural abundance = 17%, I = 
V2, 11 = 0.4993 (In) or 201Hg (natural abundance = 13%, I = 
%, p = —0.607 /3n) were observed providing a further sup­
port to the assignment.

In each case of AgM discussed above, the large hyperfine 
coupling interactions with the magnetic nuclei prevented 
the accurate evaluation of the spin hamiltonian parameters 
using the usual second-order solutions. The g and the hy­
perfine coupling tensors of the AgM were, therefore, deter­
mined from the observed signal positions resorting to the 
exact diagonalization of the hamiltonian (1). Table I shows 
the results. The A j j ' ’s of the magnetic Cd and Hg nuclei 
were evaluated from the observed perpendicular compo­
nents of the relevant species. This is possible because, 
when the magnetic field is perpendicular to the symmetry 
axis, the off-diagonal elements of the hamiltonian (1 ) are 
related to A||' + A L' and A\\' — Ax'-5 The large uncertain­
ties indicated for the A|"s are due to this indirect ap­
proach.

In spite of the different separations of the parallel and 
the perpendicular components, the coupling tensor to the 
Ag nucleus was found to be completely isotropic (A ¡| = A j_ 
= A ¡bo) in each case. The coupling tensors to the m Cd and 
199Hg nuclei are also essentially isotropic. For Ag atoms 
isolated in an argon matrix the coupling constant to 107Ag 
has been measured to be 1.806 GHz.4 Using the Goudsmit’s 
relation6 and the known coupling constants of Ag and Au 
atoms,4 the isotropic coupling constants of unpaired elec­
trons localized, respectively, in the valence s orbitals of 
luCd and 199Hg are estimated to be 12.5 and 40.0 GHz. In 
the present series of AgM the unpaired electron should oc­
cupy the orbital given essentially by an antibonding combi­
nation of the valence s orbitals of Ag and M. The ionization 
potentials of these orbitals are 7.6, 9.4, 9.0, and 10.4 eV for

Ag, Zn, Cd, and Hg atoms, respectively. The dominance of 
the Ag 5s orbital in the semifilled, antibonding orbital of 
the present series of AgM is thus expected. The small but 
clearly observed anisotrcpies of the coupling tensors to the 
ln Cd and 199Hg nuclei irdicate admixture of the valence p2 
orbital of the atom M, however. Such admixture would also 
account for the observed anisotropies of the g tensors with 
the increasing trend of AgZn < AgCd < AgHg.

We have also succeeded in generating and observing the 
ESR spectra of Ag-alkaMne earth intermetallic molecules. 
The results obtained from these species together with more 
detailed accounts of the AgM spectra communicated here 
will be reported soon.
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Intra- and Intermolecular Hydrogen Bonding in 

Chlorinated Phenols and Related Compounds

Publication costs assisted by the J.S. Environmental Protection Agency

Sir: Paramagnetic relaxa ;ion reagents such as trisacetyla- 
cetonatochromium [Cr(acac)3] are good proton acceptors, 
hydrogen bonding to molecules with both strongly and 
weakly acidic hydrogens.1’2 We wish to show that the com­
bination of intermolecular 13C TVs (7V in solutions con­
taining paramagnetic reagents) along with T j measure­
ments in diamagnetic solutions (intramolecular l3C-'H di­
polar Ti’s) gives a significant increase of information in 
studies of solution dynamics for liquids where hydrogen 
bonding occurs. This is the first report to our knowledge of 
the use of both techniques, to probe chemical dynamics.

The 13C TVs for the diamagnetic solution of 3,5-dichlo- 
rophenol (solution 1 in Table I) monitor the presence of in­
termolecular hydrogen bonding in this phenol. The TVs are 
half as long as those of the other two dichlorophenols (solu­
tions 2 and 3). Formation of hydrogen bonded molecular 
aggregates causes the averaged molecular correlation time 
(tc) to be approximately twice as long and thus the TVs are 
shortened. For 2,5- and 2,6-dichlorophenol the data indi­
cate less extensive aggregation in solution. This may be ex­
plained by a combination of intramolecular hydrogen 
bonding between the phenolic OH and ortho chlorine 
atoms and by steric inhibition of intermolecular hydrogen 
bonding. Interestingly the molecular motion as probed by 
13C T 1 data is not indicated by the solution macroscopic 
viscosities (Table I).

The 13C Ti’s for 2,5-dichlorophenol are somewhat short­
er than those of the 2,6-disubstituted phenol. If one as-
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T A B L E  I :  V a r i a t i o n  i p R a t e  w i t h  C o p p e r ,  H S C H 2C O O “  , 
a n d  O H “  C o n c e n t r a t io n s  a n d  T e m p e r a t u r e “

2 3 2 6

10 5kK,
104[Fe- 103 

(CN)e3-] [RSH-]
102

[OH"]
10s

[Cu2t] T, °C
k',

sec"1
Ai"1

sec"1

2.0 10.0 3.0 0.78 20 2.00 2.56
2.0 10.0 3.0 1.53 20 4.44 2.90
2.0 10.0 3.0 2.03 20 5.50 2.71
2.0 10.0 3.0 2.53 20 6.46 2.55
2.0 10.0 3.0 0.78 30 2.03 2.60
2.0 10.0 3.0 1.53 30 4.51 2.95
2.0 10.0 3.0 2.03 30 5.45 2.68
2.0 10.0 3.0 2.53 30 6.35 2.51
2.0 1.0 3.0 1.03 30 2.45 2.38
2.0 2.0 3.0 1.03 30 2.61 2.53
2.0 3.0 3.0 1.03 30 2.69 2.61
2.0 4.0 3.0 1.03 30 2.77 2.69
2.0 2.0 1.50 1.03 30 2.39 2.32
2.0 2.0 1.75 1.03 30 2.43 2.36
2.0 2.0 2.5 1.03 30 2.42 2.35
4.0 8.0 1.5 1.03 10 2.69 2.61
6.0 8.0 1.5 1.03 10 2.69 2.61
8.0 8.0 1.5 1.03 10 2.78 2.70

10.0 8.0 1.5 1.03 10 2.71 2.63
12.0 8.0 1.5 1.03 10 2.88 2.80
14.0 8.0 1.5 1.03 10 2.81 2.73
16.0 8.0 1.5 1.03 10 2.90 2.81
18.0 8.0 1.5 1.03 10 2.94 2.85
20.0 8.0 1.5 1.03 10 2.92 2.83
4.0 8.0 1.5 1.03 0 2.51 2.44

20.0 8.0 1.5 1.03 0 2.76 2.68

20.0 2.0 2.0 None added 30 0.082 2 .12,”
0 k' is the slope of -In [Fe(CN)63-] vs. time plots. All concern

trations are in moles per liter. 6 Taking the Cu2+ impurity to be 
0.03 x 10~5 M, found by analysis of reagent mixtures using 
diethyldithiocarbamate and extraction with CHC13.

sumes that the (averaged) correlation time for 2,6-dichloro- 
phenol represents largely monomer and rc for 3,5-dichloro- 
phenol represents an oligomer aggregate, then the mole 
fraction of dimer may be estimated for the 2,5-dichlorophe- 
nol solution, to be under 25%. This is in agreement with an 
ir:1 and *H4 NMR study on ortho-substituted halogenated 
phenols which showed the existence of “cis-trans dimers” 
in equilibrium with the monomeric molecules. For o-chlo- 
rophenol the molar fraction of the dimer was estimated 
from cryoscopic measurement to be 10% (0.5 m solution in 
benzene).5

In solutions containing (Cr(acac)s the 13C Ti’s are much 
shorter than in the diamagnetic solutions; electron-nuclear 
dipole-dipole interactions dominate the 13C nuclear spin- 
lattice relaxation.2®’6 With this technique a;, exact evalua­
tion of solvation shell and outer-sphere effects remains elu­
sive because of several complications.7 Nevertheless, quali­
tative conclusions may be drawn concerning intermolecular 
hydrogen bonding with Cr(acac),3 as well as about other 
weak solvation effects. When there is intermolecular asso­
ciation between the paramagnetic chelate and phenol mole­
cules due to hydrogen bonding from the OH proton to the 
ligands of the metal chelate this can be observed in two 
ways: (1 ) the phenol T {s are significantly shorter than Tj 
for the “inert” standard, CCI4; (2) T\ for the C-l and ortho 
carbons of the phenol (close to the site of complexation) are

shorter than the meta and para carbon Ti’s.8 Several 
trends can be observed from the data in Table I.

In all of the phenols listed in Table I intermolecular hy­
drogen bonding with the Cr(acac)3 molecules is evidenced. 
In 3,5-dichlorophenol (solution 4) the C-l carbon T f  is ca. 
20 times shorter than the CCI4 I3C Tj whereas in phenol 
(solution 5) the same ratio is approximately 13. This differ­
ence results from an increase in acidity for the phenolic 
proton in the dichloro compound.

By contrast, the Ti for C-l in 2,6-dichlorophenol (solu­
tion 7) is only four times shorter than the CCI4 Ti. In this 
case intramolecular hydrogen bonding between the pheno­
lic OH and the ortho chlorines and/or steric effects lessen 
intermolecular association with the chelate.

It is possible to study these effects by doing competition 
experiments. In solutions 8 and 9, 3,5-dichlorophenol and
2,5-dichlorophenol were run against the unsubstituted phe­
nol. In the 3,5-disubstituted compound the greater acidity 
of the phenolic OH is indicated by shorter Ti’s for the C-l 
and ortho carbons (by a factor of 2). In the 2,5 compound 
intramolecular H bonding to the 2-chlorine reverses the 
competition between the chlorinated and unsubstituted 
phenols.

In an attempt to partially separate the steric and intra­
molecular hydrogen bonding effects, 2,6-dimethylphenol 
was used as a steric model for the 2,6-dichlorophenol. Solu­
tion 10 contained both compounds. In spite of its greater 
acidity the 2,6-dichlorophenol shows less tendency to H 
bond to the Cr(acac)3 as evidenced by the longer T\ for C-l 
and also by the relative lack of polarization of the ring car­
bon Ti’s (comparing the Ti’s for all ring positions in both 
compounds of solution 10).

In another experiment designed to help differentiate be­
tween the steric effect and intramolecular hydrogen bond­
ing, o-chlorophenol and o-bromophenol solutions contain­
ing Cr(acac)3 were examined. The bromine substituent is 
sterically larger and thus steric inhibition of intermolecular 
H bonding would be more effective than with ortho chlo­
rine atoms. By contrast, bromine is less favorable as an in­
tramolecular H-bond acceptor. To the extent that the 
model is correct if this intramolecular association is the 
major cause of reduced intermolecular association then the 
o-bromophenol Ti’s should be shorter than those observed 
for o-chlorophenol.8 This was in fact observed. T{s for C-l 
and C-6 in o-bromophenol were ca. 20% shorter than the 
analogous Ti’s in o-chlorophenol [C-l: 0.159(Br), 0.185(C-
1); C-6: 0.139(Br), 0.170(G); and for the internal “stan­
dard,” cresol; C-l, 0.104 sec; C-6, 0.074 sec].

We are currently studying these systems in more detail 
in an attempt to quantify steric and electronic effects and 
to better determine the nature of the intermolecular inter­
action between Cr(acach and self-associated phenols.
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On the Micellar Properties of Bolaform Electrolytes in 

Aqueous Solution

Sir: Last year Menger and Wrenn1 reported surface tension 
and kinetic measurements on aqueous solutions of bola­
form electrolytes of general formula R.3N(CH2)rNR:rBr2 
(abbreviated CnRe: R = Me, n-Bu; n = 4, 8,12). Micelliza- 
tion of the Cj2Me6 and C12BU6 compounds was inferred 
from the sigmoidal surface tension vs. log concentration 
curves for these compounds, and it was suggested that, up 
to the highest concentration investigated (0.1 M), a mini­
mum chain length of 12 methylene groups was required be­
fore micellization occurs for CnMe6 bolaforms.

Our measurements of the apparent molai volumes (0V) of

CioMe6 and CeMe6 in water at 25° extend to near satura­
tion (1.8 and 2.1 M, respectively, according to Pearson2), 
and they support the low concentration results of Menger 
and Wrenn, and also these of Pearson2 obtained from dye 
uptake and bromide ion activity measurements. Our results 
for the behavior of 0V with c1/2 for Ci0Me6 and C6Me6 are 
shown in Figures 1 and 2, respectively.

Density measurements for the determination of <j>v were 
made below 0.4 m with 34-cm3 capacity pycnometers to an 
accuracy of ±4 X  10“ 6 g cm-3, and above this concentra­
tion with an automatic precision digital densimeter Model 
DMA 02C manufactured by Anton Paar KG, the accuracy 
in this case being ± 5  X  10-6 g cm-3. The calculated error in 
4>v at various concentrations is shown by the vertical barred 
lines on the graphs. The Debye-Huckel theoretical limiting 
slope (DHLL) is also shown on the graphs. This is given by 
S v where

£v = kw3/2

in which

w = 0.5 £  vizi2

and k has a value of 1.868 cm3 mol“ 3''2 1.1/2 for water at 
25°.3 The number of i ions of valence z, formed from disso­
ciation of 1 molecule of electrolyte is given by and thus 
S v for these compounds is 9.706 cm3 mol~3/21.1/2.

Micellization is usually indicated in a 4>v(cl/2) graph by a 
rapid increase in 4>v with concentration.4 There is no evi­
dence of this for the CioMe6 and C6Me6 bolaforms and so 
the micellization conditions of Menger and Wrenn are con­
firmed for n > 10. However the 4>\ (c1/2) behavior of our 
compounds is quite different from that of CsBu6 studied by 
Broadwater and Evans.5 This shows a pronounced mini­
mum at about 0.6 M  which suggests aggregate formation 
above this concentration. The exact concentration at which 
the 0v(c1/2) graph for C3BU6 deviates from the DHLL was 
not determined by Broadwater and Evans, but, as would be 
expected from the molecular structure, CgBug shows great­
er deviations from DHLL than CeMe6 or CioMee over the 
entire concentration range.
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Figure 2. Variation of apparent molal volume with c 1/2 at 25° for décaméthonium bromide [(CH3)3N(CH2)10N(CH3)3-Br2].

It is interesting to note that significant deviations from 
DHLL occur at about the same concentration (0.045 M) for 
both CeMe6 and CioMe6- This observation recalls the re­
port by Fuoss and Chu6 of the conductance of the CnMe3-l2 
(n = 3, 4, 5) bolaform electrolytes for which cation-anion 
association was indicated. The extent of association was 
found to be practically independent of methylene chain 
length. Thus it was postulated that one of the cationic sites 
became associated with an anion and the other site would 
be attracted to this anion and cause the methylene chain to 
bend into a loop (cf. “wickets” of Menger and Wrenn1). 
This phenomenon could account for the similarity in 
4> v ( c I / 2 )  behavior at low concentrations for CeMe6 and 
CioMe6-

At concentrations above ca. 0.16 M, CioMe6 shows great­
er deviations from DHLL than CeMee, but neither com­
pound shows evidence of micellization.4 Evidently some ef­
fect associated with the longer methylene chain for the 
CioMefi compound is responsible for this difference; it is 
possible that a hydrophobic interaction between the meth­
ylene chains, exposed by the curved configuration suggest­
ed above, could result in the observed reduction in <j>v.

It appears that bolaform quaternary ammonium electro­
lytes exhibit considerable bending of the methylene chain 
in aqueous solution as well as at the air-water interface. 
However, clarification of the exact nature of any higher ag­
gregates requires further experimental data.
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