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Picosecond Pulse Radiolysis. I. Time or Concentration Dependent Rate Constants1

C. D. Jonah, J. R. Miller, E. J. Hart, and Max S. Matheson*

Chemistry Division, Argonne National Laboratory, Argonne, Illinois 60439 (Received June 25, 1975)
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Rate constants for the reaction of the hydrated electron with reactive solutes at high concentrations have 
been measured, using our single fine-structure pulse stroboscopic apparatus. The accessible time region is 
50-3500 psec. A time-dependent rate constant in accord with theory was found for the neutral reactant, ni- 
tromethane, whereas acetone reacting one-third as fast showed no time dependence. For eaq_ +  NOs-  the 
rate constant increases with concentration (i.e., at short times), owing both to the ionic strength effect and 
the time dependence effect. Only time-dependent effects seem to be present in our concentration range for 
the reactions of the hydrated electron with IO4-  and Cr042-. Ionic strength effects seem to be absent, 
probably because tunneling extends the reaction radii to about 1 0  A where coulomb forces between the 
reactants are small. Cd2+ reacts with eaq-  at nearly the diffusion-limited rate so that no Cd2+ ion atmo­
sphere can form about surviving eaq- . Thus, reacting Cd2+ has an anion atmosphere but eaq~ reacts with­
out a cation sheath in pure Cd(C1 0 4)2 solution, and this decreases the effect of ionic strength on the rate 
constant. The effect is estimated from experimental data. Cu2+ reacts at half the diffusion-limited rate so a 
partial Cu2+ atmosphere can build up about eaq~.

Introduction

For reactions of the hydrated electron with reactive so­
lutes many rate constants have been measured in dilute so­
lutions using microsecond pulse radiolysis.2’3 In concen­
trated solutions several factors may cause the rate constant 
values to differ from those observed in dilute solution. For 
the diffusion-controlled reaction of a neutral solute with 
the hydrated electron the rate constant is expected to be 
time dependent, since, if the initial distributions of hydrat­
ed electron and solute are random, the fraction of surviving 
eaq-  having close solute neighbors will decrease with time 
until a steady state is reached.4-5 Recently, this time depen­
dence of the rate constant has been examined and shown to 
fit the Noyes’ equation within experimental error.6-8 Fur­
ther, if the solute is charged the Coulombic interaction 
with the hydrated electron will decrease as the solute con­
centration is increased. Also reaction may occur before the 
ionic atmosphere can attain equilibrium around the newly 
formed eaq- .9,10

To examine these factors we have studied the reactions 
of the hydrated electron with reactive solutes, both neutral 
and charged. Hunt and co-workers have already reported 
the rate constants for a number of such reactions at high

solute concentrations,1 1-1 3  measured using their strobos­
copic pulse radiolysis apparatus. Except for the reactions 
with cadmium chloride, which is known to form complexes, 
and with H3CU, which does not react with eaq~ at a diffu­
sion-controlled rate, all rate constants were constant over 
the concentration range accessible with their 20-350-psec 
time window. They also compared the rate constants in 
concentrated solutions with those for dilute solutions and 
found no change for neutral molecules, an increase for an­
ions, and a decrease for cations. The time range of our 
modification of Hunt’s apparatus14 is 50-3500 psec, which 
enables measurements at intermediate concentrations 
where the rate constant is changing from the dilute to the 
concentrated solution value. Further, the more intense fine 
structure pulse from our linac yields higher eaq-  concentra­
tions and should therefore yield higher precision. As re­
ported in this paper, we have observed changes in rate con­
stants over the accessible concentration range: changes ex­
plicable in terms of the factors mentioned above.

Experimental Section

S t r o b o s c o p ic  P u l s e  R a d io ly s is  S y s te m . A schematic di­
agram of the pulse radiolysis apparatus is shown in Figure

»  -■ -  *  — —— t r
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2706 C. D. Jonah, J. R. Miller, E. J. Hart, and M. S. Matheson

1. This is an adaptation of the brilliant concept of Hunt 
and co-workers, 15 and is described in detail elsewhere. 14 In 
essence a portion of the beam is delayed a fixed time by 
passage around the 270° magnet and then irradiates the re­
action cell. Another portion of the beam is intercepted by 
the Cerenkov generator, where Cerenkov light is generated 
in xenon gas at 1  atm and then delayed a variable amount 
by delay mirrors moving at a fixed speed. The accelerator is 
pulsed 60 times per second and as the mirrors move the 
Cerenkov light pulse scans the absorption in the cell before, 
during, and after the time the corresponding electron pulse 
strikes it. For all the experiments described in this paper, 
the hydrated electron absorption was monitored at 600 nm. 
The Cerenkov pulse has the same time width as the elec­
tron pulse, s'o the time resolution is determined by the 
pulse width. There are three advantages in our modifica­
tion. First, only one fine structure pulse is used, so that a 
reaction can be followed from ~40 psec to 3.5 nsec after ir­
radiation. This enables reaction rates to be measured with 
greater accuracy and over a wider range of solute concen­
trations. Second, the single pulse ensures that the age of 
the primary species such as eaq~ and OH varies only by the 
pulse duration. This is important in studying spur kinetics. 
Third, the fine structure pulse from our linac is several fold 
more intense, enabling the direct observation of weakly ab­
sorbing species such as OH. The single fine structure pulse 
was isolated by subharmonic bunching16 and its full-width 
at half-maximum has been measured as ~25 psec. 17 The 
optical transmission data are stored in the Chemistry Divi­
sion Sigma 5 computer,18 where it can be subsequently ma­
nipulated in various calculations.

I r r a d ia t io n  C e l l  a n d  F lo w  S y s t e m . Since the solution is 
repetitively irradiated, a flow system to minimize product 
buildup is used. 14

M a te r ia l s . All aqueous solutions were made either with 
once-distilled water or with water purified by deionization 
and filter equipment supplied by Continental Water Co. 
Although, with the high concentrations of reactive solutes 
used, water purity is not a problem. The conductivity of 
the deionized and filtered water was comparable to that of 
triply-distilled water. All solutes used were reagent grade 
chemicals, although again, trace impurities would not af­
fect any rate constant measurements on the experimental 
time scale.

R a te  C o n s ta n ts . The rate constant k , for a given solute 
concentration [s], was determined by a non-linear least- 
squares fitting of the raw experimental data. The errors for 
each point are equally weighted. Rate constant measure­
ments at the lower solute concentrations were corrected for 
the small amount of hydrated electron decay in the “spurs” 
observed in the period 40-4000 psec after the pulse. 19

Results and Discussion

N e u tr a l  R e a c ta n ts . Noyes5 has considered the time de­
pendence of the rate constant for reaction of two types of 
molecules, A and B, where each type of molecule exerts no 
long-range forces and each “is distributed completely at 
random the way it would be if the other type were not 
present”. His eq 2.1620 can be recast as

k = k  i l + _______ — ___________ rAB 1  m
‘ " L 47rrABDAB(N/103) (7rDABt)1/2J

where k t is the rate constant at time t, k „, is the rate con­
stant at long times, rAB is the reaction radius, DAB is the 
diffusion coefficient for relative diffusion of A and B, and

Figure 1. S troboscopic picosecond pulse radiolysis ap p aratu s  using 
C erenkov analyzing light: PM =  photom ultiplier. C hopper en ab les  
correction o f signal for C erenkov generated  in reaction cell. V ie w  
parallel to  be am  show s be am  is spread horizontally and th e  ce n te r  
of the be am  is in tercepted by th e  C erenkov cell. The ou ter portions  
of the electron be am  a re  focussed together be fo re  entry into th e  re ­
action cell.

N  is Avogadro’s number. 47rrABDABiV/1 0 3 is the diffusion- 
controlled encounter rate in units, M - 1  sec-1. We assume 
that the electron is hydrated in probably less than 1  psec,12 

and that, although the hydrated electron is not homoge­
neously distributed in the solution, it is randomly distrib­
uted with respect to eaq_-solute separation distances. High 
local concentrations of eaq~ in a spur could cause local de­
pletion of solute. Naleway21 has considered an average spur 
containing 2.7 eaq-  (radius 18.75 A) and 2.7 each of H3Q+ 
and OH (radii 6.25 A). If a solute, which reacts at a diffu­
sion-controlled rate, is present in 0.01 M  concentration, he 
finds the maximum effect of depletion on the rate occurs at 
900 psec and is less than 2 %. The depletion is less with 
higher concentrations of scavenger and with less reactive 
solutes. The choice of a small number of radicals per aver­
age spur is supported by the estimate of Mozumder and 
Magee22 that ~80% of the energy for fast electrons (10 
MeV) is deposited in spurs of less than 100 eV containing 
mostly one and two radical pairs (one and two hydrated 
electrons). Thus, the depletion effect in spurs is small 
under our conditions, and was neglected. Finally, immedi­
ate reaction of electrons solvated next to a solute as postu­
lated by Czapski and Peled23 would not affect distributions 
at 50 psec and longer after energy deposition.

We have compared our experimental rate constants (for 
reaction of eaq_ with a number of solutes) with the theoret­
ical results predicted by eq 1 . The dilute solution value of k  
(sometimes measured, sometimes taken from the litera­
ture) was taken as k „,. Where radii were estimated from 
physical volumes, reaq- was taken as 3.0 A. Z)eaq-, 4.96 X 
1 0  5 cm2 sec 1 ,24 is several fold larger than the diffusion 
constants of the solutes used so that errors in estimates of 
these diffusion constants contributed only a small error to 
DAB. The time, t ,  corresponding to each solute concentra­
tion was taken as the half-life calculated from the experi­
mental rate constant observed for that particular concen­
tration plus 25 psec. As noted earlier the pulse width of the 
electron pulse is 25 psec fwhm, and it is also ~50 psec at 
the base. For rate constant determinations only the experi­
mental points after the light pulse and the electron pulse 
cease to overlap are used. This means that the peak light 
intensity is initially sampling the transmission 25 psec after 
the end of the electron pulse. Further, while the age distri­
bution of hydrated electrons formed by the electron pulse 
will be skewed and slightly narrowed by reaction of the 
first-formed eaq- , the distribution still has a finite width. 
The added 25 psec probably undercorrects a little.

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



2707Rate Constants for Reaction of eaq with Reactive Solutes

In Figure 2 k ( e aq~ + acetone) is plotted against concen­
tration (time). For acetone k  „ / ( A t r  ,\uD m \N /IC “') is 0.35, 
i.e., the long time rate constant is only one-third the en­
counter rate and the time-dependent effect is reduced pro­
portionately. In agreement with the small effect predicted 
theoretically we find that &(eaq-  + acetone) shows no de­
pendence on time or acetone concentration within our 
small experimental error. Aldrich et al.12 also found no de­
pendence with k  =  9.5 X 109 M - 1  sec- 1  over the acetone 
concentration range 0.2-1.75 M . Schwarz25 recognized that 
k  J (4 ir r h u L )a u N / K f i )  was less than 1 , but omitted this 
term and overestimated the time-dependent effect for ace­
tone in his discussion of the results of Hunt and co-work­
ers.

Nitromethane which reacts threefold faster than acetone 
with eaq-  is expected'to show a measurable time depen­
dence for k ( e aq~  + CM3NO2) since k «, is approximately 
equal to the encounter rate, 4xrabHakAVI 0 ;i: Quite satis­
factory agreement is obtained between experiment and 
theory in Figure 3.

C h a r g e d  R e a c ta n ts . , In a solution of electrolyte the con­
centration of a positive'ion about eaq-  will be enhanced and 
the concentration of a negative ion reduced relative to av­
erage solution concentrations by the Coulombic interaction 
between eaq~ and the ions. Debye26 has included the Cou­
lombic interaction and derived eq 2  for kdiff, the rate con­
stant of a diffusion-controlled reaction between ions A and 
B in dilute solution.

fe d if f  -
4titabD abA1

103
■Za-Zbcq 

r a b

■Za-Zb^o!  _ j
f  A B  -I ( 2 )

/*ab> D and N  have the same significance as in eq 1; ZA 
and Zb are the units of electronic charge on ions A and B; 
and ro = e2/DkT = 7.1 X 10- 8  cm in water at 25°C, where 
e  =  charge on the electron, D = dielectric constant, k = 
Boltzmann constant, and T  =  K. The term in braces gives 
the effect of the Coulombic interaction on the diffusion- 
controlled rate. If A reacts with B in a solution containing 
an excess of inert salt, the ionic atmospheres around A and 
B will reduce the Coulombic interaction. The Br^nsted- 
Bjerrum, Debye-Hiickel treatment of this effect in dilute 
solutions leads to eq 3 for the variation of the rate constant 
with ionic strength n in water at 25°C

k o  „1 /2
log — = 1  .02ZaZ b ------- -------- 777 (3)

* k 0 1 + 0.329aM1/2
where ^2 is the rate constant at ionic strength 11 (both A 
and B having equilibrium ionic atmospheres), feo is the rate 
constant at zero ionic strength, a is the distance of closest 
approach of the ions in angstroms (assumed the same for 
both ions).

In a solution of a pure reactive salt another effect is pos­
sible; the hydrated electron may react before an equilibri­
um ionic atmosphere is formed about it. Coyle, Dainton, 
and Logan9 have considered the situation in which an ion A 
(i.e., eaq~) is suddenly produced in a solution of a salt, one 
of whose constituents is ion B, and A reacts with B before 
an ionic atmosphere can be established about A. In this 
case the activated complex, (AB)-, will have a charge ZA + 
Z b , while the ionic atmosphere initially corresponds to that 
of ion B with charge Zb- In reactions in which eaq-  reacts 
rapidly with ion B, (AB)* is an excited ion B with charge 
Zb — 1 , and if, as is probable, the excitation is lost before 
the ionic atmosphere relaxes, the electrical potential exert­
ed at (AB)* will be proportional to Zb and not ZA + ZB.

Figure 2. Variation of k(eaq-  +  ac e to n e ) as  a  function o f aceto ne  
concentration. Line shows the theoretical depen dence  from  eq 1 
with / ab  =  5 X  1 0 - a  cm , O ab =  6 .5  X  10-6  c m 2 s e c - 1 , and k„ =  
0 .8 5  X  1 0 1°  At-1  s e c - 1 . Aldrich et a l.12 find an av e ra g e  k  of 0 .9 6  X  
1 0 1° A T 1 s e c -1  be tw een  M  =  0 .2 0  and 1 .75 , and a  dilute solution k  
of 0 .7 6  X  1 0 1°  (low er arrow ).

M Nitromethane

Figure 3. Variation o f k(eaq-  +  C H 3N O 2) as  a  function o f nitrom eth­
an e  concentration. Line shows th eoretica l dependence according to  
eq 1 with rAB =  6 .0  X  10-8  cm , D AB =  6 .5  X  10-5  c m 2 s e c - 1 , and 
k„  =  2 .9  X  1 0 1°  A T 1 se c - 1 .

For the reaction described above the activity coefficients to 
be used in Br^nsted-Bjerrum treatment are f\  = 1 , —log / b 
= 0.51Zb2k1/2/(1 + 0.329ag.1/z), and —log / ABt = 0.51(Za + 
Z b)Z bm1/2/(1 +  0.329aii1/2). Consequently, the effect of 
ionic strength on the reaction of A + B when A does not 
have an ionic atmosphere is that in

log 7 1  = 0.51ZaZbm1/2/(1 + 0.329a ju1/2) (4)
«0

h i  is the rate constant at ionic strength ji. It is apparent 
that, in dilute solutions where the Debye-Hiickel treat­
ment is valid, h i  is the geometric mean of k o  and k-  ̂ for a 
given value of ¡x. Further considerations (see Appendix) in­
dicate that this relation may be valid at higher concentra­
tions, if k 0 is then defined as the rate constant for reaction 
between A and B when neither has an ionic atmosphere.

R e a c t io n s  w ith  N e g a t iv e  Io n s . The rate constants for re­
action of eaq-  with three negative ions (NO3- , IO4- , and 
CrCL2-) have been measured at high concentrations. The 
results for k ( e aq~ +  NO3- ) are given in Figure 4. The 
dashed line is the average of the results obtained by Peled 
and Czapski27 and at this laboratory28 for dilute NaNC>3 

with 0, 0.1, and 1.0 M NaC104 added. The physical contact
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M
Figure 4. (D ashed line) fc(eaq-  +  N 0 3- ) fo r dilute n itrate vs. to tal salt 
(N a C I0 4 added); (solid line) eq  1 ( O , * )  experim enta l k  fo r pure  
N a N 0 3; ( □ )  k  a t  constant Ionic strength (N a N 0 3 +  N a C I0 4 =  0 .5  M) 
vs. N 0 3-  concentration . 2<j determ ined only for experim ent O , 
w h ere  not shown fo r O  2 a  <  0 .1 . Aldrich e t a l.12 find an a v e ra g e  k 
=  2 .1  X  1 010 over th e  range 0 .1 2 5 -0 .7 5  M N a N 0 3.

radius, tab, of eaq-  and NO3-  is 5.0 X 10-8 cm using fNo3- 
= 2.0 X 10-8 cm,29 and Dno3- = 2.02 X 10~5 cm2 sec-1 
from the ionic mobility. These values in eq 2 yield fediff = 
1.20 X 1010 M -1 sec-1, while lirrAB^ABWlO3 = 2.65 X 1010 
M ~ l sec-1 which would be the diffusion-controlled rate 
constant in the absence of Coulombic repulsion. The ob­
served rate constant at zero ionic strength is 0.81 of the dif­
fusion-controlled value calculated from eq 2.

To estimate t r , the time of formation of the Na+ ion at­
mosphere around the hydrated electron in 1 M  NaNOs, we 
use eq 5 given by Falkenhagen30

6.92 X 10-9
t r  = ------- -------- sec (5)

cA„
where c is the molar concentration and A„ is the molar con­
ductance at infinite dilution. With limiting equivalent con­
ductances of 175 and 50 cm2 ohm-1 equiv-1 for eaq-  and 
Na+, respectively, t r  is 31 psec, while the half-life of reac­
tion calculated from the observed rate constant at 1 M  is 34 
psec. However, %tr is more nearly the time in which half 
the ionic atmosphere density relaxes. Because of Coulom­
bic attraction the diffusion-controlled encounter rate be­
tween eaq-  and Na+ is about 3.5 X 1010 M -1 sec-1, while 
even at 1 M  NaNC>3 &(eaq~ + NO3- ) is only 2 X 1010, there­
fore it is not surprising that the ionic atmosphere forms 
somewhat faster than eaq-  reacts in this case. Further, as 
noted earlier the peak of our Cerenkov pulse samples eaq-  
absorption 25 psec after the end of the electron pulse with 
surviving eaq-  having an age distribution half-width less 
than 25 psec. We conclude that over the course of our ob­
servations most of the hydrated electrons have ionic atmo­
spheres. We therefore assume that for eaq-  + N 03-  the 
time-dependent effect operates on species with ionic atmo­
spheres.

From the foregoing we conclude that eq 1 may be applied 
to eaq-  + N 03- , if k .„ for a given NaN03 concentration is 
taken from the dashed line in Figure 4. Further, we replace 
rAB by p* where p* is tab times the term in braces in eq 2, 
so that 47rp*£»ABW/103 corresponds to the expected diffu­
sion-controlled rate constant. The magnitude of p* is ex­
pected to increase with ionic strength, but this variation is 
unimportant since p* effectively cancels out in eq 1. This 
procedure yields the solid line in Figure 4 for the combined 
effect of ionic strength and time dependence. It should also

be noted in Figure 4 that within experimental error fe(eaq~ 
+ NO3- ) is independent of NO3-  concentration if the ionic 
strength is maintained constant. On the basis of the previ­
ous discussion one expects k ~  1.46 X  1010 (the value on 
the dashed line at 0.5 M )  at 0.01 M  NO3- , and increasing 
values due to the time-dependent effect so as to intersect 
the solid line at 0.5 M  NaN03.

We conclude that the reaction of eaq-  + N 03-  occurs 
when the two are in physical contact, at an approximately 
diffusion-controlled rate, and that a small time-dependent 
effect seems to exist which can be accounted for by eq 1. 
The physical contact reaction radius is in agreement with 
the results of Miller,31 who finds that quantum-mechanical 
tunneling of electrons trapped in low temperature glasses 
to nitrate ions is relatively slow.

Trapped electrons in low temperature glasses do tunnel 
rapidly to chromate or periodate ions,31 and this fact sug­
gested that the reactions of eaq-  with high concentrations 
of these ions should be of interest. The results for fe(eaq-  + 
Cr042-) are presented in Figure 5 and those for fc (eaq-  + 
IO4- ) in Figure 6. Peled and Czapski27 found for dilute 
Na2Cr04 in 0, 0.1, and 1.0 M  Na2S04, k  =  1.8 X  1010, 2.7 X  

1010, and 2.6 X  1010 M -1  sec-1, respectively. These results 
show that the reaction is very fast and that at high salt con­
centrations the rate constant is independent of ionic 
strength. We have confirmed this latter point in that for 
0.01 M Na2Cr04 in 0, 0.1, 0.25, and 0.5 M  Na2S04 fe(eaq-  + 
Cr042-) was measured respectively as 2.95 X  1010, 3.15 X  

1010, 3.10 X  1010, and 2.97 X  1010 M-1 sec-1. Note also in 
Figure 5 that the rate constant with added Na2S04 (total 
salt equals 0.25 M )  to give constant ionic strength, or with 
Na2Cr04 alone, shows the same dependence on [Cr042-]. 
Using fediff = 1-8 X  1010 M -1 sec-1 and Dab = 5.5 X  10-5 
cm2 sec-1 in eq 2 yields tab = 9.8 X  10-8 cm, from which 
we conclude in agreement with Hart and Anbar32 that elec­
tron tunneling is also occurring in water at 25-° C. This large 
radius can also explain the lack of ionic strength effect at 
high salt concentrations, since at high concentration the 
distance at which the Coulombic interaction equals kT will 
decrease from 14.2 A to a value less than the reaction radi­
us of 9.8 A. Thus the time-dependent effect alone should be 
largely adequate to explain our results. Using L  as 3 X  

1010 M-1 sec-1, Dab and rab as above, and AtvN v a b D a b I 
103 = 4.08 X  1010 M -1 sec-1 reduces the effective tab from
9.8 to 7.2 A in eq 1. As seen in Figure 5, the variation of 
fe(eaq-  + Cr042-) with concentration between 0.005 and 
0.25 M  Cr042- is largely accounted for by the time-depen­
dent effect.

The values of k ( e aq~ + I04- ) in concentrated solutions 
were found to be even higher than those for the chromate 
reaction. However, the literature value for the rate con­
stant in dilute solution was only 1.1 X 1010 M-1 sec-1. We 
redetermined the dilute solution rate constant as 3.7 X  

1010, 4.2 X  1010, and 4.0 X  1010 M -1  sec-1 in the presence of 
0, 0.1, and 1.0 M  NaC104, respectively. The effect of ionic 
strength is seen to be small. Setting &diff = 3.7 X 1010 A/-1 
sec-1 and D ab = 6.5 X  10-5 cm2 sec-1 in eq 2 yields r ab =
10.6 A. This value is larger than the distance, 7.1 A, at 
which the Coulombic interaction equals kT, and the small 
ionic strength effect is not surprising. Further 0.005 M  
NaI04 plus 0, 0.1, 0.25, and 0.5 A/ NaC104 gave ft(eaq-  + 
I04- ) = 4.7, 5.0, 5.1, and 6.8 X  1010 M -1 sec-1, respectively. 
k„, was taken as 5.2 X  1010, and value of 4tA5\,\bUab/103 
with tab and Dab as above, for use in eq 1. We conclude 
that with both I04-  and Cr042- the hydrated electron
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Figure 5. k[eaq~ +  C r0 42 - ) vs. C r 0 42 -  concentration: ( * , 0 )  pure  
N a2C r 0 4; ( □ )  k  vs. [C r 0 42 - ] with N a2C r 0 4 +  N a2S 0 4 =  0 .2 5  M, 
i.e ., ix =  constant. Solid line from  eq 1.

M Periodate

Figure 6. k(eaq~  +  I0 4- ) vs. [ I0 4 ]: ( 0 , 0 )  experim enta l points. 2<r 
determ ined only fo r experim ent D . Line from  eq  1.

reacts by tunneling 1 0  A  (center-to-center distance) in di­
lute solutions, that the ionic strength effect saturates for 
salt concentrations of about 0.01 M  and above, and that 
&(eaq~ +  I04-) or k ( e aq~ + Cr042-) vary at high concentra­
tions in accord with the time-dependent effect.

Buxton et al.7 have also found time dependence on the 
time scale of tens of nanoseconds for the rate constants of 
reaction of eaq-  with N 03- , Cr042-, and even with acetone 
at low temperatures (190-260 K) in about 10 M  solutions of 
LiCl and NaOH + KOH. Owing to the strong electrolyte 
concentrations, both NO3-  and Cr042- behave as neutral 
species. In their work the radius of reaction for eaq-  + 
Cr042- is ~ 2 0  A . This large value is to be expected, since in 
these viscous fluids tunneling competes more favorably 
with diffusion. It is also to be expected that eaq~ + acetone 
can be diffusion controlled in these solutions, but not in 
water at 25°C, since Buxton et al. tentatively conclude that 
most of the activation energy of reaction is in the diffusion 
process.

R e a c t io n s  w ith  P o s i t iv e  Io n s . The rate constants for the 
reactions of eaq-  + Cd2+ and eaq-  + Cu2+ have been mea­
sured in concentrated solutions of the perchlorate salts. 
The results are shown in Figures 7 and 8 . The rate con­
stants for dilute Cd2+ and Cu2+ as a function of added

Total cone.M

Figure 7. fc(eaq +  C d2+) vs. total salt concentration: (upper solid 
line) k0\ (low er solid line) k2 for dilute C d2+ in C a (C I0 4)2; (dashed line) 
k-, =  (k2k0)1/2. S e e  tex t for k0, k ,,  k2 : ( • )  from  W o lff e t a l.;13 ( □ )  
experim ents  using pure C d ;C I0 4)2; (O ) 0 .0 1  M  C d2+ plus C a (C I0 4)2; 
(O ) 0 .0 5  M  C d2+ plus C a (C I0 4)2; (© ) 0 .1  M C d 2+ plus C a (C I0 4)2; (O ) 
0 .2  M  C d2+ plus C a (C I0 4)2. 2 <r <  0.1 X  1 0 1°  M ~ 1 s e c - 1 . Th e dotted  
lines, connect the points showing the ch anges in the ra te  constants  
as  C a (C I0 4)2 is added to 0 .0 1 , 0 .0 5 , 0 .1 , and  0 .2  M  C d2 + .

Total cone. M

Figure 8. /c(eaq-  +  C u2+) vs. to tal salt concentration: (upper solid 
line) k0\ (low er solid line) k2; (dashed line) k-, =  (k2k0)'/2. S e e  text 
for k0, k u  k2 : ( O , # )  experim ents  using pure Cu(CI0 4)2; (O ) 0.01 M  
Cu2+ plus C a (C I0 4)2. 2 o’ <  0 .1  X  1 0 1°  A4-1  se c - 1 .

Ca(C1 0 4)2 have also been measured. 28 It was found that for 
a given concentration of Ca(C1 0 4)2 S 0.04 M ,  the rate con­
stants for dilute (~ l-5  X 10-4 M )  and for 0.01 M Cd2+ are 
the same. This was also true for Cu2+.

Using eq 5 we calculate tr = 61 psec at 0.25 M  Cd(C1 0 4)2 

whereas the observed half-life for reaction is 78 psec. By 
the same arguments used in considering the relaxation of 
Na+ around eaq-  in the NO3-  reaction, we conclude that 
the time required for relaxation of the ionic atmosphere is 
less than the age of the eaq-  we observe in the rate constant 
measurement. However, in this case the Cd2+ ions react at 
a nearly diffusion-controlled rate with eaq- , since the rate 
constant at zero ionic strength is 5.44 X 1010 M -1 sec- 1  

(Peled and Czapski27 report 6.4 X 1010) or 0.76 of the diffu­
sion-controlled k  calculated from eq 2 (7.13 X 1010 M -1 
sec-1). Thus, our rate constant measurement corresponds 
to a time period in which a steady-state concentration 
around surviving eaq-  has essentially been achieved. Fur­
ther, this concentration gradient corresponds to a depletion 
of Cd2+ around the remaining eaq- , so that the eaq-  we ob­
serve lack an ionic atmosphere of positive ions.

In view of the foregoing we apply the treatment of Coyle, 
Dainton, and Logan to the reaction of eaq-  in pure
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Cd(C104)2 solution as discussed in the Appendix so that 
ki(eaq~ + Cd2+) = (k2feo)1/2. We take as the rate con­
stant for dilute Cd2+ in a concentration of Ca(ClC>4)2 equal 
to the Cd(C104)2 concentration of k\. We cannot measure 
k 0 directly as a function of Cd(C104)2 concentration. How­
ever, we have measured &(eaq~ + CH3NO2) as a function of 
Ca(C104)2 concentration using 0.05 and 0.5 M  CH3NO2. We 
assume that feo (= 5.44 X 1010 at zero salt) varies propor­
tionately with added salt as does k { e aq~  +  0.5 M  CH3NO2), 
an assumption which yields the upper solid line in Figure 7. 
The Coulombic interaction for charged species without 
ionic atmosphere should not vary strongly with ionic 
strength, and, if the principal effect of the added salt is on 
the diffusion constants, then the above procedure should 
give a reasonable approximation to feo- The mean of A 2 and 
ko  is plotted (dashed line) in Figure 7. In view of the inade­
quacies of the treatment we cannot say whether the devia­
tion between k j and experiment is significant. Any time- 
dependent effect appears to be small on our time scale.

Experiments with 0.01, 0.05, 0.1, and 0.2 M  Cd(C104)2 
were carried out, adding to each varying amounts of 
Ca(C104)2. The rate constant variations measured for these 
solutions are also plotted in Figure 7. If the rate constants 
on each of the curves for the four concentrations of 
Cd(C104)2 are normalized to 1.0 for the pure Cd2+ solutions 
and the resulting relative rate constants are plotted against 
[Ca(C104)2]/[Cd(C104)2] all points fall on a single curve. 
This suggests that at each Cd2+ concentration the rate con­
stant is affected in the same manner by the competition be­
tween Cd2+ and Ca2+ diffusing toward eaq~. Again from 
Figure 7 fe(eaq_ + Cd2+) for 0.05 M  Cd(C104)2 +  0.05 M  
Ca(C104)2 is found to be close to the mean of the k ’s for 0.1 
M  Cd(C104)2 and for dilute Cd2+ in 0.1 M  Ca(C104)2, and 
similarly k for 0.1 M  Cd(C104)2 + 0.1 M  Ca(C104)2 is the 
mean of the k ’s for 0.2 M  Cd(C104)2 and dilute Cd2+ in 0.2 
M  Ca(C104)2. This is consistent with the idea that the ionic 
strength due to the Cd2+ has little or no influence on the 
reaction rate. Thus, for pure cadmium perchlorate solu­
tions, only the ionic strength effect due to the C104~ sheath 
around the Cd2+ is effective in reducing the reaction rate, 
and the hydrated electron reacts almost without an ionic 
atmosphere.

We have measured &(eaq~ -I- Cu2+) as 3.88 X 1010 M -1 
sec-1 (Peled and Czapski27 give 4.5 X 1010) or 0.54 of the 
diffusion-controlled value. Therefore, there will be more 
tendency to build up ionic atmospheres about eaq~. Never­
theless, the mean of ¿2 and k Q was again determined as for 
Cd2+. In Figure 8 the experimental points at higher con­
centrations are again somewhat above the dashed line cor­
responding to the mean.

We tentatively conclude that in a diffusion-controlled re­
action with a positive ion the hydrated electron reacts 
without an ionic atmosphere, and that any significant time- 
dependent effects precede our measurements (>50 psec).

Conclusion
Time-dependent rate constants in accord with the theory 

of Noyes5 were observed in the time range of 100 psec to 3.0 
nsec for the reactions of the hydrated electron with high 
concentrations of highly reactive solutes. Several other fac­
tors may also affect the rate constants at high concentra­
tion.

N e u tr a l  S o lu te s . The reaction of eaq_ + nitromethane is 
diffusion controlled and its rate constant varies with con­
centration (or time) as predicted by eq 1 . Acetone reacts

with eaq_ at onlj one-third the diffusion-limited rate and 
little variation of k ( e aq~ + acetone) is expected or found.

N e g a t i v e ly  C h a r g e d  R e a c t a n ts . The reaction of eaq~ + 
N 03-  occurs whan the two are in physical contact, at a 
nearly diffusion-controlled rate. At higher ionic strength 
the repulsion between the like charged eaq_ and NCb-  is 
reduced, and thus the rate constant increases with increas­
ing salt concentration. In our experiments eaq~ acquires its 
ionic atmosphere before we observe its reaction. The ob­
served variation of &(eaq~ + NO3“ ) with [NaNCL] is the 
product of the ionic strength effect and the time-depen- 
dent rate Constant effect of eq 1. For both I04_ and Cr042- 
the hydrated electron reacts by tunneling 1 0  A ,  and the 
ionic strength effect disappears above 0.01 M  salt, since the 
tunneling distance becomes greater than the distance at 
which the energj of Coulombic repulsion equals k7'. For 
these two negative ions the variation in rate constant is ac­
counted for entirely by the time-dependent effect.

P o s i t i v e ly  C h a r g e d  R e a c t a n t s „ Cd2+ and eaq_ react on 
almost every encounter. This means that in Cd(C104)2 so­
lution the hydrated electron cannot build up a positive ion 
atmosphere and reacts without one. The- rate constant is 
expected to be the mean of (dilute Cd2̂  in Ca(C104)2, 
i.e., both eaq_ and Cd2+ have ionic atmospheres) and k 0 

(neither reactant has an ionic atmosphere). There may also 
be a small time-dependent effect. k ( e aq~ jr. Cu2+) is half 
the diffusion-controlled rate. Thus a partial atmosphere of 
Cu2+ may be buil; up around unreacted eaq_ . However, the 
mean rate constant equals (&2&o)1,/? was calculated as for 
Cd2+, and falls a little below the experimental values for 
higher concentrations of pure Cu(C104)2.
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Appendix
Robinson and Stokes33 give the derivation of a one pa­

rameter relation for mean activity coefficients

, , . —0.51|Z1Z2|̂ 1/2 h .

° g *  1 + 0.329a/41/2 n  ° § “ W
log [1 -  0.018 (h  — n )m ]  (6)

when n is the total number of ions from the salt (1 mole­
cule of salt gives n\ +  n2 = n  ions), h is the number of 
water molecules bound to n  molecules of ions, aw is the ac­
tivity of the water, and m  is the molality of the salt. The 
constant a , or meen distance of closest approach of ions, is 
given by, a = r ^  + r2 -  A, where r\ is the radius of the hy­
drated cation in angstroms, r2 is the crystal radius of the 
anion, and A is the distance the hydration layer is penetrat­
ed when the ions approach each other. A is 0.7 A  for 1:1 
salts and 1.3 A  for 2:1 salts. The value of r\ is found from 
% r i/3 = 30h  + V 1 where V i  is the apparent molal volume of 
cation, and the value estimated for 1 M  may be used at all 
concentrations since V i  is small compared to 30h . Thus 
only the parameter h  needs to be fixed. Equation 6 is valid 
up to about h m  ~  12, when about one quarter of the water 
molecules are bound to the ions, i.e., up to 0.5 M  or more 
depending on the salt. Equation 6 may be modified to give 
eq 7, since /± n = / i ;ll/2n2 andlZiZ^
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log/ini/ 2n2awfe[l — 0.018(h — n ) m ] n =

- O M j m Z t 2 + n2Z 22)//1/2 

1 + 0.329om1/2
was derived from niZj2 + AT2Z 22 using the relation n y Z i  =
—n2Z2. According to eq 7 we may write

f l n' f 2n2K m = (lO -0 -5 1 Z ^ K ^ n ^ lQ -0 .5 1 Z 22Kil)n2 (g)

where K m and are constants for a given molality, m . 
From this we write for the ith ion —log /, (isTlm ) 1 /n‘ =
0.51Z, V /2/(l  + 0.329a/l(i/2), noting that K m or K lm in­
volves ion-solvent interactions and therefore will be little . 
affected by whether the ionic atmosphere is established 
around an ion or not. This suggests that the treatment of 
Coyle, Dainton, and Logan9 can be extended to higher con­
centrations, witli ̂ i = (ti2^0 ) 1/2 if Ko is defined as the rate * - 
constant where neither eaq“ nor the ion it reacts, has an 
ionic atmosphere. '
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Laser flash photolysis of aqueous tryptophan at 265 nm generates the neutral radical product of indole ring 
N-H bond photolysis (Xmax 510 nm, 1800 M “ 1 cm-1; 330 nm, 3100 M “ 1 cm“ 1), the triplet state (Xmax 460 
nm), and the hydrated electron as initial products. The photoionization quantum yields for tryptophan, 1- 
methyltryptophan, tyrosine, and glycine-tryptophan peptides have been determined using ferrocyanide as 
the reference system. The electron and aromatic radical decay by a previously unreported first-order back 
reaction of 0.80-jtsec half-time, leading to residual yields of the separated products after several microsec­
onds significantly smaller than the photoionization yield. The kinetics results are consistent with the for­
mation of a loose complex between the hydrated electron and the radical in which recombination competes 
with separation. The implications of this process for tryptophyl residue destruction in proteins are consid­
ered. A comparable first-order electron decay stage was observed with tryptophan derivatives, tyrosine, 1“ , 
and Fe(CN)64“ .

Introduction

The mechanism of tryptophan (Trp) photolysis is of in­
terest in connection with the photochemistry of indole de­
rivatives and the role of Trp as a major chromophore in 
many proteins. Early flash photolysis studies showed that

irradiation of aqueous Trp in the longest wavelength ab­
sorption band generates the hydrated electron (eaq_) and a 
radical coproduct absorbing near 500 nm.3-6 Santus and 
Grossweiner identified this product with the neutral 
species (Trp) by showing that the radical cation absorbing
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near 580 nm is formed by irradiating Trp in acidic condi­
tions (Trp+) or 1-methyltryptophan (l-MeTrp+) in acidic 
or alkaline solutions.7 The same workers identified the 
triplet states of Trp and 1-MeTrp with a 460-nm band of 
about 10- 5  sec lifetime. The 5-/¿sec time response of the 
xenon flash lamp measurements was not adequate to estab­
lish the photoionization kinetics or the role of the triplet 
state in the electron ejection process. In a recent laser flash 
photolysis investigation of indole derivatives, Bent and 
Hayon8 confirmed the identification of these Trp radicals 
and triplet state absorptions. They observed also a very 
short lived species at 450 nm (<10 nsec) suggested to be 
another triplet state associated with the presence of the 
terminal NH3+ group. Based on the dependence of the 
electron yield on the 3.6-nsec laser flash intensity it was 
concluded that neither the triplet states or the fluorescent 
state are involved in the photoionization process.

The work in this paper emphasizes the fate of the ejected 
electron. The usual eaq~ reactions of water radiolysis do not 
explain the fast, exponential disappearance of the electron 
in the period from 1 0 0  nsec to about 1  /¿sec after the laser 
pulse. Similar decay kinetics were observed with Trp, 1- 
MeTrp, tyrosine, and several inorganic anions, indicative of 
a general phenomenon which does not appear to have been 
observed previously. New results are reported for the pho­
toionization quantum yields obtained by comparison with 
ferrocyanide ión and the extinction coefficient of the Trp 
radical.

Experimental Section

The experiments were carried out with a 150-MW Nd: 
glass laser system (Holobeam Model 631) with Pockel’s cell 
Q-switching providing a 17-nsec pulse at 265 nm after dou­
bling with CDA and quadrupling with ADP crystals. The 
typical pulse energy at 265 nm was 60 mJ as measured with 
a calibrated photodiode and confirmed by estimating the 
electron yield obtained by photolyzing Fe(CN)64“ as de­
scribed in the Results. The transient absorptions were 
measured in a 1 -cm quartz cuvette perpendicular to the 
laser flash using an ILC Type 4L2 xenon flash lamp as the 
monitoring beam. This lamp was energized by a 200-mF ca­
pacitor charged to 0.8 kV to provide a 300-/¿sec flash. A 
timing circuit applied the laser pulse during the peak flat 
output of 20-/¿see duration. The laser beam was limited to a 
horizontal area 0.95-cm long by 3-mm high perpendicular 
to the monitoring beam. Spatial uniformity of the laser 
beam was monitored on each run by observing the “burn 
pattern” on a developed polaroid print. The beam was con­
fined to a 2 -mm depth from the front face of the cell so that 
the optical path length was 0.95 ±  0.05 cm through an irra­
diated volume of known dimensions. The transient spectra 
were measured with a Jarrell-Ash 0.25-mm grating mono­
chromator with Hamamatsu HTV R-136 photomultiplier 
at the exit slit. A Tektronix Type 7704A oscilloscope with 
Tektronix Type C-51 camera made it possible to obtain us­
able single-sweep traces at 20 nsec/cm. The 1-methyltryp­
tophan was prepared and purified by M. Bazin at Museum 
National d’Histoire Naturelle, Paris; other chemicals were 
the best available commercial grade, and were used as re­
ceived.

Results

1. T r a n s ie n t  P r o d u c t  S p e c t r a  a n d  Y ie ld s . The transient 
spectra from 400 /¿M 1-MeTrp in Figure 1 show bands near 
330 and 580 nm, not quenched by air, previously identified

Figure 1. Transient spectrum  from  laser photolysis o f 4 0 0  1-
m ethyltryptophan (aq): (a ) nitrogen saturated, 0 .7 -/is e c  delay; (b) 
oxygen saturated, 0 .7 -^ s e c  delay.

Figure 2 . Transient decays from  4 0 0  n M  tryptophan: (O ) 6 3 0  nm , ni­
trogen saturated; ( • )  6 3 0  nm, a ir saturated; ( □ )  5 1 0  nm, nitrogen  
saturated; ( ■ )  5 1 0  nm, air saturated.

with the l-MeTrp+ radical.7 The 460-nm absorption evi­
dent in the deaerated solution has been attributed to the 
triplet state. Laser photolysis of Trp gave similar results 
with l-MeTrp+ replaced by the 330- and 510-nm bands of 
neutral Trp. No precursors could be detected within the 
50-nsec solution of our system indicating that deprotona­
tion must be very fast. Typical decay results at 630 nm in 
Figure 2 show that the initial electron decay is exponential. 
The corresponding 510-nm decay represents a superposi­
tion of the electron, 3Trp, and Trp. The radical extinction 
coefficient was determined by comparing the initial 630- 
nm optical density to the extrapolation of the “long-time” 
radical decay curve obtained in air-saturated solutions 
back to the time of the laser pulse. This method assumes 
that the radical and electron are 1 : 1  coproducts and the 
overlapping electron and triplet absorptions are negligible 
after about 1 /¿sec. The results in Table I are in satisfactory 
agreement with independent pulse radiolysis determina­
tions, in which Trp and l-MeTrp+ were produced by allow-
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TABLE I: Optical Spectra of Aromatic Amino Acid Radicals

Solute Radical Spectra“ Ref

Tryptophan Trp 510 nm 330 nm This workpH 7-12 1800 ± 200 3100 ± 300
510 nm 320 nm 9apH 7 1750(±20%) 2800(±20%)
520 nm 320 nm 9bpH 7 1840 2860

Tyrosine 
pH 7

Tyr 410 nm 
2600 ± 500 This work
410 nm 10pH 7 2750 ± 200

1-Methyltryptophan . 
pH 7

pH 7

l-MeTrp+ 570 nm 
2600(±20<B 

580 nm 
2900 ± ¿00

340 nm 
3900(±20%) 9a

This work

“ Absorption maxima and molar absorbance (M-1 cm-1).

TABLE II: Photochemical Electron Quantum Yields Based on Ferrocyanide Ion Reference System

Solute pH" AOD/(AOD)ref6 K

400 i±M tryptophan aq (7) 0.48 ± 0.07 0.25
9 (11) 0.70 ± 0.08 0.36

11.8 (3) 0.82 ± 0.14 0.43
400 pAZ 1-methyltryptophan aq (2) 0.69 ± 0.12 0.36

11.8 (1) 0.81 0.42
1.5 mill tyrosine aq(2) 0.55 ± 0.07 0.29“

9 (2) 0.60 ± 0.02 0.31“
0.16 AZ KI aq (3) 0.69 ± 0.05 0.36

a Number of runs in parentheses; 25 ±  1°C. 6 Initial AOD (630 nm) divided by AOD (630 nm) with Fe(CN)fi4 at same initial OD (265 
nm).c Based on 4>e = 0.52 at 265 nm for Fe(CN)64_.12d Proposed as a biphotonic process in ref8 .

ing Br<2~ or (CNS)2-  to react whh the ground state mole- 
cules.9'The same approach applied to tyrosine gives results 
in fair agreement with an earlier flash photolysis determi­
nation, notwithstanding the evidence in that work that 
about 20% of the phenoxyl radical results from O-H bond 
splitting and not photoionization.10

Previous measurements of the aqueous Trp photoioniza­
tion electron quantum yield were based on actinometric 
techniques. The results reported for broad-band flash lamp 
irradiation were 0.09 (pH 11.8) 11 and 0.008 (pH 10-12) ,6 

while laser flash photolysis at 265 nm led to 0.08 at pH 6  

and 0.21 at pH l l .8 The low values obtained with conven­
tional flash techniques must be discounted because of the 
electron-radical back-reaction discussed below. Although 
the laser data should be accurate in principle, pulsed laser 
outputs are variable and difficult to measure accurately. A 
comparison method has been employed in the present work 
based on measuring the electron yield from Fe(CN)64- so­
lutions of the same initial absorbance. The photochemistry 
of Fe(CN)64_ has been investigated extensively. While 
there has been controversy about the photoionization 
mechanism between Stein12’ 13 and Dainton, 14 the electron 
yields obtained with several scavenging systems are in good 
agreement. The present results have been normalized to 4>e 
= 0.52 at 265 nm (no buffer) reported by Shirom and 
Stein12 where N2O was employed as the electron scavenger. 
The same work reports 4>e = 0.66 at 254 nm, in exact agree­
ment with Airey and Dainton14 for N2O solutions from pH 
4 to 12. The results in Table II were obtained by extrapo­

lating the optical density at 630 nm back to the time of the 
laser flash. The “initial” yields as reported here exclude 
any components that decay within 50 nsec and do not con­
sider possible nonlinear absorption effects at laser intensi­
ties. Bent and Hayon8 observed a slightly higher yield of 
eaq-  with < 1 0 -nsec decay which could not be observed with 
our system.

The effect of peptide bonding on the electron yield is rel­
evant to the photoionization of tryptophyl residues in pro­
teins. The results for three time periods are summarized in 
Table III, normalized in each case to Trp as unity. The <50 
nsec period should include any very fast electron decay 
processes that could not be resolved with our apparatus. 
The 100 nsec results are the linear extrapolation of the 
present laser data to the time of the laser flash. The 5 psec 
data are new results of Baugher15 obtained with a xenon 
flash lamp system, representing the approximate radical 
yields at the completion of the exponential decay period. 
The three independent sets of measurements show that 
peptide bonding decreases the actual electron yield at each 
stage of the decay process.

2. E le c t r o n  D e c a y . At a typical electron concentration of 
2 0  n M  at 1 0 0  nsec one would expect a second-order decay 
of about 3-psec half-time based on k ( e aq~ + eaq~) = 6  X 109 

M “ 1 sec- 1 . 16 Instead, we observed consistently that the dis­
appearance of the electron was exponential during the time 
period where about 80% of the initial yield disappears. 
Check experiments were done with several sources of dis­
tilled water and chemicals, with and without buffers, sever-
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TABLE III: Relative Electron Yields at Three 
Time Stages

Solute < 50 nsec“ 100 nsec* 5 psec“

Trp (1.0) (1.0) (1.0)
Trp-Gly 0.6 0.8 0.6
Gly-Trp 0.4 0.6 0.5
Gly-Trp-Gly 0.5 0.4

a Reference 8 . b This work. c Reference 15; based on Trp yields.

Figure 3 . Analog com p uter fitting o f observed electron decays  to 
first-order kinetics.

al sources of saturating nitrogen and evacuation, and dif­
ferent irradiation cells, with no indications that the results 
are an experimental artifact. Figure 3 shows the analog 
computer fit of exponential decay to the data obtained with 
several solutes. The average first-order electron decay life­
time for Trp photolysis was 0.80 ±  0.04 ¿¿sec for 18 runs 
from pH 6.4 to 11.8 and with Trp concentrations ranging 
from 100 to 800 ¿¿M. Since the initial OD (265 nm) varied 
from 0.4 to 3.2 (1 cm path) the possibility of an error due to 
concentration gradients across the monitoring field was 
considered using the analysis of Boag. 17 Figure 4 shows the 
measured electron decay obtained from photolysis of 0 .6 6  

mM  Fe(CN)64- (points) and the expected second-order 
decay if the same initial electron concentration were uni­
formly distributed (Figure 4b). The apparent second-order 
decay if the electrons are divided into two compartments 
across the cell with 1 0  times higher initial concentration in 
one than the other is shown in Figure 4a. Although this 
high nonuniformity leads to a small error in the magnitude 
of the measured optical density, the predicted decay curve 
does not approach the experimental data. The actual elec­
tron concentration change across the 2 -mm measuring win­
dow was 2.1 with 400 p ,M  Trp, so that the case of Figure 4a 
is an extreme overestimate. It can be concluded that non- 
uniform light absorption in the direction of the laser beam 
cannot lead to a concentration gradient across the cell such 
that the usual bimolecular electron decay reaction has the 
appearance of an exponential process of the correct life­
time.

In view of the eaq-  extinction coefficients of 14400 at 630

Figure 4. Electron decay  from  laser photolysis o f 0 .6 6  m M  fe rro c y a -  
nlde (points): (a ) theoretical decay  for bim olecular process with 10:1 
initial e lectron distribution in tw o  com p artm ents  across cell (see  
text); (b) theoretical decay  fo r bim olecular p rocess with uniform  ini­
tial e lectron  distribution.

--------------------- 1-------------

4
/

/
A O D  (6 3 0 ) v s /

£  AOD ( 5 1 0 ) /

/  ^ / Ù ,O D (630) vs
J L  /  A 0D 1 5 8 0 ) _

/  /

„ ______________ i______________ i__
0  0  1 0 - 2

AOD (510,580)
Figure 5. Relationship of electron absorption to radical absorption  
a fte r laser photolysis: (O ) tryptophan (aq); (€>) tryptophan (pH 9.0);
(O ) tryptophan (pH 10.0); ( • )  tryptophan (pH 11 .8); ( ■ )  1-m ethyltryp- 
tophan (aq); ( □ )  1-m ethyltryptophan (aq). Each set of points repre ­
sents an independent run; all 4 0 0  fiM, nitrogen-saturated solutions. 
The dashed  lines indicate th e  slope that should be observed if the  
electrons and radicals re a c t together (s ee  text).

nm, 11000 at 580 nm, and 6400 at 510 nm ( M ~ l cm- 1 ) 18’ 19 

it is apparent that the electron when present makes a major 
contribution to the total absorbance in the radical bands. 
However, if the radicals and eaQ_ maintain a constant con­
centration ratio during the exponential decay process, then 
AOD (630 nm) is proportional to AOD (510 nm) for Trp 
photolysis and to AOD (580 nm) for 1-MeTrp photolysis 
(see Discussion). The proportionality constant in each case 
should be approximately the corresponding value of
fe630/(f ( .510 +  fR 510) QJr 6e630/ ( fe 580 +  £R580) F i g u r e  5  s h o w s

experimental data for several runs where AOD (630 nm) is 
plotted against AOD(510 nm) or AOD(580 nm) at different
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TABLE IV: Dependence of Electron Decay Half-Time 
on Temperature after Laser Photolysis of 
Aqueous Tryptophan

t, °c r1/2, /¿sec V6 1 0 5t 1 /2 / tj

27.0 0.86 ± 0.08 0.851 1.01
40.0 0.65 ± 0.06 0.653 1.00
50.0 0.54 ± 0.10 0.547 0.99
60.0 0.49 ± 0.10 0.467 1.05

a Electron decay half-time; average of three runs; 400 fxM Trp at 
pH 9. 6 Water viscosity, centipoise.

times during the exponential decay period. The dashed 
lines are drawn with the slope specified by the appropriate 
extinction coefficient values (Table I) and fit quite well. It 
is concluded that a back reaction of the electron and radi­
cal takes place during the exponential decay stage, so that 
the products previously measured with conventional flash 
photolysis are residual yields after substantial recombina­
tion. The rate of the exponential decay process increases 
with increasing temperature clcsely following the same 
temperature dependence as the viscosity of water (Table 
IV), suggesting that solvent reorganization is involved in 
the back reaction. In air-saturated solutions the electron 
decay half-time for Trp was reduced to 0.13 ±  0.02 /¿sec (15 
runs). This value corresponds with the expected halftime 
for the superposition of an anaerobic process of 0.80-psec 
half-time and scavenging by oxygen with k ( e aq~ +  O2) = 2 

X IO10 M - 1  sec- 1 . 16 However, a series of runs with added 
H2O2 led to an effective rate constant of k (e-  + H2O2) = 7 
X 109 M ~ l sec- 1  compared with the radiolysis value of 
k ( e aq~ +  H2O2) = 1.2 X IO10 M -1 sec- 1 , 16 suggesting that 
the electron may be less accessible than free eaq_- A mecha­
nism that explains the experimental observations is based 
on the assumption that the electron and radical form a 
loosely bound complex in which the first-order back-reac­
tion competes with separation into free products. The im­
plications of this process for the photochemistry of Trp are 
considered below.

tial products remain coupled and interact via a first-order 
back-reaction with 0.80-^sec half-time. This mechanism is 
supported by recent flash photolysis studies on AT-acetyl- 
tryptophanamide by Evans et al.20b indicating that the ab­
sorption maximum of the electron at 5 /¿sec delay is blue- 
shifted about 2 0  nm from the radiolysis eaq-  absorption as 
attained in their work after about 20 /¿sec. This effect was 
not observed with aniline.

To a first approximation the exponential stage may be 
considered as the competition between the back-reaction 
and separation of the complex:

(Trp . . . .  e ' )  Z  

leading to the kinetics solution: 

r „ - i _____ [ i

Trp
Trp + ea

Jtot k. + k
(fe2 + feji?-« W f)

( 1)
(2 )

(I)

where [e_]tot is the sum of the electron concentrations in 
the complex and present as free eaq~. The good fit of the 
decay data to pure exponential indicates that reaction 1  

dominates. A certain fraction of the original electrons and 
radicals survive the recombination stage and subsequently 
react as free species. The residual fraction can be estimated 
by comparing the “initial” yields as measured with xenon 
lamp flash photolysis with Table II. Pailthorpe et al.6 re­
ported electron quantum yields of 0.008 ±  0.002 for Trp 
and 0.006 ±  0.002 for 1-MeTrp (pH 10-12) by extrapolat­
ing the eaq~ absorbance at 250 /¿sec to zero time leading to 
k\ 50k  2. The “long-time” tail of the data in Figure 3 
which deviates from the line is attributed to residual elec­
trons which react via the slower bimolecular processes.

The linear dependence in Figure 5 can be strictly true 
only for complete recombination of electrons and radicals. 
The assumption that 'he free and complexed electrons and 
radicals present at any time have the same extinction coef­
ficients leads to

AOD(510)/AOD(630) = € e510 
~  630 +  
^  e

Discussion
The photoionization pathway of an aromatic molecule in 

aqueous solution depends critically upon the specific struc­
ture and dissociation state. Recent work indicates that the 
photoionization of phenylalanine is biphotonic in neutral 
and alkaline solutions8 while the tyrosine photolysis mech­
anism changes from biphotonic to monophotonic when the 
phenolic group is dissociated.8’20̂  The triplet state was pos­
tulated as the intermediary in those cases. It does not ap­
pear that either the Trp triplet state or fluorescent state 
are involved in the photoionization of Trp. Bent and 
Hayon8 suggest that the electron is released from a higher 
excited-singlet state or a vibrationally excited, lowest ex­
cited-singlet state. Their work indicating that the electron 
release intermediary has a lifetime <3.6 nsec is consistent 
with the earlier conclusion of Grossweiner and Usui11 that 
photoionization, followed by rapid deprotonation in neu­
tral and alkaline solutions, competes with the formation of 
the Trp fluorescent state. It now appears quite certain that 
within several nanoseconds after excitation of aqueous Trp 
in the longest wavelength absorption band, initial products 
are formed with absorptions similar to eaq~ and the same 
Trp radicals as observed after 5 /¿sec in water or stabilized 
in rigid media.7 The present work indicates that these ini-

£
e
R- °[R],r51°[
T T e

+ € 51 °[R]f
Ü T+ 6301 di)

where f and c denote free and complexed species, respec­
tively. Assuming that [e~]c »  [e_]f during the initial decay 
stage leads to

e 5 1 0  1 ,  51 0
AOD(510)/AOD(630) —  +

^ e

( e H 5 1 0 /e e 6 3 0 ) W f_  ( l n )

In the case of the Trp radical, the first term on the right 
side equals 0.57 while the coefficient of the second term on 
the right is 0.125. Furthermore, [R]r «  [e~]c so that the sec­
ond term is negligible during the exponential decay stage, 
when the concentrations of free electrons and radicals are 
low, in agreement with the good fit in Figure 5. (The corre­
sponding values for l-MeTrp+ are 0.95 and 0.18.) Although 
the exact solution of kinetic system in which a second- 
order decay follows a first-order decay cannot be found, the 
above considerations show that the proposed model is in 
approximate agreement with the experimental data.

The electron back-reaction should lead to photooxida­
tion quantum yields significantly lower than the laser flash
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initial yields. The average of four published values cited by 
Vladimirov et al.21 is 0.0065 ±  0.0012 for irradiation of 
aqueous Trp at 254 to 280 nm, i.e., about 50 times smaller 
than 0.25 in Table IL (Pailthorpe et al.6 report permanent 
destruction quantum yields about a factor of 1 0  higher 
than the earlier determinations but there is no obvious ex­
planation for the discrepancy.) The quantum yields for Trp 
destruction in proteins are considerably higher than aque­
ous Trp when based on light absorbed by tryptophyl resi­
dues, e.g., lysozyme 0.040;22 trypsin 0.047;22 papain 0.06;23 
myosin 0.013;24 ovalbumin 0.015.24 Flash photolysis spectra 
for a number of proteins have shown that the Trp radical 
and eaq_ are initial products (e.g., lysozyme, 11 trypsin,25 pa­
pain,26 carbonic anhydrase,27 human serum albumin27) so 
that the higher Trp destruction yields can be explained by 
the suppression of the back-reaction promoted by rapid re­
action of the electron at nearby electrophilic sites. The ac­
tual photolysis quantum yields per residue are almost cer­
tainly several times higher than the above average values 
because the exposed Trp residues should be much more 
photolabile than the hurried residues. The lower electron 
yields in the small Trp peptides (Table III) may be a result 
of competitive photolysis pathways in which the electron is 
not a product, which might contribute also to the higher 
photolysis yield of Trp in proteins. Laser photolysis experi­
ments on proteins should help clarify this key point.

In view of the more rapid disappearance of the electron 
during the exponential decay stage when oxygen is present, 
it might be expected that the radical yield after about 1 

¿¿.sec would be considerably higher than in deaerated solu­
tions. However, the flash spectra indicate that the radical 
yields are actually somewhat lower at this time period (e.g., 
Figure 1 and ref 7). The only possible explanation we can 
suggest for this surprising result is that molecular oxygen 
diffuses into the complex and replaces the electron, leading 
to the apparent disappearance of the eaq_ absorption, while 
the back-reaction between Oa~ and the radical continues. 
The electron decay half-time for Trp derivatives is con­
stant within the statistical variation. The average value for 
Trp (18 runs) 1-MeTrp (3 runs), Gly-Try (3 runs), and 
Trp-Gly (4 runs) was 0.78 ±  0.03 ¿¿sec at pH 6.4 to 11.8. 
Corresponding values for other solutes are: tyrosine 0.67 ±
0.07 ¿¿sec (4 runs; pH 7), I-  0.80 ±  0.05 ¿¿sec (2 runs; pH 7), 
and Fe(CN)64- 1 . 0 1  ±  0.03 ¿¿sec ( 2 1  runs; pH 9.5). The rela­
tively small effect of the radical charge on the decay rate 
suggest that the interacting species are separated by sever­
al water layers, which is consistent also with the rate of 
electron scavenging by oxygen and excellent correlation be­
tween the effect of temperature on the decay rate and the 
viscosity of water. Although eaq_ complexes have not been

postulated previously, there is no reason why they should 
not be formed with the observed properties. This type of 
intermediate can be stabilized only after hydration of the 
ejected electron and does not involve the postulated “sol­
vent cage”. While the present work was undertaken to 
study the photolysis of aqueous Trp, the observation of the 
exponential electron decay with I "  and Fe(CN)e4'~ indi­
cates that previously proposed mechanisms for inorganic 
anion photolysis cannot be correct and should be reexam­
ined.
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The kinetic behavior of compounds subjected to radiolysis in solution has been investigated for a general­
ized mechanism that comprises an infinite number of consecutive reactions between the radiolysis prod­
ucts and radicals (Z-) derived from the solvent. When steady-state conditions for these primary radicals 
exist, it is rigorously shown that the dose, D x, required to convert any desired fraction x of the original so­
lute A  i into products varies linearly with the initial A i  concentration, A 0, regardless of the number of steps 
in the process and independently of whether or not A  i decreases exponentially with dose. Furthermore, it 
is demonstrated that the slope of the linear plot measures the reactivity of A , and all products derived 
therefrom with (Z-j, while the intercept measures the reactivity of (Z-) with solute-independent impurities 
that may be present. The kinetic behavior of the system is independent of dose rate when only consecutive 
steps are involved in the radiolysis mechanism. The characteristics of radiolysis mechanisms that involve 
reaction of the solute with secondary products of the radiolysis have also been investigated. Such mecha­
nisms do not, in general, yield linear plots of D x vs. A0. The deviation from linearity are, in fact, a measure 
of the reactions of solute with secondary products. Model calculations also show that the kinetic behavior 
of such systems depends on the dose rate. This dependence can, under the proper conditions, become man­
ifest at much lower dose rates than that due to reactions of primary and secondary intermediates with one 
another.

Introduction

Ionizing radiations are, unfortunately, extraordinarily 
harmful to living organisms. Many of them, including man, 
are killed by exposures to 300-3000 rads, even though the 
amount of energy absorbed is minute, 3-30 (J kg- 1 ) . 1 If ad­
equately controlled, radiation can, however, be put to im­
portant and humane uses, notably in cancer therapy.2

A great deal of attention has accordingly been devoted to 
investigating the effects of radiation upon the substances 
of which living organisms are composed. For the most part, 
these substances have complex, polymeric chemical struc­
tures, with molecular weights in the range of 104-109. When 
exposed to radiation, the molecules of these substances can 
undergo a myriad of chemical changes. A large volume of 
experimental data has been obtained, but the interpreta­
tion of this data has proven to be a very difficult and labo­
rious task.

A number of models have been proposed to interpret the 
kinetics of radiolysis in aqueous solutions3-9 (additional 
references, published before 1959, may be found in the 
cited papers). In these models, however, one or more of the 
following restrictions have been imposed: (1 ) that inactiva­
tion or decomposition of the substrate vary exponentially 
with the dose; (2 ) that the substrate be inactivated only by 
reaction with radicals derived directly from the solvent, 
thus excluding inactivation by secondary products derived 
from further reaction of said radicals; and (3) that impuri­
ties be negligible.

In the present paper we present a phenomenological 
treatment for some model systems in which we have re­
laxed the above restrictions. The characteristics of consec­
utive and parallel radiation processes are derived, and the 
effects of dose rate examined for each case. It is recognized 
that the models examined are much simpler than the sys­

tems which have been investigated experimentally. The re­
sults of the model calculations nevertheless shed some light 
on how properly to interpret existing phenomenological ki­
netic data. They also suggest types of experiments that 
might be carried out in the future to elucidate aspects of 
the problem that are currently still in doubt.

Theoretical Formulation

In the model systems we shall be considering, the con­
centration of biologically active substance will be denoted 
by A  i. We shall assume that its concentration is directly 
proportional to some property, <1>, that is measured experi­
mentally, i.e., A i = i

It is assumed that the mass fraction of water is much 
greater than that of A i, so that the energy absorbed “di­
rectly” by Ai, and its consequences, can be neglected. The 
water is decomposed by the radiation into radicals (Z-):

H20  — * (Z-)

where (Z-) represents (OH-), (HaO-- ), (H-), etc. If the 
“yield” of radicals is G , we may write for the rate of pro­
duction of (Z-), d(Z-)/df = G p (d D / d t) , where p is a propor­
tionality constant tha* has the dimensions of density ( = 
energy absorbed X dose- 1  X volume-1).

It is further assumed that the chemical processes fol­
lowing the absorption of radiation can be described by spe­
cific rate coefficients, k \ . . .  k i, which have the significance 
usually attributed to them in chemical kinetics, i.e., they 
represent the reactivity of thermally equilibrated species 
and are constant throughout the solution.

The initial concentration of A\ is denoted by A<> It is 
postulated that successive reactions with (Z-) converts A i 
into products A2 . . . A,, and no restriction is placed, except 
as specified, on the number of such reactions that may take
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place until a product I is formed which is impervious to fur­
ther reaction with (Z-). It is furthermore stipulated that the 
products A2 ■ • . A ; have no biological activity, i.e., A\ at 
any point is measured by the value of 4>.

Since it is never possible, in any real system, to eliminate 
all the impurities, it is appropriate to have a formulation 
that permits their influence to be evaluated. Accordingly, 
the model allows the presence of one or more impurities, C t 
. . . Ci, in the solvent medium.

Finally, the models do not permit the reaction of one (Z-) 
with another or with the products of such reactions. In 
point of fact, such processes must inevitably come into play 
as A, and C L approach zero, since at that point there would 
be nothing else left with which (Z-) might react. However, 
such processes are expected to become important only at 
very low concentrations, far below those actually utilized in 
most laboratory experiments, or at extremely high dose 
rates. 1 1 -15

The models are analyzed within the framework of the 
“steady-state” approximation, i.e., in the condition that 
the concentration of (Z-) radicals remain essentially con­
stant:

d(Z-)/dt *  0

Since the concentrations of (Z*) to be expected at “mod­
erate” dose rates (1 - 1 0 0  rads sec-1) is on the order of 1 0 ~ 9 

M ,  steady-state conditions can generally be expected to be 
present.

The list of symbols to be employed in the paper is as fol­
lows: G  = yield of radicals (Z-) per unit energy absorbed; D  
= radiation dose; p =  proportionality constant; t = time; 
(Z-) = primary radical product from radiolysis of water; Ao 
= initial concentration of biologically active substance Ai; 
kj = thermal reaction rate coefficient for reaction of (Z-) 
with Aj\ A j  = product formed by the reaction of A j - i  with 
(Z-); I  = concentration of product impervious to reaction 
with (Z-); Co = initial concentration of impurity Cj in the 
solvent; C,-(i =^1 ) = concentration of impurity formed by 
reaction of C i- 1 with (Z-); K n = thermal reaction rate coef­
ficient for reaction of (Z-) with C n.

A. C o n s e c u t iv e  P r o c e s s e s . We begin by investigating the 
kinetics to be expected if the radiolysis mechanism consists 
of a series of consecutive reactions with (Z-). The mecha­
nism to be considered then is

H20
GpfdD/dt) 
----------MZ.)

hi
A 1 + Z* — >■ A2

hi
A2 + Z----- >- A3

kj
A , + Z- — >-1

for 1  < i  <  j

dAi/dt = -feiAi(Z-) 

dA,7dt = [k n - i A n- i  -  k nA r] ( Z-)

dCi/df = -tfiCi(Z-)

and

dCm/dt = [ K n - r C r n - !  -  K mC m) { Z.)

( 1)

( 2 )

(3)

(4)

for ( 1  <  m  <  n ).
The steady-state concentration of (Z-) is now given by

(Z-) = G P (d D / d t) T ±  k iA i +  t  K mC m I ” ' (5)
L i= 1 771=1 J

Integration of the above equations is most conveniently 
done in terms of the transformed variable

x  -  A 1 /A 0 (6 )

Substitution of eq 5 into eq 2  followed by use of eq 6 yields, 
after integration

+

t  ~  r ^ l  (?)
m = l  K i  X  J

It may be shown that the second term in eq 7 is propor­
tional to A o'-

( 8)

The proof is as follows. Division of eq 1  by eq 2 followed by 
integration between corresponding limits yields

Ai =
k\

r x A i - 1  dx
J l  x (ki/k 1 + 1) (9)

For i =  2 , this gives

A2 =  - x k2/k'A0 J, * x “ <fe2 /* l )  dx (1 0 )

We now define

f2( x )  =  - x hilhi  J ' x - ( k 2/ki) d;c
( I D

which makes A2 =  A0f2(x). In a 
9 now yields with i =  3

straightforward manner, eq

A3 =  - ^ x k*/k'A0
k i

r x f2(x) dx 
J l  x fk3/k\ + l) (1 2 )

We now define for general i

f 'i(x)
S i

x f;_i(x) dx
( k i / k  1+1)

With this definition we have A3 = f3 (x)Ao.
A simple induction proof now demonstrates that

(13)

Kl
C l +  z - — ► c 2

Kic2 + z -  — ► c 3

Kn
C n +  Z- I

For arbitrary j  and n , we have

An = f„(x)A0

and consequently

i =  2 « 1  X  ; = 2 « 1  J l  X

which is the required proof.
By a similar derivation, we can show that

Cm ~  hm(x)C0

(14)

(15)

( 16)
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where

hm (x) = K m — l  K m ! K ]  —i(x)dx
K \ x ( K m/ K i  +  l)

for m  >  1 , and
hi(x) = x K '/k'

(17)

(18)
The above results indicate that eq 7 may be written in 

the form

D x =
G P

(x -  1 ) + 1 &£ r *  f,(x) d x  

i h k i J i  x
+

C Q £  C X h m ( x )  dx
m= 1 K - X X (19)

Equation 19 may be applied to the case in which diverse 
impurities are present. In that case, Co is the sum of all ini­
tial impurities, and the X, are effective rate coefficients 
that measure the rate of subsequent reactions of these im­
purities.

Equation 19 clearly indicates that the dose required to 
reduce the activity of substance Ai to a fraction x  of its 
original value increases linearly with the initial concentra­
tion Ao- From eq 19 we see that the slope of the line is given
by

slope = ¿ i i  f ’ S iA *
L r p  L i =  2  fi-1 »XI X

( 20)

i.e., it is proportional to the capacity of solute A  t and all 
derived products Ay to react with (Z-). From eq 19, it can 
also be seen that the intercept is

intercept = Co ■£ K m  C X bm(x) dx
m — 1 K ]  J l  X

( 21)

i.e., it is a measure of the radical scavenging ability of the 
solute-independent impurity and of all products derived 
from it.

Similar equations have been previously derived by Au- 
genstine4 and by Hutchinson and Ross.5 However in both 
cases the derivations assumed that the decomposition or 
inactivation of A  j was exponential with dose. The above re­
sults demonstrate that such restriction is not necessary. 
Any consecutive mechanism will exhibit such behavior. 
Conversely, if a linear D x vs. Ao plot is found empirically, 
this may be taken as evidence for a consecutive radiolysis 
mechanism.

It is instructive to note in this connection what condi­
tions would give rise to an exponential relationship be­
tween Ax and D . From eq 1 and 5 it may be seen that expo­
nential concentration-dose curves will result if and only if

£  k iA i +  Y. K mCm = constant (2 2 )
¿=1 m= 1

That is, the total radical scavenging ability of the system 
must remain constant throughout the radiolysis. Although 
this condition is not likely to be fulfilled, it will be approxi­
mated if the original solute reacts with (Z-) to form diverse 
products, whose combined reactivity toward (Z-) is close to 
that of the initial compound. This is likely to be realized in 
the case of enzymes because they typically contain many 
amino acid residues (ten to a hundred or more) that react 
rapidly with the radicals from water.

Hutchinson and Ross5 have reported on the radiolytic 
decomposition of methylene blue, coenzyme A, and sulfa­
nilamide, both alone and in the presence of added “impuri­
ty”. Their data are reproduced in Figures 1-3. The empiri­

Figure 1. M ethy lene blue, D 0 37 against A 0: (---------) in 0 2; (---------) in
N2.

Figure 2. C oenzym e A, D 0S7 against A 0. Th iourea impurity added.

Figure 3. Sulfanilam ide, D 037 against A 0. Y eas t ex tra c t impurity 
added.

cal data are in agreement with the behavior to be expected 
for a consecutive mechanism. In the absence of an added 
impurity, plots of D0.37 vs. Ao are linear and extrapolate 
nearly to the origin. In the presence of added impurity, 
thiourea in the first two cases, yeast extract in the third 
case, plots of D0.37 vs. Ao are still linear but the intercept at 
Ao = 0 is shifted in proportion to the impurity, as required 
by eq 19.

Augenstine4 has reported data for some enzymes. His 
treatment of the data involves plotting the reciprocal of the 
yield G  for the solute Ai vs. 1/A0. This procedure can easily 
be shown to be equivalent to that of plotting D x vs. A (): eq 
19 may be written in the form

D x — clA q + b (23)

where a and b are constants at a given x. G  is the amount 
of A1 decomposed per unit dose; i.e.
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Figure 5. D-Am ino acid  oxidase, 1 /G A against 1 /A 0

G a i  — (1 ~  x )A o / p D x 

Combination of eq 23 and 24 yields
(1 -  r)A0 

a A 0 +  b

which may be written in the form

1 /Ga, = b/{ 1 — x ) A 0 +  a/ ( 1 — x )  =  b '/A 0 + a '

(24)

(25)

(26)

where a ' and b ' are constants.
The data on trypsin, reproduced in Figure 4, are in ac­

cordance with the consecutive mechanism, i.e., in absence 
or presence of appreciable impurity, the reciprocal of the 
inactivation yield for trypsin varies linearly with 1/A0 in 
the concentration range examined. Similar conclusions may 
be reached for D  amino acid oxidase, whose radiolysis is 
shown in Figure 5. Augenstine4 reports, in addition, two 
cases which are not in agreement with the consecutive 
mechanism, the data for chymotrypsin and ribonuclease, 
shown in Figures 6  and 7. In these cases, it may be seen 
that the | G A ,| value increases at high concentrations of en­
zyme. One possibility is that the enzyme in these cases is 
appreciably inactivated by secondary products. This possi­
bility, that has been excluded from the mechanisms dis­
cussed above, is considered in the next section.

It is pertinent to note, at this point, that eq 19 is inde­
pendent of dose rate. Therefore, if measurements taken at 
different dose rates yield identical plots of D x vs. A0, one 
may infer that the radiolysis mechanism is, to a large ex­
tent, consecutive in nature. Conversely, if a variation is 
noted for different dose rates, this may be taken as evi­
dence that the mechanism is not consecutive.

Figure 6. Chym otrypsin, 1 /G A against 1 /A 0.

Figure 7. Ribonuclease, 1 /G A against 1 /A 0.

It should also be noted that eq 19 involves ratios of the 
rate constants that may be expected to vary with tempera­
ture. Determining D x vs. A a at different temperatures 
therefore provides a means of monitoring the temperature 
dependence of the k, .

B . P a r a l le l  P r o c e s s e s . If the radiolysis mechanism in­
volves the inactivation of substrate Ax by secondary radi­
cals A, (i >  1), the linear dependence of D x -upon Ao is re­
moved. Furthermore, the inactivation process becomes 
dose-rate dependent. This dependence is markedly differ­
ent from that which develops at high dose rates because of 
the onset of second-order reactions between primary radi­
cals (Z- ) .1 1 1 4  The onset of the latter effects has been ob­
served to occur at dose rates approaching 108 rads/sec. 15 In 
the present case, on the other hand, it is possible, under the 
right conditions, to observe such effects at much lower dose 
rates, between 10-50 rads/sec.

One may easily see how such effects result from the reac­
tion of secondary radicals with Ai by consideration of the 
following simple parallel mechanism:

G(dD/dt)
H20 —— *z-

¿0
Ai + Z- — >- A  i (R0 )

ki
A\ + Z*— >- A  2 (Rl)

k2
A% + Z -----► A3 (R2)

H
A 3 + Z----- >■ I (R3)

A2 + A 2 — *■ A 3 + A 3 (R4)

kb
A 2 + Ai — »- A 2  +  A 3 (R5)

*6
a 2 +  z - — >-I (R6 )
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Figure 8. Results of num erical integration of parallel m echanism .

Reaction RO represents the possibility of" primary solvent 
radical attack upon solute A  j without change in the assaya- 
ble property <t>. Reactions Rl, R2, and R3 constitute a se=- 
quence of consecutive processes analogous to those in the 
previous section. Reactions R4, R5, and R6  allow product 
A 2 to react in several modes concurrently; reaction R5 ex­
plicitly admits reaction of solute A  i with A  2 product, and 
furthermore forms a product which can react with A 1.

From the steady-state expression for (Z-), the variation 
of A 1 with dose may be shown to be

dAi/dD — — k\G pA i/[A \{k.Q  + k\) + A 2( k 2 + kß) + &3A3] —
k ^ A i / ( d D / d t )  (27)

d A 2/dD =
________ G p (k ]A \  — k 2A 2)________
[Ai(fco + k i )  + A 2(k 2 + k e )  + &3A3]

and

fe4A22 

(d D / d t) 

(28)

dAs/dD = ________ G p ( k 2A 2 — k 2A 2)________
[Ai(feo + k i )  +  A 2(k  2 + kfd  + fesA3]

+

2fe4A22 + kçyA iA z  

(d D / d t)
(29)

Since the dose rate appears explicitly in eq 27-29, we would 
expect to see a variation of the observed results as (d D / d t)  
changes. Moreover, it should also be noted that the magni­
tude of the term containing the dose rate in eq 27 and 29 
depends upon the product A iA2 rather than upon the 
product of two primary or secondary radical concentra­
tions. Since Ai may often be some 1 0 4- 1 0 6 times larger 
than the concentration of reaction intermediates like (Z-), 
A2, etc., the effect of dose rate should be observable at 
much lower dose rates than those due to the interaction be­
tween intermediates or primary radicals.

As an illustrative numerical example of the above obser­
vations, we have examined the kinetic behavior of the 
above system by Runga-Kutta numerical integration on a 
360/65 digital computer. It was assumed that the reaction 
of primary radicals (Z-) with A 1 proceeds with a typical

TABLE I: Parameters for Numerical Integration of 
Parallel Mechanisms

Parameter Value

fe0 1.0 x 109 AT1 sec-1
*1 1.5 X 109
fe2 1.8 x 109
fe3 1.0 X 109

Varied (see Figures 8 and 9)
h Varied (see Figures 8 and 9)
kç 1.0 x 109
G 3 x 10'9 mol of radicals/rad
Ao 0.5 x 10"5 to 5.0 x 10"4 in increments 

of 0.5 x 10"3
C0 0.0

Figure 9 . D ose rate  effects .

specific rate constant of 10® mol dm- 3  sec-1. The impor­
tance of secondary radical recombination and the inactiva­
tion of Ai by secondary radicals was then investigated by 
systematically varying the relative magnitude o f  k  4 and k 5.

Figure 8  shows the results of calculations for the parame­
ter values listed in Table I. If fc4 = k 5 =  0, the mechanistic 
scheme reduces to a special case of the generalized consecu­
tive mechanism already discussed, and a plot of D 1/3 vs. A0 

is linear, as expected. If fc4 is made small, but nonzero, only 
a slight deviation from linearity (see curve 2, Figure 8 ) is 
observed. However, a very marked curvature develops 
whenever secondary products A2 react mainly to inactivate 
the substrate Ai (see curves 3 and 4, Figure 8 ).

The dose-rate effect induced by the inactivation of sub­
strate by secondary radicals, reaction R5, is clearly illus­
trated by the results shown in Figure 9 where the calculat­
ed value of D 1/3 is plotted against dose rate for varying 
values of the k j k 5 ratio. It is obvious that there is a signifi­
cant effect, even for rather small values of k$. It should also 
be noted that this effect is computed to occur at dose rates 
between 10 to 40 rads/sec, a range that is readily attained 
in most experimental radiolysis laboratories. Measurement 
of this dependence might therefore be utilized as a diag-
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Figure 10. S im ulated nonlinear 1 /G A against 1 / A 0.

nostic tool to assess in a semiquantitative manner the rela­
tive importance of inactivation by secondary radicals.

In Figure 10 we illustrate that by making appropriate 
choices for the values of the pertinent constants one can 
generate curves of D x vs. A0 which resemble the nonlinear 
data reported by Augenstine4 for chymotrypsin and ribo­
nucléase. From this one may infer that inactivation of the 
enzymes in question by secondary products may be an ex­
planation of the observed results.

Conclusions and Summary
We have shown that if a solute is decomposed by a series 

of consecutive reactions with primary solvent radicals, a 
plot of D x vs. A() will be linear. The intercept of the line is a 
measure of the concentration of solute-independent impu­
rity, and the slope measures the capacity of the solute, and 
of all products derived from the solute, to react with the 
primary products formed by radiolysis of the solvent. For 
any species in the consecutive mechanism, its rate of 
change with dose will be independent of dose rate; there­
fore, no dose rate effect should be observed if the mecha­
nism is of this general type.

With “parallel” mechanisms, i.e., involving reaction of

A  i with secondary products derived from A  i and (Z-), plots 
of D x vs. Ao may be nonlinear, depending on the rate con­
stants of the reactions that are taking place concurrently. 
Deviations from linearity become more pronounced as the 
secondary products come to make an increasing contribu­
tion to the inactivation of the original solute. Reactions be­
tween intermediate radicals, A2, A 3, . . . ,  are important 
only if these reactions produce a significant change in the 
steady-state concentration of primary radicals Z-.

If inactivation of Ai by secondary radicals plays an im­
portant role in the radiolysis mechanism, a dose-rate effect 
with a readily accessible onset should be observed.
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Pulsed photoconductivity of a chlorophyll-a (Chl-a) system consisting of an electrodeposited film of Chl-a 
microcrystals on an electrode surface in contact with a solution of Chl-a monomers in a nonpolar solvent 
has been investigated. Dual electric current signals are observed. A fast photocurrent signal appearing on 
the time scale of the microsecond light pulse is followed by a dark current signal which appears on a much 
slower time scale on the order of hundreds of milliseconds. The dual signals originate from an initial fast 
photogeneration of charge with electronic conduction in the Chl-a film, followed by a slow process of 
charge injection from the Chl-a film into the solution and subsequent ionic transport across the cell. The 
action spectrum of each kind of signal follows the absorption spectrum of the film when the Chl-a micro­
crystals are coated on the front (directly, illuminated) electrode. However, when the Chl-a film is coated on 
the back (indirectly illuminated) electrode the action spectra reveal a slight “inverse” type response indi­
cating that there is a progressively increasing photoelectric efficiency in the Chl-a film as the light tra­
verses it toward the metallic electrode. The time profile of the slow signal depends on the external applied 
field and in a manner which suggests that ionic conduction in the nonpolar solvent is responsible for this 
dark slow signal. The total coulombs carried in the slow signal can be considerably increased simply by in­
creasing the concentration of Chl-a monomers in the nonpolar solvent suggesting that Chl-a monomers can 
serve to enhance the yield of cjiarge injection and/or act as ionic carriers. The lower limit to the quantum
yield of charge generation in the Chl-a film exceeds 1 %.V

I. Introduction

In a previous paper on the photoconductivity of chloro- 
phyll-a (Chl-a) microcrystals in a nonpolar solvent such as
3-methylpentane (3MP), dual photoelectric signals have 
been seen.2 These two signals appear on entirely different 
time scales. The fast photocurrent is on the time scale of 
the pulse of the exciting light (~20 p sec ) and is followed by 
a slow current pulse on the scale of tens or hundreds of mil­
liseconds, well after the light pulse is over. Studies were 
carried out both at room temperature and at 77 K where 
the microcrystals are suspended in the rigid organic sol­
vent. At the low temperature the slow component of the 
dual current signals is entirely absent, whereas persistent 
internal polarization is seen to develop on the fast time 
scale upon successive flashing. At room temperature it was 
found that the magnitude of the slow component of the 
conductivity pulse apparently depends on the concentra­
tion of monomeric Chl-a in the solvent. These two signals 
have been attributed, respectively, to the light-induced po­
larization current within the Chl-a microcrystal followed by 
the slow ejection of charge from the Chl-a microcrystal (in 
the polarized state) into the solvent medium. Further ex­
periments have been performed on this system and it has 
been shown that the Chl-a microcrystals suspended in a 
nonpolar solvent actually behave like positively charged 
particles.3 Thus under the influence of an external applied 
electric field, these positively charged Chl-a microcrystals 
migrate and adhere to the cathode to form a film on its sur­
face. The photoeffects seen at room temperature presum­
ably originate from the photosensitization of the Chl-a mi­
crocrystals located on the electrode surface rather than 
from suspension of them as at 77 K.

In this investigation, we have explored the photoelectric 
effects of this electrodeposited Chl-a film in considerably 
more detail. The configuration of the photoconductivity

cell consists of a Chl-a coated electrode as a cathode in a 
solution of Chl-a monomers (and other small Chl-a aggre­
gates such as dimers). The separation between the planar 
cathode and the anode is large compared with the thickness 
of the Chl-a film (which is on the order of 103 A ) .  The dual 
photoelectric signals have been studied with respect to 
their dependence on the monochromatic light, the applied 
field strength, and the concentration of the monomers. A 
more quantitative estimate of the efficiency of the photoge­
neration of charge carriers also has been carried out. It will 
be shown that the dual photoelectric effects observed in the 
system of Chl-a reflect a primary process of photoioniza­
tion in the Chl-a film on the cathode surface, followed by a 
secondary act of charge transfer from the Chl-a film into 
the surrounding fluid.

Very recently4 detailed experiments and kinetic analysis 
have been reported for the photogenerated charge transfer 
from a photoconductor (metal free phthalocyanine or 
amorphous selenium) into insulating liquids. The configu­
ration used is not unlike that found in the present work ex­
cept here pulsed high voltages are not employed. The cur­
rent work is more qualitative in nature (particularly as re­
gards to kinetic details) nevertheless the phenomenological 
results of the two investigations are quite similar. This 
probably implies a generality to the physical basis of the 
photoelectric behavior seen in such systems.

II. Experimental Section

The preparation of Chl-a and the method of preparing a 
Chl-a film on an electrode surface by electrodeposition 
have been described in a previous paper.3

Figure 1 shows the configuration of the photoconductivi­
ty cell used in this work. The front electrode, which direct­
ly receives the incident light, is a semitransparent Cr coat­
ed quartz disk (2 in. diameter). The back electrode is a
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Cr coated quartz disc

Figure 1. Cell configuration.

piece of flat and polished Al. The separation from 25 g  to 
0.5 cm is achieved by using spacer rings made of either 
Mylar or Teflon. The Chl-a film can be coated on either the 
front or the back electrode in the process of electrodeposi­
tion. The space between the electrodes (within the spacer 
ring) is filled with a solution of Chl-a monomer in 3MP or 
isooctane. This monomeric solution is obtained by heating 
a suspension/solution of Chl-a (containing both monomers 
and microcrystals) to 50° C for a few minutes. Chl-a micro­
crystals irreversibly dissolve to give a true solution of mo­
nomers (and other small aggregates such as dimers). Alter­
natively, by the act of electrodeposition, the Chl-a micro­
crystals in a suspension/solution of Chl-a can be driven to 
the cathode and are thus removed from the solution which 
then only contains monomers (and small aggregates). In 
fact, in most experiments, the electrodeposition and photo­
electric measurement were performed in a photoconductiv­
ity cell without interruption.

The dc high voltage (50-3000 V) applied to the back 
electrode was supplied by a Power Design high voltage 
source (Model 2K-10). The other electrode was connected 
to ground via a load resistor. A I08-fl resistor was used for 
the measurement of the “slow” signal, while a 1 0 4-fi resis­
tor was used for the “fast” signal. The time constant of the 
circuit (load resistor X  capacitance of the cell) is on the 
order of 1  g sec with a load resistance of ~ 1 0 4 fl.

The pulsed light source was an EG+G flash lamp (FX- 
42-C3). The lamp was triggered when a 40-gF capacitor was 
charged to 2500 V. Monochromatic light was provided by a 
B+L high intensity monochromator with a grating blazed 
at 500 nm. An EG+G SGD 100 A silicon photodiode was 
used to monitor the shape and the relative intensity of the 
light pulse. Absolute intensity of the light pulse was esti­
mated to within a factor of 2 by a TRG ballistic thermopile.

The electrical measuring system was a Tektronix 556 
dual channel oscilloscope which simultaneously traced both 
the dual signals, or one component of the dual signal and 
the light pulse. The signal was preamplified by a PAR 113 
preamplifier.

III. Results and Discussion
A . C ell C o n fig u r a tio n . In Figure 1, the Chl-a film is seen 

to be coated on the semitransparent Cr electrode, which

Figure 2. Dual photoelectric  signals. Exciting light is 7 4 0  nm : (upper 
trace ) “ s low " signal, 0 .1  sec /ho rizon ta l division; (m iddle trace ) 
“ fa s t” signal, 10 jusec/division; (low er tra c e ) light pulse, 10 g s e c /  
division.

has a negative polarity. It is important that the polarity of 
this Chl-a coated electrode remains negative in all photo­
electric experiments to be performed with this cell. Revers­
ing this Chl-a coated electrode to a positive polarity usually 
results in the ejection of some of the Chl-a microcrystals 
from the electrode surface followed by the migration of 
these microcrystals to the new cathode, the back (Al) elec­
trode. Perhaps those Chl-a microcrystals that have been 
electrodeposited but are in contact with the monomer solu­
tion still retain some of their positive charges, thus when 
the applied field is reversed, these positive charged micro­
crystals migrate. An alternate possibility is that positive 
charges are injected into the Chl-a microcrystal upon 
switching the Chl-a coated electrode to a positive polarity. 
In any case such switching of polarity usually results in 
having Chl-a deposited on both electrodes. Analysis of the 
photoelectric effects of such a system is more complicated. 
To avoid these difficulties, a single Chl-a film on either the 
front or the back electrode is used in all cell configurations. 
Thus, when the back, Al, electrode is initially coated with 
Chl-a, a negative polarity on this electrode is maintained 
throughout the subsequent photoelectric experiments per­
formed with this cell.

B. “ F a s t ”  a n d  “ S lo w ”  S ig n a ls . A typical measurement 
from a Chl-a system (represented in Figure 1 ) is shown in 
the two oscillographs in Figure 2 . These signals are like 
those previously reported.2 The Chl-a film on the Cr elec­
trode is about 1 0 0 0  A  thick and the space between the two 
electrodes is 76 g  (3 mil). The concentration of the mono­
meric Chl-a solution is about 10~ 4 M . The lower oscillo­
graph shows the shape of the exciting light pulse. The 
wavelength of this exciting light is 740 nm centering at the 
peak of the Chl-a microcrystal absorption in this region. 
The upper oscillograph shows the dual photoelectric sig­
nals seen when the Chl-a system is exposed to a single ex­
citing light pulse. In this oscillograph, the lower trace rep-
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resents the “ fast” photocurrent signal. It is seen that the 
shape of this signal matches very well that of the light 
pulse. The upper trace shows the “ slow” current signal. 
The signal appears on the time scale of several hundreds of 
milliseconds, well after the light pulse is over. Thus, it ac­
tually represents a dark current flow in the Chl-a cell. A 
similar measurement from this Chl-a system but with the 
exciting light in the Soret band of Chl-a at 440 nm was car­
ried out. The xenon light pulse is of shorter duration in this 
region, and correspondingly, the “ fast” signal induced by 
this light is shorter too. In fact, when using a nanosecond 
pulsed dye laser, the response of this “ fast” photoconduc­
tivity continues to follow the light pulse.5 The charge sepa­
ration responsible for the true photocurrent possesses a 
subnanosecond response time at room temperature. As 
mentioned above, the dual signal seen in Chl-a at room 
temperature was attributed previously2 to the initial polar­
ization of suspended Chl-a microcrystals followed by a sub­
sequent ejection of the charges from the polarized Chl-a 
microcrystals into the solvent medium. It appears that such 
a description is at least qualitatively correct, although in 
fact the Chl-a microcrystals turn out to be attached to the 
cathode. Since in the earlier work only very thin samples 
were exposed to applied fields, it may be inappropriate to 
regard the electrodeposited Chl-a as a film in those cases. 
In the present work electrodeposition is from an abundant 
supply of microcrystals and distinctly uniform films are ob­
tained.3 In the present studies, the “ fast”  signal can be at­
tributed to the rapid electrical polarization within the 
Chl-a film at the cathode surface, and the “ slow” signal to 
the transport in the dark of negative charges from the 
Chl-a film at the cathode to the anode under the external 
applied field. The sign of the charges responsible for the 
slow signal is deduced from the fact that the film is, neces­
sarily, of negative polarity and the assumption that the 
current essentially reflects the transport of space charge.

Whatever the detailed mechanism of primary charge for­
mation in the Chl-a film, it must reflect the fact that the 
action spectrum matches the spectrum of the Chl-a micro­
crystal itself (see below). Possibilities other than direct ion­
ization could include exciton formation followed by ioniza­
tion at appropriate sites. To account for the “ fast”  signal 
from the electrical point of view, however, it is only neces­
sary to propose that the interface between the Chl-a film 
and the solution, or between the Chl-a and the electrode, is 
blocking to charge transport on the short time scale of the 
light pulse. Thus, charge flow across or within the film mo­
mentarily acts as an electrical polarization. It may even be 
that the interfaces between the individual microcrystals 
within the film are sufficiently blocking to charge transport 
on this time scale. The polarization seen2 at 77 K is almost 
certainly due to the blocking interface between individual 
microcrystals and the glassy matrix. As will be seen, if 
there are blocking regions within the film they do not seem 
to seriously inhibit the efficiency of charge production on 
the long time scale.

C. Intensity Dependence. The “ fast” and “ slow” photo­
currents are seen to be linearly dependent on the light in­
tensity of the exciting light at low levels (Figure 3). At 
higher light levels, the dependence becomes sublinear. The 
light exponent in the photocurrent is quite independent of 
the wavelength of the exciting light, but shows variation 
among different cells, ranging from 0.6 to unity.

D. Action Spectra. The action spectra of the dual photo­
currents are shown in Figures 4 and 5, which correspond re-

Figure 3. Light intensity dependence of the “ fa s t” and the “ slow ” 
signal.

Figure 4. Action spectra , Chl-a on front electrode: (------ ) fast signal;
(— ) slow signal.

a  fo s t signal 

o slow  signal

410 450 500 550 600 650 700 750 800
Wavelength (nm)

Figure 5. Action spectra , Chl-a on back electrode: (------) fas t signal;
(— ) slow signal.

spectively to cells with Chl-a films coated at the front, Cr, 
electrode and at the back, Al, electrode. In both cells, the 
separation between the front and back electrode is 76 p (3
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mil) and the concentration of the Chl-a monomeric solu­
tion is about 10~4 M. The thickness of the Chl-a film is 
about 1000 A, corresponding to an optical density of about 
1 at 740 nm. It can be seen from Figure 4 that the spectral 
responses of the “ fast” and “ slow” current show a good 
match with the absorption spectrum of Chl-a film. The re­
sponse of the “ fast” photocurrent appears to be stronger in 
the blue spectral region than what would be indicated by 
the absorption spectrum. The response of the “ slow” signal 
appears to be normal. However, it must be noted that the 
uncertainty in determining the response in the blue region 
is relatively larger than in the red region because of a great­
er fluctuation of the more intense xenon light level as well 
as the lower sensitivity of the monitoring silicon photo­
diode.

The spectral response of these dual photocurrents in a 
cell with the Chl-a film at the back, Al, electrode is seen to' 
match the Chl-a absorption less perfectly (Figure 5). " 
Though here the spectral response of bpth the “ fast” and 
the “ slow” signal still reveals maxima in the strongly ab­
sorbing region of Chl-a, small dips in the response corre­
sponding to the absorption maxima of the Chl-a film are 
also seen in the action spectra.

The match between the spectral response of the dual 
photoelectric signal (at least that seen in the front surface) 
and the absorption spectrum of the Chl-a film indicates 
that the Chl-a film on the electrode surface is essentially 
responsible for the photoactivity. It is not immediately ap­
parent, however, why the fast signal seems to have an en­
hanced response at the blue spectral region whereas the 
“ slow” signal shows a normal behavior. It is conceivable 
that the more energetic photons of the blue region can be 
responsible for increased charge flow per photon absorbed 
provided this flow is somehow coupled with the energy in 
excess of the ionization energy, which cannot exceed that of 
the near-infrared photon. If the distance traveled were 
greater, but the number of charges produced per photon 
were unchanged, then no parallel effect would be seen for 
the “ slow” signal.

The slight but definite mismatch of the absorption spec­
trum of the Chl-a film and the spectral response of the dual 
photoelectric signals seen in the cell having the Chl-a film 
coated at the back electrode implies that an inner filter ef­
fect is present in the film (the optical density of the 3-mil 
path of the solution of monomers is negligible). That is, 
photoelectric activity is more efficient in regions within the 
film nearer to the electrode. When studying a metal-Chl- 
a-metal sandwich cell in the photovoltaic mode,6 dramatic 
inverse type action spectra are seen when the photoactive 
region is located at the back electrode and the light must 
traverse more than 103 A of solid Chl-a to reach the pho­
toactive region. In the present work, the “ inverse” effect is 
only slight. This may simply mean that the first several 
hundred angstroms of film (on the solution side) are pho- 
toelectrically less efficient. For example, the film near the 
Chl-a-solution interface may be less “ perfect” than the 
portion first reaching the cathode during electrodeposition, 
and charge separation within it may therefore be less effi­
cient.

E. Effect of Applied Field. The effect of the applied 
field on the dual signal is seen in Figure 6. At low applied 
fields the peak photocurrent signals are seen to increase 
with the applied field. Saturation of both signals is seen at 
higher field strengths.

The shape of the fast signal is found to be independent

0  100 2 0 0  3 0 0  4 0 0

A pp lie d  V o lta g e  (v o lts )

Figure 6. Field dependence of the dual signals.

Figure 7. Tim e profile of the “ s low ” current signals a t d ifferent field 
strengths, separation of e lectrodes in this cell is 7 .6  X  10-3  cm  (3  
mil). From  the top tra c e , the applied voltage is 4 0 0 , 3 0 0 , 2 0 0 , 150, 
100, 8 0 , 5 0  V  (2 0  m sec/horlzo n ta l division).

of the applied field. Its shape appears to be fully deter­
mined by the shape of the light pulse. The time profile of 
the “ slow” signal is, however, strongly dependent on the 
field. In Figure 7, the traces in the oscillograph represent 
the “ slow” signal pulses at different applied field strengths. 
The thickness of the spacer is again 76 a (3 mil) in this cell. 
It can be seen that the peak of the current pulse moves to a 
longer time as the field strength decreases.

The origin of the features of the time profile of the 
“ slow” signal can be sought in several complicating factors. 
The slow signal originates from the ejection of the photo- 
produced negative charges from the Chl-a film and the sub­
sequent ionic transport to the anode. However, the nature 
of the negatively charged species is not clear. The Chl-a mi­
crocrystal is known to contain water.7 Thus, the solution of 
Chl-a monomers in the space between the electrodes most 
likely also contains water as well as dissolved gases such as
O2. All these species when charged may act as carriers and 
may have different mobilities. Another factor is that the 
rate of charge injection from the photosensitized Chl-a film 
into the solution can depend on the applied voltage.4 If the 
process of charge injection is rate determining (most likely 
at small electrode spacing), the time profile of the slow sig­
nal will primarily reflect this event. If ionic transport is 
rate determining, then space charge effects may make their 
appearance in the initial portion of the signal. At high 
fields but at large spacings the transport ought to be the 
principal determinant of signal shape. If under these condi­
tions we use LeBlanc’s time of flight method8 the transit
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time for the carrier to traverse the distance between the 
electrodes is taken to be the time for the peak photocurrent 
to appear. In a thin sample (~10-1 mm, see Figure 7) such 
a calculation gives an apparent mobility of 2 X 10-5 cm2 
V-1 sec-1, but here the current pulse is very likely convo­
luted with the injection pulse and such a figure cannot rep­
resent the true mobility. As the sample becomes thicker 
(several millimeters) the mobility, thus measured, becomes 
greater and exceeds 10-4 cm2 V-1 sec-1, a typical value for 
ionic mobility. For any given thickness the mobility is rela­
tively independent of the applied field.

F. Effect of Concentration of the Monomeric Solution. 
The Chl-a monomer solution in the cell is seen to alter only 
slightly the “ fast”  signal, but changes the “ slow” signal to a 
much stronger extent. Figure 8, shows the dependence of 
the “ slow” signal on the concentration of the Chl-a mono­
mer solution. It can be seen how an increase of more than a . 
factor of lCFin the “ slow” signal is achieved when raising 
the concentration of monomer from IQ-0 to IQ-4 M. As 
mentioned earlier, the solution of Chl-a monomers (and di­
mers) is obtained by heating a suspension/solution of Chl-a 
in isooctane (containing both monomers and microcrys­
tals). If the Chl-a microcrystal is indeed an aggregate of 
Chl-a-H20  in a 1:1 ratio, as suggested by Katz and Tiallsch- 
mitter,7 then its dissolution by heating will give ar^equiva­
lent, amount of monomeric’.Chl-a and water. Water alone 
does not seem to play a significant role in enhahcing the 
“ slow” signal. When a water-saturated solution of* either 3- 
methylpentane or isooctane (obtained by purging *the sol­
vent with a stream of wet N2) is used in,place of the mono­
mer solution in the photoconductivity cell, the “ slow” sig­
nal is weak compared with that in the cell containing the 
monomeric Chl-a solution. In fact, the strength of the slow 
signal in the cell with "wet solvent is comparable to that 
seen in the cell containing dry 3-methylpentane or isooc­
tane (stored over molecular sieves). This fact alone does 
not suggest that the Chl-a monomers act as primary accep­
tors of the negative charges ejected from the Chl-a into the 
solution, because dissolved gaseous species may also play a 
role. The estimate made for the mobility of the major car­
rier is typical for ordinary ions and would seem to be too 
large for a molecule as large as the Chl-a monomer. Direct 
ejection of negative Chl-a ions from the Chl-a film may 
occur. Ion desorption from the photoconducting film was 
deduced as the rate-controlling step in the phthalocyanine 
example.4 The role of the neutral monomer in such a case 
could be to suppress the readsorption process by inviting 
ion-neutral electron transfer away from the surface. That 
is, the monomers act as available trapping sites away from 
the surface in the solution and thereby suppress the surface 
readsorption step.

G. Quantum Efficiency of Charge Generation. The min­
imum number o f  charges produced by a single light pulse 
can be obtained by integrating over time the “ slow” current 
pulse. All electric signals seen of course represent charges 
flowing through the external measuring circuit. If we take 
the “ slow” signal to represent the charges which have com­
pletely traversed the cell, than a count of the coulombs in 
the “ slow” pulse is a count of charges in our cell which have 
been photoproduced in the Chl-a film (fast signal) and 
transported across the cell. The ratio of the time integrated 
“ slow” current (coulombs) to the integrated light pulse 
(photons), all of which is absorbed, is measured as 0.04 for 
an optimal cell configuration (monomer concentration 
about 10-4 M, field 104 V/cm). This ratio should represent

50
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Figure 8. The dependence of th e  “ slow” signal on th e  concentration  
of Chl-a m onom ers in solution.

the minimum quantum yield of charge production and 
ejection of charges from the Chl-a film into the solution. 
The accuracy of the thermopile (an uncertainty of a factor 
of 2 in measured power), nevertheless, permits one to say 
that the lower limit of the quantum yield for charge genera­
tion exceeds 1% under these conditions. This figure is much 
higher than that found for phthalocyanine and approaches 
within an order of magnitude the value accepted for amor­
phous selenium.4 The yield, thus calculated, would be high­
er if all charges in the “ slow” signal were not fully trans­
ported across the cell (hulk recombination). The quantum 
yield of primary charge generation within the film (an act 
prior to ejection) must be equal to this or greater. It is in­
teresting to note that the number of coulombs contained 
within the “ fast” signal is found to be typically a factor of 
10~3 less than that seer, in the slow signal; (the coulombs 
seen in the external circuit reflect the number of charges 
responsible for the signal multiplied by the ratio of the dis­
tance they travel to the cell spacing). Since the number of 
charges responsible for the “ fast” signal must be equal to or 
greater than the number responsible for the slow signal, the 
distance traversed by the “ fast” charges must be equal to 
or less than a factor of 10-3 of the distance traveled by the 
“ slow” charges. The upper limit traveled by the “ slow” 
charges is just the cell spacing. It then turns out that the 
upper limit of the distance traveled by the “ fast” charges is 
very close to the film thickness. A minimum distance of 150 
A has been inferred elsewhere.5

IV. Summary
These pulsed photoelectric studies of biased Chl-a film- 

Chl-a solution cells have revealed several interesting prop­
erties. The fast-slow dual photoelectric response seems to 
clearly represent instantaneous charge separation within 
the Chl-a film (the fast signal) followed by charge injection 
from the film into the solution layer and transport across it 
(the slow signal). The spectral response of both the fast and 
slow signals essentially matches the spectrum of the Chl-a 
film (and not that of the Chl-a solution) but with sufficient 
variation to indicate that the region of principal charge 
generation within the film lies nearest to the metallic elec­
trode. A minimum to the quantum yield of charge produc­
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tion in the film is found to be 0.04. This is conservatively 
based on the number of coulombs carried in the slow signal 
per photons absorbed in the Chl-a film. An estimate of the 
maximum distance of charge separation within the Chl-a 
film, following ionization, turns out to be close to the film 
thickness itself.

The yield of mobile charges within the solution (pro­
duced by charge injection from the Chl-a film) can be dra­
matically increased by raising the level of Chl-a monomer 
in the solution. On the other hand the estimates of mobility 
indicate that the principal charge carriers are ions of ordi­
nary size and very likely not charged Chl-a molecules. We 
therefore suspect that the main role of the Chl-a monomer 
is to mediate the transfer of charge across the Chl-a film- 
Chl-a solution interface. The charge carriers themselves re­
main unidentified, but ions from water, impurities, or dis­
solved gases are possible candidates. The Chl-a monomer

in solution may provide a resonance charge-transfer path 
for the transport of the charge away from the film-solution 
interface. Careful mobility measurements in thin cells as a 
function of Chl-a monomer concentration ought to provide 
a test for a resonance charge transfer mechanism of trans­
port in the solution.
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Radiative lifetimes of the benzyl, deuterated benzyl, and some methyl-substituted benzyl radicals trapped 
in EPA matrices have been determined by measurements of fluorescence lifetimes and quantum yields. It 
is found that the radiative lifetimes of these radicals are very long, on the order of 10-6 sec, and the non- 
radiative decay processes of the lowest excited doublet states are competing with the radiative processes. 
Small oscillator strengths (10—3 to 10-4) derived from the radiative lifetimes indicate that the first elec­
tronic transitions of the radicals are forbidden.

Introduction

The electronic spectra of the benzyl radical have been 
the subject of much experimental and theoretical work as a 
representative of the aromatic free radicals. It is known 
that the first electronic transition of this radical is in the 
visible region, and very weak and structured.1'2 In the lan­
guage of a C2u point group, this transition was assigned to 
be 2A2 •*— 2B2 by recent experimental works.3’4 The oscilla­
tor strength of this transition has been estimated theoreti­
cally by several authors5-10 and, as a result, it has been pro­
posed that the transition is forbidden contrary to the selec­
tion rule. Previously we measured fluorescence lifetimes of 
the benzyl and methyl-substituted benzyl radicals and 
showed that the lifetimes of these radicals are very long on 
the order of 10-7 to 10-6 sec.11’12 Also the very long fluores­
cence lifetimes of the deuterated benzyl radicals were re­
ported.13 These results seemed to indicate the forbidden 
character mentioned above.

However, the radiative lifetimes of these radicals re­
mained unknown because of the absence of the data of flu­

orescence quantum yields. Since it is very difficult to ob­
tain reliable values of the intrinsic lifetime of the radicals 
from the absorption data, we have measured the fluores­
cence quantum yields and lifetimes of the radicals includ­
ing deuterated benzyl radical trapped in the EPA matrices 
to obtain the radiative and nonradiative lifetimes and oscil­
lator strength of the first electronic transitions. In present 
paper, we report the results of these experiments.

Experim ental Section

Parent molecules of the benzyl radicals are given in 
Table I. Materials for the parent molecules used in this 
work were the same as reported in the previous papers11,12 
except for toluene-ds, which was 99% D (Merck Sharp and 
Dohme). Benzophenone used as a reference for the mea­
surement of the quantum yield was refined by recrystalli­
zation. EPA (5:5:2 volume mixture of ether, isopentane, 
and ethyl alcohol) used as the solvent was purified by 
treating with charcoal.

The radicals were prepared by the photolysis of the par-

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



Electronic Spectra of Benzyl Radicals 2729

T A B L E  I: Lifetimes and Quantum Yields of the Benzyl Radical and Its D erivatives0

Parent
molecule

T o,
nsec6 Radical rt, Msec M s e c M s e c /

Toluene 173.8 Benzyl 1.28 ± 0.08 0.39 3.3 2.1 0.00098
Toluene -d8 192.3 Benzyl-d7 2.97 ± 0.20 0.47 6.3 5.6 0.00050
p -Xylene 92.5 p -Methy lbenzyl 1.21 ± 0.09 0.16 6.7 1.5 0.00049
m -Xylene 167 m -Methylbenzyl 0.75 ± 0.04 0.38 2.0 1.2 0.0017
o -Xylene 153.4 o-Methylbenzyl 0.79 ± 0.07 0.59 1.3 1.9 0.0026
Mesitylene 192.3 3,5-Dimethylbenzyl 0.56 ± 0.02 0.64 0.88 1.6 0.0040
Durene 2,4,5 -Trimethylbenzyl 0.52 ± 0.02 0.42 1.2 0.90 0.0030

° The <f>r data include a 20% (maximum) deviation, and those of r r, rnr, and f include a ±30% (maximum) deviation. b Data presented 
in ref 19; solvent cyclohexane.

ent molecules dissolved in EPA at 77 K, after degassing. 
The concentration of the solution was about 5 X 10-3 M. 
The light sources used for the photolysis were a low-pres­
sure mercury lamp and a high-pressure one of 1-kW power, 
respectively, for the measurements of fluorescence lifetime 
and fluorescence quantum yield. A typical irradiation time 
was 0.5 hr. On the photolysis using a high-pressure mercury 
lamp, the efficiency of radical formation was found to be 
about 10% for toluene, from the absorption data (refer to 
the next section of the text).

Fluorescence lifetimes were measured using a N2 laser 
pumped dye laser (BBO dye) which emitted pulses with a 
duration of 3 nsec at 410 nm (half-width, 10 nm). The 
Blumlein type N2 laser emitted pulses with a duration of 3 
nsec and maximum peak power of 500 kW. The radicals 
trapped in EPA matrix at 77 K were excited by the pulses 
of the dye laser. The fluorescence was observed with a 
Hamamatsu TV R-106UH photomultiplier through a filter, 
Toshiba V-Y45, which transmitted visible light with a 
wavelength longer than 450 nm. The fluorescence decay 
curve was displayed on an Iwatsu 212 oscilloscope.

The fluorescence quantum yields were measured by the 
apparatus shown in Figure 1. Samples of the radicals which 
were contained in a quartz cell of 1-cm pathlength kept at 
77 K in an optical dewar were irradiated by the 313-nm 
light of a high-pressure mercury lamp equipped on a mono­
chromator Hitachi 139 through an aperture. Transmitted 
light by the sample was reduced by passing through an at­
tenuator made of metal meshes and apertures, and detect­
ed by the photomultiplier Hamamatsu TV 1P21. Light 
emitted by the sample at 90° to the incident beam passed 
through a Corning 0-52 filter and an aperture was project­
ed on a quantum counter, which consisted of an ethylene 
glycol solution of Rhodamine B (8 g/1.) within a 5-mm cell. 
The red light emitted by the quantum counter was detect­
ed by a photomultiplier Hamamatsu TV R376. The quan­
tum counter used has the spectral response from 250 to 600 
nm (yield is constant to within ±4%),14 while the emission 
spectra of the benzyl radical and its derivatives studied in 
this work are all within the wavelength region of 450-580 
nm.15

Excitation spectra of the radical were observed by a Hi­
tachi MPF-2A fluorescence spectrometer.

Results and Discussion

The excitation spectrum of the benzyl radical in an EPA 
matrix is shown in Figure 2. The spectrum was obtained by 
monitoring the emission at 500 nm, and was corrected for 
the intensity of the excitation light by using a quantum 
counter. The result corresponds well with the absorption

Figure 1. A schem atic diagram  of th e  apparatus for the quantum  
yield m easurem ents . L, M , A, D , SC , Q C , A T, and PM represent the  
high-pressure m ercury lam p, m onochrom ator, ap erture , dew ar, 
sam ple  cell, quantum  counter, a tten uater, and photomultiplier, re­
spectively.

Figure 2 . The excitation spectrum  o f the benzyl radical in EPA a t 77  
K. The monitor w avelength is 50 0  nm . Intensity in (b) is m agnified by 
a  fac to r of 60  with resp ect to  (a).

spectra established already.1-2 If the fluorescence quantum 
yield does not change in the excitation region from visible 
to near-ultraviolet, the intensity ratios of the two bands, 
i.e., a very weak one in the visible region and a strong one 
in the near-ultraviolet region, are the same both for the ab­
sorption and the excitation spectra. We found this ratio to 
be about 60. Besides, Land and Porter16 estimated the 
values of the extinction coefficients to be ~30 at 453 nm 
and 1100 at 318 nm in hydrocarbon glass, and the ratio 
should be given about 40. The above comparison of the ra­
tios probably suggests that the fluorescence quantum yield 
keeps a nearly constant value in the region from visible to 
near-ultraviolet. This suggestion may be also supported by 
the following reason. Any quartet states have not been ob-
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Figure 3. Energy level d iagram  of the benzyl radical showing the  
decay  processes. Dashed lines (a and b) represent tw o  kinds of e x ­
citations for the m easurem ents o f 3>f and r f, respectively . kr and knr 
a re  the rate  constants of radiative and nonradiative decays, resp ec­
tively.

served yet, and theoretical studies estimated the energy 
values of the lowest quartet state to be higher than the 
upper excited doublet state,6’8’17 and therefore intersystem 
crossing should not exist in such a energy region.

The radicals were excited into the upper excited doublet 
states in the near-ultraviolet region for measurements of 
the fluorescence quantum yields (see Figure 3). The extinc­
tion coefficient of the absorption of the benzyl radical at 
310 nm was estimated to be about 300, referring to the data 
mentioned above, and the optical density of the radical was 
found to be 0.1 at the same wavelength. Therefore, the con­
centration of the radical was 3 X  10-4 M. The optical den­
sities of the other radicals were within 0.1-0.4, and the 
parts of the samples penetrated by the exciting beam emit­
ted fluorescence evenly. The fluorescence quantum yields 
were derived from the intensity ratios of absorbed light to 
emitted light by the radicals and EPA matrix of benzophe- 
none (2.5 X  10~3 M) at 77 K as the reference, assuming 
that the phosphorescence quantum yield of benzophenone 
in EPA matrix is 0.84.18 The fluorescence quantum yields 
4>f obtained in this work are listed in Table I. All <I>f ’s of the 
benzyl and its related radicals are on the order of 10-1.

For the measurements of the fluorescence lifetimes, the 
radicals were excited into the lowest doublet states by the 
visible laser pulse. The fluorescence lifetimes T{ obtained in 
this work are listed in Table I, which are somewhat shorter 
than those previously reported.11’12 The differences may be 
caused by the solvent effect. On the assumption that the 
fluorescence quantum yields obtained are almost the same 
as those obtained by the excitation into the lowest excited 
states, radiative lifetimes rr and nonradiative lifetimes rnr 
were estimated from the data of the fluorescence lifetimes 
and quantum yields by the relationships

Tr =  Tf/4>f

and

Tnr =  r f / (1  -  4>f)

Such an assumption may be proper as mentioned above, 
and the results of these estimations are listed in Table I, 
together with the data of the natural lifetimes to of the par­
ent molecules. The oscillator strengths f  of the lowest dou­
blet states were estimated from the data of the radiative 
lifetimes by a relationship /  = mc/8ir2e2u2Tr.20 The ob­

tained values of the oscillator strength are also listed in 
Table I.

The radiative lifetimes and oscillator strengths obtained 
are in the order of 1CT6 sec and 1(T 3 to 10“ 4, respectively. 
In comparison with the stable aromatic molecules, these 
radiative lifetimes are remarkably long. From the value of 
the extinction coefficient of the first absorption band men­
tioned above,16 the intrinsic lifetime of 10” 6 sec can be esti­
mated. Small value of the oscillator strength of the benzyl 
radical was already calculated theoretically by several au­
thors,8-10 and also an experimental value in vapor phase (3 
X 10-6) was estimated using microsecond pulse dis­
charge.21 These small values of the oscillator strength indi­
cate that the first doublet-doublet electronic transitions of 
the benzyl radical and its derivatives are eventually forbid- 

' den, though the transition 2A2 *■ 2B2 is allowed by the se­
lection rule. It is interesting that the oscillator strength of 
the p-methylbenzyl radical is remarkably smaller than that 
of the benzyl radical. It is presumed that a methyl group in 
the para position has the particular effect of enhancing the 
forbiddenness of the benzyl radical. In cases of other 
methyl-substituted benzyl radicals, the methyl substitu­
tions have an effect of increasing the oscillator strength.

Deuteration of the radical has the noticeable effect of in­
creasing the radiative lifetime, while generally such effect 
is not so noticeable in cases of the Si —1► So transitions of 
the aromatic molecules (parent molecules). Recently the 
remarkable isotope effect was also found in Tj —* So transi­
tions of the aromatic molecules such as pyrene and naph­
thalene.22 These phenomena were explained by the break­
down of the adiabatic Born-Oppenheimer approximation 
and/or the quadratic terms in the Herzberg-Teller expan­
sion of the transition moment and/or nuclear hyperfine in­
teraction. It should be important that the relatively strong 
forbiddenness of the transition is one of the necessary con­
ditions of the appearance of such an effect, and that is 
common in the Di —► Do (2A2 2B2) transition of the ben­
zyl and the Ti —»• So transitions of the aromatic com­
pounds.

The nonradiative lifetimes obtained are all in the same 
order as the radiative lifetimes. The nonradiative lifetime 
remains nearly constant in the monomethylbenzyl and di- 
methylbenzyl radicals. The nonradiative decay processes of 
these radicals are little influenced by methyl substitution, 
while the lifetime is dramatically effected by deuteration. 
Such a drastic isotope effect was also found in the 1Bou —► 
'A 1(, transition of benzene23 and the Ti —>- So transitions of 
some aromatic molecules.21 It was suggested that the ac­
cepting modes which correspond to the C-D stretching 
modes play an important role in the isotope effect of in­
creasing the rate of the radiationless decay process.24 
Changes of the Franck-Condon factors of the stretching 
modes caused by deuteration may be the main origin of 
this effect.

An energy level diagram of the benzyl radical with the 
decay rates is shown in Figure 3. It is clear that the two 
kinds of decay processes, radiative and nonradiative (inter­
nal conversion) ones, are competing with each other in the 
benzyl radical and its derivatives.
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It has been shown that a rapid radiationless deactivation competes with the intramolecular proton transfer 
in the lowest excited singlet of TH [2,4-bis(dimethylamino)-6-(2-hydroxy-5-methylphenyl)-s-triazine] at 
temperatures higher than 230 K. The decay process with an activation energy of 2.5 + EpT kcal/mol has 
been discussed.

1 . Introduction

The intramolecular proton transfer in the excited state 
of salicylic acid has been originally studied by Weller1 in 
1956. He has shown that the fluorescence with a large 
Stokes shift, besides the normal fluorescence, corresponds 
to that from the proton transferred species. Schulman and 
Gershon2 have pointed out that the intramolecular proton 
transfer in the excited state is mediated by intramolecular 
hydrogen bonding in the ground and the Franck-Condon 
excited states of the molecule. Murrill and Bennett3 have 
demonstrated that the quantum yields for fluorescence and 
chemical reaction of the intramolecular hydrogen-bonded 
ortho isomer [2-(aminophenyl)-2,l,3-benzotriazole] are 
much lower than those of the nonhydrogen-bonded meta 
and para isomers; these phenomena are explained by the 
fact that the internal conversion in the excited state of the 
ortho isomer is a 100-fold more rapid than that in the para 
or meta isomer. Similarly, the photostability in the intra­
molecular hydrogen-bonded molecules has been recently 
displayed by Otterstedt.4

The enol-keto isomerization caused by the proton trans­
fer in the excited state is a very simple photochemical pro­
cess. In order to elucidate further the photochemical and
photophysical behaviors in the excited state of intramolec­
ular hydrogen-bonded species, we have made measure­
ments on the fluorescence quantum yields from proton
transferred excited TH and their fluorescence decay times 
in the temperature range 230-330 K.

2 . Experim ental Section

The preparation and purification of materials were de­
scribed in previous papers.5 The deuterium isomer TD was 
prepared by treating TH with the mixed solution of D2O 
and acetone in the presence of a trace NaOH, whose iso­
tope purity was greater than 90% by the NMR method.

The fluorescence quantum yields were measured by 
comparison with quinine bisulfate 0.1 N H2SO4. The abso­
lute was determined to be 0.54 by Melhuish.6 The con­
centration of the solutions used was adjusted so that the 
optical density was 0.75 at 337 nm. All samples were de­
gassed by the freeze-pump-thaw method.

The fluorescence decay was measured by the detection 
equipment consisting of a coaxial type nitrogen laser (7 
nsec, 40-kW peak power) or a Blumlein type nitrogen laser 
(3 nsec, 500-kW peak power), a Hamamatsu R-106 (UH) 
photomultiplier with a Toshiba VG 52-filter (transmission 
maximum 520 nm), and an Iwatsu SS-212 (200 MHz) oscil­
loscope. The decay times were determined by the convolu­
tion method.7

3 . Results and Discussion

Absorption and fluorescence spectra of TH and TD in 
some solvents at 298 K are shown in Figure 1 and Table I. 
The normal fluorescence could not be observed, but only 
the green emission with a maximum at ca. 500 nm. The lat­
ter fluorescence was assigned to that of the corresponding 
proton transferred excited species of TH or TD .8 The lack
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TABLE I: Fluorescence Quantum Yields 4>f' at 298 K
and 337 nm“

Substance Solvent
Fluoscn max, 

kK (nm) V

Ap,
kK

TH CH 19.9(502) 0.38 ± 0.03 10.1
MP 19.9(502) 0.38 ± 0.03 10.1
EtOH 20.6(486) 0.19 ± 0.02 10.3
AN 20.3(492) 0.18 ± 0.02 10.6

TD CH 19.9(502) 0.38 ± 0.03 10.1
MP 19.9(502) 0.38 ± 0.03 10.1

a A 150-W Xe lamp with a diffraction grating was used as the 
radiation source. CH, cyclohexane; MP, methylcyclohexane; iso­
pentane = 3:1; BtOH, ethanol; AN, acetonitrile; Av, Stokes shift.

Figure 1. Absorption and corrected fluorescence spectra  of TH  and 
TD.

of normal fluorescence indicates that (1) the lifetime of the 
fluorescent state of TH (Si, see below) is very short, which 
seems to be <10~ 11 sec judging from the Einstein transition 
theory and the sensitivity of fluorimeter used; (2) the en­
thalpy change AH* between the Si (enol form) and Si' 
(keto form) states was large in comparison with that of sali­
cylic acid1 or 2-(aminophenyl)-2,l,3-benzotriazole.3 There­
fore, the reverse proton transfer Si •*— Si' is negligibly small 
in the present case. Spectral change was scarcely observed 
in the temperature range 230-330 K. The excitation spec­
tra of TH and TD at the fluorescence maximum were close 
to the absorption spectra. The absence of excitation wave­
length effects on the fluorescence quantum yields (exci­
tation 280-360 nm) shows that the intramolecular proton 
transfer originates from the thermally relaxed excited 
state, and &pt < &vr (see eq O' and 1) in the condensed 
media.

Measurements of the quantum yields 4>f' and the life­
times t/  for the fluorescence originated from the Si' state 
as a function of temperature have been carried out. The re­
sults of fI>[' and t/  are shown in Figures 2 and 3. The <f>f' 
values increased with decreasing temperature in each sol­
vents. No temperature effect on rf' was observed in nonpo­
lar solvents (MP and CH), although the t/  values in polar 
solvents (EtOH and AN) decreased with increasing tem­
perature.

The photostability of TH and TD was similar to those of 
hydrogen-bonded molecules studied by Otterstedt.4 Of 
course, the ground state of TH has an intramolecular hy­
drogen bond (OH—N) on the bases of the large ipKa value 
of 12.23 and the NMR data ( r o h  =  —3.13).9

These results can be accounted for by the following 
scheme:

Figure 2. The te m p era tu re  dependence of the fluorescence quan­
tum  yields 4>f'.

Figure 3. The tem p era tu re  e ffe c t on the fluorescence lifetim es r / .

So + hv — » S,1 absorption (0)

Si' — * S) V̂R vibrational relaxation (O')

Si —  s , ' /?PT intramolecular proton 
transfer (1)

s , —  s 0 &rd rapid deactivation (2)

S, — *■ S0 + hv' h normal fluorescence (3)

Si — * T îsc intersystem crossing (4)

S, —  S0 *.c internal conversion (5)

Si' ---- *- S0' + h v " V green fluorescence (6)

S / —  S0' V radiationless deactiva­
tion in S,' (7)

So' —  s 0 /?.pT back proton transfer (8)

where So, Si4, Si, and T are the ground state, the excited 
Franck-Condon state, the vibrationally relaxed excited 
state, and the triplet state of enol form, respectively, and 
So' and Si' are the ground state and the proton transferred 
excited state of keto form, respectively.

From the steady-state approximation, <1/ is given by
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‘ P T kl_ -  - h 'r  ' (9)
kFr + kA kt' + fed' kVT + kA f f

where kd = kld + k{ + kisc + kic and rf' = (k/ + kd')~l. If 
the activation energies ¿?p t  and Ed and the frequency fac­
tors Apt and Ad exist in the processes 1 and 2 respectively, 
eq 10 is derived from eq 9.

log [(a -  $ ( ') /$ { ']  = log
A p t  2.303RT¥  do)

where a = k /r /. The a value is 0.5 < a < 1 in MP. The plot 
of log [(a — $f')/4>f'] vs. T -1 at the several values of a is 
shown in Figure 4. The activation energy Ed can be ob­
tained from the slope of the linear plot which is given at a 
= 0.55.

Ed =  2.5 + £ pt k ca l/m ol (11)

Weller1 has estimated the EPT value to be less than 2.6 
kcal/mol. Recently, Ingham and El-Bayoumi11 have deter­
mined the activation barrier of 1.4 kcal/mol in the double 
proton transfer process of the excited dimer of 7-azaindole. 
From the above data of Ept, the Ed value was estimated to 
be ca. 4 kcal/mol.

The value of frequency factor ratio was obtained from eq 
10 and Figure 4.

Ad/APT 34 (12)

The value of Ed is close to the activation energy for the 
viscous flow of solvent. However, the deactivation process 
is different from diffusional quenching by an unspecified 
quenching species, since the kd value at higher tempera­
tures (T > 230 K) is large enough to compete with the pro­
ton transfer. Considering the lack of normal fluorescence, 
the rate constant of krd is approximately given by

Kd “  K (13)
where T >  230 K.

The reasons why the temperature-dependent deactiva­
tion of internal quenching occurs have been explained as 
follows: (1) rotational deactivation12-14 (The radiationless 
process from the excited state of some dyes such as Auram- 
ine 0  and Crystal Violet is enhanced by rotational mo­
tions.); (2) intersystem crossing to a higher triplet state15-17 
(In higher condensed aromatic hydrocarbons the tempera­
ture-dependent component is attributed to intersystem 
crossing from Si to a higher triplet state.); (3) deactivation 
via an isomeric state18 (In cases of benzene and its deriva­
tives, thermally activated Si —► So internal conversion 
takes place via an isomeric state.).

Taking into these account, one will discuss the rapid 
deactivation process in the present work. If the process 
would occur due to rotational deactivation, hydrogen-bond 
breaking in excited TH should take place to deform its pla­
nar structure. This case is unlikely because the hydrogen 
bond OH—N in excited TH may be stronger than that in 
the ground state on the basis of theoretical calculation.19

The rate constant for intersystem crossing from Si to a 
higher triplet state of TH may be less than 1011 sec-1, since 
the rate constant for intersystem crossing from the lowest 
vibronic level of benzophenone is 2 X 1011 sec-1,20 whose 
value may be the most fastest rate constant for intersystem 
crossing. Therefore, the possibility for the deactivation due 
to the second case becomes small.

Mataga et al.21 have demonstrated that hydrogen bond­
ing in the carbazole-pyridine system enhances internal 
conversion but not intersystem crossing. On theoretical

Figure 4. Plots o f \<a — 4>(')/4> /j vs. 7“ 1 (see  text).

Figure 5. Plots o f <t>f'/rf' vs. T.

grounds, Rehm and Weller22 have proposed that fluores­
cence quenching is caused by a transient hydrogen transfer. 
Recently, Kikuchi et al.23 have shown that singlet excited 
(3-naphthol in the presence of 10-4 to 10“ 1 M  pridine 
undergoes collisional deactivation and this deactivation is 
mainly attributed to the transient hydrogen atom transfer 
via hydrogen bonding. If rapid deactivation in excited TH 
is caused by transient hydrogen atom transfer, the So state 
is repopulated to a great extent and the So' state is directly 
produced to a small extent. No transient neutral radical 
could be observed in the intramolecular system. Although 
we had no information of the photochemical isomerization 
of TH except for the proton transfer, the third case de­
scribed above seems likely.

On the other hand, the possibility of the decrease in 4»/ 
due to hydrogen-bond breaking in the So state may be ex­
cluded, since the enthalpy change in the breaking process is
4.7 kcal/mol24 and the population of TH free from the hy­
drogen bond is less than 0.001 at 300 K.

Figure 5 shows plots of 4>//t/  v s . T, indicating that the 
rapid deactivation process in Si should be also involved in 
polar solvents. The values of <f>f7rf/ in polar solvents are 
smaller than those in nonpolar solvents. Complicating fea­
tures may arise in polar solvents, where the ground and ex­
cited species of TH interact with solvent molecules result­
ing in a decrease in 4>f'.

No deuterium isotope effect on the intermolecular pro­
ton transfer is known at higher temperatures.11 A similar
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result was obtained in the intramolecular proton transfer 
process.

Although no decisive answer as to the mechanism of 
rapid deactivation can be given at this time, the deactiva­
tion competing with the proton transfer exists in the excit­
ed TH at higher temperatures (>230 K).
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Thermodynamic Theory of the Solvent-Jump Relaxation Method1
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The thermodynamic parameters governing the chemical relaxation in solvent-jump experiments are dis­
cussed. The expression for the relaxation amplitude A£ is derived as a function of the dilution ratio, the 
equilibrium constants in the initial and final media of given dielectric constants, as well as the stoichiomet­
ric coefficients, activity coefficients, mole numbers, and charges of the species present in a single step equi­
librium.

Introduction

Chemical equilibria can be disturbed by changing exter­
nal or internal thermodynamic variables of the system in 
question. If the perturbation is sufficiently small and sig­
nificantly faster than the rate of adjustment of the system 
to the new conditions, the relaxation times t j  can be inter­
preted in terms of rate constants and concentration vari­
ables in a relatively simple fashion. This represents the 
basis of relaxation method studies of fast reactions.2

The external parameters usually altered are the temper­
ature T, the pressure P, or the electric field strength Ë and 
the internal ones are the concentration of solutes and/or 
the composition of the solvent. A perturbation of the total 
solute concentration can be achieved by sudden dilution 
(concentration-jump) of the equilibrium system using 
rapid mixing devices.3 Similarly, the composition of the 
solvent can be abruptly changed by fast mixing of two equi­
librium solutions of different solvents, or one equilibrium 
solution with another solvent. Since the total concentration

of the solute is not necessarily changed in the experiment, 
the name solvent-jump is more generally descriptive of the 
method than concentration-jump. This type of relaxation 
experiment was first suggested by Ljunggren and Lamm4 
and has been applied to slow5 as well as to fast reactions, 
using transient and also nontransient8 observation in 
stopped- and continuous flow systems, respectively.

The direct information obtained from relaxation experi­
ments is usually the spectrum of relaxation times and the 
relaxation amplitudes. The latter represent the net signal 
changes observed, which are measures of equilibrium shifts 
and can be used to determine thermodynamic functions 
(AH, AV, etc.) for elementary reaction steps.

For perturbations by changing external variables, the 
general thermodynamic relations governing chemical relax­
ation have been developed by Eigen and DeMaeyer,2 and 
the calculation of relaxation amplitudes was further dis­
cussed by Czerlinski9 and Thusius.10

In the present paper we focus on the thermodynamic as­
pects of internal perturbation relaxation methods, and on
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the calculation of relaxation amplitudes in solvent-jump 
studies of single step equilibria.

D efinition o f System  and Conditions

Consider the chemical equilibrium

* *f
j/jAi + V2A.2 + VjA,- + vi+iAi+i + . . .  (1 )

k,
for which the equilibrium constant is given by K  = Ha,"1, 
where the a; are the activities of A,, and the stoichiometric 
coefficients vi s are positive for products and negative for 
reactants. Since a, = cly l, we can write

In K  = 2 vi In a, = 2 ¡/,- In c, + 2 v,- In 7 ; (2)

If the temperature and pressure are kept constant, dilution 
of the equilibrium solution with the same solvent has no ef­
fect on K, but it changes the concentrations c; and the ac­
tivity coefficients 7 ,-, which are functions of the volume V. 
Mixing with another solvent results in a new medium, and 
all variables K, Ci, and 7 ,• in (2) may be affected. If the in­
stantaneous (immediately after dilution) values of c, and 7 / 
do not satisfy the equilibrium condition

—ft =  A G =  2v;p; = 2 vim0 +
RTiXvi In a + 2 vL In 7 , ) = 0 (3)

the system will relax to zero affinity, ft = 0. The m° and m 
are the chemical potentials of A; in the standard state (a,- = 
1 , but with properties like at infinite dilution) and under 
experimental conditions, respectively.

In order to facilitate the analysis, the overall dilution- 
relaxation process will be subdivided as a transition from 
state 1 to state 3 over a distinct intermediate state 2:

state 1 —*■ state 2 —*• state 3 (4)

State 1 is the initial equilibrium state (AGi = 2 j>mu =
0) at T and P, in a volume V. All parameters, such as con­
centrations, activity coefficients, etc., in this state are iden­
tified by a subscript 1 . We restrict our considerations to a 
range of ionic strength I  = %2 c;Z;2 < 10~2 M, where the 
Debye-Hiickel limiting law11 is adequate for the calcula­
tion of 7 i from

In 7i = -B e~s' W l 1/2 (5)

B in eq 5 is a function of T only, e is the dielectric constant 
of the medium, and z, is the charge of the ith ion.

State 2 arises shortly after the sudden n-fold (n >  1 ) 
dilution with the original or with another pure solvent. The 
homogeneous mixing can be achieved in about 1 msec, 
which time constant is limited essentially only by cavita­
tion.12 At this point all fast physical processes (i.e., the re­
distribution of the solvent and ionic atmospheres) have 
been completed and the system is ready for the much slow­
er chemical relaxation. The solvent-jump methods are usu­
ally limited to studying chemical equilibria with relaxation 
times longer than a few milliseconds. The temperature and 
pressure are kept constant at their values of state 1 , but the 
new volume is nV. Since equilibrium 1 has not yet shifted, 
the extent of reaction £ is the same as in state 1 , given by

«¿2 = in  = ni° + ¡>i£ (6)

where nn’s are the numbers of moles A; present at equilib­
rium, and «¿°’s are the initial numbers of moles of A; at the 
time when the equilibrium mixture was prepared. Thus, n,° 
= 0 are typical for the products in (1). Due to the dilution,

Thermodynamic Theory of the Solvent-Jump Relaxation Method

the concentrations c, 1 = nn/V decreased to c,-2 = nn/nV, 
and the equilibrium constant also has a new value K 2, un­
less the original solvent was used for dilution, in which case 
K 1 is valid throughout the whole process. The activity coef­
ficients in this state are given by

In y l2 = - B ^ /W m n a Z i V n V ) ^  (7)

where t2 is replaced by ti in case of dilution with the origi­
nal solvent.

Although the perturbation was kept small enough for the 
linearization of the rate equations, state 2 is a nonequilibri­
um state with AG 2 = 2  ̂ ¿ 2  ^  0.

State 3 is the final equilibrium state reached after com­
pletion of the chemical relaxation. In step 2 —► 3 all vari­
ables stay constant and only nn change to nl3, and of 
course also those parameters (c, and 7 ,) which depend on 
rii. Thus, a3 = riiz/nV, and In 7,3 have the form of eq 7 but 
with «¿3 substituted for nn. The extent of the reaction in 
this step changes by A£, that we define as the relaxation 
amplitude. The relaxation signal amplitude can easily be 
obtained from A£, using the function which relates concen­
trations to the physical property measured. The final equi­
librium mole numbers are given by

«¿3 = rc>° +  «»;($ + A£) (8)
that with eq 6 yields

a, 3  =  « ¿ 1  +  ^ A f  (9 )

Since AG3 = 2 i>iHi3 = 0, the driving force of the chemical 
relaxation is ft23 = AG3 — AG2 = — AG2.

C alculation of the R elaxation Am plitude

Since the chemical relaxation takes place in step 2 -*• 3, 
A£ has to be calculated from the change of the Gibbs free 
enthalpy AG23 = —ft 23 of this step:

AG23 = — 2 ^ 2  = Sc,-A#i£ (10)

The change in chemical potential Am = m3 — nl2 of species 
Ai is given by

Am = fii° + ft7’(ln c,3 + In 7 ,3) -
~ RT(In c,2 + In 7 ,2) (1 1 )

or in an abbreviated form by

Am = RT(A In c, + A In 7 , ) (12)

By substituting the proper values for cl3, cl2, 7 ,3, and y i2 in 
eq 12 using (7) we have in general for dilution with any sol­
vent
Am/RT = In (nl3/nV) -

In (nn/nV) -  B '^ W lC Z n ia zf/n V )™  -
(2 nilz?lnV)W\ (13)

with B' = B{lh)i/2. The first two terms on the right side of 
eq 13 can be evaluated by using (6) and (8)

In —— — In ” i-° +  = In / l  + - ^ )  ~  ^  (14)
nn n, + V nn /  «¿1

Similarly, using (9), the expression between the brackets in
(13) becomes

(l/rtV01/2f[2(n,iZ£2 + A*)]1'2 -  [2nnza2]1/2| (15)

The first square-root term between the braces in (15), 
using binomial expansion, becomes

2735
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[2nnz,2 + A£2«tz;2]1/2 ~

(2 n[1z,2)1/2(l  + ^ ^ 4 - . . . )  (16)
2 nuz.

Substituting (14) through (16) into (13) we obtain

A4,i/RT = —  -nn

B ' ^ W W n V y ^ ^ ^ J XnaZi2)1̂  (17) 
2 2n,iz<

which c£in be rearranged to

Aw/RT = A  ̂ (—  In yi2 ~ ^ r )  (18)\na 2 2 n,iz, /
Substitution of (18) into (10) yields AG23, which however is

AG23 = -R T  In K 3 + RT In Q2 (19)

where i i 3 = / i 2 is the equilibrium constant in the final me­
dium that prevails already in state 2 and Q2 = Ilaa"', with 
the nonequilibrium values of a,2 in state 2. Q2 can be ex­
pressed in terms of the equilibrium constant K\ in the orig­
inal solution in state 1 , minus difference terms:

In Q2 = In Ki — In n2 i>, — B/j ,/2(f2~3/2n ,/2 —
fi_3/2)2 i»iZi'2 (20)

Equation 20 results from the subtraction of In K\  from In 
Q2. The expression used for In K x is obtained through sub­
stitution of (5) into (2), specified for state 1, and the func­
tion for In Q2 is obtained by substituting (7) into In Q2 = 
'¿Vi[In {nn/nV) +  In 7 ;2].

Finally, with (18) through (20) substituted into (10) we 
obtain the relaxation amplitude A£ as a function of the ini­
tial K\  and final K 3 equilibrium constants, the dilution fac­
tor n, the ionic strengths /1 and / 2, and the dielectric con­
stants of the original ei and final medium t2

Af =

[In K i

K 3
— In n'Zvi B /11/2(i2-3/2n - 1/2 -  £r 3/2)2ViZi2J j

[ y„.2,.2 “I
2i/,-2/n,i -  2 In y i2 1 ■ * (21)

22rcIiZ;zJ
For nonionic species (z, = 0) in equilibrium diluted with 
the original solvent (K\ = K 3) eq 21 simplifies to

—In n2i>; _ — VTn n 2 v i  

2  vi2/n u  2i/,-2/ca (22)

In such a case 2 Vi ^  0 is the necessary requirement for the 
applicability of solvent-jump perturbation, and the dilu­
tion ratio n that results in a certain relaxation amplitude 
can be estimated from eq 22. Typically, A£ should be kept 
around 0.05 ran (for that species i which is present in limit­
ing amount), so that the relaxation rate equation can be 
linearized. E.g., for a monomer-dimer equilibrium 2A — A2 
n = 1.28 is needed if all nn = 10~3 m.

The value of B in (21) is a function of the temperature 
only

B = e3(2AT)1/2/81r(£0̂ T)3/2 (23)

which is kept constant during the experiment. By substi­
tuting the physical constants io = 8.859 X 10~14 A sec V-1 
cm-1, e = 1.602 X 10~19 A sec, k = 1.389 X 10-16 erg K-1, 
and N = 6.023 X 1023 mol-1  into (23) we obtain

B = 4.204 X 106 K3/2 M ~ 1/2 T_3/2 (24)

For the common case of dilution of an aqueous ionic equi­
librium (z, r-i 0) with water (t = 78.56) at 25°C, the numer­
ator in eq 21 becomes

-In  n2vi -  1.17(n-1/2 -  l)711/22riz,2 (25)

Applying eq 21 to an aqueous ionic dimerization equilibri­
um 2A~ 5=* A22_ (with counterion M +) at 25°C, A£ =
0.025«u is predicted for a 1.28-fold dilution with water, if 
nn = 10-3 m in an initial volume of 1 1. A tenfold dilution 
would represent a large perturbation with A£ = 0.53ra,i- In 
experiments with large perturbation the observation has to 
be restricted to the end of the relaxation process. Using di-- 
oxane for dilution (fdiox = 2.209, «2 = 6.1),13 n = 10 would 
result in A£ = 0.19n,i if K 1/K 3 = 10z.

An interesting situation arises in mixing two solutions of 
the same equilibrium but of different concentrations. Here 
the concentration of one of the two original subsystems is 
jumped downward and the other upward. In such a case eq 
21 has to be applied separately to the subsystems and the 
experimental conditions have to be chosen such that the 
difference of the opposing amplitudes A£ = A£i — A£2 ?£ 0. 
Otherwise, the final equilibrium concentrations would im­
mediately be reached upon mixing and no kinetics could be 
observed.14

In certain cases, where the temperature change caused 
by the heats of mixing and/or dilution is not negligible, 
values of all parameters in (21) have to be taken at the final 
temperature. The resulting A£ represents only the solvent- 
jump part of the total relaxation amplitude, and the tem­
perature-jump part must be calculated separately1’9’10 and 
added to it.

In general, depending on the system in question, the rel­
ative magnitude of the terms in (21) dictates the proper 
dilution ratio and the choice of the diluting solvent for 
achieving the maximum tolerable A£. Alternatively, from 
the experimentally measured signal amplitude one can cal­
culate A£, which in turn can be used to estimate thermody­
namic quantities associated with the reaction. The present 
treatment does not include the activity coefficients of non­
electrolytes. This will be considered in a latter communica­
tion.
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Scanning calorimetry has been employed to evaluate the apparent specific heat of tetra-n-pentylammon- 
ium bromide in aqueous solution over the temperature range from 10 to 80° and the concentration range 
from 5 X 10~4 to 8 X 10~2 M. Variations with temperature not exceeding 20% are observed, as contrasted 
with variations exceeding 50% reported by Mohanty, Sunder and Ahluwalia for the excess partial specific 
heat of this solute.

Introduction
In a paper published in 1972, Mohanty, Sunder, and Ah­

luwalia1 reported the results of calorimetric measurements 
of the heat of solution of tetra-n-pentylammonium bro­
mide (TPAB) in water in the temperature range 5-85°C. 
The excess molal heat capacity of the solute was calculated 
from the temperature variation of the heat of solution. 
Since the solute concentrations were very low, ranging from 
10~4 to 10~3 m; it was concluded that the experiments 
yielded the partial rather than the apparent excess heat ca­
pacity.

The results obtained by Mohanty et al. are shown in Fig­
ure 1, curve A, expressed as excess specific heats rather 
than excess molal heat capacities. It is seen that the excess 
specific heat undergoes remarkable variations, including a 
drop by a factor of 1/2.5 between 50 and 60°. Mohanty et 
al. presented a tentative interpretation of the temperature 
dependence of the excess specific heat in terms of the influ­
ence of the hydrophobic alkyl groups on the structure of 
the solvent.

In view of the importance of hydrophobic interactions in 
a wide variety of chemical and biochemical systems, it 
seemed important to reinvestigate this system by direct so­
lution heat capacity calorimetry, to free the results from 
any dependence on possible changes in the heat capacity of 
the crystalline form of the solute species. To this end I have 
determined the apparent specific heat of TPAB solutions 
using two different scanning microcalorimeters, with re­
sults which show much smaller variations with temperature 
than reported by Mohanty et al. for the excess specific 
heat.

Experim ental Section

Eastman White Label TPAB was recrystallized from 
benzene and dried to constant weight at 40-50° in vacuo.

The differential scanning calorimeter used for solutions 
of concentration greater than 0.02 M  has been previously 
described.2’3 For more dilute solutions the calorimeter de­
veloped by Privalov4 and available from Mashpriborintorg, 
Moscow, USSR, was employed. In what follows these calo­
rimeters are designated A and B. respectively. Differential 
scanning calorimetry provides the most convenient means 
for evaluating specific heats over a wide range of tempera­
tures, and it can be applied to very dilute solutions provid­
ed adequate sensitivity and an adequately stable baseline 
are available. The apparent specific heat of the solute, sapp,

in a solution containing c grams of solute per milliliter of 
solution, is given by the expression

d
Sapp So 4 (s So) (1)

C

where s and so are respectively the specific heats of the so­
lution and the solvent, and d is the density of the solution. 
The advantage of differential operation is evident from the 
occurrence of the difference s — so in eq 1. The occurrence 
of the factor 1/c shows that uncertainty in sapp is approxi­
mately inversely proportional to the concentration. A con­
servative statement of the capability of calorimeter A is 
that the uncertainty in c app for a 1% solution in water is 
±0.04 over the temperature range 5-80°. Calorimeter B 
gives this level of accuracy down to a concentration of 0.1%.

In both instruments the calorimeter cells are completely 
filled and are open to the atmosphere through filling tubes 
of small internal diameter. Since any expansion or contrac­
tion of solvent or solution during scanning changes the 
amount of material contained in the effective volumes of 
the cells, it is essential to have accurate density data for 
materials studied in these calorimeters. These data were 
obtained as a function of both concentration and tempera­
ture, using a vibrating tube densimeter, manufactured by 
Sodev, Inc., Sherbrooke, Quebec, Canada. This instrument, 
which requires only a few tenths of a milliliter of liquid, has 
a resonant frequency of about 300 Hz. The average period, 
averaged over 103 cycles, was determined by means of a 
Model 700 counter manufactured by Newport Laborato­
ries, Inc., Santa Ana, Calif. Although the frequency of the 
densimeter tube varies strongly with temperature, and is 
dependent on the immediate past thermal history of the in­
strument, the difference between the square of the period 
observed with water, t02, and that observed with solution, 
t2, could be determined with a reproducibility correspond­
ing to an uncertainty of approximately 20 nsec in each peri­
od.

The densimeter was thermostated by water pumped 
from a bath regulated to ±0.03°, the temperature of which 
was measured with a Hewlett-Packard quartz thermome­
ter. The densimeter was contained in an insulated air bath 
maintained at a temperature within a few degrees of that of 
the water bath.

In all cases, 20 or more readings of the period of the den­
simeter filled with N2 and then with solution were sand­
wiched between an equal number of readings with two fill-

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



2738 Julian M . S turtevan t

Figure 1. T h e specific  h e a t o f te tra -n -pen ty lam m on ium  brom ide  
(TPAB) as  a  function o f te m p era tu re : (curve A , left-hand ordinate) 
th e  ex c e s s  partia l specific  h e a t o f TP A B  in aqueous solution as  re ­
ported by M ohanty e t a l., re f 1; (curves B and C , right-hand ordinate) 
the ap p aren t specific  h e a t o f TPAB in 0 .0 7 9 7  and 0 .0 2 7 3  M  solu­
tions, respective ly , as determ ined in ca lo rim e te r A; (O , • )  the ap ­
parent specific  heat of TPAB in 0 .0 5 5 5  and  0 .0 0 0 5 0  M  solutions, re ­
spectively , a s  determ ined in ca lo rim eter B.

ings of water. The liquids were partially degassed at room 
temperature under aspirator vacuum.

The square of the period of the densimeter varies linear­
ly with the density of the material it contains. Therefore 
the density, d, is given by the expression

d = a + br2 (2)

The calibration constants, which vary with temperature, al­
though much less strongly than the period, were evaluated 
from the N2 and water fillings. When r is expressed in mi­
croseconds, a was found to be approximately —5.3 g ml-1 
and b approximately +7.2 X  10-7 g ml-1 ^sec“ 2.

The apparent specific volume of the solute, oapp, is given 
by the expression

t;app_̂ + c (1 _ ^ )  (3)
where do and d are respectively the densities of the solvent 
and the solution. From this it follows that

O app =  —  +  —  (t02 -  t 2) (4)
do cd0

Values of do, in grams per milliliters, were calculated from 
the equation5

do —

0.9998 + 18.225t -  7.922212 -  55.4513 + 149.8t4 -  393t5 
1 + 18.1597Î

(5)

where t = °C/1000.
In the present experiments, the uncertainty in to2 — r2 

appeared to be about 5%. This corresponds to an uncertain­
ty of ±0.002 in Dapp. In two series of experiments in which 
the temperature was varied, the standard deviations en­
countered were about twice this size. Although it is proba­
ble that considerably more precise results could be ob­
tained at the expense of much more careful attention to 
thermostating the densimeter and “ ageing” it at each tem-

' 0 .9 8o*
£
® 0 .9 7
3 
o >
O 0 .9 6

o •
£  0 .9 5
c 
€>

0 .9 4Q.<
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M o la r  i ty

Figure 2 . T h e  a p p aren t specific  vo lum e o f TP A B  in aqueous solution 
as  a  function o f concentration a t 2 5 .0 1 °C .

Figure 3. The a p p aren t specific  vo lum e of TP A B  in aqueous solution 
a s  a  function of te m p era tu re  a t concentrations o f 0 .0 2 7 3  (O )  and  
0 .0 7 9 7  M C ) .

perature, the present results are more than adequate for 
the purpose of correcting the calorimetric data.

R esults and Discussion /

Apparent Specific Volumes. The variation of uapp with 
concentration at 25.01° is indicated in Figure 2. Although 
insufficient concentrations were studied to permit accurate 
delineation of the uapp-molarity curve, there is no doubt 
about the existence of a minimum in the curve at approxi­
mately 0.05 M.

The temperature variation of oapp at 0.0273 and 0.0797 
M  was studied in the range 10-65°, with the results shown 
in Figure 3. The specific volume increases linearly with the 
temperature, with the same dependence on temperature at 
each concentration. The least-squared line in the figure is

oapp = 0.9304 +  0.001145T (6)

with T expressed in °C.
At 0.0797 M, the specific gravity of the solution varies 

from 1.0017 at 10° to 1.0003 at 70°.
Apparent Specific Heats. Solutions of concentration

0.0273 and 0.0797 M  were scanned in calorimeter A over 
the temperature range from 10 to 70°C. The data were cor­
rected for the expansion of the solution and the solvent, 
and were least squared to quadratic expressions in the tem­
perature. The results at 0.0273 M  are fit by the equation

Sapp = 0.964 + 0.002915T -  0.0000549T2 (7)
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(curve C, Figure 1), with a standard deviation of ±0.018, 
and those at 0.0797 M  by the equation

sapp = 0.989 + 0.001197T -  0.0000390T2 (8)

(curve B, Figure 1), with a standard deviation of ±0.009, in 
units of cal K-1 g-1.

Solutions of concentration 0.00050 and 0.0555 M  were 
scanned in calorimeter B over the temperature range from 
10 to 85°, with results, corrected for expansion, plotted at 
5° intervals in Figure 1 as closed and open circles, respec­
tively. Error bars indicate the estimated uncertainty in the 
results. The apparent minimum at about 45° in the specific 
heat of TPAB in the most dilute solution is not statistically 
significant.

It is evident that there is no very remarkable variation of 
the apparent specific heat within the temperature range 
studied.

The large apparent specific heat of TPAB, approximate­
ly 1 cal K“ 1 g~1 is in striking contrast with the negative 
value of approximately —0.25 cal K-1 g-1 for ammonium 
bromide.6 The effect of the ionic charges in decreasing the 
specific heat of neighboring water molecules is completely 
overwhelmed by the opposite effect of the hydrophobic 
alkyl groups. The decrease in the apparent specific heat of 
the solute at higher temperatures reflects a decreasing ten­
dency of water to form structured clusters around the aklyl 
groups.

From the temperature variation of heats of solution, as 
measured by Mohanty et al., one can calculate the differ­

ence in specific heat between the pure solid solute and the 
solute in solution. It is this quantity, after multiplication 
by the molecular weight, 378.5, which is designated as the 
excess partial molal heat capacity by Mohanty et al. From 
their data and my values for the specific heat in very dilute 
solution, one can in principle calculate the specific heat of 
crystalline TPAB. This calculation results in a curve hav­
ing a shape similar to that of curve A rotated 180° about a 
horizontal axis. This very unusual temperature dependence 
for the specific heat of a crystalline solid certainly needs 
confirmation by direct measurements.
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The interaction of sodium dodecyl sulfate (SDS) and aqueous poly(iV-vinylpyrrolidone) (PVP) was studied 
over a large range of SDS concentrations and several polymer concentrations by conductivity and viscosity 
measurements at 25°C. The data tend to confirm earlier equilibrium dialysis measurements which indicat­
ed three regions of behavior. Correlation of the conductivity-dialysis data prove that the PVP detergent 
complex and associated counterions could supply up to 20% of the total conductivity due to SDS. Remark­
ably, it was found that equivalent conductance of the interacted detergent was higher than that of the pure 
micelles. This suggests that the detergent forms submicellar clusters stabilized with the aid of poly(vinyl- 
pyirolidone). At higher concentrations, the aggregates, although of the nature of mixed micelles, mimic 
true micelles in that the ratio of charge to hydrodynamic volume remains constant with increasing SDS 
concentration. Viscosity measurements confirmed the presence of three regions of behavior: no change of 
the polymer coil shape in region I, a rapid expansion of the polymer coils in region II, and a further, but 
less rapid, expansion in region III. Since the higher polymer concentrations exhibit a more rapid expansion 
in region III than the lower polymer concentrations, this substantiates a previous conclusion, i.e., that in­
creasing the polymer concentration at constant detergent increases the degree of counterion dissociation.

Introduction

Over the last 15 years, numerous studies2-24’32' 39 con­
cerning the interaction of ionic detergents with nonionic 
polymers in aqueous media have indicated a continuing in­
terest in these systems. Three of these studies2’19’20 have 
attempted to determine the nature of these interactions by 
equilibrium dialysis measurements in the absence of salt, 
which may be added to eliminate Donnan effects.3 The 
presence of salt simultaneously lowers the cmc and in­
creases the micellar weight of the detergent.16’20’21’35’37’38 In 
two of these studies,2’19 the authors considered detergent 
solutions to behave like uni-univalent salts; in both cases 
the binding isotherms exhibited maxima. For the system 
poly(JV-vinylpyrrolidone) (PVP)-sodium dodecyl sulfate 
(SDS), we have shown subsequently20 that the maxima are 
artifacts which disappear if one accounts for the aggrega­
tion, or micelle formation, of SDS itself in equilibrium with 
the SDS-PVP complex. Modification of the Donnan equa­
tion, which describes the distribution of unbound SDS 
across the semipermeable membrane in the dialysis cell, al­
lowed us to correct for this aggregation.

In the following, we will attempt to show that conductiv­
ity and viscosity data from PVP-SDS studies in conjunc­
tion with our previous binding data on the same system 
under closely similar conditions of temperature and com­
position2 (a) give the contribution of each species present 
(unbound sodium and detergent ions, and polymer-deter­
gent complex) to the total solution conductivity; (b) pro­
vide information on the hydrodynamic behavior of the 
polymer and detergent in each others presence; (c) lend 
support to our treatment of dialysis data by showing that 
the information obtained is consistent with other measure­

* Address correspondence to this author at the Richard B. Russell 
Agricultural Research Center, P.O. Box 5677, Athens, Ga. 30604.

ments; and, finally, (d) allow us to propose a fairly detailed 
model for PVP-SDS interaction.

E xperim ental Section

A. Materials. Synthesis and purification of poly(./V- 
vinylpyrrolidone) (PVP) of M w = 400000 and of SDS have 
been described in the previous paper.20 The description of 
the dialysis, apparatus, and procedures will also be found 
there.

B. Conductometry. Two Jones22 conductivity bridges 
were used during the course of the experiments. One, made 
by the Klett Mfg. Co., was modified to detect the balance 
point by a cathode ray oscilloscope rather than head­
phones. The other bridge, Industrial Instruments Inc., 
Model RC-18, already had the oscilloscope built in and op­
erated on the same principle.

Both bridges were checked against high-precision 
(±0.001%) General Radio Co. resistors in the range 500- 
10000 ohms, and reproduced resistance readings to within 
±1%. The resistances of the solutions were measured at two 
frequencies (1 and 3 kHz) and agreed within the precision 
of the bridges. Deionized distilled water of average conduc­
tivity 1.52 ¿¿mho cm was used. The calibration of the con­
ductivity cells was carried out with KC1 purified according 
to the procedure of Dagget.23 Values of the specific conduc­
tance, k, as a function of KC1 concentration, were obtained 
from the literature.24 A series of resistances was measured 
and the “ best” cell constant obtained from the least- 
squares slope of the function k against (l/R).

The four conductivity cells used were: cell no. 1 (Jones 
type); cell no. 2 (flask type); cells no. 3 and 4 (Kraus 
type).22 All conductivity measurements were made in a 
thermostated oil bath (±0.02°C).

Special procedures in cell preparation and platinization 
as well as for the conductance measurements themselves
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were required to obtain stable and reproducible data in the 
presence of surfactants; see ref 1. The cell constants ranged 
from 0.172 to 0.8508.

C. Viscometry. The measurements were carried out with 
Cannon-Ubbelohde capillary viscometers, No. 75, thermo- 
stated to within (±0.05°C). Flow times in excess of 120 sec 
made kinetic energy corrections unnecessary.

All solutions were filtered immediately before use 
through millipore “ cellotate” (cellulose acetate) circular 
membrane filters of pore size 0.5 ±  0.05 /¿.

Solution foaming was avoided by applying a positive N2 
pressure at the filling end of the viscometer, thus forcing 
the solution through the capillary into the upper reservoir 
without bubbles.

The first flow time of a series of solutions was made on 
the most concentrated solution. Subsequent measurements 
were made by pipet dilutions within the viscometers. Only 
measurements whose three consecutive flow times agreed 
within 0.06 sec were recorded. Reduced viscosities are given 
in grams per cubic centimeter.

R esults and Discussion

A. Calculation of the Free Ion Contribution to the Over­
all Conductance. The results obtained from equilibrium 
dialysis measurements enabled us to calculate the binding 
of sodium dodecyl sulfate (SDS) onto aqueous polyvinyl­
pyrrolidone) by assuming that all ions are present in either 
a bound, or the free, state.20

Three further assumptions are necessary to evaluate the 
conductances of each species at any concentration: (1) the 
equivalent conductances of the free ions are independent of 
any polyelectrolyte present; (2) all free ions have the same 
equivalent conductance as an SDS solution isoionic in uni­
univalent ions; (3) the transference number of each ion is 
independent of concentration over the pertinent range. 
The first two assumptions have been justified experimen­
tally and theoretically.25 Transference experiments on pure 
SDS solutions give results which are virtually independent 
of the singly charged ion concentration.26

Acceptance of all three assumptions permits us to derive 
for the specific conductivity of the free sodium, *Na, and 
dodecyl ions, «os, respectively

«Na =  Z°N a(N af)X sD sA °SD S (D

*DS =  1 X°SDS ~  (°N a )(D S f)X sD sA °S D S  (2 )

where Xsds is the equivalent conductance of pure aqueous 
SDS at the same free ionic strength, and (DSf), (Naf) are 
the free concentrations of the appropriate unbound ions, 
(°Na is the ionic conductance of sodium, a value available in 
the literature.28 X°sds ¡s the value at infinite dilution, for 
the equivalent conductance of SDS.20

In Figure 1, we plotted the ionic strength of the free ions, 
I t ,

If = [(Naf) + (DSf)]/2 (3)

calculated from the previously reported20 equilibrium data 
according to eq 3 against the total detergent concentration 
[Si]. Figure 2 shows the course of the calculated specific 
conductivity (the sum of eq 1 and 2) of the free ions also 
against [Si], again based on the same dialysis data. Conduc­
tivity data taken under similar conditions are reproduced 
in Figure 3 (tabulated in ref 1).

For pure detergent, curve 1, Figure 1, we assumed com­
plete dissociation of detergent for the section of curve 1

Figure f .  T h e  course o f ionic strength of sodium dodecyl su lfate ions 
against to tal de tergent concentration In th e  a b s e n c e  and p resence  
of P VP (data from  m em b ra n e  equilibrium m easu re m e n ts , re f 20): 
curve 1, pure SD S; curve  2, with 9 .9 2 -8 .1 5  In m illlm olar PVP; curve  
3 , w ith 1 8 .1 -1 7 .2  in m illimolar PVP; curve 4, w ith 7 8 .8 -6 5 .9  in mllli- 
m olar PVP; all da ta  a t 2 5 °C . Curve 2 a  a t 3 0 ° C  Is practica lly  indistin­
guishable from  curve 2  and th ere fo re  om itted. R om an  num erals indi­
c a te  aggregation states: l0, I, unassociated; II, clusters, a t low -order  
m icelles; lll0, III, true, pure, or m ixed m icelles.

F igure 2 . D ep end ence  o f specific  conductance o f th e  fre e  sodium  
dodecyl su lfate ions, ca lculated from  dialysis data (re f 20), on the  
to tal de tergent concentration: (a ) in pure detergen t solution, cu rve  1 ; 
(b) in equilibrium w ith P VP as  cosolute, cu rves 2, 3 , 4; for rem aining  
inform ation, se e  Figure 1.

below the break, with the ionic strength identical with that 
of Naf, DSf, or Si. The break of curve 1 occurs at the cmc of 
SDS. Above this break (the cmc), we assumed no increase 
in DSf, but a linear fractional increase of Naf of 18% (see, in 
particular, ref 27) for each additional mole of Si.

In the presence of PVP, Figure 1, curves 2, 2a, 3, and 4 
are at first identical with curve 1. This first, lower region 
ends in a break in the curves 2 to 4 at the detergent concen­
tration (»3  mmol) at which an interaction between the de­
tergent to PVP becomes noticeable. Through this region II 
up to the main, second break of curves 2-4, the free ion 
concentrations rise more slowly with the increase in total 
SDS in both chambers of the dialysis cell indicating an in­
activation or “ binding” , of SDS; i.e., [Si] no longer equals
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Figure 3 . D ep end ence  o f specific  conductance of sodium  dodecyl 
sulfate ions on total S D S  concentration , determ ined by m easu re­
m ent in pure  detergent and in d e te rg e n t-P V P  solutions, for co m pari­
son with Figure 2: (a ) pure d e tergent solution, cu rve 1; (b) d e te rg e n t-  
PVP cosolutions, curves 2, 3 , 4 . For other inform ation, see Figures 1 
and 2.

[DSf]. The detailed course of these curves depends on the 
relationship between the concentration of free sodium, Si, 
and free dodecyl sulfate ions. Dialysis indicated a linear in­
crease in bound sulfate with total SDS over this region 
which means that its complementary quantity, DSf, should 
also increase linearly. Therefore, the curvature in the ionic 
strength function with Si must be caused by a decreasing 
contribution by (i.e., by a binding of) Na+. The curvature is 
seen, however, to increase also with the polymer concentra­
tion (from curve 2-4), a further indication of the perturba­
tion of associated detergent structure by polymer. At the 
highest polymer concentration, curve 4, region II is no long­
er delineated from III by a break in slope. Thus, in the 
presence of PVP, SDS exhibits features of aggregation 
which, though not of the regular micellar kind, include in­
creasing SDS-  clustering accompanied by some Na+ bind­
ing.

In region III, i.e., above the cmc for regular micelles (the 
second break of Figure 1), the increase in free SDS ion con­
centration is as fully suppressed as in pure micelle forma­
tion (see Figure 4, ref 20). The [Naf+] in the presence of 
polymer increases again linearly with total SDS, but with 
slopes larger than 18%; i.e., of 20, 25, and 56%, at our poly­
mer concentrations of 9, 18, and 79 mmol, respectively.

In this context, looking at curves 1-4, Figure 1, the 
discontinuities, i.e., the erne’s, occur at the same ionic ac­
tivity in the outside, and therefore also on the inside, of the 
dialysis chamber. Thus, the shifts of the erne’s along the 
abscissa to higher total SDS, represent the amounts of SDS 
inactivation (binding) by PVP at the instant of micelle for­
mation.

The similarity between Figures 1 and 2 arises from the 
practically linear (experimental) relation between the ionic 
strength of the pure detergent and its specific conductivity 
below the cmc; see our first assumption. Figure 3, by com­
parison, shows the measured specific conductances against 
[Si], for the same three polymer concentrations and pure 
detergent. If all ions bound to the PVP lost their ability to 
conduct the electrical current, Figure 3 would be identical 
with Figure 2. Instead, except for the nonbinding section I 
and Io, sections II and III of curves 2-4 in Figure 3 include

the contributions of the micellized and complexed deter­
gent to the conductivity and therefore lie above the corre­
sponding curves of Figure 2. The upper limiting slopes in 
Figure 3 are steeper than in Figure 2, so that the separation 
between the curves is more pronounced. These differences 
are again due to the contribution of the complexed and mi­
cellized detergent to the specific conductance. Thus, the 
data from dialysis alone (Figure 1), the combined dialysis 
and conductance data (Figure 2), and the conductivity data 
(Figure 3) are all consistent, confirm the existence of three 
different interaction regimes, and show that, as also re­
ported in the literature,14’15 the free ions determine the 
overall conductance to an extent which makes it difficult to 
derive quantitative relations for the polymer-soap complex 
from conductivity data alone. Nonetheless, contributions 
to the conductivity by the bound and micellar species are 
significant as will now be calculated.

B. Calculation of the Conductivity of Polyion and Neu­
tral Polysalt. If the specific conductance of the free ions 
and the corresponding values of the total specific conduc­
tance, kt, are known, the specific conductances, xp, of the 
polyion and of the polysalt, x n p s , can be calculated by

Xp =  KT -  XNa — XDS (4)

XNPS = x t  -  AsDs[DSf] (5)

By dividing xp, or xnps, by [Si-DSf], derived from dialysis 
measurements,203 the equivalent conductances of the sul­
fate in the polyion, Ap, or of the neutral salt, Xnps, are ob­
tained. In Figure 4 we plotted these values against bound 
sulfate, [Si-DSf]. The Xnps data for clusters and micelles 
with their counterions, are given by the three upper curves 
1, 2, and 3, while the lower three curves show the equiva­
lent conductances Xp for clusters and micelles, as well as for 
the polysalt, minus the contribution counterion. The 
curves 1 and la are those of pure SDS in the micellar region
III.

All curves of Figure 4 exhibit linear sections, III, above 
critical values of [Si-DSf]. These represent the regions of 
true micellization throughout which the sizes, shapes, and 
charges of the polymer-detergent complexes are likely to 
remain constant, independent of SDS concentration. In­
crease in polymer concentration, per given total SDS, in­
creases the quantities of “ bound” detergent, yet causes the 
equivalent conductance of the polysalt to rise from curve 1 
to 3, in accord with the conclusions drawn from the dialysis 
data alone, namely that for bound SDS the degree of Na 
ion dissociation increases with polymer concentration.

Below the cmc, through section II, the conductance of 
the polysalts, curves 2 and 3, drop increasingly, while xp 
passes through a shallow minimum (curves 2a and 3a, Fig­
ure 4) to a level above curve la for the normal cmc. We at­
tribute the decrease in conductivity in the two ranges not 
only to the submicellar complex, or duster formation of the 
SDS ions, but also to the fractional decrease of dissociated 
counterions. The rise in xp of curves 2a and 3a, Figure 4, 
above the conductance values for pure SDS micelles, we at­
tribute to a higher exchange rate of dodecyl sulfate anions 
between the free and the micellar state when PVP is 
present.

C. Viscosity Data. The curves of Figure 5 show graphi­
cally the viscosities of the PVP-detergent solutions as a 
function of increasing total detergent concentration. Since 
viscosity changes attributable to the detergent alone are 
negligible, the viscosities reflect the conformational
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Figure  4 . Equivalent conductances of sodium  dodecyl su lfate and of 
th e  (single and com plex) an ions vs. th e  concentration o f bound de­
terg en t in region II and III, w h e re  binding to  P V P  and cluster and m i­
ce lle  form ation occur. The d a ta  a re  derived from  those o f F igure 3, 
with the aid o f eq  4  and 5. C urves 1 and 1a a re  those o f pure de te r­
gent; curves 2 ,3  and 2 a ,3 a  represent th e  d e te rg e n t-P V P  cosolu­
tions. For all o ther inform ation, se e  Figures 1 -3 .

Figure 5 . T h e  course o f th e  reduced viscosity (specific viscosity di­
vided by polym er concentration) of P VP in m ixed P V P -S D S  solu­
tions, vs. to ta l S D S concentration , curves 2  and 3  (sam e num bering  
as In th e  four other figures). C urves 12 and 2 2 a re  repeated  from  Fig­
ure 2 , for com parison. For all other inform ation se e  again the legend  
of Figure 1.

changes of the polymer, presumably due to increasing de­
tergent binding.20’32 A plot of reduced viscosity, based on 
polymer concentration [Cp], against [Si] for the two poly­
mer concentrations shows the same three regions of behav­
ior, i.e., two breaks at [Si] «* 3 mM  and at [Si] ~ 12-13 mM. 
More clearly than on any of the other plots, a change in 
slope occurs at [Si] ~ 8 mM.

Figure 5 confirms that in region I, the polymer behaves 
as if it were uncomplexed. In region II, the viscosity rises 
sharply with the detergent concentration. In conjunction 
with other data,2’12’30’36-38 this rise stems most likely from 
an increased repulsion between segments of the polymer 
chains which carry adsorbed detergent molecules, ions, and 
their clusters. About halfway through region II, the drop of 
Na+ ion conductance, Figure 4, curves 2 and 3, concurs

with the decreasing slope of the viscosity curves, suggesting 
that the adsorbed clusters become more micelle like. The 
higher slope of curve 3 in region III of Figure 5, compared 
with curve 2, indicates a greater degree of coil expansion at 
higher polymer concentration, as a consequence of the fact 
that, for a given total detergent concentration, the polymer 
causes a drop in the ionic strength of the detergent (free 
monomer and/or micelles), but an increase in the fraction 
of dissociated sodium ions.

Conclusions

The conduction and viscosity data presented here, to­
gether with the earlier results on equilibrium dialysis20 and 
other pertinent data in the literature,13’16,26’32-39 permit 
one to sketch the following picture of the interaction of 
SDS with PVP.

In region I, of very dilute SDS solutions, there is little in­
dication of SDS adsorption on polymer coils, though some 
minor hydrophobic binding is possible. At a critical prod­
uct of concentrations, tentatively written as [SDS]'!- 
[PVP]1/m (n = number of SDS/clusters, 1 /m = fraction of 
the polymer chain (or number of monomer units) which in­
duces the cluster), a cooperative inactivation of SDS oc­
curs, as shown by the ongoing lowering of the SDS activity. 
The sharpness of the onset of region II indicates a change 
in state, from a homogeneous SDS-PVP solution to -a- dis­
persion of SDS-PVP clusters in equilibrium with mono­
meric SDS. An aggregate state for SDS is also supported by 
the work of Lange16 who finds that dye solubilization by 
SDS begins exactly with the onset of region II, at which 
point also the curves of surface tension vs. SDS concentra­
tion in PVP-SDS solutions show a halt.

Our data permit only estimates of n, and 1/m. In view of 
our values for the dissociation constant, a, for the Na+ ions 
(see also ref 16), n must fall within the limits 1 «  ra < 
Nemo where Ncmc ~ 60, the number of SDS molecules and 
ions in regular micelles. The quantity 1/m must be smaller 
than unity and may approximate the binding ratios, r = 
mol of bound SDS/mol of monomer units which we found 
earlier20 to lie between 0.01 and 0.3 under our conditions. 
The strong drop of the equivalent conductances, and the 
rapid declining of a, further show that through region II 
the clusters become larger and better ordered as the SDS 
concentration increases.

An aggregation of PVP, according to Rudd and Jennings, 
is not likely,39 but the following evidence from our viscosity 
data indicates that the clusters, or premicelles, o f SDS in 
region II encompass portions of the PVP chains (see also 
again ref 16), while the specific and intrinsic1-2’35-38 viscosi­
ties in region I may go through a shallow minimum or, in 
some cases, a maximum, most likely as the result of SDS 
anion adsorption31 counteracting incipient desolvation of 
the polymer, the final, very rapid and then slowing, rise in 
viscosity in region II can only stem from double layer ef­
fects and/or coil expansion. Electrical double layers have 
never been found to cause large viscosity increases. If the 
clusters in region II were unattached to the polymer, the 
latter would contract and fold around these large negative 
SDS multiions.33 Since the polymer expands, several clus­
ters must be affixed to the individual chains along their 
length, like spaced pearls on a string, stretching the chains 
by their electrostatic repulsion. The PVP is thus converted 
into a complex polyelectrolyte.2-3’17’32’38 The altered ab­
sorption spectrum of dyes16,3 solubilized in region II also 
speaks for a participation of PVP segments in the clusters.
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The fact that n and l/m  change throughout region II1-20 
shows that the SDS aggregation is not of true micellar 
character and deserves the designation of “ clusters forma­
tion.”

Region II ends when the activities of the free SDS reach 
the cmc, marking the second discontinuity and the onset of 
region III, the formation of true micelles. These appear to 
be of mixed character, containing SDS and PVP. Firstly, 
the cmc’s marking the onset of region III are higher than 
those for PVP-free SDS, and are the higher, the greater the 
PVP concentration. Secondly, all conductances in region 
III are higher (see Figures 3 and 4) than those of PVP-free 
SDS solutions in the micellar region, indicating “ abnor­
mal” micelles. Thirdly, the specific viscosities rise through­
out III. The reduced rate of this rise can be explained by 
the formation of additional, free, SDS micelles which act as 
multivalent electrolytes. In view of the continual thermal 
collisions, and of the continuous equilibration between all 
types of aggregates, any distinction between them might be 
considered nominal were it not for the nature of the differ­
ences found in the conductances and viscosities in regions 
II and III in PVP-containing vs. pure SDS solutions. Thus 
we postulate in region III the existence of mixed micelles 
along segments of the polymer coils, in equilibrium with 
free micelles and monomeric SDS, with activities somewhat 
larger than those of pure SDS micelles at a given concen­
tration.

With increasing polymer concentrations, the polymer 
coils fill eventually the whole solution volume and any dis­
tinction between intra- and intercoil micellization must 
disappear. This phenomenon is noticeable for our highest 
polymer concentration (see Figures 1 and 3) for which the 
delineations of regions II and III are not very distinct. In 
line with this, the equivalent conductance of the SDS rises 
with PVP concentration, a sign of SDS ion exchanges in 
the direction of the current which shorten the electrolytic 
migration path by a relay effect across the cluster, or mi­
celle, diameters.

One might object to our postulate of mixed PVP-SDS 
micelles in view of Rudd and Jennings39 findings. Their in­
terpretation is that the decay of the Kerr effect after a 
high-voltage-pulse application, depending little on SDS 
concentration, speaks against conformational changes of 
the PVP as a result of SDS adsorption, or cluster forma­
tion. However, their decay data are far too inaccurate, their 
Kerr constant dependence on SDS concentration is ob­
served at such high polymer concentration (at which coil 
compression and interpretation must dampen any coil 
rotation), and the Kerr effect of the pure PVP is so small 
that their results will only to a small degree be affected by 
polymer-segmental orientation, but overwhelmingly so by 
the polarization of the electrical double layer of the mi­
celles. Their data then simply reflect the occurrence of in­
creasingly micelle-like aggregations through range II, and 
do not allow conclusions on their effects on the PVP coils.

In summary, we believe that the interaction mechanism 
between PVP and SDS is likely to obtain with some varia­

tion for a wide range of polymers and detergents, with 
many cases already reported in the literature.2-4’29,32-39 
The mechanism of association which we here propose 
should provide a basis for a better understanding of such 
processes as polymer enhanced detergency, latex stabiliza­
tion and solubilization, lipid-protein complexes and mem­
branes, and the formation of polyelectrolyte associations.
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Configuration mixing between ionic and covalent configurations in the hydrides NaH, KH, and MgH+ has 
been studied using a two-electron valence bond model in which the valence electrons are assumed to inter­
act with the metal core through a Hellmann-type pseudopotential. Adiabatic potential energy curves are 
reported for the X 12 +, A 'S -1", B12 +, a32 +, b32 +, e32 +, 1n , and 3II states arising from the ns, np, and (n +
l)s atomic states of the metal atoms. For each hydride a polarization potential was added to the diabatic 
ionic potential curve and this potential was adjusted in such a way that the binding energy of the AJ2 + adi­
abatic state is in good agreement with the experimental value. The Ax2 + potential energy curves are also in 
good agreement with RKR curves determined from experiment although they are shifted slightly to larger 
values of the internuclear distance. For each diatomic system, coupling matrix elements between electronic 
states were calculated in a nonorthogonal diabatic representation, in a symmetrically orthogonalized diaba­
tic representation, and in the adiabatic representation. The elements of the nonorthogonal diabatic Hamil­
tonian matrix and the overlap matrix were used to calculate the Landau-Zener-Stueckelberg parameter 
A W  which is the separation between adiabatic potential energy curves at the position of an avoided cross­
ing in a two-state approximation. Comparison with values of APT obtained earlier by Bates and Boyd and 
by Grice and Herschbach shows fair agreement between the values obtained here and those obtained by 
Bates and Boyd while the values obtained by Grice and Herschbach are two to three times larger. The ele­
ments of the nonorthogonal diabatic Hamiltonian matrix and the elements of the inverse square root of the 
overlap matrix were fit to analytic forms as functions of the internuclear distance. These forms were used 
to evaluate .the part of the coupling matrices between adiabatic states which arises from the R  dependence 
of the transformation matrices between the three electronic representations. The results show that cou­
pling between adiabatic states in these molecules is important over intervals as large as 10 bohrs and seri­
ous questions are raised concerning the Landau-Zener-Stueckelberg model for treating the problem of 
avoided crossings in scattering calculations involving these systems.

I. Introduction

Interest in the electronically inelastic scattering of alkali 
atoms and alkali-like ions has been strong in recent years 
due to improved experimental techniques for measuring 
such processes and the fact that electronically excited 
states of these atoms and ions are amenable to quantum 
theoretical treatment.

In the work reported in this paper the valence bond con­
figuration mixing method was combined with the use of 
model atomic pseudopotentials in calculations of the po­
tential energy curves and the matrix elements which couple 
different electronic states of NaH, KH, and MgH+ in both 
adiabatic and diabatic representations. Since the coupling 
terms have not been well studied, this work seeks to deter­
mine their general features as functions of internuclear dis­
tance.

This work was carried out as the initial stage of scatter­
ing calculations for electronically inelastic collisions of Na, 
K, and Mg+ with H and H2. The calculations are also of in­
trinsic value, especially for illustrating the nature of the 
coupling terms and the diabatic potential energy curves 
and for showing the level of accuracy which can be 
achieved for adiabatic potential energy curves using this 
method.

The Landau-Zener-Stueckelberg (LZS) model2 for elec­
tronically inelastic collisions has been applied to two of the 
avoided crossings in each of the systems NaH and KH by 
Bates and Boyd3 and the treatment has been repeated in 
modified fashion for one of the avoided crossings in each

system by Grice and Herschbach.4 This model requires the 
energy separation A IF between adiabatic potential energy 
curves at an avoided crossing. Although the primary pur­
pose of this work is not to apply the LZS model, we are able 
to calculate A W  within our treatment and we shall com­
pare our results for this quantity with the results reported 
in the references cited.

II. E lectronic Representations

For a fixed value of the internuclear distance R  we con­
sider the electronic Hamiltonian

H el(R) =  ~  ± P Xi2 + V( x , R)  (1)
¿Me *=1

where

—  =  7----- —------ y + — (la )p e (Ma + Mb) hi

m is the electronic mass, pXi is the operator for linear mo­
mentum of electron i, x, is the coordinate of electron i in a 
molecule-fixed coordinate system with origin at the center- 
of-mass of the nuclei, x represents the entire set of elec­
tronic coordinates, and V  is the total potential energy con­
sisting of electron-nucleus attractions, electron-electron 
repulsions, and nucleus-nucleus repulsions. We also con­
sider the eigenvalue problem

Hel(R)cj>k{x,R) = Wk(R)cpk(x,R) (2)

with eigenvalues W k ( R)  and electronic eigenfunctions
4>k(x, R)  which are taken to be orthonormal as follows
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= ¡<Pi*(x,R)<pj(x,R)dx (3a)

=  5ii (3b)
The inner product notation introduced in eq 3a refers to 
integration over electronic coordinates only and 5ij is the 
kronecker delta. The total wave function is expanded in 
terms of these electronic eigenfunctions as

co

4'(*,-R) =  Z  p t(x,R)Xl(R) (4)
i=1

where the nuclear motion wave functions Xk (R) are to be 
determined. We substitute expansion (4) into the Schroe- 
dinger equation

m  =  W* (5)
where H  is the Hamiltonian in the barycentric coordinate 
system given by

H = i n p2 + ( + H°l (6a)

where5

P =  -¿V  R (6b)

and
1 - - L  + J L (6c)

m a m b

We set the kinetic energy of the total center of mass equal 
to zero so W  is the total energy. After multiplication on the 
left by <j>k*{x, R) and integration over electronic coordi­
nates, we obtain the following coupled differential equa­
tions for the nuclear motion wavefunetions:6

~ p 2Xk(R) + [W*(fi) -  W]Xi(R) + Z [£*,(*) + ̂/X l-\

Gkt(R)]Xl(R) + 2 Z  F kl{R)'pXl(R) =  0 (7)
1=1

where

B°°  ( m a * M . )  ( « ’ . g V ? > > ' )  (8)

h i  = o )  

G k l  =  (10)

As seen from the above equations, the matrices B, F, and G 
couple nuclear motion in different electronic states. If we 
ignore all such coupling we obtain what is usually6,7 re­
ferred to as the Born-Oppenheimer or Born-Oppenheimer 
adiabatic approximation.

In this article we shall ignore completely the coupling 
matrix B.

We assume next that expansion of the wave function 
may be terminated after N  terms. We let <t>‘ (x, R) repre­
sent an ¿V-dimensional row vector of electronic basis func­
tions of the ¿th electronic representation. Similarly Xl(R) 
represents an A-dimensional column vector of nuclear mo­
tion wave functions in the ¿th electronic representation. 
The total wave function for the system may be written in 
matrix notation in terms of the ¿th electronic representa­
tion

* (* ,5 )  =  ¿ ‘ (x./tfx'CR) (ID
Assume we pick a basis set tfi" which is linearly indepen­

dent but not necessarily orthogonal. The overlap matrix is 
defined by

S = ( < t > n \<pD) (12)

where the inner product notation of eq 3a is implied along 
with conjugate transpose of the vector in the bra and the 
matrix multiplication. We substitute the total wave func­
tion in this nonorthogonal representation into the Schroe- 
dinger equation (5) and require the projection of (H — W) 
onto the AT-dimensional space of electronic wave functions 
be zero to obtain

( r b ^ -P 'P  + Hel -  w \ F x tt) = ° (13)

Applying the chain rule for differentiation and defining the 
matrices

H1' =  W l H j r ) (14)
1 , . i - i  .F* (15)

G' = ^ (< p i \p2\pi) (16)

we obtain from eq 13 the following N X N  matrix differen­
tial equation for the nuclear motion wave functions

2^S(/>V ) + Gnxn + 2Fn-(pxn) + H“x” -  WSXn (17)

Note that the differential operators are assumed to operate 
up to the next closing parentheses and no farther.

The presence of the overlap matrix S in eq 17 is trouble­
some. Let A be a matrix which transforms the nonorthogo­
nal basis <t>n into the orthogonal basis <f>°. Then we have

<t>° =  <p° A (18)
Since the total wave function is invariant to electronic rep­
resentation we may write

* -  <P°X° (19)
where

X° =  A_1xn (20)
Following the same procedure which led to eq 17 we obtain

¡^(/>2X°) + G°X° + 2F°'(px°) + H°x° = Wx° (21)

The method of orthogonalization used in this work corre­
sponds to taking for the matrix A the product

A =  CU (22)
where

C =  S"1/2 (23)

and U is an arbitrary unitary matrix. In eq 23 the positive 
square root is implied as discussed by Lôwdin.8 If U = E 
(the identity matrix) thé method of orthogonalization is 
known as symmetric orthogonalization8 or sometimes as 
Lôwdin orthogonalization. When symmetric orthogonaliza­
tion is used the superscript i = o is replaced by i = s. The i 
= n, o, and s representations will be collectively referred to 
as diabatic representations to distinguish them from the 
one to be considered next.

Another choice of U is that unitary matrix which diago­
nalizes the electronic Hamiltonian in the orthogonal basis 
set. That is we take U such that

H1 =  Uf HsU (24)
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is diagonal. This representation will be called the adiabatic 
representation.

Since one invariably begins a calculation with a nonor- 
thogonal basis set, it is important to know the following 
relations

H° -  AtHnA (25)

F° =  AtFnA + ~  AfS (M ) (26a)Cl \-h

= AtF nA + ^ ^ C ' ^ A )  (26b)

G° = ArGnA + 2AtF nA-Ut C '1(pA) +
A) (27)

In deriving eq 26a and 27 we took account of the fact that 
A is a function of R and is operated on by p. We see there­
fore that given the coupling matrices Fn and Gn in the orig­
inal nonorthogonal basis set, the coupling matrices in the 
orthogonal basis set are given in terms of transformed ma­
trices A+FnA and A+GnA plus additional coupling terms 
which arise from the dependence of the transformation ma­
trix A on the internuclear distance.

In this article we shall present calculations (as functions 
of the internuclear distance) of the matrices Hn, H9, and 
Ha. In addition we have calculated the coupling matrices 
(1/2/i) U+C _1(pA) and (1/2n) U tC_1(p2A). The matrices 
Fn and Gn were not obtained.

III. M odel E ffective Potentials

We assume the hydrides under consideration may be 
treated as two-electron systems. The model Hamiltonian at 
internuclear distance R is assumed to be5

H jR ) =  V2PX* + Vifc
11H

Tm^ im) + TM(x2M) + rw-

1 _  A z,
X2K *1M x2

1 zyzz----- —r -j- ±Lq
l*i - *2! R

2M

(28)

where xm and x;m are the distances of electron i from the 
proton and the core M + (M = Na, K, or Mg+; M+ = Na+, 
K+, or Mg2+), respectively, Zc is the net charge on the core, 
and both electrons are assumed to interact with the core 
through the Coulomb potential and a model effective po­
tential Vm- Both electrons, independent of their angular 
momenta about the core, are assumed to interact with the 
core through the same effective potential. This is an impor­
tant simplification as compared to the ab initio effective 
potentials used elsewhere.9 The effective potential chosen, 
in all cases, is the ground s-state effective potential. We 
shall see that, although this approximation in our model is 
certainly a source of inaccuracy, atomic energies calculated 
in this manner are in excellent agreement with the experi­
mental values.

The concept of an effective potential is quite old and was 
developed independently by Hellmann10 and Gombas.11 
Two recent review articles are available.12 We approximate 
the effective potential Vm in eq 28 by the Hellmann poten­
tial

VHU iM) =  A x ^ '1 exp (-Kxm) (29)

where the parameters A and k  are to be determined empiri­
cally. The parameters have been determined in different 
ways by different workers. To compare how well some of

T A B L E  I: Experim ental and Calculated Energies for 
Potassium  Using Various Effective Potentials

State Em  „  eV En, eV -̂ HG? eV -Esm> eV Es, eV

4s —4.431 -5.173 -4.776 -3.984 -4.343
5s -1.734 -2.033 -1.949 -1.718 -1.765
6s -0.937 -1.062 -1.032 -0.942 -0.953
7s -0.587 -0.650 -0.635 -0.592 -0.596
8s -0.402 -0.438 -0.430 -0.405 -0.407
4p -2.726 -2.894 -2.775 -2.615 -2.848
5p -1.276 -1.352 -1.317 -1.253 -1.327
6p -0.744 -0.781 -0.766 -0.736 -0.768
7p -0.488 -0.508 -0.500 -0.484 -0.501
8p -0.345 -0.356 -0.351 -0.341 -0.351

0.000 0.697 0.182 0.213 0.027
a Sum of squares of the differences of experimental and calcu­

lated energies, eq 30.

these different effective potentials represent the actual en­
ergy levels of the valence electron, we have used a finite 
difference method13 for numerical determination of eigen­
values to compute the first five s-state and p-state energies 
for potassium for four different effective potentials. We 
have used the s-state effective potential in each case and 
obtained the p-state energies by adding the appropriate 
centrifugal potential tc the effective potential. The results 
are given in Table I. In that table Eh, E hg, and Es denote 
the energies obtained using the effective potentials of Hell­
mann as quoted by Szasz and McGinn,14 of Hart and Good- 
friend,15 and of Schwarz,16-18 respectively. For comparison, 
the table also includes experimental values19 Eexpt and 
energies jE s m  obtained using the Philips-Kleinman effec­
tive potential20 as calculated by Szasz and McGinn.21

As a measure of how well these effective potentials repre­
sent the actual states of the atom, we have calculated the 
sum of the squares of the differences of the experimental 
and calculated energies

*  =  S ( £ expt -  Scaled)2 (30)

where the sum is extended over the ten states considered 
and we have entered the result in the last row of Table I. 
The effective potential due to Schwarz gives the best over­
all agreement with experiment in this case and we have 
adopted Schwarz’s effective potentials for use in our model 
Hamiltonian, eq 28. The values of the parameters A and k 
are listed in Table II. Note that in ref 16 an incorrect value 
is quoted for Mg+. The correct value listed in Table II is 
given in later references.17'18

Since the s-state effective potentials give good approxi­
mations for the p-state energies for potassium, the angular 
momentum dependence is in some sense weak, and our use 
of s-state potentials only is partly justified. Below we shall 
see that this statement is also true for the atomic states of 
interest for Na and Mg+.

The effective potential obtained by Callaway and Lag- 
hos22 for Na by a different method is very similar to the ef­
fective potential of Schwarz for Na.

IV. Calculations

One-Electron Atomic Basis Set. All atomic basis func­
tions in this work are linear combinations of Slater-type or­
bitals23 (STO’s) with principal quantum numbers nk and 
orbital exponents
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TABLE II: Pseudopotential Parameters in Hartree 
Atomic Units for the S State Pseudopotentials for 
Na, K, and Mg+

Atom Zc A K

Na 1.0 14.0 2.267
K 1.0 18.0 1.866
Mg’ 2.0 30.0 2.855

We have chosen for the H_ wave function the GF func­
tion due to Goddard.24 We have used the function involv­
ing four STO’s as given in Table IV of ref 24.

For each covalent configuration, we use a hydrogen Is or­
bital centered on the hydrogen atom and a pseudowave 
function centered on the alkali atom, in particular the 
pseudowave function for the atomic state which gives rise 
to the molecular state of interest. Three covalent configu­
rations (corresponding to the two lowest s states and the 
lowest p state of the alkali) were included and the pseu­
dowave functions for these states were obtained in the fol­
lowing way. To obtain a set of STO’s in which to expand 
the pseudowave function, we first of all included the STO’s 
given by Schwarz17 for the ground and first excited s states 
and for the lowest p state. We also included the two most 
important STO’s in the pseudowave functions given by 
Sza'sz and McGinn.21 Using this set of STO’s the secular 
equation was calculated using the effective Hamiltonian

#M — V'lpx\ ~ ~~i~  + Vm (31)X\M

where Vm is approximated by eq 29 with the parameters 
given in Table II. The results are given in Table III where 
the calculated atomic energies are compared with the ex­
perimental values. The agreement between calculated and 
experimental atomic energies is especially good for neutral 
cases. We therefore have further verification that the effec­
tive potential is independent enough of angular momentum 
that one effective potential may be used for all the states.

Since the avoided crossings considered later in this arti­
cle occur at rather large internuclear separation (e.g., as 
large as 23 ao in Na and 28 ao in K), it is important to 
check the behavior of our pseudowave functions at large 
distance from the nucleus. Comparison of numerical Har- 
tree-Fock functions for potassium calculated with the pro­
gram of Froese-Fischer25 and coulomb approximation26 
functions indicates that in the regions of interest corre­
sponding to the occurrence of avoided crossings (see below 
for the exact positions of these avoided crossings) the cou­
lomb approximation functions give the correct behavior ex­
cept possibly for normalization. Comparison of the loga­
rithms of our wave functions with those of the coulomb ap­
proximation wave functions indicates that for Na and K, 
the wave functions are fairly good at distances less than 
about 14 or 15 ao while we may expect that the ground 
state wave functions are too large at larger distances. How­
ever, we will show below that the diabatic matrix elements 
# 2; n 0  = 1, 3, 4) involving the nonorthogonal covalent con­
figurations of NaH and KH which dissociate to ground 
atomic states are small for x > 9 ao- Thus the wave func­
tions do not need to be accurate to as large a distance for 
the ground state as for the excited states. For the excited 
states of Na and K, the wave functions appear to be more 
accurate at large distances but must eventually, at large

TABLE III: Experimental and Calculated Energies in 
Hartree Atomic Units at Infinite Internuclear 
Separation for the Four Atomic Configurations Used 
in Determining the Molecular Basis Set

State Eexvt° F a -̂ calcd A E b

Na(3s) + H(ls) -0.68882 - 0.68886 0.00004
Na(3p) + H(ls) -0.61152 -0 .61189 0.00037
Na(4s) + H(ls) -0.57222 -0.57154 -0 .00068
Na* + H' -0.52775 -0.51359 -0 .01416
K(4s) + H(ls) -0.65952 -0.65948 -0 .00004
K(4p) + H(ls) -0.60018 -0.60459 0.00442
K(5s) + H(ls) -0.56371 -0.56483 0.00112
K* + H' -0.52775 -0.51359 -0.01416
Mg*(3s) + H(ls) -1.05254 -1.04963 -0.00291
Mg+(3p) + H(ls) -0.88974 -0.88529 -0.00445
Mg*(4s) + H(ls) -0.73448 -0 .73563 0.00115
Mg2* + H' -0.52775° -0 .51359 -0.01416
° The zero of energy is for M+ + H+ + 2e~ where M is Na, K, or

Mg+. b The amount by which the calculated energy differs from 
the experimental one. c The energy of Mg(3s2) + H+ is -0.83346 
hartree; although this is lower than Mg2+ + H~, this state does 
not have a long-range coulomb attraction and may be less im­
portant for causing interactions among the covalent diabatic 
states.

enough distances, become too small. For Mg+ the wave 
functions may be in serious error even for distances as 
small as 8 a». In this case, however, the important curve 
crossings occur at smaller distances [less than 6 ao for the 
covalent state which dissociates to Mg+ (3p) and about 10 
ao for the covalent state which dissociates to Mg+ (4s)] and 
thus accuracy is not needed at distances as large as for the 
neutral cases. Nevertheless, we will show below that the 
coupling matrices in the MgH+ system may have elements 
which are large at distances as great as about 14 a0. There­
fore, the quantitative results for MgH+ may need to be 
reexamined and should not be treated with as much confi­
dence as the results for NaH and KH.

Two-Electron Nonorthogonal Molecular Basis Set. 
Using the one-electron atomic basis functions tpi described 
above, we form two-electron valence bond wave functions 
as follows

cpm* ( x u x 2, R )  = N m(R )[ ipi(l)tp j{2) ± ^ -(1 )^ (2 )] x

(1 /Vr2)[a(l)0(2) t 0(1)a (2)] (32)

where the normalization constant is

N j R )  =  [2(1 +  su2)]- ,/2 (33)

and the overlap between atomic functions is

■ s ; r =  (34)
The numbers in parentheses indicate whether the \pi are to 
be taken as functions of the vector to electron 1 or electron 
2 from the nucleus on which the atomic basis function is 
centered. The functions a(i) and 0(i) are the usual spin 
functions foT electron i, and the upper and lower signs in eq 
32 correspond to the singlet and triplet states, respectively.

For the ionic configuration, i/y and ipj are the GF orbitals 
for H~ (see above). For the covalent configurations, \pj is 
always the Is orbital of H while \pl is the orbital corre­
sponding to the atomic valence state at infinite internu-
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clear separation which gives rise to the molecular state of 
interest. From the ground and first excited atomic s states, 
we obtain x2 + and 32 + molecular states. From the first 
atomic p state, we obtain x2 + and 32 + molecular states 
with mi = 0 STO’s while 1II and 3II states are obtained 
with mi = ±1 STO’s. From the ionic configuration, we ob­
tain only the 12 + state since the bound state of H-  is a sin­
glet.

Since the diagonal matrix elements of the electronic 
Hamiltonian in the diabatic representations will cross each 
other as the internuclear distance changes, we need to 
adopt a numbering convention for the molecular states 
which shall be used at all values of the internuclear dis­
tance. Within the set of x2 + diabatic molecular states, we 
shall always assign the number 1 to the molecular state 
arising from the ionic configuration and label it 1 12 +, the 
number 2 to the molecular state arising from the ground 
atomic state and label it 2 x2 +, the number 3 to the molec­
ular state arising from the atomic p state and label it 3 x2 +, 
and the number 4 to the molecular state arising from the 
excited atomic s state and label it 4 x2 +. Within the set of 
32 + molecular states, there is no molecular state arising 
from the ionic configuration, so we number the molecular 
states in the same order as the atomic states from which 
they originate. To emphasize the physical character of the 
covalent x>32 + states we will also use the notation ns x’32 +, 
np 1>32 +, and n*s x’32 + where n is the principal quantum 
number of the valence electron in the ground state and n* 
= n + 1. No numbering scheme is needed for the II states 
since only one singlet and one triplet are considered for 
each value of mi.

In the adiabatic representation, no crossing of curves oc­
curs and we number them at each value of R in the order of 
their increasing energies. Following the usual spectroscopic 
notation, we may also refer to the adiabatic states as X x2 +, 
Ax2 +, Bx2 +, and Cx2 + for the singlets in order of increas­
ing energy and a32 +, b32 +, and c32 + for the triplets again 
in order of increasing energy. The II states will be referred 
to as simply XII and 3II since there is only one of each and 
they are the same in all representations.

Using the model electronic Hamiltonian (28) with the 
Hellmann effective potentials due to Schwarz and the mo­
lecular functions (32), we have calculated the electronic 
Hamiltonian matrix elements defined by eq 14 with i = n 
as functions of the internuclear distance.

All the necessary molecular integrals were evaluated 
using a program due to Schaeffer.27 This program has the 
advantage that integrals are computed directly over atomic 
orbitals rather than over atomic basis functions.

The experimental atomic energies of Table III represent 
the asymptotic limits which the diagonal elements of the 
electronic Hamiltonian should approach at infinite inter­
nuclear separation in each of the nonorthogonal diabatic, 
orthogonal diabatic, and adiabatic representations where 
the zero of energy is set at M+ -I- H+ + 2e~ with M = Na, 
K, or Mg+. The error involved in our calculation is given by 
the energy AE* for each atomic state k and we see that this 
error is not the same for different atomic states. We could 
make one of the diagonal matrix elements approach the 
correct asymptotic value by a simple change in the zero of 
energy which in a nonorthogonal representation amounts 
to adding the quantity AEkSij to each element HlJn of the 
Hamiltonian matrix where AEk is the amount by which the 
zero is changed and SLJ is the overlap between the states i 
and j. Since the error AEk is not the same for all states,

however, the other matrix elements would still have the 
wrong large R asymptotic values.

To make all the diagonal elements have the correct as­
ymptotic energies, we have added to each diagonal element 
Hkk" of the Hamiltonian matrix in the nonorthogonal di­
abatic representation the quantity AEk listed in Table III. 
In making this correction, we have assumed that the error 
involved in our calculation is independent of internuclear 
distance in a given nonorthogonal diabatic valence-bond 
configuration, which is of course not true, but we believe 
that this method is a reasonable way of adjusting the 
curves to the correct asymptotic values especially since the 
corrections involved are small. One of the reasons we pre­
ferred the Schwarz effective potentials to other choices is 
that the AEk are so small for this case.

The off-diagonal matrix elements in a nonorthogonal 
representation should also be adjusted whenever the diago­
nal matrix elements are altered as mentioned above. How­
ever, in this case we have not added the same value to all 
the diagonal matrix elements, and therefore there is no 
unique method for adjusting the off-diagonal matrix ele­
ments. Therefore no adjustment of the off-diagonal matrix 
elements has been made.

After addition of the quantities AE* to the diagonal ma­
trix elements, the zero of energy was adjusted to corre­
spond to the ground state atomic configuration for each 
system by adding the quantity |Ei|S)j to each matrix ele­
ment where |.Ei| is the absolute value of the experimental 
energy of the ground state of M + H where M = Na, K, or 
Mg+ as listed in Table III.

By adjusting the diagonal matrix elements before rather 
than after orthogonalization, we ensure that the final adia­
batic potential energy curves obtained are independent of 
the method of orthogonalization.

Our four-state molecular valence-bond basis set for the 
x2 + states does not take into account the large polarization 
of H~ by the core M+ as well as the smaller polarization of 
the core M+ by H_. We include this aspect of the system in 
our model by adding a polarization potential Vp to the cal­
culated matrix element Hnn corresponding to the ionic 
configuration. The polarization potential chosen is given 
by5

+ a.
2RL 1 — exp (35)

where a+ is the dipole polarizability of the core M+ and a_ 
is the dipole polarizability of H- .

The parameter y is adjustable. It was determined in such 
a way that after orthogonalization of the basis functions 
and diagonalization of the Hamiltonian matrix in the or­
thogonal basis, the adiabatic curves for the A states have 
dissociation energies as close as possible to the experimen­
tal values. This variation of y could be carried out with lit­
tle effect on the X and C state curves but with considerable 
effect on the A and B state curves. The polarization poten­
tial, of course, has no effect on the 32 +, xn, or 3n  states. We 
shall see below that the final A state curves obtained in this 
way give fairly good agreement with experimentally deter­
mined RKR curves although the curves for KH and MgH+ 
are displaced to larger values of R than the respective ex­
perimental ones. The final values of y used in this work are
9.3 do for NaH, 9.9 ao far KH, and 5.7 ao for MgH+. The di­
pole polarizabilities were taken from the tabulation of Dal- 
garno.28

For later computational purposes we have fit the ele-
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ments of the electronic Hamiltonian matrix in the nonor­
thogonal diabatic basis to analytical forms containing three 
to five linear parameters and two or three nonlinear param­
eters adjusted to give the best fit in a least-squares sense to 
the calculated points. All curve fitting was done using the 
Marquardt non-linear least-squares method.29 The analytic 
forms and curve fits are given elsewhere.30

Orthogonal Diabatic Basis. Using the orthogonalization 
procedure described above, we have transformed the elec­
tronic Hamiltonian matrix in the nonorthogonal diabatic 
basis to the symmetrically orthogonalized basis. In the case 
of the 12 + states we have included the correction of eq 35.

The matrix elements for the transformation C = S~1/2 
from the nonorthogonal to the orthogonal diabatic basis 
were also fit to an analytic form for later computational 
purposes. The form used and the parameters of the fits are 
given elsewhere.30

The fits for C (R) and Hn(7t) will also be used below to 
determine the values of Re and De for the adiabatic poten­
tial curves, to determine the crossing points in both the 
nonorthogonal and orthogonal diabatic representations, 
and to calculate the coupling matrices between adiabatic 
states and to generate points for plots of the elements of 
these matrices.

It is interesting to note that the elements of the transfor­
mation matrix C(R) are quite smoothly varying functions 
of R. This behavior might have been expected since the 
method of symmetric orthogonalization is, in a certain 
sense, a gentle procedure which produces a minimum 
change in the basis set. At small values of R, however, the 
difficulty of orthogonalization increases and rather large 
amounts of the nonorthogonal basis functions are added 
and subtracted to maintain orthogonality. As the two 
atoms approach each other, the off-diagonal elements of 
the overlap matrix become large, some of the basis func­
tions become almost linearly dependent, and one of the ei­
genvalues of the overlap matrix becomes very small. Thus, 
the norm of C becomes very large.

Adiabatic Potential Curves and Electronic Eigenfunc­
tions. Diagonalization of the Hamiltonian matrix in the 
symmetrically orthogonalized diabatic basis yields the adi­
abatic potential energy curves Hu* (R) according to eq 24. 
We recall from eq 22 that the matrix A is defined in terms 
of the unitary matrix U which diagonalizes the electronic 
Hamiltonian in the symmetrically orthogonalized diabatic 
basis. Therefore, the columns of the matrix U are the ei­
genvectors of the matrix Hs, and since the negative of an ei­
genvector is still an eigenvector with the same eigenvalue, a 
problem arises in establishing the sign to be given to these 
eigenvectors. To calculate the coupling matrices defined in 
eq 26 and 27 we must take derivatives of the elements of 
the matrix U and therefore we must establish a sign con­
vention which yields smoothly varying functions of R. In 
the case of avoided crossings as considered here, the char­
acter of the eigenvectors changes rapidly over very small 
distances and the relative contributions of the components 
change rapidly also.

To overcome this difficulty we have adopted the fol­
lowing procedure. At large internuclear distances, beyond 
the position of the last crossing of ionic and covalent 
curves, the character of each adiabatic curve is unambigu­
ous and corresponds to a configuration chosen as one of the 
original basis functions. We start the calculation of U at 
some value R = Rn where the sign of each column is deter­
mined and proceed stepwise to smaller values Rn- i , Rn- %

etc. At each point after the first, the calculated elements of 
column i of the matrix U are compared to the values at the 
previous point by computing the two quantities

K  =  Z  [ V M  ± U jR ^ ) ] 2 (36)
ft—1

for each column of U. If the minimum of these two quan­
tities is equal to X_, then the sign of column i is left un­
changed while if the minimum is equal to \+, the sign of 
column i is changed to its negative. Thus, the decision for 
the sign of the eigenvectors is based on a smoothness crite­
rion involving all the components of the vector at each 
value of R.

This procedure was carried out with step size Rn — Rn~ i 
= O.lao. It yields continuous, although sometimes sharply 
varying, functions. We checked that the results obtained 
are independent of step size.

Coupling Matrices in the Adiabatic Representation. 
Note that A is a function only of R (not of R) so that the 
partial derivative operator p reduces to an ordinary deriva­
tive with respect to R in eq 26b and 27. Defining

M - 2p di?

M, 2p UfC"‘(i)
t dU

U

m 2 =  —  u ,L 2p d R

(37)

(38)

(39)

and using eq 22 we may write

2^U C 'U M ) = -¿M e* =  —¿(M, + M2)ê* (40)

where Sr is a unit vector in the direction of R. Similarly we 
define the matrices

N =  U’ C 'd V d R2 (41)

N, = •r^U1'C '1(d?C/d,R2)U (42)
Z (J

N2 = ■^-Ut d2U /d « 2 (43)

so that

¿ W c - V A )  =  -N  =  - (N , + 4pM 1M2 + N2) (44)

From the above definitions, we see that the matrices Mi 
and Ni represent contributions to the coupling matrices 
which arise primarily from the orthogonalization procedure 
while the matrices M2 and N2 represent contributions 
which arise from the diagonalization procedure. We may 
thus separate the effects of the two procedures and analyze 
the relative contribution of each to the total coupling ma­
trices.

The curve fits to Hn(R), VP(R), and C(R) are used to 
generate A, C, and U at four equally spaced points 10-3 do 
apart. Then the required first and second derivatives of A, 
C, and U are calculated using a four-point difference for­
mula.

V. Results and Discussion

Nonorthogonal Diabatic Basis. The calculated Hamilto­
nian matrix elements in the nonorthogonal diabatic repre­
sentation for the 12 + valence-bond states are shown in Fig-
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8.00  16.00 
R(BOHR)

8.00 16.00
RlBOh'R!

Figure 1. The m atrix  e lem ents Hi/ '  for th e  12 +  states o f N aH  in th e  nonorthogonal d iabatic  basis a s  functions o f th e  in ternuclear distance R. 
Each curve is labeled by th e  pa ir o f indices ij. T h e  cu rve  corresponding to  H 11n includes th e  polarization correction  o f e q  3 5 . The notation on 
the right-m ost ordinate m eans that e a c h  num ber along th e  ordinate should b e  multiplied by 10_ 1 .

F igure  2. S a m e  as Figure 1 e x c e p t for KH.

MGH+. NON-ORTHOGONRL DI ABAT IC 
SINGLET SIGNR STATES 
GFF-DÏAGONAL MATRIX ELEMENTS 
SCHUARZ PSELJOOPTOENTIALS

F igure  3 . S am e as  Figure 1 e x cep t for M gH + .

ure 1 for NaH, Figure 2 for KH, and Figure 3 for MgH+. 
The curves corresponding to the matrix elements Hun in 
each case include the polarization potential correction of eq

35 and the reader should henceforth assume this polariza­
tion potential is present.

We note first of all the occurrence of curve crossings be-

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



2752 Robert W. Numrich and Donald G. Truhlar

tween the ionic curve Hun and the covalent curves. It is 
particularly interesting that no crossing occurs for NaH be­
tween Hn n and the lowest covalent curve H22". In earlier 
treatments of the problem it was assumed that a crossing 
would occur at a large value of R (7.7 ao by Bates and 
Boyd3 and 7.55 ao by Grice and Herschbach4) where H22" 
was assumed to be essentially constant and where Hn 11 was 
assumed to be well represented by the sum of a coulomb 
potential and a polarization potential. However, Figure 1 
shows that the above assumption fails for our calculations 
and no crossing occurs because our calculated Hun is suffi­
ciently less attractive than previous workers assumed. This 
same effect is true for KH where the crossing of the ionic 
curve with the lowest covalent curve is found at smaller R 
values than those assumed by Bates and Boyd3 and by 
Grice and Herschbach.4 There is no crossing between the 
ionic and lowest covalent states for MgH+ either, but in 
this case the absence of the crossing is due to the higher 
ionization potential of Mg+ and no crossing was expected.

We next note the large separation in distance between 
the attractive regions of the ionic curve Hn 11 and the cova­
lent curve jF/331* for NaH and KH. Configuration interaction 
including these two states yields the qualitative features of 
the adiabatic A1!!4“ state potential curve with the abnor­
mally broad, flat minimum which leads to the well-known 
spectroscopic anomalies31’32 in these states. It is easy to see 
here that this effect is due to the fact that the ionic curve 
H u" is the second lowest curve in this region and that its 
attractive region occurs at abnormally large distances, i.e., 
around R = 9 ao- The effect is missing for MgH+ since the 
two curves f lu "  H33" essentially coincide near their mini­
ma so no extended well region is expected for the A state. 
The A state for MgH+ has been observed to be normal 
spectroscopically.33

The similarity of the off-diagonal Hamiltonian matrix el­
ements for all three molecules is striking. We note in par­
ticular the long-range nature of the matrix elements H12” , 
Hi3n, and especially f lu "  which are the interactions of the 
ionic state with the covalent states. The matrix elements 
H23", H24n, and H34" between covalent states are of shorter 
range. It is interesting that the matrix element H24” be­
tween the ns x2 + and n*s 42 + is very similar to the matrix 
element i f  34" between the np x2 + and u*s x2 + states while 
the matrix element H23" between the ns 12 + and np 12 + 
states is quite different.

The Hamiltonian matrix elements for the 32 + valence 
bond states are shown in Figure 4 for NaH, Figure 5 for 
KH, and Figure 6 for MgH+. All diagonal matrix elements 
correspond to covalent configurations for this symmetry. 
Although not shown on the figures, curve crossings occur 
between the matrix element H u" and the two higher ma­
trix elements and H33n at small values of R. These 
crossings will produce rather large coupling matrices in 
these regions which will be discussed below.

The off-diagonal matrix elements are again very similar 
from one molecule to another. The matrix elements Hi3° 
and H23” between the u*s 32 + state and the ns 32 + and up 
32 + states, respectively, are again similar to each other 
while the element H12" between the ns 32 + and up 32 + 
states is quite different.

Orthogonal Diabatic Basis. The Hamiltonian matrix ele­
ments in the orthogonal diabatic representation for the 12 + 
states are shown in Figure 7 for NaH, Figure 8 for KH, and 
Figure A l34 for MgH+. Comparing these curves with the 
curves in the nonorthogonal representation we note a num-

Figure 4. The m atrix  e lem ents H f  for th e  32 +  states of N aH  In th e  
nonorthogonal diabatic basis as  functions o f in ternuclear distance f t  
E ach curve is labeled by the pair o f indices ij.

Figure 5 . S am e as  Figure 4  e x cep t for KH.

£

Rt BOHR) R(BDHR)

Figure 6. S am e as  Figure 4  e x cep t for M gH+ .

her of differences. The attractive wells for the 312 + and 
412 + states of NaH and KH are not as deep as they were in 
the nonorthogonal basis and the well for the 2 ’ 2 + state has 
completely disappeared. The 212+ and 312 + states of 
MgH+ have wells which are not quite as deep as in the 
nonorthogonal basis while the 4X2+ state has a slightly 
deeper well than in the nonorthogonal basis. The curve cor­
responding to the ionic configuration f ln s (R) has shifted 
position relative to the other diagonal elements thereby
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Figure 7 . T h e  m atrix  e lem ents  H f  fo r th e  12 +  states of N aH  in the sym m etrica lly  orthogonalized d iabatic basis a s  functions o f in ternuclear dis­
ta n c e  R. E ach cu rve  is labeled by th e  pair o f indices ij.

51

Figure 8. S am e a s  Figure 7 ex cep t for KH.

changing the positions of the crossing points and in fact in­
troducing new crossing points. New crossing points at small 
R values appear for all three molecules; in the case of NaH, 
where there was no crossing between the HS"1“ and 212 + 
potential curves in the nonorthogonal basis, there are now 
two crossings between R = 4 ao and R = 5 do. In the case of 
MgH+, the ionic curve no longer so closely resembles the 
potential curve of the 31S+ state near its minimum.

The off-diagonal Hamiltonian matrix elements have also 
changed considerably. Nevertheless, the corresponding ma­
trix elements are still remarkably similar from molecule to 
molecule, the most notable exception being the matrix ele­
ment H23s of KH which is somewhat different from the 
same matrix element for NaH or MgH+. It is interesting 
that the matrix elements H 13s, and / / 14s between the
ionic configuration and the covalent configurations are not 
of as long a range as they were in the nonorthogonal repre­
sentation.

Mulliken,31 neglecting overlap, has reported a calcula­
tion for the diabatic matrix element between the lowest co­
valent state and the ionic state in LiH. His result, as a 
function of R, has the same qualitative shape as the matrix 
elements Hi2s(R) reported here. His function varies from 
—1.5 eV at R = 2.0 a0 to —0.1 eV at R = 5 ao while the

functions reported here vary from —11.6 to 0.9 eV for NaH, 
from —21.6 to —1.2 eV for KH, and from —5.0 to —1.0 eV 
for MgH+ over the same interval.

The Hamiltonian matrix elements for the 32 + states in 
the symmetrically orthogonalized representation are shown 
in Figure 9 for NaH, Figure 10 for KH, and Figure A234 for 
MgH+. The most interesting difference between the two 
representations is the introduction of additional curve 
crossings of the diagonal matrix elements at small values of 
R. These crossings will show up in the coupling matrices 
discussed below. The off-diagonal matrix elements have 
changed shape but the similarity noticed in the nonortho­
gonal representation between the elements H13" and H23n 
remains for H 13s and H23s while the element H ]2S has a dif­
ferent character.

The shapes of these matrix elements as functions of R 
depend on the particular method of orthogonalization cho­
sen. Since we are free to multiply our orthogonalizing ma­
trix by an arbitrary unitary matrix as discussed above, it is 
possible to produce matrix elements in an orthogonal di­
abatic representation with widely varying characteristics. 
We have carried out the calculation for canonical orthogon­
alization8 and have found qualitative and quantitative dif­
ferences in all the matrix elements. For example, for NaH
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Figure 9 . T h e  m atrix e lem ents H f  for the 32 +  states of N aH  in the  
sym m etrica lly  orthogonalized diabatic basis as functions o f internu- 
c le ar distance R. E ach curve is labeled by the pair of indices ij.

Figure 10. S a m e  as Figure 9  ex cep t for KH.

the matrix element H 12 at 5 ao is —0.903 eV for symmetric 
orthogonalization and 0.392 eV for canonical orthogonali- 
zation, the matrix element H13 at 12 a0 is —0.176 and 
—0.410 eV, respectively, and the matrix element Hu  at 20 
ao is —0.035 and 0.034 eV, respectively.

As discussed by O’Malley,35 however, some diabatic rep­
resentations have particular physical significance. In the 
work presented here, the original nonorthogonal valence 
bond molecular basis has particular significance in terms of 
the bonding models which have been used previously to 
discuss the interaction of ionic and covalent configurations 
in the hydrides considered here. Symmetric orthogonaliza­
tion was then chosen because it gives an orthogonal basis 
which differs from the physically motivated basis as little 
as possible.

The Adiabatic Potential Curves and Electronic Eigen­
functions. We present now the results for the adiabatic po­
tential curves. The results are shown for NaH in Figure 11, 
for KH in Figure 12, and for MgH+ in Figure 13.

We recall that the parameter y in the polarization poten­
tial was adjusted in such a way that the experimental value 
of the dissociation energy of the A12 + states was not ex­
ceeded. Comparing the A’ 2 + states obtained in this way 
with the experimentally determined RKR potential curves 
which are discussed in ref 30 and shown in Figures 11-13, 
we see that our procedure for determining 7  yields adiabat­
ic A12 + potential energy curves which have the correct 
shape but which are shifted to larger values of R especially 
in the cases of KH and MgH+.

Figure 11 . The adiabatic  potential curves fo r N aH . All nine curves  
calculated in this w ork a re  shown plus the experim entally  de ter­
m ined RKR curves for the X 12 +  and A 12 +  states.

It should be noted that the C12 + states calculated here 
have no real physical significance since the ionic curve in 
the nonorthogonal basis will have another avoided crossing 
with the next higher covalent state of the same symmetry 
above the highest one considered here. The main reason for 
considering four 12 + states is that the addition of the 
fourth 12 + molecular basis function produces a fundamen­
tal difference in the calculated B ^"1" state. In a three-state 
calculation omitting the 412 + nonorthogonal diabatic state, 
the B12 + state dissociates to the ionic configuration while 
in the four-state calculation it dissociates correctly to the 
M(n*s) + H(ls) atomic state. At values of R less than the 
position of the avoided crossing, the B12 + in the three- 
state calculation has very little character of a molecular 
bound state. In the four-state calculation, however, a large 
amount of binding energy is added and the state resembles
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the Ax2 + state below it. Thus, the addition of the fourth 
molecular basis state to the calculation has given physical 
meaning to the Bx2 + states.

At this point, it is interesting to examine the nature of 
the bonding 12 + molecular states. In Table IV we give the 
squares of the coefficients for the expansion of the adiabat­
ic wave functions in terms of the symmetrically orthogonal- 
ized diabatic basis functions near R = Re for the ground 
state of the three molecules. Since symmetric orthogonali- 
zation has been used, these basis functions resemble the 
original nonorthogonal basis functions and we have labeled 
them as ionic, ns, np, and n*s according to the configura­
tions to which they correspond in the limit of infinite sepa­
ration.

Consider first the behavior of the eigenfunctions at large 
R. The X 12 state changes character from covalent to ionic 
near R = 7 do for NaH and near R = 8 ao for KH. The 
Ax2 + state changes from covalent to ionic near R = 12 ao 
for NaH and near R = 15 ao for KH. The Bx2 + state 
changes from covalent to ionic near R = 23 ao for NaH and 
R = 28 ao for KH. The Cx2 + states change from ionic to co­
valent at the same places that the Bx2 + states change from 
covalent to ionic but the covalent state comes in with a 
negative sign.

The ground state of MgH+ is somewhat different from 
those of NaH and KH. This difference is due to the higher 
ionization potential of Mg+ which prevents the ionic curve 
from descending low enough to interact in the same way 
with the lowest covalent state. There is, however, a change 
in character in the state at values of R less than R = Re. 
The excited states exhibit characteristics similar to those of 
NaH and KH. The A12 + state changes from covalent to 
ionic near R = 6 ao, the B12 + state changes from covalent 
to ionic near R = 10 an, and the C '2~ state changes from 
ionic to covalent at the same point with the covalent state 
coming in with a negative sign as it did in NaH and KH.

A very interesting result of these calculations is the fact 
that the triplet states also exhibit changes of character due 
to avoided crossings even though there is no simple physi­
cal explanation in terms of interactions with an ionic state 
since there is no ionic configuration in this case. The be­

TABLE IV: Squares | Uij\2 o f the Coefficients for the 
Expansion of the Adiabatic x2 + Wave Function in 
Terms of the Orthogonal Diabatic Basis Functions 
Near the Equilibrium Internuclear Distances of the 
Ground States
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Diabatic

Adiabatic Ionic ns np (n + l)s

NaH X!S+ 0.487 0.426 0.066 0.021
R  = 4.0 a0 A'S+ 0.259 0.549 0.157 0.035

b 's * 0.188 0.020 0.777 0.014
C12 + 0.066 0.004 0.000 0.930

KH X‘S + 0.523 0.375 0.089 0.013
R =  5.0 a0 AXS + 0.089 0.474 0.429 0.008

B1S+ 0.029 0.032 0.151 0.788
C'S* 0.359 0.120 0.331 0.191

MgH* X1S* 0.098 0.811 0.091 0.000
R =  3.5 a 0 A'S* 0.770 0.120 0.010 0.100

B12 + 0.031 0.064 0.896 0.008
c ’s + 0.101 0.005 0.003 0.891

havior of the triplet states for NaH and$IgH+ are qualita­
tively the same while KH is quite different. In fact, the 
b32 + and c32 + states for KH approach the behavior of a 
step function model. The change in character iq these 
states takes place near R = 5.5 ao over an interval of less 
than 0.1 ao, and we shall find in the next section that the 
coupling matrices in this region are quite large and very 
narrow.

Near the equilibrium position, we see that the X x2 + 
states of NaH and KH are a mixture of the ionic and ns co­
valent states with the large component ionic as expected. 
The X 12 + state of MgH+, however, is almost entirely cova­
lent as we might have expected since we have seen that no 
curve crossing between the ionic and ns covalent states oc­
curs in this case.

The A12 + state for NaH is a mixture of the ionic state 
and the ns and np covalent states and is predominantly co­
valent. For KH the A12 + state has a similar mixture of 
ionic and covalent states but has much less ionic character. 
The A12 + state of MgH+ is predominantly ionic.

The B12 + states of NaH and MgH+ are similar to each 
other having the character of the np configuration, while 
the same state for KH is dominated by the n*s state with a 
small component of np.

The nature of these states may be compared to the re­
sults of Melius et al.36 for the excited states of LiH. They 
found that the A12 + state has significant sp-hybrid charac­
ter while the B12 + state is essentially s-like in character. 
From the discussion above we see that our results for KH 
are in agreement with this picture of the molecular bonding 
but the results for NaH and MgH+ are not in agreement. In 
other words, there appears to be more hybridization in LiH 
and KH than in NaH and MgH+. In the former two cases 
the ionic configuration and the bonding sp-hybrid covalent 
configuration lead to the lowest two adiabatic potential 
curves and the n*s covalent configuration is lower in ener­
gy than the antibonding sp-hybrid covalent configuration. 
Although this effect is less important for NaH and MgH+, 
we have performed additional calculations using only three 
molecular basis functions for NaH which show that the 
B12 + adiabatic potential energy curve is still appreciably
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TABLE V: Calculated and Experimental Equilibrium 
Distances Re (in a0) and Dissociation 
Energies De (in eV)

X ‘S* A ‘S +

Re R e De"  De"  Re Re De' D,' 
(expt) (caled) (expt)(caled) (expt) (caled)(expt)(caled)

NaH 3.572 4.121 2.05 1.085 6.064 6.115 1.33 1.303
KH 4.055 4.882 1.87 0.995 6.959 7.505 1.12 1.142
MgH+ 3.116 3.439 2.1 0.989 3.792 4.175 2.0 2.111

lowered near R = Re by addition of the fourth molecular 
basis function for NaH.

For small values of R, many changes occur in the charac­
ter of the 12 + states for all three molecules. These changes 
are due to the presence of avoided crossings at small R and 
give rise to large coupling matrices in these regions as we 
shall see below. However, these avoided crossings may only 
be artifacts of the model used here and it is not clear 
whether they have any physical significance.

In Table V we present a comparison of experimental and 
calculated dissociation energies and equilibrium positions 
for the X '2 + and Ax2 + states of the three molecules. The 
sources of the experimental values are explained in ref 30. 
Fror»4hat table we see that we have been able to obtain al­
most all of the dissociation energy De' for the A12 + states 
by the adjustment of the polarization potential but that the 
equilibrium position is shifted to larger R in each case. For 
the X ’ 2 + states, about 53% of the dissociation energy has 
been obtained for NaH, 54% for KH, and 43% for MgH+. 
The equilibrium positions for the X 12 + states are again too 
large.

It is interesting for comparison with Table V to note that 
Cade and Huo37 made an extended basis Hartree- Fock cal­
culation for the X 42 + state of NaH and obtained De" = 
0.936 eV and Ra = 3.616 do- Szasz and McGinn38 using the 
same model Hamiltonian as used in this work with their 
Phillips-Kleinman effective potential have reported values 
for Re and De for the X 42 + states of NaH and KH. Using a 
trial wave function which is a linear combination of a cova­
lent wave function and an ionic wave function both with 
adjustable parameters, they determined variationally the 
values Re = 3.77 ao and De"  = 1.21 eV for NaH and Re = 
4.235 ao and De"  = 0.916 eV for KH. Adding a correlation 
factor to their wave function, they found Re = 3.78 ao and 
De” = 1.463 eV for NaH and Re = 4.21 ao and De" = 1.230 
eV for KH.

In a valence bond calculation using a fixed minimum 
basis set of atomic orbitals which are optimized for the 
atoms and using complete configuration mixing, Heil, 
O’Neil, and Schaeffer39 have found for the CU molecule 
that they obtain an equilibrium separation which is 18% 
larger than the experimental value and a dissociation ener­
gy which is only 29% of the experimental value. They at­
tribute their poor results to the lack of flexibility within the 
molecular environment of the atomic orbitals in the va­
lence bond model. The same effect has been pointed out 
previously by Harris and Michels40 for the F2 molecule.

In the work presented here, we have also used a valence 
bond model with a small (although larger than minimum 
basis set) set of fixed atomic orbitals which are optimized 
for the atoms but we have allowed only partial configura­
tion mixing. It is clear that when only a few fixed atomic

orbitals are included in the basis set and these orbitals are 
optimized for the atomic states rather than at small R, 
there will be a systematic error yielding relatively more ac­
curate, i.e., lower, energies at larger R than at small R. This 
effectively shifts the calculated value of Re toward larger R. 
We conclude that the poor values for Re and De obtained 
here are due in large part to the inflexibility of our atomic 
orbitals, to the fact that they are optimized at large R, and 
to the fact that our orbital basis is not large enough rather 
than to a lack of other configurations which could be found 
using our orbital basis.

In Figure 14, we compare the ground state potential 
curve for NaH obtained by Cade and Huo37 with the adia­
batic states calculated here and with a set of adiabatic 
states calculated by Lewis, McNamara, and Michels.41 The 
latter authors have performed a configuration mixing cal­
culation in which only the valence electrons are promoted 
in excited configurations, i.e., they used the frozen core ap­
proximation. This approximation is similar physically to 
the effective potential formalism used in the present work 
but their choice of configurations differs from that used in 
the present work. The calculations of Lewis et al. are limit­
ed to R > 4 ao- From the figure we see that Lewis, McNa­
mara, and Michels have obtained a larger and more accu­
rate binding energy for the ground state than we have but 
that the binding energy we have obtained is larger than 
that obtained by Cade and Huo. The potential curve 
obtained by Lewis, McNamara, and Michels has a com­
pletely incorrect shape compared to the RKR curve. Their 
II states, however, are probably better than the ones calcu­
lated here since we have included no configuration mixing 
for these states. Nevertheless, we see from Figure 14 that 
the II state curves obtained here have essentially the same 
shape as those obtained by Lewis, McNamara, and Michels 
and that their curves are lower in energy by only a few 
tenths of an electron volt. Part of the difference in the two 
b32 + states is due to the presence of an avoided crossing in 
our calculation between the two highest 32+ states. This 
feature does not appear in the adiabatic potential curves of 
Lewis, McNamara, and Michels.

Comparison with other Work and Examination of the 
Curve Crossings. In the Introduction we indicated that the 
separation AVF(flc) between the adiabatic potential curves 
at the position R = Rc of a crossing of two diabatic curves is 
important in the LZS model. Under the assumption that 
the system is described by a linear combination of two di­
abatic wave functions i and j, this separation is given by

A W ( R C) =  2| H „  - H „ S U \/  (1 -  S t / )  (45)

where all quantities are to be evaluated at R = Rc. In eq 45 
Hu is the value of the two diagonal Hamiltonian matrix ele­
ments which cross at R = Rc in the diabatic basis and is 
the matrix element between the two states which cross each 
other. The overlap between the two states is S,y. In the 
nonorthogonal diabatic basis, eq 45 becomes

AIF(Rcn) -  2 | H i/ -Hu' St j l / a  -  Si/)  (46)

where the superscript n on Rc refers to the value of Rc in 
the nonorthogonal diabatic basis. In the symmetrically 
orthogonalized basis, eq 45 reduces to

AW(R/) = \2Hi/\ (47)

where H,js is the matrix element between the two states in 
the symmetrically orthogonalized basis evaluated at the
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Figure 14. The adiabatic potential curves for NaH. The six dashed 
curves were calculated by Lewis, McNamara, and Michels and in 
each case the corresponding curve as calculated in the present 
work is shown for comparison. The X’s are the results of Cade and 
Huo for the X 12 + state and the RKR curves are for the X 12 + and 
A 1 2 + states.

position Rcs of the crossing of the symmetrically orthogon- 
alized diabatic potential curves. As mentioned previously, 
Rcs is not equal to Rcn.

Using eq 46, the quantity AIV has been calculated for the 
large R crossings for NaH and KH by Bates and Boyd3 and 
the work has recently been repeated in modified fashion by 
Grice and Herschbach4 for the crossing with the lowest co­
valent state for the same two molecules. The quantity AW 
has also been obtained for many other systems and the re­
sults have been tabulated by Olson, Smith, and Bauer.42 It 
should be noted, however, that the values for Hij listed in 
that tabulation are just half the values of AW given by 
Bates and Boyd. Thus Olson et al. assumed that Bates and 
Boyd were using an orthogonal representation which in fact 
they were not using.

Using the assumed VP(R) and the analytic forms which 
we have fit to our Hamiltonian matrix Hn(P) and to the 
transformation C(fl), we have calculated the quantity AW 
from eq 46 for the nonorthogonal basis at the same values 
of R as were used by Bates and Boyd and by Grice and 
Herschbach. No crossings actually occur at these points in 
our model, but the calculations were performed to compare 
treatments. Since Hun(Rc) ^  Hjjn(Rc) in our model, eq 46 
is not really applicable to the present calculations at these 
R values; it is applied correctly at the positions of the 
crossings of the present model below. However, to compare 
our results to those of previous workers for the ionic-cova­
lent curve crossings, we set Hun in eq 46 equal to the as­
ymptotic energy of the appropriate nonorthogonal diabatic 
covalent potential curve as they did. This is called proce­
dure B in Table VI and the comparison of the results of 
procedure B with previous estimates of AW is essentially a 
comparison of calculated values of Hp" and Sy for i ^  j. In 
addition, to illustrate the sensitivity of eq 46 to this choice 
we also used the equation with Hun equal to the appropri­
ate noncrthogonal diabatic covalent potential curve of the 
present work evaluated at R = Rc. These results are labeled 
procedure A in Table VI. Comparison of procedure A with 
procedure B shows that the results differ by 0.3-10%. Next

Pj = AW(/A W 2 (48)

where AW) is the value of AW calculated in the nonortho­
gonal representation in this work by procedure B and AW2 
is the value due to either Bates and Boyd or Grice and 
Herschbach. P 2 is

P2 = <í>,/<í>2 (49)

where <f) 1 is the value of the pseudowave function used in
this work evaluated at x = Rc and <¡>2 is the value of the 
coulomb approximation function used by Bates and Boyd. 
P3 is

Pi =  P1/P2 (5 0 )

where pi is the probability density of finding an electron
the distance x = Rc from the proton as calculated from 
Goddard’s GF function used in this work and p2 is the same 
quantity calculated from either the Lówdin function used 
by Bates and Boyd or from the function used by Grice and 
Herschbach.

Considering first the crossings for the states dissociating 
to Na(3s) and K(4s), we see that the value for AW obtained 
here in the nonorthogonal basis is in good agreemerfetvith 
the value obtained by Bates and Boyd while the value given 
by Grice and Herschbach is much larger than the other 
two. These last authors attribute the difference between 
their results and those of Bates and Boyd to the difference 
in the H~ functions used. Detailed comparison of functions 
used for H_ , however, shows that the value of the probabil­
ity density p corresponding to their H~ function is compa­
rable to the p corresponding to the Lówdin function used 
by Bates and Boyd and actually smaller than the p for the 
GF function used here in the region from 7 to 9 a0. On this 
basis alone, one would expect Grice and Herschbach to ob­
tain a smaller value of AW. It is interesting to note that 
Grice and Herschbach used Whittaker functions for the al­
kali wave functions. The only difference for large x be­
tween these functions and the coulomb approximation 
functions used by Bates and Boyd is the normalization con­
stant which appears in the equation used by Bates and 
Boyd but not in the equation used by Grice and Hersch­
bach. Comparison with a numerical Hartree-Fock wave 
function for K (see above) shows that this constant leads to 
radial wave functions which are accurately normalized in 
the asymptotic region for the ground s state and it is inter­
esting to note that for Na(3s) it has the value 0.543 and for 
K(4s) it has the value 0.537. Multiplying the values of AW 
due to Grice and Herschbach by these values we find A W = 
1.54 X 0.543 = 0.836 eV for Na(3s) and AW = 1.06 X 0.537 
= 0.569 eV for K(4s). These results are in much better 
agreement with the present results and the results obtained 
by Bates and Boyd. Therefore, it seems as though a great 
deal of the difference in the results is due to the lack of 
normalization of the alkali functions used by Grice and 
Herschbach.

We see from the table that we obtain better agreement, 
in general, with previous work when we evaluate Hun at the 
asymptotic energies since this was the assumption made in 
the previous studies. Our results on the whole agree fairly 
well with those of Bates and Boyd but the differences seem 
to have no correlation with the differences in the wave

2757

we compare procedure B to the results of previous workers.
We give also in Table VI the three quantities Pi, P2 , P3

which are defined as follows. Pi is
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TABLE VI: Comparison of the Energy Separation A W(RC) in Electron Volts with Previously Calculated Values at 
the Positions Rc (in bohrs) of Previously Determined Avoided Crossings

AW

State“ Rc P rev iou s work This work A ” This work B c Pi P  6 p  f P 2P ,

Na(3s) 7.7 0.585 (BBY 0.520 0.573 0.98 0.99 3.2 3.1
Na(3s) 7.55 1.54 (GH) 0.564 0.627 0.41 3.3
Na(3p) 12.6 0.320 (BB) 0.278 0.286 0.89 0.38 9.7 0.37
Na(4s) 22.9 4.35 X 10’ 2 (BB) 7.90 x 10"2 7.88 x 10'2 1.81 0.39 79.0 31.0
K(4s) 8.8 0.495 (BB) 0.455 0.492 0.99 0.83 4.0 3.3
K(4s) 8.8 1.06 (GH) 0.455 0.492 0.46 3.5
K(4p) 14.3 0.242 (BB) 0.235 0.233 0.96 0.32 12.0 3.8
K(5s) 27.7 1.90 X 10-2 (BB) 3.18 x 10'2 3.19 x 10‘ 2 1.68 0.35 23.0 8.1
a The state which crosses the ionic state at R = Rc. 6 Obtained with Hun equal to the appropriate nonorthogonal diabatic covalent matrix 

element. c Obtained with Han equal to the asymptote of the covalent state. d Equation 48. e Equation 49. 1 Equation 50. « BB denotes Bates 
and Boyd; GH denotes Grice and Herschbach.

functions used. One might naively expect, since the cross­
ings occur at large R, that the difference in AW would have 
contributions from the differences in the atomic wave func­
tions of the electron transferred in a given transition be­
tween two diabatic states so that Pi ^  PiPz- However, the 
values given in the table show that this is not even approxi­
mately true.

As mentioned above, no actual curve crossings occur in 
our model at the positions listed in Table VI. Again using 
the analytic forms for the matrices Hn(R) and C(R) and the 
polarizhtibn potential VP(R) we have determined all of the 
curve "crossings which occur for all three molecules in both 
the nonorthogonal diabatic and the orthogonal diabatic 
representations. The positions Rc of these crossings are 
given in Tables VII-IX. We notice first of all that the total 
number of crossings is not constant from one representa­
tion to the other. Especially interesting is the fact that no 
crossing occurs between the l 12 + and 212 + states for NaH 
in the nonorthogonal basis but two crossings occur in the 
orthogonal basis. It is also interesting that for all three mol­
ecules the orthogonalization process introduces new cross­
ings at small values of R between the ionic and covalent 
states as well as crossings between the covalent states. For 
those crossings which occur in both representations the po­
sition of the crossing is not constant. Some of these posi­
tions may shift as much as 1 ao or even 2 no for small values 
of P c while the ones occurring at larger values of Rc tend to 
shift by only a few tenths of 1 a0.

We shall see below that, although the results in the adia­
batic representation are independent of the method of 
orthogonalization, the curve crossings which occur in the 
symmetrically orthogonalized diabatic basis are of funda­
mental importance in determining the character of the cou­
pling matrices between adiabatic electronic states. The 
large R crossing points for 12 + states have an obvious phys­
ical interpretation in terms of interactions between the 
ionic and covalent configurations. The small R crossings for 
the 12 + states and all the crossings for 32 + states have no 
such obvious interpretation and may just be artifacts of the 
original nonorthogonal basis chosen or of the model Hamil­
tonian assumed. Further work with larger basis sets is re­
quired to better understand the 12 + and 32 + manifolds at 
small R.

Since the LZS model places a great deal of importance 
on the quantity AW at the points R = Rc, we have calculat­
ed these quantities from our analytic forms for all crossings 
given in the tables and the values obtained are listed in Ta­

bles VII-IX. For the nonorthogonal diabatic representation 
we have used eq 46 and for the symmetrically orthogonal­
ized diabatic basis we have used eq 47.

It will be recalled that the quantity AW given by eq 46 
for a nonorthogonal basis and eq 47 for an orthogonal basis 
is the energetic separation between the two adiabatic po­
tential curves at the position of an avoided crossing under 
the assumption that the system is described in terms of a 
two-state basis. Here we are dealing with a four-state sys­
tem (*2 + manifold) and a three-state system (32 + mani­
fold) and it is not true that the values of AW obtained from 
eq 46 or 47 will be equal to the actual separation between 
the adiabatic potential curves. We have therefore deter­
mined the actual separation AW' between these curves at 
the positions of the avoided crossings using the curves ob­
tained from our analytic forms. These values are also listed 
in the tables for comparison with AW.

If a particular avoided crossing is adequately described 
in terms of two of the present diabatic states, then AW and 
AW' will be approximately equal. From the results in Ta­
bles VII-IX we see that in general for the large R crossings 
the two quantities are approximately equal while for small 
R crossings some of the values are about equal but the ma­
jority are not. Thus, it would seem that the large R cross­
ings may indeed be treated in terms of a two-state model in 
the present diabatic basis but the small R crossing in gen­
eral may not.

The Coupling Matrices in the Adiabatic Representa­
tion. Next we present results for the matrices M and N and 
analyze their characteristics in terms of the relative contri­
butions of the matrices Mi, M 2 , Ni, and N 2 .

The properties of M and N are determined by the deriv­
atives of the matrix elements of the two matrices C and U 
according to eq 37-44. We recall that the matrix C is the 
transformation from the nonorthogonal to the orthogonal 
diabatic basis and that the matrix elements of C are fairly 
slowly varying functions of R. Therefore, we expect to find 
that the matrix elements of Mi and Ni are fairly small. The 
matrix U is the transformation which diagonalizes the elec­
tronic Hamiltonian in the orthogonal diabatic basis and the 
matrix elements of U as functions of R change very rapidly 
in certain regions corresponding to the change in character 
of the adiabatic stages in the regions of avoided crossings. 
We expect therefore that the elements of M2 and N 2 will be 
somewhat larger than those of Mi and Ni and that the ele­
ments of M2 will have peaks in the regions where the avoid­
ed crossings occur in the symmetrically orthogonalized di-
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TABLE VII: Curve Crossing Positions R c (in bohrs) for NaH States for Both the Nonorthogonal and Orthogonal 
Diabatic Bases and the Separation (in eV) between Adiabatic Potentials at Rc where AW is from Eq 46 or 47 and 
A W' is Measured from the Calculated Curves

i  =  2 i =  3 i  =  4

R c AW  AW ' R c AW AW ' R c AW  AW'

1S + nonorthogonal
1 12.45 0.296 0.319 23.02 7.81 X 10'2 7.93 x 10'2

'S* orthogonal 
1 4.28 2.10 2.14 3.22 1.84 1.62 2.83 0.132 2.53
1 4.86 1.86 1.82 12.32 0.332 0.329 23.09 7.88 x lO’ 2 7.89 x 10'2
2 2.49 0.314 3.46 2.13 5.34 1.56

3S* nonorthogonal 
1 1.83 4.18 1.72 1.67 2.72 4.44

3S + orthogonal 
1 1.86 4.34 1.75 1.77 2.70 3.81
2 2.59 0.954 1.68
2 4.82 6.44 x 10'2 0.220

TABLE VIII: Curve Crossing Positions Rc (in bohrs) for KH States for Both the Nonorthogohal and Orthogonal 
Diabatic Bases and the Separation (in eV) between Adiabatic Potentials at Rc where A W is from Eq 46 or 47 and 
AW' is Measured from the Calculated Curves

i  =  2 i  =  3 i  =  4

j R c AW AW ' R c AW AW' R c AW AW'

'S* nonorthogonal 
1 4.33 2.12 2.09 2.31 1.75 1.69 1.57 2.31 27.3
1 6.77 1.08 1.04 14.31 0.234 0.239 28.00 3.12 x 10‘ 2 3.19 x 10‘ 2

1S + orthogonal 
1 5.68 1.88 1.55 4.43 3.12 1.64 4.12 0.254 2.82
1 6.67 1.25 1.08 14.50 0.228 0.225 28.16 3.12 x 10‘2 3.12 x 10"2
2 3.79 1.64 2.17 3.49 1.60 1.59

3S + nonorthogonal 
1 1.96 3.92 1.28 1.84 2.49 4.40

3S + orthogonal 
1 1.98 4.06 1.30 1.93 2.52 3.94
2 3.67 0.506 0.786
2 4.71 0.198 0.343

TABLE IX: Curve Crossing Positrons Rc (in bohrs) for MgH+ States for Both the Nonorthogonal and Orthogonal 
Diabatic Bases and the Separation (in eV) between Adiabatic Potentials at Rc where A W is from Eq 46 or 47 and 
A W  is Measured from the Calculated Curves

i  =  2 i =  3 i  =  4

j R c AW AW' R c AW AW' R c AW AW'

,2 + nonorthogonal 
1 4.10 2.18 1.09 9.99 0.521 0.635
1 5.53 1.60 1.22

*2* orthogonal 
1 3.56 1.02 0.667 2.20 1.90 2.97
1 5.89 1.42 1.31 9.73 0.626 0.642

3S* nonorthogonal 
1 1.73 18.6 5.71 1.59 4.37 21.7

3S* orthogonal 
1 1.74 20.4 15.6 1.94 2.08 6.27
2 2.64 0.374 2.15

abatic basis while the elements of N2 will go through a M and N are shown in Figures 15-22 and A3-A634 where
change in sign at these points. we have plotted the matrix elements as functions of inter-

The results of the calculations of the coupling matrices nuclear distance. We have plotted the elements of the ma-
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Figure 15. The coupling matrix elements My for the 1 2 + states of NaH as functions of internuclear distance Ft. Each of the four subfigures cor­
responds to one column /  and each curve is labeled by the row index /'.

Figure 16. Same as Figure 15 except the coupling matrix elements ty, for the ' 2 + states of NaH are shown.

t

trices column by column and the number of each curve re­
fers to the component of the column being plotted for that 
particular curve.

Recalling the ordering convention for the adiabatic 
states, i.e., lowest energy first at each value of R (see 
above), we see for example that curve 2 of column 1 is the 
interaction between the X 12 + state and the A '2 + state, 
curve 3 of column 1 is the interaction between X 12 + state 
and the B12 + state, curve 4 of column 1 is the interaction 
between the X 12 + state and the C12 + state, etc.

For the *2+ states, it was necessary to make two graphs 
for each matrix: one for large values of R, in general greater 
than about 4 a(), and one for small values of R. The results

for large R are shown in Figures 15-18 and A3 and A4;34 
the results at small R are given in ref 30. For the 32 + states 
the results are shown in Figures 19-22 and A5 and A6.34

Comparing the matrix M with the matrix M 2 shows that 
qualitatively the major contributor to the matrix M is the 
matrix M2 and that the matrix M, adds only a small 
amount. However the contributions from 1VÏ! are impor­
tant.

The elements of the matrix Ni are in general quite small 
at large values of R and have significant size only at small 
R where the matrix CAR) has large derivatives. The prod­
uct matrix 4jîM iM 2 is also small and therefore the main 
contribution to the matrix N comes from the matrix N2.
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Figure 17. Same as Figure 15 except the coupling matrix elements My for the 1 2 + states of KH are shown.

f

R(BOHR) R(BOHR)
Figure 18. Same as Figure 15 except the coupling matrix elements Ny for the 1 2 + states of KH are shown.

From eq 43 we see that N 2 is related to the derivatives of 
the matrix U which diagonalizes the matrix Hs so that 
properties of both the matrix M and the matrix N are 
mainly related to the diagonalization of H9 rather than to 
the orthogonalization of the basis functions.

We discuss first the results for the x2+ states at large 
values of R . For the matrix M shown in Figure 15 for NaH, 
Figure 17 for KH, and Figure A334 for MgH+, the most 
prominent feature is the existence of broad peaks in certain 
matrix elements. For NaH, the matrix elements M 21 and 
M 12 peak near 7 ao and the position of this peak correlates 
with the change in character of the X x2 + wave function 
which appears as a crossing of elements 1  and 2  of column 1  

of the matrix A. The matrix elements M32 and M 23 peak 
near 13 o 0 and this position correlates with the change in

character of the A12 + wave function which appears as a 
crossing of elements 1 and 3 of column 2 of the matrix A. 
The matrix elements M 43 and M 34 peak near 23 a 0 and this 
position correlates with the change in character of the 
Bx2+ wave function which appears as a crossing of ele­
ments 1 and 4 of column 3 of the matrix A. Similar correla­
tions may be made for KH and MgH+. The same may be 
done for the triplet states for all three molecules.

The fact that the matrix elements of M which couple dif­
ferent adiabatic electronic states are large over a very wide 
range of R  values raises serious questions concerning the 
Landau-Zener-Stueckelberg treatment of the curve cross­
ing problem. This model assumes that transitions from one 
adiabatic curve to another take place only at the positions 
of avoided crossings and that coupling between these states
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Figure 19. Same as Figure 15 except the coupling matrix elements 
Mil for the 3 2 + states of NaH are shown.

at other values of R is negligible. From our results, how­
ever, we see that the coupling elements of the matrix M are 
significant over large regions as wide as 10-12  ao in some 
cases.

We may compare the sizes and shapes of our matrix ele­
ments for M to those calculated by Oppenheimer43 in the 
London model44 for KI for the avoided crossing between 
ionic and covalent configurations which occurs near R = 21 
ao in that system. Oppenheimer obtains a very sharply 
peaked coupling matrix element near if? = 21 ao over a re­
gion of width about 2 ao- Dividing through by twice the re­
duced mass of the KI molecule to convert to the same units 
as presented here, we find that the peak has a maximum 
value of about 5.1 X 10“ 3 eV bohr. We compare this value 
to our coupling matrix element M 34 for the avoided cross­
ing near R = 28 ao for KH which is large over a region of 
width about 8 a0 and has a maximum value of about 4.3 X 
10~3 eV bohr. Thus the adiabatic states in KI change char­
acter over a much smaller range of R values than do those 
for KH while the size of the coupling matrix is about the 
same in the two cases.

We turn now to the results for the matrix N for the ' 2 + 
states shown for large values of R in Figure 16 for NaH, in 
Figure 18 for KH, and in Figure A434 for MgH+. We note 
first of all that at the positions where the off-diagonal ele­
ments of the matrix M go through maxima as described 
above the corresponding elements of the matrix N go

Figure 20. Same as Figure 15 except the coupling matrix elements 
Ni/ for the 3 2 + states of NaH are shown.

through zero. This relation might have been expected since 
the matrix M is given in terms of the first derivative of the 
matrix A as defined in eq 37 and the matrix N is given in 
terms of the second derivative of the matrix A as defined in 
eq 41.

Another feature of the results is the existence of peaks in 
the diagonal elements of N at the positions of zeroes of cor­
responding off-diagonal elements. For example, for the 12+ 
state of NaH shown in Figure 16 the elements IV33 and IV44 
both have peaks at the zeroes of the elements N 34 and IV43. 
In the adiabatic approximation described by Wolniewicz45 
and Hirschfelder and Meath6 the diagonal elements o f all 
coupling matrices are added to the potential energy curve 
Wk(R). From eq 27, 40, and 44 we see that in the adiabatic 
representation the matrix Gfl is given by

Ga =  AfGnA -  i4i±A*FaA'M(>R -  N (51)

From the figures, we see that the peaks in the diagonal ele­
ments of N are always negative and that therefore these 
matrix elements will make positive contributions to the ad­
iabatic potential energy curves. These contributions are on 
the order of 10~3 eV for the 12 + states.

The coupling matrices for the 32 + states are shown for 
NaH in Figures 19 and 20, for KH in Figures 21 and 22, and 
for MgH+ in Figures A5 and A6.34 The matrix elements for
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------ 1------ 1------ 1------ 1------ 1------ 1---
50 00 52.00 51.00 56.00 58.00 60.00 62.00

R(BOHR) *10"
Figure 21. Same as Figure 15 except the coupling matrices My for 
the 32 + states of KH are shown. Figure 22. Same as Figure 15 except the coupling matrices N,y for 

the 32 + states of KH are shown.

NaH and MgH+ are quite similar while those for KH are 
somewhat different. The differences for KH are due to the 
rapid change in character of the b32 + and c32 + states in a 
very narrow region near R = 5.5 ao which we have men­
tioned above. To show clearly the nature of the matrix ele­
ments for KH in this region we have restricted the range of 
R values included in Figures 21 and 22.

The most prominent feature of the coupling matrices for 
the 32 + states is the existence of peaks in the elements 
M i2, M 2i, M 23, and M 32 which in turn lead to correspond­
ing variations in the elements of the matrix N. We note 
that the matrix elements M23 and M 32 for NaH are of the 
same sign and about the same order of magnitude as the 
corresponding elements for MgH+ and that they extend 
over a fairly wide range of R values, about 5 ao fo* NaH and 
about 2 a0 for MgH+. For KH, however, the corresponding 
elements are of opposite sign, are an order of magnitude 
larger, and are much narrower, extending over a range of 
only about 0.1 ao. We have mentioned above that the 
change in character of the adiabatic states for KH in this 
region of R approaches the behavior of a step function and 
the corresponding coupling matrix elements approach the 
behavior of a delta function.

Note the very large matrix elements N23, N 32, N 22, and 
N 3 3  for the KH 32 + states shown in Figure 22 near R = 5.5 
ao. These matrix elements have magnitudes as large as 20 
eV. As discussed above for the *2+ states, the diagonal ele­

ments N22 and N33 are included in the adiabatic effective 
internuclear potential energy curves in the adiabatic ap­
proximation of Wolniewiez and Hirschfelder and Meath. 
These potential curves would therefore have very narrow 
positive peaks of height 20 eV near R = 5.5 ao. This ap­
proximation gives an upper bound to the true electronic ei­
genvalues.6 It is not clear in this case whether the upper 
bound thus obtained would be a good one.

Evans, Cohen, and Lane46 have applied the London 
model44 to the curve crossing problem for the excited trip­
let states of He2, and although the crossing in that system 
is of a different type from the ones considered here, we may 
compare the coupling matrix elements obtained by those 
authors with the ones obtained here. Dividing the maxi­
mum value of their peak by twice the reduced mass of He2, 
we find that their matrix element has a maximum value of 
about 2.0 X 10-3 eV bohr at R = 3 ao with a width of about 
2 ao. This value may be compared with the M 32 element for 
NaH which has a maximum of about 13 X 10-3 eV bohr 
near R = 5 ao with a width of about 2 a0.

At small values of R the matrix elements are much larger 
and vary more rapidly over very short intervals. However, 
an accurate treatment of the dynamics at small R may re­
quire more complete calculations than the present ones. As 
mentioned above, our original nonorthogonal valence bond 
basis set was chosen to describe the physics of the problem
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at large values of R and the atomic orbitals are not allowed 
to adjust as the atoms approach each other. We know that 
our potential curves are not as accurate at small R as at 
large R and the behavior of the coupling matrices at small 
R may therefore be only an artifact of our model. However, 
the qualitative features of our results do indicate that an 
accurate treatment of the small R region would be inter­
esting.

The effect of large coupling matrices at small values of R 
on the cross section obtained in a scattering calculation is 
not clear until the actual calculations are performed. At 
thermal energies they will probably not be important since 
they occur in the region beneath the high repulsive wall of 
adiabatic potential energy curves. Furthermore, they will 
contribute only to the lowest partial waves since the cen­
trifugal barrier at higher angular momenta will prevent the 
atoms from approaching the region where the coupling is 
large. The coupling matrix elements at large R, however, 
will provide large contributions to the quenching since the 
cross section is approximately proportional to the square of 
the distance at which the transition occurs and thus be­
cause many more partial waves will contribute. Therefore, 
even though the coupling matrices at small R are much 
large*-than those at large R, it is expected that they will not 
contribute as much to the quenching cross section.

We'emphasize at this point that the results presented 
here are independent of the method of orthogonalization 
used. For example, suppose we orthogonalize the nonortho- 
gonal diabatic basis by multiplication by the matrix CX 
where X is an arbitrary unitary matrix so that

<p° = $ nCX (52)

Equation 52 is consistent with our general form of orthogo­
nalization as discussed above (see eq 22). The Hamiltonian 
matrix in this representation is given by

H° =  X ^ X  (53)

and the adiabatic Hamiltonian matrix is given by

Ha =  (XtUt)tH°XtU (54)

where the unitary matrix U is defined by eq 24. Therefore, 
the unitary matrix which diagonalizes H° is the product 
matrix X+U and the matrix A° which transforms from the 
nonorthogonal to the adiabatic representation is given by

A0 = CXX^U =  A (55)

Thus, the transformation A and hence also its derivatives 
are independent of the method of orthogonalization. Like­
wise for the matrix M° in this representation, we have

M° — (XtU)t(CX) ' 1 dA°/dR = M (56)

so that the matrix M and by a similar argument the matrix 
N are also independent of the method of orthogonalization.

As we have seen, the character of the elements of the ma­
trix A as functions of R is chiefly determined by the char­
acter of the elements of the matrix U. The character of 
these elements is in turn determined by the positions of the 
curve crossings of the diagonal elements of the symmetri­
cally orthogonalized diabatic electronic Hamiltonian ma­
trix Hs. Therefore, since the matrix A is independent of the 
method of orthogonalization, the positions of the curve 
crossings in the symmetrically orthogonalized diabatic rep­

resentation are of fundamental importance in determining 
the nature of the coupling between adiabatic states.

It will be noticed from the figures that the matrix M is 
not skew symmetric which may be seen from the fact that 
the diagonal elements are not zero and the peaks corre­
sponding to transposed elements are shifted slightly with 
respect to each other and are of different absolute magni­
tude. However the matrix M 2 is skew symmetric which fol­
lows from the fact that the matrix U is unitary. We have in 
fact

d(UtU )/dit =  0 = (duVdH)U + Uf (dU/di?) (57) 
so that

Ut(dU/dJt) = —(dUVdfi)U =  -(U t(dU/di?))t (58) 

and therefore from eq 39 we have

M2 =  - M 2f .(59)

We recall from eq 26b and 40 that one of the coupling 
matrices in the adiabatic representation which appears in 
the coupled differential equations for the nuclear motion, 
eq 21, is given by

Fa =  AtFnA -  ¿Me* (60)

Since the adiabatic representation is real and orthogonal 
for the 2 states, the matrix Fa for the 2  states is skew sym­
metric. Therefore, since M2 is also skew symmetric, the di­
agonal elements of the matrix M 2 must be equal to the neg­
atives of the corresponding diagonal elements of the radial 
component of the matrix AtFnA.

With these results, we see from eq 51 and 60 that the 
coupling matrices Fa and Ga in the adiabatic representa­
tion are also independent of the method of orthogonaliza­
tion although of course they do depend on the initial 
nonorthogonal basis assumed. We recall furthermore that 
we have not calculated the matrices Fn and Gn so that we 
have only obtained a portion of the total coupling matrices,
i.e., the part corresponding to the matrices M and N. We 
have also noted that the matrix M is not skew symmetric 
while the matrix Fa must be skew symmetric. One method 
of avoiding this problem is to note that the matrix Fa may 
also be written

Fa =  UtFsU -  m 2eR (61)

We could neglect the first term of eq 61 instead of neglect­
ing the first term of eq 60 and use the skew symmetric ma­
trix M 2 as an approximation for the coupling matrix Fa. 
However, the matrix M2 is not independent of the method 
of orthogonalization since for the orthogonalization accord­
ing to eq 52 we have

M2° =  ^ ( x W d & W d i *  (62a)

=  M2 + 2^ U tX(dXt/d.R)U (62b)

To avoid this difficulty we suggest the following proce­
dure. We may write the identity

M =  M3 + M4 (63)

where M 3 is the skew symmetric matrix

M3 =  y2(M -  M+) (64)

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



and M 4 is the symmetric matrix

M4 -  ‘/ 2(M + Mf) =  ‘/¡¡(Mj + Mjf) (65)

where the contribution of M2 to the matrix M4 is cancelled 
since m 2 is skew symmetric. We may now neglect the ma­
trix M4 which is small since the matrix elements of Mi are 
in general small. Then our approximation for the matrix Fa 
would be the skew symmetric matrix M3 defined by eq 64 
which is independent of the method of orthogonalization 
since the matrix M is.

Similarly, for the matrix Ga, which must appear as a 
symmetric matrix in the coupled differential equations for 
the nuclear motion, we form the identity

Mixing of Ionic and Covalent Configurations for NaH, KH, and MgH+

N =  N3 + N4 (66)
where

N3 =  y2(N -  Nf) (67)
and

N4 =  y2(N + N1) (68)

and use the symmetric matrix N4 as an approximation for 
the matrix Ga;

The above method for approximating the coupling ma­
trices between adiabatic electronic states has the double 
advantage that the matrices used are independent of the 
method of orthogonalization and they also contain a contri­
bution from the orthogonalization which generally has been 
ignored47 in the literature.

We have of course still not obtained the total coupling 
between the electronic adiabatic states since we have not 
calculated the quantities Fn and Gn and it is not clear what 
the relative importance of these matrices will be compared 
to the matrices M and N. Tully has suggested48 that “ in 
low energy collision processes of interest to chemists, sig­
nificant nonadiabatic behavior is invariably associated with 
a distinct and relatively sudden change of electronic config­
uration.” Such behavior is described entirely by the second 
term of eq 60 and Tully and Preston have used this argu­
ment to justify neglecting the first term of eq 60 in applica­
tions.48,49 It is possible in the case of a complete electronic 
basis set to define a diabatic basis such that the coupling 
matrices Fd and Gd are identically zero so that all coupling 
between adiabatic states arises from derivatives of the uni­
tary matrix which diagonalizes the electronic Hamiltonian 
Hd in that representation. However, such a representa­
tion50 corresponds to electronic functions which are not al­
lowed to vary as functions of the internuclear dis­
tance.30,51’52 It is expected, therefore, that such a represen­
tation will give a very poor description of the molecule ex­
cept in the limit of a very large basis set.

In the work presented here we have chosen a small basis 
set which is motivated by the physical properties of the 
molecules being considered and which we feel is large 
enough to include the properties of interest. Some indica­
tion of this is given in the discussion of adiabatic potential 
curves and bonding. Symmetric orthogonalization was then 
chosen to preserve this physical meaning in the orthogonal 
basis. This physical meaning will be important as a guide to 
making chemically motivated approximations48,49 in treat­
ing the dynamics.

It is surely possible to use another method of orthogonal­
ization such that the matrix Fa may be written

F1 = Fd -  î'M2dêfi (69)

where the matrix Fd makes a smaller contribution to the 
coupling than does the matrix Fs in the case of symmetric 
orthogonalization. The matrix M2d would then give a better 
description of the coupling than the matrix M3 defined in 
eq 64. However, until the matrix Fn is calculated, it is not 
clear what method of orthogonalization yields the smallest 
matrix IN nor is it clear how much of the physical meaning 
is retained in the basis set for other methods of orthogonal­
ization. The matrix Fn can be calculated several ways.53 
One easy way is to make a numerical approximation to the 
derivative of eq 6. Then it reduces to a difference of overlap 
integrals. Thus if 5 is small enough

F°(f?) ^ -~ K r ( R ) \ r ( R  + 6)) -  s]

Once the matrix Fn has been calculated there is no need for 
approximation and just as in the treatment proposed here 
all methods of orthogonalization would be equivalent. We 
note, however, that the matrix Fn does not generally be­
come the matrix of null vectors in the large R limit54 and 
new complications arise in the nuclear motion problem 
which do not arise using the present treatment. Previous 
workers have suggested some methods for overcoming 
these difficulties53-55 and such methods must be considered 
if the effect of Fn on the scattering is not negligible. ' *>■

Added Note. The large positive corrections to the poten­
tial energy curves from the diagonal coupling terms near an 
avoided crossing (discussed above) are very interesting. A 
positive diagonal coupling term peaking at about 0.06 eV 
near an avoided crossing was observed previously for the 
E,F state of H2.56 Andresen and Nielsen observed very 
large positive coupling terms (“ of the order of the potential 
depth” but with “ an extremely narrow range” ) near an 
avoided crossing for some other excited states of H2.57

VI. Summary

We have calculated potential energy curves and a major 
part of the coupling matrix elements in the adiabatic repre­
sentation and more than one diabatic representation for 
several singlet and triplet states of NaH, KH, and MgH+. 
We have discussed these results and compared them to 
each other and to previous work. For the latter comparison 
we emphasized the differences in wave functions used. The 
present calculations illustrate the functional forms of the 
coupling matrix elements as functions of internuclear dis­
tance more clearly than previous work.

Supplementary Material Available. Figures containing 
matrix elements if;;3, M,j, and NLJ for the 12 + and 32 + 
states of MgH+ as functions of internuclear distance will 
appear following these pages in the microfilm edition of 
this volume of the journal. Photocopies of the supplemen­
tary material from this paper only or microfiche (105 X  148 
mm, 24 X  reduction, negatives) containing all of the supple­
mentary material for this issue may be obtained from the 
Business Office, Books and Journal Division, American 
Chemical Society, 1155 16th St., N.W., Washington, D.C. 
20036. Remit check or money order for $4.00 for photocopy 
or $2.50 for microfiche, referring to code number JPC-75- 
2745.
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The individual ring proton hfs in ortho and meta monodeuterated toluene anion radical have been resolved 
by preparation with 2/1 THF/DME solvent and potassium at — 90°C. The presence of deuterium does 
cause relatively large changes in the remaining proton hfs but the assignment of Bolton and Carrington 
(meta > ortho) is proven correct.

The EPR spectrum of the toluene anion radical was com­
pletely analyzed by Bolton and Carrington,2 who assigned 
the 5.12-G hyperfine splittings (hfs) to the ortho protons, 
and the 5.45-G hfs to the meta protons, on the basis of the 
decrease in the total width of the spectrum upon deutera-

tion at the ortho position. Since it has been found more re­
cently that deuteration has a large perturbing effect upon 
the hfs of the benzene anion radical3 because of vibronic in­
teractions,4 we decided to reinvestigate the spectra of tolu­
ene anions deuterated at both the ortho and the meta posi-
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tions with sufficient resolution to obtain the individual hfs 
of the remaining ring protons. Our assignments are shown 
for 1-3. We estimate the hyperfine splittings (hfs) to be ac­

curate to within ±0.02 G'. Thus the original assignment of 
the hfs in 1 was fortuitously correct, because assignment by 
overall difference using meta deuterated toluene would 
have given the opposite (incorrect) result.

Monodeuterated toluenes were prepared by the Grignard 
reaction from the appropriate bromotoluene and D2O, and 
each contained ~12% nondeuterated toluene. EPR samples 
were prepared from the reaction at low temperatures of 
=G0-4 M  solutions of the toluene in 2/1 THF/DME with a 
potassium mirror under high vacuum conditions. The sec­
ond-derivative EPR spectra were fitted by computer simu­
lations with line widths of 0.10 G and which included the 
presence of the nondeuterated toluene. The parameters ob­
tained are shown above. The spectrum of 3 at —85°C (the 
highest temperature studied because of line broadening) 
showed an additional partially resolved splitting of 0.06 G 
from the potassium counterion. Although this is much 
smaller than the 0.7-G potassium splitting recently ob­
served in a room-temperature spectrum of l,5 it is com­
pletely consistent with previous low-temperature studies,6 
and with the positive temperature dependence observed for 
the cation hfs in the EPR spectra of other ion-pair sys­
tems.7"9 An internally consistent assignment based on 
making the smallest possible changes in the hfs of both 
deuterated species simultaneously upon deuteration of 1 
would give the parameters as shown. A treatment based on 
molecular orbital theory and comparison with the results 
for benzene-1-d leads to the same conclusion. In benzene 
anion the degeneracy of the symmetric (S) and antisymmet­

ric (A) antibonding orbitals is lifted by the substitution of 
one deuterium for hydrogen, so that in the benzene-l-d 
anion radical the A state is slightly more stable than the S 
state, and one nodal plane of the A state is along the C-D 
bond.9'10 If we assume that deuterium has the same effect 
in the toluene anion we would have the A state stabilized to 
give increased spin density at the positions shown above 
(dark circles). This would result in increase methyl and 
para proton hfs in both deuterated radicals relative to the 
unsubstituted toluene anion, which is in fact observed. In 
order to assign the three ring proton splittings in each deu­
terated radical we used the criteria that the proton hfs will 
be increased from the value in the nondeutrated radical at 
positions with dark circles and decreased elsewhere. Both 
initial assignments in the toluene anion radical were then 
considered. The only assignments which are consistent for 
all three radicals are those given above.

In conclusion, this study shows that in systems such as 
the toluene anion radical where vibronic interactions are 
important,10 deuteration can have a profound influence, 
and the results of such deuteration must be treated with 
caution.
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Anomalous diffusion properties of iodine and reactants of various chemical reactions in binary solvents are 
often observed. Correlation of second-order rate constants for many reactions involving electron transfer 
between organic molecules, solvated electron reactions, iodine diffusion coefficients, and triplet state elec­
tron transfer reactions has been made with the heat of mixing parameter (HMP) for the aqueous binary 
solvent systems. The aqueous binary solvents studied are those containing methanol or ethanol (type I sol­
vent); 1-propanol or ieri-butyl alcohol (type II solvent); or sucrose or glycerol (type III solvent). A plot of 
the HMP vs. the diffusion parameter for each reaction yields superimposable curves for these reactions' in a 
particular solvent mixture over the entire solvent mixture range, irrespective of the value of the reaction’s 
rate constant or diffusion coefficient in water. The HMP is either A //M/X 1X 2 or (aA //M/an2) /X 2, where 
the subscript 2 refers to water, depending on the relative solubilities of the diffusing species in the compo­
nents of the solvent system. The diffusion parameter, against which HMP is plotted, is k t r i / ik e - q ) , , ,  where k  
refers to the second-order rate constant or diffusion coefficient, t the dielectric constant, and i\ the viscosi­
ty; w refers to those values in water. Thermal diffusion is considered important to the explanation of these 
correlations, and to the theory of diffusion and kinetics in general.

Introduction

In recent years, interest has been revived in mixed sol­
vent interactions. Theoretical models have been proposed 
and various experimental methods have been used to eluci­
date the nature of the interactions. Many chemical reac­
tions have been studied in such solvent systems because 
certain mixtures facilitated the various reactions, some sys­
tems are used as viscosity increasing agents to study “ diffu­
sion controlled” reactions, and because the area of mixed 
solvents is a fertile and relatively unexplored field.

Those systems using water as one of the cosolvents have 
received most of the attention due to the widespread occur­
rence of such systems in nature and the many anomalies at­
tributed to water structures.2-6 Anomalous peaks as a func­
tion of solvent composition in heats and entropies of acti­
vation of fluorescence2 and Stern-Volmer quenching con­
stants7 in various aqueous alcoholic solutions have been re­
ported. Similar behavior has also been found for energies, 
heats, and entropies of activation for chemical reactions in 
similar solvent mixtures.4-6

In a previous communication8 it was shown that the heat 
of mixing parameter (HMP), AHm/X iX 2, where Xi and 
X 2 represent the mole fractions of the components of an 
aqueous binary solvent, is a way of predicting the solvent 
composition at which the maxima and minima occur in the 
enthalpy and entropy of activation values for several reac­
tions and the fluorescence of indole. It was further shown 
that anomalies in reaction rate constants9 and diffusion 
coefficients9’10 as a function of solvent composition could 
also be correlated with the HMP.8 This communication will 
further support the importance of HMP in diffusion pro­
cesses involving aqueous solutions and possibly for mixed 
solvents in general.

Results and Discussion

With respect to the heat of mixing, there are three fun­
damentally different types of aqueous binary solvents con­
taining alcoholic functional groups. Type I contains those

where AHM is either positive or negative over the total 
composition range. Type II contains those where XHM is 
positive over some parts of the composition range, and neg­
ative over the remainder. Type III contains those where the 
alcoholic functional component is polyfunctional or a solid 
such that the other reacting or diffusing species in solution 
are insoluble or very slightly goluble in the alcoholic com­
ponent compared to the aqueous component. Commonly 
used examples of alcoholic functional components in aque­
ous binary solvents are: type' I, methanol and ethanol;11 
type II, 1-propanol,11 2-propanol,11 and iert-butyl alco­
hol;12 type III, sucrose and glycerol.8 Correlations of diffu­
sion data with heat of mixing parameters will be presented 
for all three types of aqueous solvent systems. For the dif­
fusion systems considered here, the solvent properties of 
the individual solvent components are similar for types I 
and II solvent systems. Consequently, the reactants in a 
diffusion process are likely to see the binary solvent as a 
“ homogeneous continuum” with respect to solubility. For 
type III, however, preferential solubility will be in the 
water for the reaction systems to be discussed in this com­
munication.

The complicated physical behavior of aqueous solutions 
of molecules containing alcoholic functional groups has 
often been acknowledged.2 One method of approaching the 
problem is to attempt to theoretically delineate the inter­
actions at a molecular level. Another approach is to observe 
the effects of the solvent mixtures on diffusion properties 
of other molecules in solution and to proceed from there to 
delineate the molecular level interactions. The approach 
taken here is the latter. Several chemical reactions studied 
in aqueous solvent mixtures revealed that their rate con­
stants over the entire solvent composition range could be 
correlated with thermodynamic properties of the solvent.8 
The heat of mixing rather than the excess free energy or 
excess entropy was found to correlate with rate constants 
and diffusion coefficients.8 These correlations will be ex­
tended in the context of solvents of types I, II, and III.
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For the following diffusion processes, data will be corre­
lated. The superscript on the reaction number designates 
the reference of origin of the data.

esor  + n o 3-  -  ( l)9

esor  + C6H5N 02 -  (2)9

diffusion coefficient of iodine (3)10

CH3(C6H5)CO.- + (C6H5)2CO -  CH3(C6H5)CO +
(C6H5)2CO.- (4)13.14

CH3CHO -  + (C6H5)2CO — CHaCHO + (C6H6)2C O -
(5)13

CH3C(C6H5)0 .-  +  C6H5N 0 2 -  CH3(C6H5)CO +
C6H5N 02.-  (6)13

CH3CHO -  + C6H5N 0 2 — CH3CHO + C6H5N 0 2.-
(7)13

The encounter limited reaction of the triplet state of zinc 
uroporphyrin

T +  Fe(CN)63~ — ZnUP.+ + Fe(CN)64-  (8)8-15

(where T and ZnUP-+ are respectively the triplet state and 
monocation radical of zinc uroporphyrin).

H+ + (bromocresol green)2- —► (HBG)-  (9)16

Type I  Solvents. Aqueous ethanol and methanol are the 
type I solvents used for these reactions. Figures 1 and 2 
represent the HMP vs. diffusion parameter or
D?je/(D?;e)w where k and D refer to second-order rate con­
stants and diffusion coefficients, respectively, e and r¡ are 
dielectric constant and viscosity, and subscript w refers to 
those quantities in water] for reactions 1-7 in aqueous eth­
anol solutions. Data for all reactions represent solvent com­
positions from pure water to pure ethanol. According to the 
original papers from which these data were obtained, the 
data could not be correlated" over the whole solvent compo­
sition range. Neither the diffusion parameters nor the rate 
constants or diffusion coefficients follow the reciprocal vis­
cosity or reciprocal dielectric constant behavior, nor do 
they follow the Debye diffusion equations for ionic species. 
Figures 1 and 2 show two important correlations. First, the 
diffusion parameter can be plotted on one axis even though 
the initial values for the diffusion property in water are 
quite different for different reactions: for (1) 8.75 X 109 
M -1  sec-1; (2) 5.84 X 10-5  cm2 sec-1 ; (3) 2.25 X 10-5 cm2 
sec-1 ; (4) 7.45 X 108 M -1  sec-1 ; (5) 1.11 X 109 M -1  sec-1;
(6) 2.90 X 109 M -1  sec-1 ; (7) 3.30 X 109 M -1  sec-1. Second, 
the HMP intercept when the diffusion parameter is zero is 
the same for all seven diffusion related events; this feature 
will be discussed later in this communication.

Reaction 4 was also measured in aqueous methanol. It, 
like aqueous ethanol, has exothermic AHM values at the 
temperatures used for these studies, 21°C. Figure 3 repre­
sents these data.

Type I I  Solvents. Type II solvents are represented by 
aqueous 1-propanol. At t = 21°C, AHM values are exother­
mic for alcohol mole fractions 0 < X i <  0.41 and endother­
mic 0.41 < X i < I ;11-19 reaction 4 in this solvent system is 
represented in Figure 4. The three diffusion parameter 
points with the HMP < 0 are from solutions with X i <
0.41, while those with HMP > 0 result from X i >  0.41. 
This indicates that the diffusion parameter is decreased 
in an environment where AHM is endothermic and in­

creased when AHM is exothermic. This agrees with the 
conclusion stated8 for the iodine diffusion coefficient in a 
series of aqueous and nonaqueous binary solvent systems.

Type I I I  Solvents. Type III solvents pose a special prob­
lem, but eventually they may be more simple to handle the­
oretically than either type I or II. Before the HMP plots for 
reactions 4, 8, and 9 in type III solvents are displayed, re­
quired definitions and a preliminary conceptual model will 
be presented. This will aid in the understanding of a funda­
mental difference in the HMP plots for reactions 1-9 be­
tween solvent types I and II, and type III.

It was previously mentioned that for type III solvents, 
preferential solubility of the measured diffusing species 
(for reactions 1-9) will be in the water. The usual connota­
tion of a biphasic solvent mixture must not be invoked 
here. In case of type III, the usual nomenclature of solute 
for sucrose or glycerol and solvent for water leads to un­
necessary complications. It is best that they be considered 
as components of the aqueous solvent. The additional 
species whose diffusion properties are measured in the 
solvent then become the solutes.

A Model. A very simplified conceptual model is based on 
the well-known fact that heat is evolved or absorbed when 
two liquids having substantial intermolecular forces are 
mixed. It follows then that the motion of a third species 
would demix the solvent ahead of it only to have the sol­
vent remix in its wake.8 20 Several factors influence diffu­
sion properties in fluid solutions. There are, of course, 
energies, heats, and entropies associated with both the de­
mixing and remixing processes. Viscosity is a macroscopic 
quantity which is indicative of the relative strengths of the 
solution intermolecular forces once they are formed. The 
dielectric constant is a measure of polarizability and must 
be considered since intermolecular interactions affect the 
charge distribution within the dynamic solvent system. 
Also, most of the data available are for diffusion processes 
which involve either charged or highly polarizable species. 
The solubility of the diffusing species in the individual 
solvent components is important. That property can de­
termine the classification of a mixed solvent as type I, II, 
or I I I  for a particular diffusion process. Every diffusing 
species in solution is solvated. The degree of which the first 
solvation layer has the same composition as the bulk sol­
vent depends primarily on the relative degree to which the 
diffusing species is soluble in each of the components o f the 
solvent, and on any special cohesive properties of the sol­
vent itself. Diffusion is dynamic. Intersolvent interaction 
formation is dynamic. It is thus logical that molecular par­
ticipation in solvation layers of the diffusing species is dy­
namic also, depending on solubility, cohesive solvent prop­
erties, solvent Brownian motion, and local and bulk tem­
peratures.

As the diffusing species moves, the local temperature is 
higher or lower than the bulk (isothermal) temperature ac­
cording to exothermicity or endothermicity of the heat of 
mixing. This local temperature change also causes a local 
volume change which is related to the volume of mixing. 
The local temperature change can result in a local solvation 
of the diffusing species which is different from that existing 
at “ isothermal” conditions. The complicated behavior of 
solution diffusion phenomena renders more complete defi­
nition of this model unwarranted at this time. It is pre­
ferred that sufficient data be correlated so that the model 
can be experimentally and theoretically defined.

HMP Plots in Types I  and I I  Solvents. The most strik-
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Figure 1. The HMP plot for reactions 1-4 (solvent ethanol-water): reaction 1, rate constants (ref 9), dielectric constants (ref 17, p 161), vis­
cosity (ref 9), HMP (calculated from ref 11), t =  25°C; reaction 2, diffusion coefficients (ref 9), rest of data legend is same as for reaction 1; 
reaction 3, diffusion coefficients of l2 (ref 10), rest of data legend is same as for reaction 1; reaction 4, rate constants (ref 13 and 14), dielec­
tric constants (calculated from ref 17, p 161 and ref 18, pp 1-49), viscosity (ref 19, Vol. 5, p 21), HMP (calculated from ref 11 and ref 19, Vol. 
5, p 159) f =  21°C.

Figure 2. The HMP plot for reactions 4-7 (solvent ethanol-water): reaction 4 (see Figure 1 for data references, the graph is repeated here for 
comparison purposes); reactions 5-7, rate constants (ref 13), rest of data legend is same as for reaction 4 (Figure 1).
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Figure 3. The HMP plot for reaction 4 (solvent methanol-water): rate 
constants (ref 14), dielectric constant (calculated from ref 18, pp 
1-49 and ref 17, p 161), viscosity (calculated from ref 19, Vol. 5, p 
22), HMP (calculated from ref 19, Vol. 5, p 159 and ref 11), t =  
21°C.

Figure 5. A plot of aAhP/a T vs. mole fraction of methanol: calculat­
ed from ref 19, Vol. 5, p 159 and ref 11, t =  25°C. Paucity of data 
suggests that the data points be smoothed.

Figure 4. The HMP plot for reaction 4 (solvent 1-propanol-water): 
rate constants (ref 14), dielectric constant (calculated from ref 17, p 
161), viscosity (calculated from ref 19, Vol. 5, p 23), HMP (calculat­
ed from ref 19, Vol. 5, p 160), f =  21°C.

ing common feature about Figures 1—4 is that of the inter­
cept point. For each of the aqueous alcoholic solvents, eth­
anol (Figures 1 and 2), methanol (Figure 3), and 1-propanol 
(Figure 4) the HMP plot intercept value is that value for 
the HMP when aAHM/AT  = 0, for 0 < X x < 1, at the ex­
perimental isothermal temperature. Figure 5 represents 
aAHM/aT vs. mole fraction of methanol. A diffusion param­
eter of zero is a limiting condition in solution. A direct in­
terpretation is that local temperature changes are required 
for diffusion to occur, thereby supporting the view that 
thermal diffusion20’21 and “ ordinary diffusion” cannot be 
treated as separate subjects.8

The shapes of the HMP plots vary from linear to S- 
shaped to nonmonotonic behavior (Figures 1-4). Many 
variables can determine the shape of this plot: the obvious 
ones are (1) encounter vs. nonencounter limited reactions,
(2) relative solubilities and activities of the diffusing 
species in the components of the solvent at various X i, and
(3) the effect of local temperature changes on item 2.

HMP Plots in Type III Solvents. Type III solvents are
those in which the diffusing species are primarily soluble in 
only one of the solvent components. Examples considered 
here are aqueous sucrose and glycerol. Aqueous sucrose is a 
more suitable example and was used8 to illustrate that for 
these solvents, the HMP is expressed as (aAHM/an2)/X 2;

aHm/ a n2) / ><2 cal / mole of water

Figure 6 . (Upper) The HMP plot for reaction 8  (solvents sucrose- 
water) (ref 8 ), dielectric constant (ref 17, p 161), viscosity (ref 22, p 
j-248), HMP (calculated from ref 23), f =  25 ±  1°C. (Lower) The re­
ciprocal viscosity plot of rate constants for reaction 8 .

Figure 6 illustrates reaction 8. Figure 7 illustrates HMP 
plots for reactions 4 and 9 in aqueous glycerol solutions for 
0 < X j < 0.50. The same basic model applies for all three 
types of solvents. Type III, however, in its extreme case is 
simpler. Since the diffusing species are only soluble in the 
water, the partial molal function is that which is important. 
Figure 6 shows that the HMP plot in aqueous sucrose for 
the encounter limited reaction 816 is linear.8 Figure 7 shows 
that similar plots in aqueous glycerol for reactions 4 and 9 
are superimposible but S-shaped. Here as in types I and II 
solvents the HMP plots show the same noteworthy fea-
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Figure 7. The HMP plot for reactions 4 and 9 (solvent glycerol- 
water): Reaction 4 (circles), rate constants (ref 14), dielectric con­
stants (calculated from ref 24, p 318), viscosity (calculated from ref 
24, p 279, HMP (calculated from ref 19, Vol. 5, p 157), t =  21°C; re­
action 9 (triangles), rate constants (ref 16), dielectric constants and 
viscosity from above references, HMP (calculated from ref 19, Vol. 
5, p 157), t =  25°C.

UiFfes. Even though the reaction rates in water for (4), 7.45 
X 108 M -1 sec-1, and (9), 5.77 X 1010 M -1 sec-1, are differ­
ent by orders of magnitude, the HMP plots are superim- 
posable. Reciprocal viscosity plots of the rate constants in 
aqueous glycerol (Figure 8) and aqueous sucrose (Figure 6 
lower) are nonlinear, further illustrating a previous argu­
ment that the linearity or nonlinearity of such plots does 
not constitute a necessary and sufficient condition for the 
classification of encounter limited reactions.8

General Discussion. One of the primary interests in this 
work is the development of an understanding of the meth­
ods by which solvents influence diffusion phenomena and 
reaction rates. The approach here has been to use systems 
where the solvents were not an integrated part of the reac­
tion. Moderate successes with the correlations of HMP and 
the diffusion parameter are indicated. Correlations of reac­
tion rates and thermodynamic quantities have been done 
before.25’26 Other attempts to explain reaction rates in 
mixed solvents for complicated reactions have also in­
volved partial molal quantities of thermodynamic func­
tions.27 The maxima in the enthalpy and entropy of activa­
tion of the fluorescence of indole in aqueous alcohol sol­
vents coincides with the maxima in the AHM/X  ¡X2 func­
tion vs. X ].2 The maxima and minima in the activation pa­
rameters for several reactions,4-7 including reactions 4-7, 
exhibit extrema at low X t also.13 It is possible that the ac­
tivation parameters reflect a temperature change in the 
HMP and is not in the first approximation a property of 
the reaction being studied. It is recognized that the quan­
tities called the HMP, AHM/X\X2 and eAHM/an2/ X 2, are 
not mathematically identical. It is further recognized that 
the solvation of the reacting species is different in the two 
solvent types. The observation that the diffusion parame­
ter approaches zero at the composition where aAHM/aT = 0 
for the aqueous methanol, ethanol, and 1-propanol solvents 
is noteworthy since the behavior of the heat of mixing is 
different for these solvents. The Stern-Volmer constants 
for the quenching of anthracene fluorescence by bromide 
ion in aqueous tert-butyl alcohol at 26°C7 was also found 
to similarly correlate with a type II HMP plot. This whole 
correlation is based on a comparison with diffusion con-

Figure 8. The reciprocal viscosity plot of the rate constants for reac­
tions 4 and 9 (solvent glycerol-water): reaction 4, circles; reaction 9, 
triangles. See legend of Figure 7.

stants in water, consequently the correlations are not di­
rectly applicable to pure solvent values. Work in progress 
and also a literature survey of rate constants for diffusion 
processes in pure solvents appear to indicate a dependence 
on solvent thermal conductivity, a thermal process.

Experimental Section

The rate constant data for the oxidation of the triplet 
state of zinc uroporphyrin (reaction 8) was obtained using a 
low-intensity repetitive flash photolysis apparatus. The 
photomultiplier output was computer averaged with’ à Î V . 
britek 1072 averager. The apparatus was similar to that ah ■ 
ready described;15 the analytical monochromator, however, 
had a 2-Â band pass.
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Formation of Radical Cations of Methoxylated Benzenes by Reaction with OH Radicals, 
Tl2+, Ag2+, and S 04* in Aqueous Solution. An Optical and Conductometric Pulse 
Radiolysis and in situ Radiolysis Electron Spin Resonance Study
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The reactions of anisole, 1,2-, 1,3-, and 1,4-dimethoxybenzene and 1,2,3-, 1,2,4-, and l,3,5-trimethoxyfeefir 
zene with Tl2+, Ag2+, SO4-- , and OH, respectively, were investigated in aqueous solution using optical and 
conductometric pulse radiolysis and in situ radiolysis ESR for detection. Tl2+ and Ag2+ were produced by 
reaction of OH with Tl+ and Ag+, respectively. S 04--  was generated by reaction of eaq-  with persulfate. 
Tl2+, Ag2+, and S 04--  react with the methoxylated benzenes by electron transfer to yield radical cations 
and T l+, Ag+, and SO.,2-, respectively. In the absence of cyclohexadienyl radicals the radical cations decay 
by second-order kinetics with rate constants ranging from <4 X 103 to 1 X 109 M -1  sec-1  depending on the 
positions of the methoxy groups relative to each other. OH radicals react with the methoxylated benzenes 
by addition to the aromatic ring with diffusion-controlled rates. Depending on conditions, the hydroxycy- 
clohexadienyl radicals thus formed subsequently undergo three different types of reaction: (a) bimolecular 
decay (k values ranging from 8 X 108 to 2 X 109 M -1  sec-1); (b) reaction with protons to yield radical cat­
ions (k values from 2 X 108 to 1.4 X 109 M -1  sec-1); and (c) reaction with radical cations (k values from 8.6 
X 108 to 3.5 X 109 M -1  sec-1). The assignment of the optical absorption spectra o f the radical cations and 
the determination of the respective extinction coefficients is based on a combination of optical and conduc­
tivity data. The radical cation yield obtained at pH 1 by reaction of protons with the OH adducts of the 
substrates amounts to >90% in the case of anisole, 1,3-dimethoxybenzene, and 1,3,5-trimethoxybenzene.

Introduction
One-electron oxidation of benzene derivatives to yield 

radical cations has been accomplished in nonaqueous sys­
tems1 using electrolytic methods,2 oxidation in strong 
acids,1’3-6 reaction with metal ions,7’8 and in aqueous solu­
tion in the presence of metal ions using radiolytic proce­
dures.9 Radical cations have also been postulated10-15 as in­
termediates in reactions involving the sulfate radical anion, 
SO4 -- . Very recently, from product studies14’16 and a pulse 
radiolysis investigation17 of reactions of OH radicals with 
aromatics, data were presented indicating that radical cat­
ions may also be important in aromatic hydroxylation. As 
yet, however, no direct proof for the intermediate existence 
of radical cations in OH reactions with aromatics has been 
presented and the mechanism of their formation is still 
controversial. Hamilton14 suggested a direct electron trans­
fer from the aromatic to the OH radical,18 however, other 
workers16’17 favor addition of the OH radical to the ring fol­
lowed by an acid-catalyzed dehydration step. The concept 
of formation of hydroxycyclohexadienyl radicals by OH ad­
dition to the ring is in agreement with data obtained by 
pulse radiolysis19 and ESR.20’21

This paper describes the reactions of OH radicals with 
anisole, 1 ,2-, 1,3-, and 1,4-dimethoxybenzene (DMB) and
1,2,3-, 1,2,4-, and 1,3,5-trimethoxybenzene (TMB) and the 
subsequent reactions of the intermediates. The above com­
pounds were thought to be particularly suitable for investi­
gating the mechanism of radical cation formation because 
of the expected stabilizing effect of electron-donating 
groups on radical cations. Since Tl2+, Ag2+, and SO4'-  have 
been shown9 to mediate in the production of radical cat­
ions, the reactions of the former species with the substrates 
were also investigated in order to provide supplementary 
information.

Experimental Section

1,4-Dimethoxybenzene (Merck) was recrystallized twice 
from methanol prior to use. 1,2- and 1,3-dimethoxybenzene 
(Fluka) were fractionally distilled under an atmosphere of 
nitrogen. Anisole (Merck), 1,2,3- (Fluka), 1,2,4- (Merck), 
and 1,3,5- (Fluka) trimethoxybenzene, thallium(I) sulfate 
(Merck), silver nitrate (Merck), and potassium persulfate 
(Merck) were of the highest purity available and were used 
without further purification. In the pulse radiolysis experi­

• M.:*
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ments the water used was triply distilled under nitrogen, 
from alkaline permanganate, from acid dichromate, and fi­
nally from a quartz vessel.

The 3-MeV van de Graaff accelerator and the ancillaries 
used for optical and conductivity measurements have pre­
viously been described.22’23 With the conductivity detec­
tion system, measurements were limited to 3.8 < pH < 11. 
Solutions were irradiated at 20 ±  2°C with electron pulses 
of 1-^sec duration. The pH of the solutions was adjusted 
using perchloric acid. Dosimetry was carried out using the 
modified Fricke solution (10~2 M  ferrous sulfate in 0.8 N 
sulfuric acid). Doses were in the range 0.5-1 krad. The opti­
cal density values used to plot the spectra have all been 
normalized to 3 krads and refer to a 1-cm path length.

The in situ radiolysis ESR experiments were performed 
at ~5°C using the method described by Eiben and Fessen­
den.24 Magnetic field measurements were made with a 
field-tracking NMR unit and frequency counter. The g fac­
tors were determined from simultaneous measurements of 
field and microwave frequency taking account of the mag­
netic field difference between the ESR cell and NMR 
probe positions. The coupling constants and g factors are 
estimated to be accurate to 50 mG and 2 X 10-5, respec­
tively.

Results and Discussion
I. Formation of Radical Cations by Tl2+, Ag2+, and 

S 0 4- . On pulse irradiation of 10-3 M  TI2SO4 solutions 
saturated with N2O at pH 4 and containing 10-4 M  of ani- 
sole, 1,2-, 1,3-, or 1,4-dimethoxybenzene (DMB), or 1,2,3-,
1,2,4-, or 1 ,3,5-trimethoxybenzene (TMB), respectively, 
transient absorptions were observed at X >400 nm which 
were not present in the absence of the aromatics and which 
were different from the transients observed on OH attack 
on the aromatics in the absence of Tl+. Under the experi­
mental conditions the OH radicals formed during the elec­
tron pulse preferentially react with T l+ to yield25,26 Tl2+ (k 
= 1010 Ai-1  sec-1). The decay of the absorption of Tl2+ was 
found to parallel the formation of the transients at X >400 
nm.

In the case of 1,4-DMB, the absorption spectrum of the 
transient formed by reaction with Tl2+ is very similar to 
that previously assigned to the radical cation in concentrat­
ed sulfuric acid6,27 or in acetonitrile.28 Using the in situ ra­
diolysis ESR method,24 spectra were obtained from 1,4- 
DMB solutions that were assigned9 to the cis and trans iso­
mers of the radical cation of 1,4-DMB, the trans/cis ratio 
being 1.12:1 at 5°C. This assignment is confirmed by the 
fact that the coupling constants and g factors of the iso­
mers are almost identical with those measured in concen­
trated sulfuric acid6 or aluminum chloride-nitromethane 
solvent.29

ESR spectra were also obtained by in-situ irradiation of 
N20-saturated 10-3 M  TI2SO4 solutions containing 10-4 M  
of the substrates listed in Table I. In the case of 1,3,5-TMB 
only very weak lines were observed that could not be unam­
biguously assigned. The spectrum observed from 1,2,4- 
TMB could not be fully analyzed due to strong overlap of 
lines from isomeric species. However, on the basis of the 
apparent g factor of the spectrum it may be assigned to the 
radical cation of 1,2,4-TMB. With the remaining sub­
stances the ESR spectra could be identified consistently as 
due to the radical cations of the respective substrates. In 
contrast to the case of 1,4-DMB, the spectra obtained from
1,2- and 1,3-DMB and from 1,2,3-TMB showed no evidence

for the existence of more than one isomer. In the case of
1,4-DMB, the assignment of the coupling constants to spe­
cific ring positions is based on MO calculations.6 For 1,2- 
and 1,3-DMB, the assignment of the coupling constants to 
ring protons is based on a comparison with the coupling 
constants of rad'cal cations from isomeric dimethoxyben- 
zoic acids. This is possible since substitution of a ring pro­
ton by a carboxyl group exerts only a small influence on the 
coupling constants of the remaining protons.30 The ESR 
spectrum of the radical cation of 1,2-DMB is shown in Fig­
ure 1 .

The spectrum of the species formed from anisole by reac­
tion with Tl2+ is characterized by three equivalent and five 
nonequivalent protons. Since attempts to produce the radi­
cal cation of anisole in the system nitromethane-boron tri­
fluoride resulted in the production of the radical cation of 
4,4'-dimethoxybiphenyl,5 the possibility that the species 
observed might be dimeric should be considered. The radi­
cal cation of 4,4'-dimethoxybiphenyl can be excluded on 
the basis of a comparison of the experimentally observed 
coupling constants with those previously measured5 for this 
species. A cyclohexadienyl radical, formed by reaction of an 
anisole radical cation with anisole

OCH3 OCHj

can be ruled out since cyclohexadienyl radicals of this type 
are characterized31 by methylene proton couplings larger 
than 30 G and by equivalent meta protons, provided the 
cyclohexadienyl part of the molecule is symmetric. It is 
therefore suggested that the experimentally observed 
species is the monomeric radical cation, the nonequivalence 
of the ortho and meta protons, respectively, being caused 
by hindered rotation of the benzene ring about the C -0  
bond, due to considerable C -0  double bond character. The 
g factor is in agreement with this assignment. Supporting 
evidence is derived from the observation by pulse radiolysis 
that the absorption spectrum and the formation kinetics of 
the transient from anisole are independent of anisole con­
centration.

On the basis of the observations obtained from ESR, the 
absorptions measured optically at X >400 nm are assigned 
to the radical cations of the substrates. The reactions oc­
curring in the Tl+ system at pH 4 may thus be formulated 
as shown in eq 2 and 3. Thus T l+ mediates as a catalyst in

Tl+ + OH -*  Tl2+ + OH-  (2)

Tl2+ + substrate —► Tl+ + [substrate]-4 (3)

the electron transfer between the substrates and OH radi­
cals. Tl2+ can be replaced by Ag2+ (Table II) produced32,33 
by oxidation of Ag+ by the OH radical.

The decay rates of the radical cations were measured at X 
>400 nm in the Tl+ system at pH 4. The radical cations 
were found to decay by second-order kinetics. The rate 
constants and the spectral characteristics are presented in 
Table II. The radical cations of anisole, 1,3-DMB, and 
1,3,5-TMB decay with considerably faster rates than those 
of 1,2- and 1,4-DMB and 1,2,3- and 1,2,4-TMB. In agree­
ment with these kinetic results, the stationary concentra­
tion of the radical cations of anisole and 1,3-DMB was

The Journal o f Physical Chemistry, Vol. 79, No. 25, 1975



One-Electron Oxidation of Benzene Derivatives 2775

TABLE I: Coupling Constants (in Gauss) and g  Factors o f Radical Cations

Methyl protons Ring protons

a\ «2 «3 Ö4 « 2 0 3 #4 f l 5 flg g Notes

4.83 (3) 4.52 0.21 9.97 1.00 5.51 2.00351 b

3.33 (3) 3.33 (3) 0.16 4.89 4.89 0.16 2.00374

2.95 (3) 2.95 (3) <0.05 10.53 2.10 10.53 2.00354

3.41 (3) 3.41 (3) 1.59 2.92 1.59 2.92 2.00388

3.45 (3) 3.45 (3) 1.49 2.99 1.49 2.99 2.00365 In cone H2S04 
(ref 6)

3.24 (3) 3.24 (3) 2.61 2.61 1.88 1.88 2.00388

3.33 (3) 3.33 (3) 2.68 2.68 1.81 1.81 2.00365 In cone H2S04 
(ref 6)

2.03 (3) 5.16 (3) 2.03 (3) 0.47 6.26 0.47 2.00398

ctj3

. O *  X .  X L

a Indexes refer to ring positions. b The assignment of the coupling constants to individual ortho and meta protons, respectively, is as yet 
arbitrary.

2 G

Gain x 5

CH_

& 01
CH„

Gain x 5

♦

Figure 1. Second-derivative ESR spectrum obtained on radiolysis of a N20  saturated 10 3 M TI2S 04 solution containing 10 4 M 1,2-DMB at 
pH 3 and about 5°C. The indexes of the coupling parameters “ a”  refer to ring positions. Q designates the quartz signal.

found by ESR to be considerably lower than that of 1,2- 
and 1,4-DMB and 1,2,3- and 1,2,4-DMB, respectively. The 
difference in the lifetimes between anisole and 1,3-DMB 
and 1,3,5-TMB on the one hand and 1,2- and 1,4-DMB and

1,2,3- and 1,2,4-TMB on the other probably reflects differ­
ences in thermodynamic stability of the radical cations. 
Such differences can be predicted on the basis of elementa­
ry MO considerations. The low signal-to-noise ratio ob-
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TABLE II: Spectral Characteristics and Rate Constants0 for Formation and Decay of Radical Cations

Substrate

Radical cation /c(T12 + £(S04 &(Ag2* 2&(decay),
____________________________  4 substrate), + substrate), 4- substrate), A /'1 sec "1
AmaXj nm e, Ai'1 cm "1 M '1 sec '1 A-/"1 sec"1 A/"1 se c '1 in TC system

Anisole 280
430

7240
3800

5.0 X 108 4.9 X 109 3.8 X 107 1.0 x 109

1,2-DMB 290
400

9300
283Q

6.0 X 108 5.0 X 109 6.0 X 107 7.4 x 106

1 ,3 -DMB <280
460 4000 8.0 X 108 7.0 X 109 6.3 X 107 6.0 x 108
430” 3550

1,4 -DMB 300 13000
430 9040 6.5 X 108 . 7.2 X 109 4.6 X 107 XV

103
460 9540

1 ,2 ,3 -TMB 290
410-420

12591
2800 3.2 X 108 -6 -8 X 109 2.5 X 107 9.4 x 106

1 ,2 ,4 -TMB 300 11000
410 6890 6.8 X 108 7.8 X 1C9 7.0 X 107 4.7 X o

450 8860
1,3,5-TM B <280

5406 4150 7.0 X 108 1.8 X 109 5.6 X 107 5.4 x  108
580 5710

0 The erroj in the k values is ±10%. 6 Shoulder.

served by ESR in the case of 1,3,5-TMB is suggested to be 
due to the combined effect of the short lifetime and of the 
large number of lines expected for the radical cation.

Radical cations were also obtained by irradiating argon 
saturated 10-3 M  solutions of persulfate containing 10-4 M 
substrate. At pH >4, persulfate scavenges34-35 the electrons 
to produce S04-_ (k ~  7 X 109 M-1 sec-1) but not the OH 
radicals which react with the substrates to yield the corre­
sponding hydroxycyclohexadienyl radicals. The sulfate 
radical anion subsequently reacts with the methoxylated 
benzene to yield the radical cation, e.g.

S04 -  + DMB — S042- + (DMB)-+ (4)

The rate constants kA were determined by observing the 
rate of formation of the optical absorption (X >400 nm) of 
the radical cations. The rate constants are presented in 
Table II. Since the rate of formation of the radical cations 
depended on substrate concentration and since it was ap­
proximately diffusion controlled, it is suggested that S04-~ 
reacts by direct electron transfer rather than by intermedi­
ate addition to the ring as proposed by Norman10-36 and 
considered by Walling15 using toluene and/or phenylacetic 
acid as substrates. This conclusion is in agreement with the 
experimental observation that in the reaction of S04-_ with 
the substrates the radical cation yield was independent of 
substrate structure. The same behavior was shown with 
Tl2+ and Ag2+, but not with OH (see below). The absence 
of S 04 ~ adducts of aromatics is also in agreement with 
ESR results obtained by Fessenden.31

In the persulfate system, the lifetimes of the radical cat­
ions, monitored optically, were considerably shorter than 
those measured in the Tl+ or Ag+ systems. This was re­
flected also by the lower stationary concentration of the 
radical cations as observed by ESR. Since in the S2O82- 
system, hydroxycyclohexadienyl radicals are formed to­
gether with radical cations, the radical cation concentration 
may be reduced by a fast reaction between radical cations 
and hydroxycyclohexadienyl radicals. This concept was 
tested by adding benzene (>10-3 M) to a N2O saturated

solution containing 10~3 M  Tl+ and 10~4 M  1,2-DMB at 
pH 4. In this solution a competition exists between Tl+ and 
benzene for OH radicals resulting in the production of Tl2+ 
and hydroxycyclohexadienyl radicals of benzene and in a 
corresponding reduction of the radical cation yield. Forma­
tion of the radical cation of benzene from the OH adduct of 
benzene can be excluded under these conditions.16 Similar­
ly, Tl2+ was found not to react with benzene. If the hydrox­
ycyclohexadienyl radicals of benzene react with the radical 
cation formed by reaction of Tl2+ with 1,2-DMB, an en­
hanced rate of decay of the radical cation should be ob­
served. An increased rate of decay was in fact observed ex­
perimentally from which a rate constant of 1 X 109 M -1 
sec-1 was obtained for the reaction of the hydroxycyclohex­
adienyl radical of benzene with the radical cation of 1,2- 
DMB. Analogous reactions are suggested to occur between 
hydroxycyclohexadienyl radicals and radical cations de­
rived from the other substrates. Their rate constants, de­
termined by pulse irradiating argon saturated 10-3 M  per­
sulfate solutions containing 10-4 M substrates at pH 5 and 
using optical detection, are presented in Table III. The rate 
constants are of the same order of magnitude as that of the 
reaction of the OH adduct of benzene with the 1,2-DMB 
radical cation.

II. Formation of Radical Cations from Hydroxycyclo­
hexadienyl Radicals. Irradiations were performed in the 
pH range 1-7 using 10-4 M  substrate and saturating with 
N2O (pH >2.5) and argon (pH <2.5). The rate of addition 
of OH radicals to aromatic systems generally exceeds that 
of H abstraction from substituents by about two orders of 
magnitude.19 It is therefore assumed that in the case of the 
substrates studied the OH radicals similarly react by addi­
tion to the ring to form hydroxycyclohexadienyl radicals.

The optical absorption spectra of the OH adducts were 
measured in N2O saturated 10-4 M  substrate solutions at 
pH 6-7. The spectra are similar to those of other19-37 hy- 
droxycyclohexadienyls and for the adduct of anisole the 
spectrum is in agreement with that19-37 previously re­
ported. The extinction coefficients were calculated by as-
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TABLE III: Spectral Characteristics and Rate Constants“ for Formation and Decay of OH Adducts

OH adduct £(OH + &(OH adduct +
------------------------------------------  substrate), 2fe(OH adduct), radical cation), fe(OH adduct +

Substrate ^max. nm €, AT1 cm '1 Ar11 sec"1 M s e c '1 AT11 s e c '1 H*,4 A4'1 sec'

Anisole 320 4050 5.4 X 109 8.0 X 108 1.6 x  l o 9 1.3 X 109
1,2-DMB 310 3870 5.2 X 109 1.5 X 109 2.7 x  109 6.4 X 108
1,3-DMB 330 6020 7.2 X 109 2.0 X 109 2.5 x  109 6.1 X 108
1,4-DMB 300c 7000 7.0 X 109 1.0 X 109 2.3 x  109 2.0 X 108
1,2,3-TM B 325 3390 8.0 X 109 9.8 X 108 3.5 x  109 1.2 X 109

350 3420
1,2,4-TM B 310 5730 8.1 X 109 1.1 X 109 1.5 x  109 1.4 X 109
1,3,5-TM B 340 7500 8.1 X 109 2.3 X 109 8.6 x  108 9.6 X 10s

“ The error in the k values is ±10%. 6 k values are equal to K b&c from eq 6. c An additional absorption maximum at A 420 nm was observed 
and, as yet, is unassigned.

suming G (OH) = 5.5 and neglecting the contribution from 
H adducts. Since G(H) = 0.5, this procedure is justified, 
provided the extinction coefficients of the H adducts are 
similar to those of the OH adducts.38

In order to verify the latter assumption the absorption 
spectra of the H adducts were determined at pH 2 using 
10~4 M  substrate containing 10-2 M tert-butyl alcohol 
which scavenges the OH radicals. Under these conditions 
the electrons react with H+ to yield H atoms, thus increas­
ing G(H) to 3.2. The absorption spectra and the extinction 
coefficients of the H adducts were found to be similar to 
those of the OH adducts. In N20-saturated solutions at pH
6-7, the contribution of the optical absorption of the H ad­
ducts to that of the hydroxycyclohexadienyl radicals there­
fore amounts to less than 10%. The rate constants for for­
mation and decay of the H adducts of the substrates are 
approximately 3-4 X 109 and 2 X 109 M~l sec-1, respec­
tively.

The optical absorption spectrum of the hydroxycyclo­
hexadienyl radical, produced in an irradiated aqueous solu­
tion of 10-4 M  1,2-DMB saturated with N2O at pH 6.5, is 
shown in Figure 2. The spectrum has been corrected at X 
<300 nm for removal of the substrate by assuming that 
G(-1,2-DMB) = G(OH) + G(H) = 6 in N2O saturated 
aqueous solution. The spectral characteristics and the sec­
ond-order rate constants for formation and decay of the 
OH adducts of the substrates are presented in Table III.

On lowering the pH to approximately 4, absorptions 
were observed at X >400 nm that were absent in neutral so­
lutions. These absorptions “grew in” while the absorptions 
due to the OH adducts decayed with an increased rate as 
compared to the situation at pH 7. From the similarity of 
the optical absorption spectra at X >400 nm with those ob­
served in the Tl+, Ag+, or S20 82~ systems, it is concluded 
that radical cations of the methoxylated benzenes are 
formed. This was confirmed using the in situ ESR method. 
The steady-state concentration of the radical cations was, 
however, lower than that in the TO or Ag+ systems. The 
optical absorption spectra measured after 5 and 80 jtsec, re­
spectively, in irradiated 1,4-DMB and 1,3,5-TMB solutions 
are presented in Figure 3. In the case of 1,3-DMB and 1,2,3 
and 1,3,5-TMB the absorption spectra of the radical cat­
ions and those of the OH adducts are sufficiently separated 
to compare the rate of decay of the OH adducts with the 
rate of formation of the radical cations. These rates were 
found to be identical (Figure 4b,c).

In the pH range 3-6, the pseudo-first-order rate of for­
mation of the radical cations was found to be linearly de-

Flgure 2. Optical absorption spectrum of the OH adduct of 1,2-DMB 
measured in an irradiated 10- 4  M solution saturated with N20  at pH
6.5.

pendent on H+ concentration and independent of substrate 
concentration. Below pH 3 the rate of formation of the rad­
ical cations became independent of H+ concentration but 
dependent on substrate concentration. Below pH 2, the 
rate constants measured for formation of the radical cat­
ions were similar to those measured for OH attack on the 
aromatic. The rate constants for the reaction of H+ with 
the OH adducts are presented in Table III. The observed 
rate constants are suggested to be the product of the first- 
order rate constant kc and the equilibrium constant K, 
which refers to the protonation equilibrium B of eq 6.

Conductivity measurements were performed in the pH 
range 4-7 using N2O saturated solutions containing 10-4 M  
methoxylated benzenes. Between pH 4 and 6, after the 
pulse a decrease of conductivity was observed. The rate of 
decrease was the same as the rate of formation of the radi­
cal cations observed optically (Figure 4a,c). The decrease 
was followed by return of conductivity. By measurements 
using long observation times, the conductivity was found to 
return to the original value prior to the pulse (Figure 4d).

In order to explain the decrease of conductivity, it is as­
sumed that H+ (m = 34 X 10-4 V-1 cm-1 sec-1) is replaced 
by the radical cation. Assuming a mobility for the radical 
cation of 4 X 10~4 V-1 cm-1 sec-1, G (radical cation) was 
estimated from the maximum removal of conductivity. The 
extinction coefficients of the radical cations in Table II 
were calculated by combining G(radical cation) measured 
by conductivity and G(radical cation)« obtained optically. 
The dependences on pH of G (radical cation) expressed as a
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Figure 3. Optical absorption spectra measured in 10 4 M solutions 
saturated with N20  at pH 4 after 5 and 80 nsec for 1,4-DMB and 
1,3,5-TMB.

580nmrJ
c ; 20n*

Figure 4. Changes observed in the conductivity and optical absorp­
tion signals on pulse irradiation of N20  saturated 10- 4  M solutions of 
1,3,5-TNIB and 1,3-DMB. Dose 0.5 krads: (a-c) 1,3,5-TMB pH 4.1,
(a) conductivity, (b and c) optical absorption; (d) 1,3-DMB pH 5.2, 
conductivity.

percentage of G (OH) are shown in Figure 5. Qualitatively 
similar dependences were obtained by ESR. The agreement 
of the dependences determined optically and by conductiv­
ity and the kinetic observations are further confirmation of 
the assignment of the absorptions at X >400 nm to radical 
cations. At pH 1 the yield of radical cations from anisole,
1,3-DMB, and 1,3,5-TMB is >90% of G (OH) whereas for 
the other methoxylated benzenes the yields are between 45

Figure 5. The dependence of G(radicat cation) on pH in the optical 
(full symbols) and the conductivity (open symbols) experiments: (▼) 
1,3,5-TMB; (►) 1,2,4-TMB; (♦ ) 1,2,3-TMB; (■ ) 1,3-DMB; ( • )  1,4- 
DMB; (A) 1,2-DMB; (4) anisole.

and 65% of G(OH). An explanation for the difference in be­
havior between the two groups of compounds will be given 
in terms of specific addition of OH to ring positions.39

From the return of conductivity it is concluded that H+ 
is regenerated. The rate of return of conductivity was 
found to be identical with the rate of decay of the radical 
cations. The rates were found to depend on pH. At pH 4 
the rates followed second-order kinetics and were similar to 
the rates of decay of the OH adducts, whereas between pH 
4 and 5 the rates of return of conductivity and of radical 
cation decay tended toward first order and were different 
from the decay rates of the OH adducts.

At fixed pH the yields of the radical cations were found 
to vary with dose per pulse. The experimentally observed 
dependence of radical cation yield on dose rate (0.4-2.2 
krads/pulse) at pH 4 could be quantitatively analyzed in 
terms of competition between OH adducts and H+ for OH 
adducts. The following equation was found to be obeyed:

1 = I  . l/ [dose]
(OD)rc C [H+] (5)

where C and k' are constants and (OD)rc is the normalized 
optical density measured at the absorption maxima of the 
radical cations.

The following mechanism is proposed to explain the ex­
perimental observations. 1,4-DMB is used as the example 
but the mechanism also applies for the other methoxylated 
benzenes.

E J *  OH odduct 

Products -r H*
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The initial attack of OH radicals, step A, is by addition 
to the aromatic .system producing hydroxycyclohexadienyl 
radicals which were observed optically. The formation of 
radical cations from hydroxycyclohexadienyls is suggested 
to proceed through a protonated intermediate which is in 
equilibrium with the OH adduct. This is represented by 
steps B and C which account for >97% of the radical cat­
ions produced. Thus a direct electron transfer, as suggested 
by Hamilton,14 does not seem to occur between OH radicals 
and the aromatic. In support of this is the fact that the rate 
of formation of the radical cation at pH >3 is independent 
of the substrate concentration. Step B followed by step C is 
proposed to account for the dependence of the yield and 
the rate of formation of the radical cation on H+ concentra­
tion. At pH <3 the rate of formation becomes independent 
of H+ concentration but dependent on substrate concen­
tration since fe.ajaromatic] < fee[H+], i.e., at pH <3 the OH 
addition reaction becomes rate determining and not the re­
action with protons. Nonlinear dependences have previous­
ly been reported17 for the acid-catalyzed elimination reac­
tion from hydroxycyclohexadienyl radicals of methylated 
benzenes; these dependences were interpreted in terms of a 
reaction scheme including radical cation formation from 
OH adducts by a pH independent reaction. From the low 
yields of radical cations (<3%) in the methoxylated ben­
zene systems at pH values >6 it is concluded that a pH in­
dependent process can play only a minor role (<3%).

The competition between steps B and D is proposed to 
explain the dependence of the yield of radical cation on 
dose per pulse since the rates of radical-radical reactions 
(step D) are dose rate dependent. In order to explain the 
enhanced rate of decay of the radical cations in the pres­
ence of uncharged radicals, e.g., cyclohexadienyl radicals, 
step E is introduced. The first-order decay of the radical 
cation at pH >5 occurs since the concentration of OH ad­
ducts, under these conditions, is approximately an order of 
magnitude higher them that of the radical cations whereas 
the second-order decay rates observed at pH ~4 result 
from the concentrations of the OH adducts and the radical 
cations being approximately equal. The return of the con­
ductivity to that existing before the pulse can best be ra­
tionalized in terms of H+ production by step E. Electron 
transfer from hydroxycyclohexadienyl radicals to radical 
cations may result in a carbonium ion which will immedi­
ately hydrolyze to yield H+:

H+ may also be derived from a dimerization product, e.g.

A cleavage of the radical cation to produce H+ and an un­
charged radical, as recently suggested16-17 for the radical 
cations of methylated benzenes, is unlikely for methoxylat-

ed benzenes. Such a process should lead to a pH-indepen- 
dent first-order return of conductivity and a corresponding 
first-order decay of the optical absorption; this was not ex­
perimentally observed.

From the experimental observations that in the absence 
of uncharged radicals the radical cations decay according to 
a second-order rate law (step F), it is concluded that the 
rate of hydrolysis (reserve C) is less than the bimolecular 
decay of the radical cations. Therefore, a very fast revers­
ible hydration as suggested by Walling15-16 for radical cat­
ions from benzene, toluene, phenylacetic acid, and phenyl- 
substituted alcohols does not occur in the methoxylated 
benzene systems.
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Glasses in the Na20-B 2C>3 system, whose compositions ranged from 0 to 33% Na20, were heated gradually 
from ambient temperature to 500-600° C, and the spectral changes of the Pb2+ probe indicator ion were re­
corded. The frequency shift of the 1S0 —*■ 3Pi absorption band revealed only a slight decrease in (apparent) 
optical basicity up to around the glass transition temperature, but at higher temperatures the fall in optical 
basicity occurred at a much greater rate. Similar effects were noted in the oscillator strength which de­
creased sharply, and in the band width which increased. The results are interpreted in terms of the occur­
rence of some degree of disruption of the glass network, above Tg, with the conversion of bridging oxides to 
nonbridging (and simultaneous conversion of boron atoms from fourfold to threefold coordination). Micro­
scopic optical basicities, X, are assigned to the individual oxides, and although the bulk optical basicity, A, 
of the glass probably remains unchanged, the distrioution of X values in the glass changes as the network 
disrupts thereby allowing the Pb2+ probe ion to enter sites of locally higher optical basicity than the bulk A 
value of the glass.

The basicity of a glass can be envisaged in terms of the 
ability of the constituent oxygens to donate negative charge 
to an (acidic) indicator such as a probe metal ion added in 
trace quantity. Probe ions which are especially suitable for 
this purpose Me d10s2 metal ions such as Pb2+. The large 
frequency shifts in the s-p spectra of these ions on being 
transferred from the “ free” (gaseous) state to the glass may 
be regarded as a measure of the donation of negative 
charge to the probe ion.1 3 For most glasses the absorption 
by Pb2+ occurs in the accessible region of the uv (i.e., below 
ca. 50000 cm-1) and arises through the transition 1So -»• 
3P i .1 The frequency shift, vf — i»giass (where v( and »»glass are 
the 1So —*■ 3Pi frequencies of Pb2+ “ free” and in the glass, 
respectively) can be compared with the shift v{ — voi- 
(where ¡»o2- is the frequency for Pb2+ in CaO). The latter 
shift represents the extent of electron donation to Pb2+ in 
an “ ionic” oxide, where we would expect the donation to be 
at a maximum, and the ratio of the electron donation in the 
glass to that in “ ionic”  oxide medium can be expressed as 
(v{ — yg!ass)/(i,f — »'oxide)- This ratio is known as the optical 
basicity, A, of the glass,4 and ideally it lies between zero 
and unity. For the Pb2+ probe ion, v{ is 61700 cm-1, »»oxide is 
29700 cm- 1 ,4 and thus

Apb(ii) = (61700 — i»giasS)/31000 (1 )

Although optical basicity is an experimentally deter­
mined quantity, it is now possible, in principle, to predict 
its value for any oxide medium through calculations which 
consider the effects of the constituent cations (Na+, B3+, 
etc.) upon the electron donor properties of the oxide.5 The 
calculations require a knowledge of the number of cations 
(relative to the total number of oxides), their oxidation 
numbers, and their basicity moderating parameters (which 
are related simply to electronegativity), and they give not 
only basicities of “ bulk” media, but also the basicites of in­
dividual oxides (see later).

Inorganic glasses are convenient media for investigating 
effects and trends brought about by changes in basicity, 
and indeed such investigations are necessary if a proper 
understanding of the role of basicity in glass chemistry is to
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be achieved. Several workers have investigated the effect of 
glass composition on the spectrum of Pb2+ and other d 10s2 
ion.1’6-8 Particularly suitable for studying effects brought 
about by gradual increases in basicity are the alkali oxide- 
boric oxide systems, and the spectroscopic trends of d10s2 
ions indicate the drastic effect of alkali o*ide:on the struc­
ture of the glass in providing sites of various optical basici­
ties for the probe ion.4i9’io

The structure of a borate glass" (or any other network 
glass), however, is also bound to be affected by tempera­
ture, especially in the range beyond the glass transition 
temperature, Tg. The present work was undertaken to in­
vestigate whether structural changes brought about by 
temperature would be reflected in the response of the Pb2+ 
probe. The glass system chosen was Na20  -B-2O3, uv spectra 
being obtained for Pb2+ in host glasses at temperatures up 
to 500-600°C.

Results
The absorption band of Pb2+ which is used for measur­

ing optical basicity (due to the transition 'So —► 3Pi) always 
appears on the lower energy side of the more intensely ab­
sorbing 'So —* ’Pi band, the maximum of which is beyond 
the uv transparency of the glass. In the present study, it is 
observed that for all Na20  compositions of the borate 
glasses, increase in temperature brings about some degree 
of change in the 'So -*■ 3Pi absorption band, the maximum 
moving to lower frequencies. For the high alkali glasses (25 
and 33% Na20) the frequency shifts are quite small even up 
to 500°C; at these higher temperatures, the effect of band 
broadening and the decrease in absorbance result in the ab­
sorption band merging as a shoulder to the more intense, 
spin allowed band, and it is not possible to estimate i»max 
very accurately for the 25 and 33% Na20  glasses. The dele­
terious effects of temperature were found to be far less pro­
nounced in the spectra of the glasses having a Na20  con­
tent of 18% and below, making these glasses much more 
suitable for study. For these lower alkali glasses, it was ob­
served that although the spectral changes are quite small 
up to ca. 300°C, they are much more profound for tempera-
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tures greater than 300-400° C. Figure 1 shows the changes 
for a 7.8% Na20 glass, for example, and it can be seen that 
as well as the decrease in vmax, there is also a fall in the op­
tical density. These changes resemble quite strikingly those 
observed in the spectrum of Pb2+ in the Na20-B 203 glass 
system when the Na20  content is increased at ambient 
temperature (this can be seen for example when Figure 4, 
ref 7 is compared with Figure 1 in the present paper).

From the frequencies can be obtained, through eq 1, the 
(apparent) optical basicities, Apb(ii), of each glass at the 
temperatures for which the spectra were run. The changes 
in Apb(ii) with temperature are shown in Figure 2. The 
greater extent to which the very low alkali glasses respond 
to the higher temperatures results (see Figure 3) in the re­
markable situation at 500°C where the basicity of the 
Na20 -B 203 system remains virtually unchanged for alkali 
oxide contents over the range 0-18%!

For the low alkali glasses, the plots in Figure 2 would 
suggest that, for each glass, two straight lines could be 
drawn reasonably through the points, one corresponding to 
the trend for lower temperatures and the other for higher 
temperatures. The temperature at which the faster trend 
takes over from the slower (the point of intersection of the 
two lines) is found, except in the case of vitreous B2O3, to 
be close to the glass transition temperature determined by 
differential thermal analysis (see Table I). The pattern of 
behavior for the optical density of the 1So -*■ 3Pi band with 
increasing temperature is similar to that for the frequency 
(see Figure 4), arid the transition temperatures obtained 
are included in Table I. (For B2O3, the agreement with Tg 
is now much better.)

Discussion ' •
Trend in Observed Basicity. The results in Figure 2 

which summarize the effect of temperature on Apb(ii) are 
probably open to more than one interpretation, but we re­
gard the trend observed for temperatures above Tg as aris­
ing through profound changes occurring in the covalent 
structure of the glass.

In the alkali oxide-boric oxide glass system, the results 
of Bray and co-workers have shown that each alkali oxide 
serves to convert two boron atoms from three to four coor­
dination (or nearly so),11 and addition of alkali oxide does 
not, on the whole, result in the conversion of the bridging 
oxides into nonbridging oxides (cf. the situation in alkali 
oxide-Si02 glass systems).21 When the glass is heated, how­
ever, there is increasing vibration of the boron and oxygen 
atoms, and with the transition from solid to liquid it is nec­
essary to envisage large-scale disruption of the network 
with the conversion of bridging oxides to nonbridging. The 
liquid can be regarded in terms of a dynamic system in­
volving the breaking and remaking of boron-oxygen bonds, 
and this situation will also obtain, though to a decreasing 
extent, as the temperature is lowered to Tg. Thus, in our 
experiments where the glass is heated from ambient tem­
perature upward, Tg can be regarded as marking the onset 
of equilibria such as:

1o "BIO

/O -

( nonbridging ) ( 2)

Figure 1. Uv absorption spectra of Pb2+ in sodium borate glass 
(7.8% Na20) at various temperatures (°C).

Figure 2. Changes in Ap^m with temperature observed for glasses in 
the Na20 -B 20 3 system.

Nonbridging oxides are much more basic than bridging (see 
later), and if they are produced in a site in which the other 
oxides undergo no change, then the basicity of the site is 
increased. Since Pb2+ ions seem to have a slight preference 
for more highly basic sites in the alkali borate glass sys­
tems,4’9,10 it is to be expected that they will tend to move 
into these new sites. With the production of more of these 
sites (with increasing temperature), so more Pb2+ ions will 
signal a lower 'So —*• 3Pi frequency and the maximum of 
the absorption band envelope undergoes the observed red 
shift.

It should also be noted that production of the more high-

The Journal o f Physical Chemistry, Voi 79, No. 25, 1975



2782 J. A. Duffy and R. J. Grant

Figure 3. Observed trend in optical basicity, Apb(B), with temperature 
in the Na20 -B 20 3 glass system.

TABLE I: Glass Transition Temperatures o f Sodium 
Borate Glasses Obtained from Differential Thermal 
Analysis and from Uv Spectra

_____ Glass transition temp, °C
uv spectroscopy

Glass, frequency absorbance
mol %NazO DTA shift change

0 256 315 265
7.8 320 330 315

13.2 362 355 380
16.0 405 420 410
18.0 433 425 445

ly basic oxides would be expected to result in a red shift of 
the uv absorption edge of the undoped glass because of the 
reduced tightening of the electron shells of the oxide as it 
undergoes the change from bridging to nonbridging. (The 
impairment of uv transparency with increasing alkali con­
tent is well known for glasses generally, see, for example, 
ref 12.) This red shift is in fact observed as the temperature 
of the undoped borate glass is raised, thus strongly sup­
porting the existence of equilibria of the type suggested 
above.

In terms of the optical basicity concept, the production 
of the sites of greater basicity does not necessarily require 
there to be any change in the “ bulk” basicity of the glass. 
This can be illustrated by referring to the microscopic opti­
cal basicities of the individual oxides. In a series where all 
the oxides are equivalent, for example, MgO or Li2S04, it is 
possible to assign to each oxide a microscopic optical basic­
ity value, X,22 which is the same as that of the bulk medi­
um. However, in media containing different oxides, for ex­
ample, a glass with both bridging and nonbridging oxides, 
the X values will be different from the bulk A value of the

TEMPERATURE °C

Figure 4. Changes in the extinction coefficient of the 1S0 —*■ 3Pi 
band with temperature in the Na20 -B 20 3 glass system. (The graphs 
are labeled according to the mole percent Na20  content of the
glass.)

medium. Microscopic optical basicities can be calculated in 
a similar manner to bulk A values (see Appendix), and 
values of X for oxides in an alkali borate glass are given in 
Table II. It should be noted that X depends not only on 
whether the oxide is briding or nonbridging but also on the 
coordination number of the boron. In the alkali borate glass 
system, the oxides will have X values of 0.42 (for B (3 )-0 - 
B(3) oxides) and 0.50 (for B (3)-0-B (4) oxides). Any oxides 
that bridge two four-coordinate borons will have a X value 
of 0.57, although such oxides need not be generated until 
30% alkali oxide and not, incidently, 16.7% (cf. ref 13). 
With the rupture of a B (3 )-0 - B(4) bridge, as in the equi­
librium given above, the production of the nonbridging 
oxide, with X = 0.71, occurs simultaneously with the pro­
duction of three B (3)-0-B (3) oxides from B(3)-0-B (4) ox­
ides. The total decrease in basicity suffered by these three 
oxides from 0.50 tc 0.42 balances (exactly if more accurate­
ly expressed X values were used) the increase in the X value 
of the single oxide which changes from bridging to non- 
bridging. Thus, oxides of greater (and smaller) optical ba­
sicity are generated and there is no overall increase in the 
bulk optical basicity of the glass.

Absorption Band Intensity. It can be seen from Figure 1 
that increasing the temperature of the glass causes not only 
a decrease in vmax but simultaneously a decrease in optical 
density. This behavior was observed for all the glasses, and 
when the absorbance of the band was plotted against 
Apb(ii) for each glass, it was found that the points lay close 
to a straight line. The graphs revealed that the optical den­
sity of the 1So 3Pi band was halved when Apbqi) in­
creased by approximately 0.05 unit.

Since the band envelope also undergoes some broadening 
(see later) it is necessary to regard the absorption in terms 
of the oscillator strength, /, rather than in terms of absorb­
ance, since the latter is concerned only with the peak 
height. With X in cm-1 and the extinction coefficient, t, in 
M _1 cm-1, { is given by14

f = 4.315 X 1 0 ~ 9 J i  dv
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TABLE II: Microscopic Optical Basicity, X, of Oxide 
in Various Borate Groups

Boron
Type of oxide coordination X"

Nonbridging Threefold 

Nonbridging Fourfold 

Bridging

1 -  0.864 x  p  0.71

1 -  0.864 x  7 = 0.78 4

Both threefold 1 -  0.864 x  — = 0.42

Bridging Both fourfold 1 -  0.864 x  -  =  0.57

Bridging One threefold 1 -  0.864 x  ^  = 0.50

One fourfold 
a X is calculated from eq 4.

Estimating the absorption area due to the transition 'So -*  
3Pi is not straightforward for a number of reasons: first, the 
background spectrum of the glass itself varies with temper­
ature, although it is possible to correct for this by subtract­
ing the spectrum of the undoped glass (with the same path 
length); second, the edge of the 'S 0 -*• 'P i band extends 
over such a limited range of frequency that only an approx­
imate estimate of its absorption in the frequency range of 
the 'So —*• 3Pi band can be made (see Figure 1 , for exam­
ple); third, between the 'S0 -*• 3Pi and 1S0 - »  'Pi transition 
there is the Laporte forbidden, spin forbidden transition 
'So —*• 3P2, and although its absorption is comparatively 
small, the transition is vibronic and therefore expected to 
increase in intensity with temperature. It was found that 
spectral data for which these difficulties are least were 
those determined in B2O3 glass. Using these data, absorp­
tion areas were measured and hence values of the oscillator 
strength for the 'So 3Pi transition were obtained at dif­
ferent temperatures. The correlation with the optical basic­
ity signalled by the Pb2+ ion (at these temperatures) is 
shown in Figure 5 , and it can be seen that increasing Apb(ii) 
is accompanied by a decrease in the oscillator strength. The 
fall in extinction coefficient (as shown in Figure 4) is there­
fore only partly due to band broadening effects.

The decrease in the overall band absorption with rising 
Apbdp is fully in accord with the nature of the 'So —’* 3Pi 
transition. The transition is formally spin forbidden, but 
gains its intensity from the spin allowed 'So -*■ 'P i transi­
tion by virtue of its enormous spin-orbit coupling constant, 
(*6P ((gp = 12390 cm“ '  for the free Pb2+ ion). The oscillator 
strength depends upon the magnitude of the spin-orbit 
coupling constant, and since this is known to decrease with 
increasing covalency between a metal ion and its surround­
ings,16 the decrease in absorption that accompanies in­
creasing optical basicity means that there is an increase in 
the degree of covalency in the Pb2+-oxide interaction. This 
is exactly in accord with the interpretation of optical basic­
ity in terms of a Lewis acid-base interaction.

Absorption Band Width. Disruption of the glass network 
above Tg to produce nonbridging oxides in addition to 
bridging oxides already in the glass leads to an increased 
range of microscopic optical basicity. For the scheme envis­
aged earlier in this discussion (eq 2), in a low alkali glass, 
where there are oxides bridging two three-coordinated bo­

OPTICAL BASICITY A P0Ir

Figure 5. Plot of oscillator strength, f, for the 1S0 -*  3Pi transition of 
Pb24 vs. Apb(ii) signaled in vitreous B20 3.

rons or one three- and one four-coordinated boron, we go 
from a range (see Table II) of 0.42-0.50 (i.e., 0.08 unit) to 
the much wider range 0.42-0.71 (i.e., 0.29 unit), on account 
of the formation of a nonbridging oxide. As the tempera­
ture is increased above Tg, the latter range becomes in­
creasingly important, and the number of different sites 
available for the Pb2+ ions is therefore increased. On the 
basis of this model we should expect a broadening of the 
band envelope and a reduction in the extinction coefficient 
in addition to that brought about by the change in oscilla­
tor strength (see above). Even if nonbridging oxides do al­
ready exist in the glass at ambient temperature then at 
temperatures above Tg there is an increase in the number 
of oxides having basicity values corresponding to the limits 
of the range, and this would also lead to the same effect in 
the spectrum of the probe ion.

Thus as a general principle, broadening of the absorption 
band envelope is expected to be slight at temperatures up 
to Tg but to occur to a much greater extent for tempera­
tures above Tg. This was the pattern of behavior observed 
experimentally, and, for example, may be perceived from 
careful examination of Figure 1 . Spectral changes for Pb2+ 
occurring in glasses where the Na20  content is zero indi­
cate that the principle also extends to vitreous B2O3 (and 
must, in the production of nonbridging oxides, presumably 
involve the formation of twofold coordinate boron). Figure 
6, constructed using somewhat superior spectral data for 
this glass (see previously), shows clearly the marked 
changes occurring at temperatures greater than Tg. (For 
this diagram, the band width was calculated by dividing 
the band area by the band height for the 'So -*■ 3Pi absorp­
tion envelope at the different temperatures.)

Changes Occurring below Tg. The arguments given in 
the previous sections would seem to account satisfactorily 
for the observed trends, namely, the frequency shift, the 
fall in absorption, and also band broadening of the Pb2+ 
ion. As far as the less pronounced spectral changes occur­
ring below Tg are concerned, although it is possible that 
these would fit the configurational coordinate model which 
has been shown19 to be appropriate for Pb2+ in C a0-P20 5 
glass (in the range from ambient temperature to liquid ni­
trogen temperature, where the 'So -*■ 3Pi frequency simi­
larly undergoes a slight blue shift), it is difficult to suggest 
what mechanism is responsible. The explanation for the 
behavior above Tg does not imply any increase in the bulk 
optical basicity of the glass, but it is possible that a slight 
increase in basicity does come about as a result of minute 
changes in the basicity moderating parameters of the cat­
ions brought about by temperature;23 a slight increase in 
the basicity moderating parameters would give rise, 
through eq 1 and 3, to a blue shift in the 'So —*■ 3Pi fre­
quency. An alternative explanation for the behavior below
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Figure 6. Effect of temperature on the width of the 1S0 —*■ 3Pi band 
of Pb2+ in vitreous B20 3.

Tg is that expansion effects in the glass may allow the Pb2+ 
probe ion to move slightly within the glass framework and 
thereby to alter its coordination sphere. This would be ex­
pected to be most easily achieved in vitreous B2O3 which 
has a ribbon structure (or boroxyl groups),16 and indeed 
the effect of temperature was slightly more pronounced for 
B2O3 (Figure 2). This mechanism would imply that the 
spectrum of the probe ion would depend upon the thermal 
history of the glass, and the small discrepancies reported in 
the literature suggest that annealing effects might be im­
portant.4,7’9,17

Experimental Section

Preparation of the glasses and their doping was carried 
out in the usual manner.4 The sodium oxide content of the 
glasses was determined by dissolving the glass in water and 
titrating with standard hydrochloric acid. Glass transition 
temperatures were measured using a Du Pont 900 differen­
tial thermal analyzer.

For obtaining the spectra of the glasses at elevated tem­
peratures a special heater was constructed consisting of a 
platinum gauze approximately 8 X 20 mm the supports of 
which slot into two brass bushes and are held by grub 
screws; the bushes are mounted on a platform which can be 
tilted between vertical and horizontal. The heater is ener­
gized from a low-voltage transformer (rated at 3 V, 50 A) 
which is connected to the main supply via a variable trans­
former. For mounting the glass sample, the heater is tilted 
horizontally, energized so that the glass melts thereby 
sticking to the gauze, then vitrified simply by allowing it to 
cool. To record the spectrum of the glass, it is necessary to 
mask the light beam using an apperture of 3-4 mm, the ref­
erence beam being similarly attenuated. The glass was 
brought to the required temperature by setting the variable 
transformer on a previously calibrated scale obtained by 
recording the temperature of a similar glass with a thermo­
couple. After obtaining spectra at the higher temperatures, 
the glass was allowed to cool to ensure that the path length 
had not changed owing to any softening of the glass. Al­
though the original, ambient temperature spectrum was al­
ways obtained, the experiments were not designed with the 
intention of investigating any possible hysteresis which 
may occur in these glasses.

It is worth pointing out that the heater described above 
was also found to be suitable for mounting molten salts, 
and the uv and visible spectra of sulfates, fluorides, etc. 
were readily obtained. Compared with the conventional 
type of furnace that is used in spectrophotometers, the

present apparatus has the advantage that the molten salt is 
not required to come into contact with any container mate­
rial other than the platinum of the gauze, and it is there­
fore suitable for the more corrosive melts.
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Appendix

The equation which allows the A value of an oxide medi­
um to be predicted (given in ref 5) can be rearranged to 
yield

2 A f  A /
1 - —  ) + 2 b; b I I ^

 

+2 V T A / 2 X T B / J
2a, 2b , • ..  are the oxidation numbers and ta.tb, . . .  are the 
ratio, with respect to the total number of oxides, of the cat­
ions A, B, . . . ,  and 7a, tb are the basicity moderating pa­
rameters (7 for boron is 2.365).

In calculating the microscopic optical basicity of a single 
oxide, A is replaced by X, and for a borate glass in which the 
effect of cations other than B3+ can be neglected, X is given 
by

rB will obviously depend upon whether the boron is three- 
coordinate or four-coordinate and also upon whether the 
oxide is bridging or nonbridging. Using eq 4, values of X are 
calculated for individual oxides in borate glasses (see Table
II). Strictly, these values hold only in the lithium borate 
system (since only Li has a 7 value of unity), but since the 
X values are used in the present context only for compari­
son purposes within the sodium borate system, it is not 
necessary to make the small correction which arises 
through the difference in the 7 values between Na and Li. 
Also for present purposes, the effects of partial neutraliza­
tion within B 03 or B 04 units (which eq 4 does not consid­
er) can be neglected, although the significance of these ef­
fects will be discussed in a future publication.
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Fluorescence properties (quantum yields and lifetimes) have been measured for the six isomeric 1-naph- 
thyl-2-pyridylethylenes and their conjugate acids. The basicity in the first excited singlet state, determined 
by fluorimetric titration, increases strongly with respect to the ground state. Kinetic parameters for the 
protolytic equilibration in the excited state have been evaluated from fluorescence-pH curves and fluores­
cence lifetimes.

Introduction

It has often been observed that the basicity of aza aro­
matics having low lying singlet states strongly in­
creases on excitation. For some azastilbenes1 and azaphen- 
anthrenes2 direct fluorimetric titration and pK* calcula­
tion by the Forster cycle have been performed; the results 
obtained by the two methods were found to be in good 
agreement.

Thus, a study of the basicity of styrylpyridines in the 
first excited singlet state gave an important contribution to 
the understanding of the mechanism of trans cis photo- 
isomerization of these compounds.3

The present paper reports the results of an investigation 
of the acid-base equilibria of the six isomeric trans na­
phthylpyridylethylenes (NPE’s) in the first excited singlet 
state together with information on fluorescence quantum 
yields and lifetimes of free bases and their conjugate acids.

The results obtained show that the NPE’s are also 
stronger bases in the first excited singlet state than in the 
ground state. The pK* values are similar for all the iso­
mers, whereas fluorescence quantum yields and lifetimes 
depend on the relative positions of pyridyl and naphthyl 
groups and on protonation.

Experimental Section

The compounds studied are the six isomeric trans 
1 (a,d)-naphthyl-2(2-,3-,4-)-pyridylethylenes prepared by 
standard procedures,4 referred to as NPE, preceded by a 
greek letter and a number indicating the isomeric position 
of the naphthyl and pyridyl groups with respect to the eth- 
ylenic bond.

Ground state and excited state ionization constants were 
determined at room temperature (ca. 22°C), in 90/10 (v/v)

water-ethanol mixtures by spectrophotometrie and fluo­
rimetric titration, respectively.

A Sargent PXB pH meter with glass electrode was em­
ployed. The highest pH values were corrected for alkaline 
error.

Absorption spectra were registered by a Unicam SP500 
spectrophotometer. Solute concentrations of the order of 
10~5 M  in Britton buffers (u = 0.1), 40-mm path length 
cells were used for absorptiometric titrations.

Fluorescence measurements were performed on a Hita­
chi Perkin-Elmer MPF-3 fluorescence spectrophotometer, 
with an accessory for spectrum correction, using rhodamine 
B as a quantum counter.

For the fluorimetric titrations, solute concentrations 
were of the order of 5 X 10~6 M. Britton buffers5 were used 
up to pH 12 and NaOH solutions for higher pH values. The 
ionic strength was kept constant (p = 1) by adding Na2SC>4, 
which has negligible quenching power on fluorescence.1 
Fluorescence intensity vs. pH plots were obtained by fol­
lowing the fluorescence decrease of the conjugate acid and/ 
or the emission increase of the free base with increasing 
pH. When both types of measurements were feasible, the 
fluorimetric titration curves for the basic and acidic forms 
were reciprocal to one another.

The excited state basicity constants for the equilibrium

I
NPE* + H20  5=^ NPEH4* +  OH' (1)

*

were obtained by application of steady-state kinetics6 lead­
ing to the equation

1/ U b°/Js -  1 ) =  ( l / f e T j  4 - ( fe T j/ fe r ,) a OH- (2 )

where /b°//b is the intensity ratio (approximated to the 
quantum yield ratio) of the emission of a solution where 
100% base exists and of solutions where NPE* is partially 
equilibrated. r a and rb are the experimental lifetimes of the 
acidic and neutral forms, respectively. Thus, a plot of 1/ 
( /b°//b — U vs. the OH-  activity yields a straight line1 of 
slope (ra/Tb)(£7£) = (ra/rb)(K*/Kw), where K* is the disso­
ciation constant of the excited NPEH+ and Kw that of 
water.
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Only for one of the six isomers (a,2-NPE) was the fluo­
rimetrie titration not performed, because of the too low 
percentage of equilibrated acid in the excited state and the 
high 0b/0a ratio: the first factor does not allow base titra­
tion to be performed and both factors make acid titration 
difficult, as the intense long-wavelength tail of the base 
emission masks the weak emission from the conjugate acid.

Apparent pX *’s were reduced (—0.3) to thermodynamic 
values by the approximate formula for the activity coeffi­
cients.7 The reported values are a mean of data obtained in 
two or three runs, with a reproducibility of ± 0.1 pK units.

All the pA*’s were also calculated by the Forster cycle,6 
using the formula

* 0.625 -
pK = p K ------- —  Au (3 )

where Ai> (in centimeter-1) is the difference in the 0-0 
frequencies for the base and its conjugate acid. Both the 
average of absorption and fluorescence maxima and the in­
tersection of the two normalized spectra were used to mea­
sure Ai>. The 0-0 frequencies and pK* values reported in 
Table I are the averages of the values obtained by the two 
procedures. Accurate band onsets were not obtained be­
cause of the low solubility of NPE’s in water, which did not 
allow absorption spectra at high concentrations to be re­
corded.

Fluorescence quantum yields were determined relative 
to 2-(l-naphthyl)-5-phenyl-l,3,4-oxadiazole (a-NPD) in 
cyclohexane solution and to quinine sulfate in H2SO4 1 N 
solution as standards8 for the bases (pH 8) and the acids 
(pH 2), respectively; 50/50 (v/v) water-ethanol solutions 
were employed in order to exclude emission from the acidic 
form at pH 8, which strongly depends on the alcohol con­
tent of the solutions.s>9 On the other hand, measurements 
in alkaline solutions (pH > pK*) were found to be unsuit­
able because of inconstancy of their absorbance. Solute ab­
sorbance was in the range 0.1-0.15. The 0 values reported 
were averaged from at least three integrated spectra, the 
reproducibility being within 5%.

The fluorescence lifetimes were measured in 50/50 (v/v) 
water-ethanol by the pulse sampling technique, using an 
apparatus with a resolution time of about 1 nsec, described 
elsewhere.10 The reported values were averaged from three 
independent runs, with a reproducibility within 15-20%.

Different ethanol percentages, as used in the fluorimetric 
titration (10%), were found to have no effect on ra; the ex­
perimental check on rb was not feasible due to the low solu­
bility of the NPE’s in alkaline solution.

Results and Discussion

TABLE I: Assumed 0-0 Frequencies (103 cm- 1 ) for 
Neutral (i>t>) and Protonated (¡>a) Forms and 
Basicity in the Ground and Excited States of 
Naphthylpyridylethylenes in 90/10 (v/v) Water-Ethanol

V
Isomer Pa P K

p K* 
(caled)

pif*
(fluor)

(pH
8)

a, 2-NPE 26.88 23.61 4.40 11.4 5
a, 3-NPE 27.37 23.81 4.60 I2.I5 13.1 26
a, 4-NPE 26.70 22.66 5.20 13.7 12.6 15
(3, 2-NPE 27.98 24.27 4.63 12.5 12.8 31
/3, 3-NPE 28.31 24.92 4.72 11.3 12.4 23

4-NPE 27.65 23.76 5.23 13-3 5 13.0 44
a The percentage of acidic molecules equilibrated in the excited 

state was directly obtained by the constant intensity ratio 0a/ 0a°, 
or 1 -  0b/0t>°, measured between pK and pK*.

TABLE II: Fluorescence Quantum Yields of 
Naphthylpyridylethylenes in Neutral ( 0 b )  and 
Cationic ( 0 a ) Forms

Compd <t> t, 4>a

a, 2-NPE 0.022 0.008
a, 3-NPE 0.19 0.06
a, 4-NPE 0.015 0.01
P, 2-NPE 0.063 0.034
p, 3-NPE 0.40 0.07
P, 4-NPE 0.047 0.09

Naphthylpyridylethylenes in aqueous solutions show a 
long wavelength absorption maximum in the range 320-330 
nm, which becomes broader and shifts toward the red on 
protonation (320-390 nm). Fluorescence spectra show a 
similar shift, the emission of the bases being in the range 
390-420 nm and those of the acids in the 495-540-nm re­
gion. Solvent11 and protonation effects on the spectra con­
cur to indicate that the lowest singlet state originates from 
7r,rr* excitation. The solvent relaxation red shift of fluores­
cence is much greater and more sensitive to structural ef­
fects for the acidic than for the basic forms. In particular, 
for both 3-pyridyl derivatives, whose lifetime is longer than 
for the other isomers, this shift is about 11000 cm-1 for the 
protonated forms and about 5500 cm-1  for the bases. Sol­
vent effects appear more important for /1-naphthyl deriva­
tives.

Figure 1. Absorptiometric and fluorimetric titration curves of j3,4- 
NPE. Full points refer to the experimental measurements on the 
band of the protonated form at 510 nm (corrected for the small con­
tribution of the base); excitation at the isosbestic point, 335 nm.

Ground state pK  values, reported in Table I, are practi­
cally unaffected by the position of the naphthyl group. 
More significant effects are due to the position of the het­
eroatom, which results in more basic pK  values for the 
para-substituted pyridines. Slightly lower pK values for 
ortho-substituted pyridines than for 3-pyridyl isomers are 
probably due to some steric effect.

The spectral shifts on protonation and the different 
trends of absorptiometric and fluorimetric titrations clear­
ly indicate a difference in prototropic reactivity of the 
ground state and the lowest excited singlet state. While ab-
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TABLE III: Fluorescence Lifetimes“ and Kinetic Parameters for the 
Hydrolytic Equilibrium of Excited Naphthylpyridylethylenes

Compd Tb(Tb0), 1CT9 sec T3(ra°), 10"9 sec

k = l/(inter- 
cept-rj,
108 sec”1

k =  slope 
(intercept*: 
109 sec

a, 2-NPE 0.9(41) 1.1(137)
a, 3-NPE 1.4 (7.4) 1.8(30) 2.5 0.89
a, 4-NPE -0.8(53) 1.0(100) 2.2 2.9
0, 2-NPE 1.1(17.5) 1.4(41) 2.35 2.0
0, 3-NPE 3.8(9.5) 1.6(23) 0.8 1.5
0, 4-NPE 0.9(19) 1.3(14.5) 9.7 4.7

a Natural lifetimes, x°, in parentheses.

sorption vs. pH curves show only one inflection point, cor­
responding to the ground state pK, a second inflection 
point, corresponding to the excited state pK *, appears on 
the fluorescence vs. pH curves. The example reported in 
Figure 1 for d,4-NPE shows that both intensity changes 
occur in a small pH range. Considering the second inflec­
tion, this fact indicates that the prototropic equilibrium is 
attained within the lifetime of the excited state. The pK* 
values reported in Table I show a large increase of basicity 
(7 to 8 pK units) in the Si state for all isomers. The nitro­
gen position effect seems different than in the ground 
state, even if the lower precision in the pK* measurements 
does not allow us to arrive at definitive conclusions. The 
pK* values calculated by the Forster cycle can be consid­
ered to be in a satisfactory agreement with the experimen­
tal ones, taking into account the uncertainty in the 0-0 
frequencies (Table I) used for the calculations.

The percentages of molecules which attain the prototro­
pic equilibrium within the singlet lifetime, measured at pH 
8 and 10% ethanol, are also reported in Table I. These 
values are higher for ¡8- than for a-naphthyl derivatives.

The fluorescence quantum yields are reported in Table
II. It is interesting to note that, as already found for styryl- 
pyridines (StP’s)3 and dipyridylethylenes,12 the 0 values of 
the neutral molecules are about one order of magnitude 
greater when the heteroatom is in the meta position with 
respect to the ethylenic bridge, compared to the other iso­
mers. Even in the protonated forms, the 0 values of 3-pyri- 
dyl derivatives are relatively high, but the differences are 
less marked in this case. As the behavior of the 3-pyridyl 
isomers resembles that of the parent hydrocarbons (a- and 
/3-styrylnaphthalenes),13 it could be inferred that interac­
tion between and Vir* states should be inefficient
when the nitrogen is in the meta position. This behavior is 
similar to that observed for 3-StP. Higher yields were gen­
erally found for the bases than for the conjugate acids, a 
trend which is the opposite of that observed for other azas- 
tilbenes.3 However, radiationless deactivation of the cat­
ions through n,ir* nonfluorescing states3 should not be op­
erative in this case.

Fluorescence decay lifetimes are reported in Table III. 
These values are also higher for 3-pyridyl derivatives but 
less than are the yields. This indicates a shorter radiative 
lifetime (r° = r/0) for these isomers (less than 10 nsec for 
the free bases) which are particularly resistent to radiation­
less deactivations. A general increase of r was observed on 
protonation, with the exception of /j,3-NPE. Slightly higher 
values were found for 0 - than for a-naphthyl derivatives. 
rb0/ra0 ratios are less than unity (with the exception of 0,4- 
NPE) and smaller than rb/ra ratios. All this experimental

information, however, should be considered with caution as 
the measured lifetimes are generally very short and some 
trends can be masked by experimental error.

There is no apparent correlation between the fluores­
cence yields and lifetimes, thus the fluorescence rate con­
stant kp = l/r °  is dependent on the nitrogen positional 
isomerism. Comparison with r and 0 values in aprotic polar 
and nonpolar solvents11 confirms the importance of struc­
ture in the decay processes. In the absence of important 
solvent-solute interactions (chemical reaction or change in 
configuration of the emitting state), the radiative lifetime 
t °  should be independent of the nature of the solvent, 
which would only influence the relative energies of the dif­
ferent levels. This constancy is not completely verified for 
NPE’s in n-hexane,11 acetonitrile,11 and water-ethanol as 
solvents, since the reported values (rb° in Table III) ap­
proximately approach those in n-hexane for a derivatives, 
but are closer to those in acetonitrile for 0 isomers. This in­
dicates that, probably, the solvent affects the nature of the 
emitting state to a different extent for different isomers, by 
enhancing or decreasing the mixing of the fluorescent 7r,7r* 
state with the nonfluorescent n,w* one.

Compared to styrylpyridines, NPE’s have longer life­
times in the neutral form allowing the acid-base equilibra­
tion in the excited state to be observed, whatever the nitro­
gen position. For StP’s the lifetimes of the bases were too 
short to be experimentally measured and the equilibration 
in the excited state was detectable only for 3-StP.1 A longer 
lifetime for the base clearly increases the percentage of 
molecules attaining the prototropic equilibrium (1) in the 
excited state. In fact, higher acid percentages were general­
ly found for NPE’s than for 3-StP and its 4' derivatives in 
the pH range 6-10, between pK  and pK*.1 The equilibra­
tion percentages obviously depend not only on the base 
lifetime but also on the rate parameters for the hydrolytic 
process and thus op the basicity of the excited state. The 
kinetic constants F  and k for reaction 1 were calculated fol­
lowing eq 2, from the plots l / ( / b° / /b -  1) vs. a0H-, using 
the experimental r values (third and fourth columns in 
Table III). Contrary to that observed for 3-StP’s and for 
other compounds, where £  depends only slightly on sub­
stituents and X approaches the diffusional value (6 X 109 
M -1 sec-1), for NPE’s both rate parameters are affected to 
some extent by the position of the naphthyl and pyridyl 
groups. Only for /3.4-NPE does'! approach the diffusional 
value while lower values were found for the other isomers. 
Moreover, it should be noted that IT is particularly high for 
such a reaction which leads to two charged species and thus 
should be characterized by a large negative activation en­
tropy. The high value of « obviously corresponds to an high
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pK* value for these molecules. Apart from the possible im­
plication of steric factors, these anomalies can be probably 
explained by considering the experimental error in the life­
time ratio, mainly in those cases where the lifetime is near, 
or less than, 1 nsec. For acridine, which is characterized by 
longer lifetimes, most reliable values were found (k = 8.4 X  
106 sec“ 1, !  = 1.8 X  1010 M~l sec“ 1, pK* = 10.6).14

Owing to the high pK* and the consequent high OH~ 
concentrations used for the fluorimetric titration, the im­
plication of excited acidic molecules which react without 
diffusing should also be taken into account. The modified 
treatment,6 based on the evaluation of the volume of diffu­
sion around the excited NPEH+, should however not intro­
duce important changes considering also the low ra values 
of NPE’s. Furthermore, it would lead to experimental pK* 
values in less agreement with the calculated ones. There­
fore, we think that the approximate pK* values in Table I 
still represent a reliable measure of the basicity of NPE’s-in 
the Si state.

The high rate parameters found for /3,4-NPE indicate 
that for this isomer the relaxation time of the prototropic 
equilibrium (1) is shorter than the mean lifetime of the ex­
cited species to a greater extent than for the other isomers, 
as expected from the high percentage of equilibration with 
the proton. This offers a particularly favorable situation to 
study the effect of pH on both fluorescence and photoisom­
erization quantum yields, as done for 3-StP in less favor­
able conditions.3 This study, which is in -progress in this 
laboratory, should give interesting information on the ex­
cited state responsible for photoreaction in protic medium.
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