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Colloque Weyl IV

Electrons in Fluids—
The Nature of Metal-Ammonia Solutions

Michigan State  Un iversity , East  Lansing , Michigan 

Monday June 30-Thursday July 3,1975

Introductory Remarks

James L. Dye

Department o f Chemistry, Michigan State University, East Lansing, Michigan 48824 
Publication costs assisted by Colloque Weyl IV

The fourth international conference on metal-ammonia 
solutions was held June 29-July 3, 1975 at Michigan State 
University, East Lansing, Michigan. The original Colloque 
Weyl was held on the occasion of the 100th anniversary of 
Weyl’s discovery of metal-ammcnia solutions. It convened 
in June 1963 at the Catholic University of Lille, France 
under the direction of Professor Gerard Lepoutre and 
marked the first time that chemists and physicists with a 
common interest in the solvated electron met to exchange 
ideas about this interesting species in metal-ammonia solu
tions. Through the years, as the importance of electrons in 
fluids, not only in ammonia, but also in other polar and 
nonpolar solvents became apparent to workers in a variety 
of fields ranging from radiation chemistry to the physics of 
liquid metals, the scope of the conference expanded to in
clude more than just metal solutions in ammonia. However, 
the major goal of the Weyl colloquium is to contribute to 
the understanding of metal-ammonia solutions.

After a lapse of 6 years, Colloque Weyl II was held at 
Cornell University, Ithaca, New York in June 1969, with 
Professor M. J. Sienko directing the arrangements. At that 
time an informal agreement was reached to hold such a 
conference every 3 years and to meet in the United States 
for alternate meetings. Colloque Weyl III was convened by 
Professor J. Jortner of Tel Aviv University, Israel, at Kib

butz Hanita in June 1972. At that time, tentative plans 
were made to hold the fourth conference at Michigan State 
University in 1975.

In view of the interdisciplinary nature of this field, the 
scope of the meeting included related work on electrons in 
polar and nonpolar fluids, the problem of electronic states 
in disordered systems, and the metal-insulator transition.

The organizers of Colloque Weyl IV are grateful to the 
National Science Foundation, the donors of the Petroleum 
Research Fund (administered by the American Chemical 
Society) and the Dow Chemical Company for partial sup
port of the conference. We also acknowledge the coopera
tion of the Department of Chemistry and the Continuing 
Education Service of Michigan State University. We are 
grateful to the Session Chairmen for their help with the 
program. Special thanks are due Ann Tsiminakis of the 
Continuing Education Service for her skillful handling of 
arrangements for the conference and to Naomi Hack, who 
worked very effectively with the Chairman of the Orga
nizing Committee from the inception of the conference to 
the publication of the manuscripts and discussion.

Organizing Committee: R. Dewald (Tufts), J. Jortner (Tel 
Aviv), G. Lepoutre (Lille), U. Schindewolf (Karlsruhe), M. Sienko 
(Cornell), J. Thompson (Texas).
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The Role of ab Initio Calculations in Elucidating 
Properties of Hydrated and Ammoniated Electrons
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The properties of solvated electrons are analyzed in terms of a self-consistent modified continuum model 
based on the techniques of ab initio molecular quantum mechanics. The model is semiclassical in spirit, 
employing the quantum mechanical density for the excess charge and the first solvation shell in conjunc
tion with classical electrostatics, and is developed in a general form which can be straightforwardly applied 
to special cases of interest, such as the solvated mono- and dielectron complexes. The advantages and dis
advantages of the technique are discussed in relation to other, more empirical approaches. Computational 
results are presented for excess electrons (mono- and dielectrons) in water and ammonia, and the role of 
long-range polarization of the medium in localizing the excess charge is analyzed. The variationally deter
mined ground states are characterized in terms of equilibrium solvation shell geometry (appreciable cavi
ties are implied for both water and ammonia), solvation energy, photoionization energy, and charge distri
bution. The finding of negative spin densities at the first solvent shell protons underscores the importance 
of a many electron theoretical treatment. Preliminary results for excited states are also reported. The cal
culated results are compared with experimental and other theoretical data, and the sensitivity of the re
sults to various features of the model are discussed. Particular attention is paid to the number of solvent 
molecules required to trap the excess electron.

I. Introduction
The nature of excess electrons in polar fluids has been 

the focus of increasingly intense theoretical efforts in the 
past 30 years.1 Early cavity models for electrons in liquid 
ammonia were developed and refined by Ogg,2 Lipscomb,3 
and Stairs.4 Many of the more elaborate models which have 
subsequently evolved were inspired in large part by a piv
otal contribution of Jortner5 in 1959. He developed a de
tailed theory based on the concept of the polaron,6 but 
modified to include a cavity, which accounted for both 
spectroscopic and thermodynamic data. Theories for the 
properties of electrons in ammonia and other polar solvents 
have recently been reviewed by Webster and Howat7 and 
by Kestner.8

The challenge to theory posed by excess electrons in 
polar fluids (and nonpolar fluids as well) is especially broad 
since the degree of localization of the excess electron may 
vary widely, ranging from the quasifree state down to the 
highly localised state characteristic of solvated anions. This 
situation is to be contrasted with species such as the hydro
nium or hydroxide ion in aqueous solution, where the ex
cess charge appears to be fairly well localized on electron 
and vibrational time scales.9,10 The nature of the stabiliza
tion of electrons in liquids like water and ammonia is of 
particular interest since the electron affinity of the mono
mers in the gas phase appears to be negative. One may also 
consider the possibility that under appropriate circum
stances unpaired excess electrons in the liquid would prefer 
energetically to coalesce into solvated dielectrons.11 The 
degree of localization of excess electrons is, of course, cou
pled to the polarization and configuration of the surround
ing solvent, and a paramount theoretical question is the 
role of various short- and long-range solvent interactions in 
determining the electronic states available to the excess 
electron.

Stringent tests for current theories of electrons in polar

fluids and glasses are provided by a growing body of ther
modynamic, spectroscopic, magnetic, and conductivity 
data.1 Recent electron and nuclear spin resonance studies 
of aqueous alkaline glasses give promise of yielding detailed 
microscopic information about the geometry of the first 
solvent shell and the extent of the excess electron densi
ty.12 Also of great significance is recent work on excess elec
trons in dense water and ammonia vapor,13 which allows 
earlier models based on the liquid to be extended, thereby 
helping to bridge the gap between liquids and low-density 
(CIO-3 g/cc) vapor. Studies of excess electrons in dilute so
lutions of polar molecules provide yet another probe of 
trapped electrons.14 While experiments of the type just 
mentioned should help to answer the question as to how 
many polar molecules are needed to trap an electron, one 
must recognize that the occurrence of density or concentra
tion fluctuations complicates the interpretation of such ex
periments.

Table I schematically summarizes some of the current 
semiempirical and ab initio models for excess electrons in 
polar fluids.15-29 The terms “ self-consistent field” and “ ad
iabatic” appearing in Table I refer to models in which the 
excess electrons are assumed to move at frequencies re
spectively similar to or much less than those of the solvent 
molecule electrons. Hence the medium electrons “ see” the 
effective “ self-consistent field” (SCP) of the excess charge 
or respond adiabatically to its instantaneous field, in the 
SCF and adiabatic models, respectively.30 Most of the 
theories in use today are semiempirical, either of the one- 
electron continuum (or semicontinuum) or valence-elec
tron cluster type. In the cluster model the emphasis is on 
the microscopic details of the short-range interactions, with 
the cluster typically containing the excess electron and a 
first solvation shell of four to six molecules.31 Simpler clus
ter models have considered the interaction o: an electron 
with only one (monomer model)16 or two (dimer model)20,32
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TABLE I: Outline of Recent Theoretical Models for 
Solvated Electrons in Polar Liquids

Type of model Investigators Ref

A. Cluster models
(1) Semiempirical Cohan, Finkelstein, 15

(INDO)« Weissmann
Howat, Webster 16
Ishimaru et al. 17
Kerr, Williams 18

(2) Semiempirical Tachiya, Mozumder 19
(point dipole)

(3) Ab initio Naleway, Schwartz 20
(LCAO SCF) Newton 21

Ishimaru et al. 17
Webster 22

B. Continuum models
(1) Configuration co- Tachiya, Tabata, 23

ordinate model Oshima
(2) Ab inito (SCF)* Waber, Liberman 24

C. Semicontinuum 
models
(1) Semiempirical 

(point dipole)
(a) Adiabatic Copeland, Kestner, 25

Jortner
Gaathon, Jortner 26

(b) Self-consis- Fueki, Feng, Kevan 27
• tent field 

(2j Ab initio
(a) LCAO SCF Newton 21,28
(b) Multiple Moskowitz, Boring, 29

scattering-Xa Wood
a For earlier non-INDO cluster models see ref 31 and 32. 

* The excess charge in this work was in the form of atomic 
anions.

solvent molecules. In the semicontinuum models the clus
ter, often simulated by point dipoles surrounding a cav
ity,25-27 is embedded in a polarizable dielectric continuum. 
In this paper we concentrate on elucidating the powerful 
role which can now be played by the techniques of ab initio 
molecular quantum mechanics, thanks to the availability of 
high-speed digital computers.33 Many electron ab initio 
techniques have been used in the context of both clus
ter16, 20-22 anc[ semicontinuum models.21,29 In the latter case 
it should be emphasized that since the simulation of the 
continuum invariably involves empirical parameters, the 
use of the term ab initio must be qualified. It is preferable 
to say that the ab initio treatment of a small cluster can be 
modified by a suitably simulated polarized continuum sur
rounding the cluster, thus yielding more general models 
which efficiently combine the requisite short- and long- 
range aspects of the problem, while retaining most of the 
usual advantages of conventional ab initio treatments. The 
continuum is characterized by empirical quantities such as 
temperature, dielectric constant, fluid density, surface ten
sion, etc. The bearing of these empirical parameters on the 
validity of the variational principle will be discussed when 
the formalism is presented below.

Before turning to the details of the formalism, we make a 
few general qualitative comments about the semicontin
uum approach, which will then be implemented in an ab in
itio framework in the remainder of the paper. The contri
butions to the electron solvation energy in the semicontin
uum model (where the discrete cluster is identified with 
the inner solvation shell) can be classified as shown below. 
In this breakdown of the various interactions we have dis
tinguished the excess electrons from those of the solvent 
molecules in the discrete cluster. While such a distinction is

required in the “ adiabatic” model as discussed above, it 
should be noted that in the SCF model which is adopted 
for most of our calculations, the excess electrons and those 
of the discrete cluster are indistinguishable.30

(1) Excess electron-solvent interactions: (a) short-range 
attractive and repulsive interactions with the discrete clus
ter, including electron exchange; (b) interaction with the 
polarized continuum, including orientational and electronic 
contributions; short-range interactions with the continuum 
which are not included by simple classical electrostatics 
can be simulated by a constant effective potential.34

(2) Medium rearrangement energy (relative to ordinary 
bulk liquid): (a) discrete cluster contribution (permanent 
and induced multipole interactions, H-bond breakage, 
etc.); (b) variation in effective number of “ surface” mole
cules associated with cavity formation (can be simulated 
through surface tension term) and the interaction between 
the discrete cluster and the polarized continuum; (c) self
energy of the polarized continuum.

(3) Self-energy of the excess charge: (a) electronic kinetic 
energy; (b) Coulombic repulsion in the case of the dielec
tron.

Item 2b takes into account the fact that as the inner shell 
with a fixed number of solvent molecules expands so as to 
form a void space, some of the molecules in the next sol
vent shell (simulated by the continuum) begin to attain the 
character of surface molecules. Among the factors contrib
uting to this phenomenon would be variations in H bond
ing between the two shells, an effect which clearly cannot 
be explicitly considered in the semicontinuum model.

Common to any semicontinuum approach are the prob
lems involved in specifying (1) the boundary between the 
continuum and the microscopic cluster; and (2) the de
tailed nature of the dielectric response of the continuum. 
Thus while the full continuum polarization, including elec
tronic and orientational terms, may contribute to the solva
tion energy, the electronic term does not contribute to the 
trapping potential if the excess electron is very weakly 
bound, as in the “ adiabatic” model.25,30

The principal attractiveness of an ab initio formulation 
of the semicontinuum model is, of course, the proven abili
ty of ab initio techniques to give a reliable account of short- 
range interactions in solvation phenomena.913,35 In the 
present application we add to the usual short-range terms, 
those long-range terms needed to specify completely the 
liquid solvation phenomenon. An ab initio approach allows 
the detailed energetic contributions outlined above to be 
handled in an objective and unified manner. Some obvious 
disadvantages of an ab initio approach are the fact that 
pertinent solvent properties such as dipole moments and 
polarizabilities are quantitatively reproduced only with the 
most elaborate ab initio models, usually at the level of Har- 
tree-Fock or better. Nevertheless, ab initio models short of 
the Hartree-Fock limit can still provide systematic and ac
curate structural and energetic information.36,37 Even at 
the Hartree-Fock level, calculated energetics suffer from 
correlation energy effects. While in many cases these ef
fects may largely cancel out, this may not always be so. For 
example, correlation energy is not expected to be as critical 
a factor in calculating the solvation energy of a single ex
cess electron, as it is in assessing the relative energies of the 
solvated electron and dielectron in a Hartree-Fock frame
work.38 The above points will receive further attention in 
sections IV and V.

The next section will illustrate how simple one-electron
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formulations of the semicontinuum model can be straight
forwardly generalized so as to accommodate a many elec
tron ab initio treatment. One particular reason for devel
oping many electron models (either semiempirical or ab in
itio) is that there is evidence for negative spin densities on 
the protons in dilute metal ammonia solutions, an effect 
which appears to involve the ammoniated electron 
(eam“ ).39 Calculations lead to similar results for the hydrat
ed electron (eaq- ).16’21 In sections III and IV we shall dis
cuss the structural and computational models chosen for 
implementing the formalism in a study of the eam~ and 
eaq_. Section V contains the computational results and dis
cussion, including a comparison of the present results with 
those of semiempirical theories and with available experi
mental data. While most of the results pertain to the 
ground states of eam_ and eaq~, preliminary results for exci
tation and ionization processes are also given, and the rela
tive stability of the solvated dielectron is also examined.
II. Formalism

General Considerations. This section provides a detailed 
formulation of an ab initio model for solvated electrons in 
the limiting case of the SCF approximation, described 
above. Most of the calculations reported below are based 
on this model. At the end of the section we shall comment 
briefly on the changes in the formalism needed to imple
ment the ab initio model under the adiabatic approxima
tion. The present formalism may be considered to be an ex
tension of earlier continuum and semicontinuum approach
es in which only the excess charge (one or two electrons) 
was treated quantum mechanically.25’27-30 We adopt the 
Hartree-Fock framework and approximate the n-electron 
wave function corresponding to the discrete cluster and the 
excess charge as an antisymmetrized product of real occu
pied spin orbitals, </>;:

Hn, rn) = a n Mh) (i)
i

Energy Expressions. The starting point for the develop
ment of the formalism is the classical polarization energy of 
a fully relaxed dielectric continuum, which can be equated 
with the (free) energy required to transfer a fixed polariz
ing charge distribution p(r) from vacuum to a dielectric 
with which it is in electrostatic equilibrium:21

(2)
where Ds is the static dielectric constant (taken as constant 
within volume V)

V-D = 4-rpCr) (3)

and

D = p(r')(r — r')/\f — r'|3 dr' (4)
«y all space

In the Hartree-Fock framework represented by eq 1, the 
charge density p(r), which includes the discrete solvent 
cluster and the excess charge, can be expressed as follows:

n atoms
p(f) = L ^Hr) -  E  zkHr-h)  (5)

i k

where the Zp are nuclear charges. The electronic part of 
this density can be decomposed into contributions from 
electrons of a and 3  spin, denoted, respectively, as p"(r) 
and pP(r). If the number of a spin electrons exceeds the

number of 3 spin electrons, then negative spin density is 
said to occur at those points in space for which p^(r) > 
p“ (r). Negative spin densities are possible within the Har
tree-Fock formalism only if the spin-unrestricted version 
(UHF)40 is employed, as is done in the present work, i.e., 
paired electrons are not constrained to have identical spa
tial orbitals.

The quantity p (r) plays a crucial role. in linking the 
quantum mechanical wave function (eq 1) with the classi
cal polarization energy (eq 2). Equation 2 is consistent with 
the SCF approximation for the interaction between medi
um and excess electrons,30 since it corresponds to the full 
continuum dielectric response (represented by Ds) in equi
librium with the effective or average (as opposed to instan
taneous) charge distribution p{r) given by eq 5. We deter
mine p(r) by minimizing the following energy expression:

E = Eq + U (6)
where Eo is the self-energy of pir) in the Hartree-Fock 
framework

n n atoms
E0 = E  hi + (1/2) E  (J,j ~ Ku) + E  (ZkZi)lru (7)

i i,j  k,l

In eq 7 the quantities h,, Jtj, and KtJ are the usual one-elec
tron, two-electron Coulomb, and two-electron exchange in
tegrals over spin orbitals.40 The reader is reminded that KtJ 
is nonzero only for cases where spin-orbitals i and j have 
the same spin. Furthermore, the net contribution to the 
two-electron energy for cases where i = j  is zero, due to 
cancellation of J„ and Ka. Anticipating further develop
ments below, we note that the total “ Coulomb” contribu
tion to eq 7 can be expressed as a simple functional of the 
electronic charge density, pel(r), defined by the first term 
in eq 5:

(1/2) E  Jij = 1/2 r  pel( f i ) ( l /r 12)pel(f2) dri dr2 (8)
i.i J

Our task now is to transform eq 2 into a form which re
sembles eq 8 and is thus easily incorporated into the con
ventional Hartree-Fock formalism. The integration in eq 2 
can, of course, involve any volume V. In our applications 
below, V will correspond to an infinite dielectric with a 
spherical cavity of variable radius, rc. In addition, we sim
plify the problem by employing only the spherical compo
nent (with respect to the cavity origin) of p(f) in evaluating 
the polarization energy (eq 2). This is a reasonable approxi
mation, since the discrete clusters studied here will gener
ally have a high degree of symmetry. Clearly in cases of 
neutral clusters or clusters strongly departing from spheri
cal symmetry, the contribution of dipole and higher multi
poles would be more important. Under the above assump
tions, U can be expressed as follows:

f  f  p(fi) g(r1; r2)p(r2) dTl dr2
2 \ U s/  all space

(9)
where the truncated Coulomb interaction associated with 
the finite cavity is defined in terms of the maximum of r i. 
r2, and rc:

g(ri, r2) = —l/max(r1; r2, rc) (10)
Equation 9 can be expressed either in terms of p(r) or its 
spherical average p(r), since g(ri, r2) depends only on the 
magnitudes of ri and r2.

The Variational Principle. Comparison of eq 8 and 9 re
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veals that U is just an additional Coulomb-type integral 
which leads naturally via eq 6 to a generalized Hartree- 
Fock energy. Note, however, that there is no “ exchange” 
term corresponding to eq 9. This is related to the fact that 
the energy of eq 6, while quite meaningful physically, is not 
expressible as the expectation value of the Schroedinger 
Hamiltonian with respect to a wave function of the type 
given in eq 1 (as opposed to the case for Eq by itself, eq 7). 
Thus the justification for applying the variational principle 
to E0 + U requires appeal to other physical considerations. 
At constant temperature (T) and pressure (P), thermody
namic equilibrium requires minimization of the free en
thalpy or Gibbs free energy (G). The condition dG t ,p  = 0 
can be expanded in a form appropriate for our semicontin
uum model:

dG t ,p  = 0 = d Li + cLEo + P dVo — T dSp + dWo (11)
where, in addition to the free energy (d U) and internal en
ergy (A E o )  terms already discussed, we have contributions 
associated with the discrete cluster (designated by a sub
script of zero): P d V() is the pressure-volume work done to 
maintain a finite void within the first solvent shell (negligi
ble for normal pressures), T d.S’0 the entropy change in
volved in converting bulk solvent molecules into inner-shell 
solvent molecules, and dWo other reversible work terms, 
such as work done against surface tension in creating a 
void.

At this point, a word is in order regarding the incorpora
tion of temperature into the present formalism. The con
tinuum polarization energy depends on temperature 
through the dielectric constant. Temperature can be intro
duced into the discrete cluster by carrying out a Boltzmann 
averaging over various possible configurations of the sol
vent molecules; i.e., an ab initio semicontinuum calculation 
is performed for each configuration, and then the averaging 
is carried out. This procedure, which has been referred to 
as the “ temperature-independent potential” approach,41 is 
the only one easily incorporated into an ab initio Hartree- 
Fock model, and is to be contrasted with the more common 
temperature-dependent potential used in semiempirical 
calculations, which is based on the Langevin function for 
the average orientation of the solvent molecule dipole mo
ments.25-27 In our applications, the wave function (eq 1) 
and density (eq 5) will be determined by minimizing Eq + 
U in the spirit of the temperature-independent cluster po
tential. A complete calculation of the free energy of solva
tion would require determination of the frequencies associ
ated with distortions in the discrete cluster as well as 
Boltzmann averaging of E q , and will not be attempted in 
the present paper. However, crude estimates of the temper
ature dependence of some properties will be made.

Minimization of E q + U leads to a generalized Hartree- 
Fock one-electron Schroedinger equation:

F'<j> = (F + f')<p = €<j> (12)
where F is the ordinary Hartree-Fock potential and f  is 
the contribution from the polarized dielectric

f'(r) = (1 -  1/DS) f  p(r') g(r, r') dr' (13)
•J all space

The prime is added to f(r) to distinguish it from earlier for
mulations which did not include the factor (1 — 1/DS) in 
the definition of f(r).30 The operator g(r, r') is defined by 
eq 10. The integration in eq 13 is over all space in spite of 
the finite cavity. The portion of p(r) within the cavity con

tributes to the fictitious charge density at the cavity sur
face. Certain properties of f'(r) should be noted: (1) The 
factor (1 — 1 /Ds) corresponds to the SCF approximation, in 
which both orientational and electronic polarization of the 
continuum contribute to the trapping potential for the ex
cess charge. The total trapping potential consists of f'(r) 
and the contribution of the solvent molecules in the dis
crete cluster. (2) Due to the definition of g(r, r'), f'(r) is 
constant within the cavity, and thus will not directly affect 
the charge density of solvent molecules which lie complete
ly within the cavity. In our applications rc is chosen so that 
the solvent molecules included in p(r) are essentially con
tained within the cavity.42

More General Energy Expressions. The above treat
ment of the continuum polarization (based on eq 2) is 
somewhat oversimplified in situations where a significant 
portion of p(r) penetrates the continuum. This is because 
eq 2 ignores short-range repulsive interactions between the 
excess charge and the solvent in the continuum, and as
sumes a simplified model for the local field inside the con
tinuum.43 The ground-state energies of quasifree electrons 
in dense nonpolar fluids have been calculated by Springett, 
Jortner, and Cohen44 and are usually designated by the 
constant effective energy term Vo. Attempts have also been 
made to calculate the corresponding Vo quantities for 
quasifree electrons in polar fluids, including water and am
monia,26 and Vo has also been employed as a measure of 
the energy of that part of the trapped electron which pene
trates the solvent medium.25-27 Even though Vo is difficult 
to estimate for polar media it appears to be quite impor
tant in determining the density dependence of properties 
of electrons trapped in such media.26 45 We can accordingly 
generalize our formalism to include V0 in a manner analo
gous to that employed in earlier semiempirical approach
es:25-27

E '= E0 + U  + [l -  q(rc)]V0 (14)

where the quantity q(rc) represents the component of p(r) 
inside the cavity:

q(rc) = f" C dfl p(f)r2 dr (15)
Jo Jo

In the semiempirical versions of the semicontinuum model, 
however, Vo is also used to simulate interactions between 
the excess charge and the solvent molecules in the discrete 
cluster, interactions automatically included in the present 
ab initio approach.

The preceding equations have been general in that they 
pertain to any state (ground or excited) of the excess 
charge for which the medium is completely relaxed with re
spect to the average charge distribution (eq 5). Excitation 
or ionization of excess electrons will be followed by nearly 
instantaneous electronic relaxation of the medium, while 
the orientational polarization will stay frozen for long peri
ods on an electronic time scale. Hence the energy of a verti
cally excited state must be corrected for this effect:30

£ e x  =  £ 0 e x  +  ( / e x  +  [ /  _  g ( r c ) e x ]  V ( )  ( 16 )

where

Uex = (1/2)(1 -  l/D op) /p ex(fi) g(ri, r2)pex(r2) dri dr2 + 
(1/D„P -  1/Bs) fp ex(r,) g(ri, r2)pBnd(r2) dt, dro ~ 
(l/2)(l/Dop -  l/D s)/p gnd(n) g(ri, ro)p«nd(f2) dr! dr2

“ ex” and “ gnd” refer to (vertically) excited and ground

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



electronic states, and Dop is the optical dielectric constant. 
The first term in eq 16 gives the electronic polarization 
contribution to Uex, while the last two terms give the con
tribution from the orientational polarization for the medi
um induced by pgnd(r). Equation 16 can also be used for 
vertical ionization, if pex(r) is identified with the density of 
the vertically ionized state.

The Adiabatic Approximation. In the adiabatic approxi
mation the electrons of the medium are assumed to re
spond instantaneously to the excess charge, with the result 
that only the orientational polarization contributes to the 
trapping potential.30 In simple semicontinuum models, 
where p(r) refers only to the excess charge, the trapping po
tential in the adiabatic approximation is obtained by 
changing the prefactor in eq 13 from (1 — 1/DS) to (1 /Dop — 
1/DS). The latter factor corresponds to orientational polar
ization of the medium and is usually designated as ft. In 
more general cases where p(r) contains both excess charge 
and solvent charge, the trapping potential would have to be 
split up into an SCF and an adiabatic contribution. Actual
ly, in the cases we shall consider, the solvent portion of p(r) 
is essentially contained within the dielectric cavity and 
makes very little contribution to f'(r). Thus to very good 
approximation, we may use eq 15 for the full density p(r), 
with a prefactor of ft.

Although the electronic polarization does not contribute 
to the trapping potential of the excess charge, it must be 
included in the total solvation energy. This can be added as 
a first-order perturbation term, after p(r) has been deter
mined by the adiabatic potential, thus leading once again 
to a total polarization energy of the form given in eq 2. In 
semiempirical models, some of the electronic polarization 
energy is included in Vo, and care must be exercised in 
avoiding redundancies between the U and V0 contributions 
to the electronic polarization energy.23-27 Expressions for 
the energy of excited states in the adiabatic approximation 
have been given by Jortner,30 and they can be generalized 
in a manner similar to that used in the rest of this section.

The choice as to whether the adiabatic or SCF approxi
mation is physically preferable depends on the particular 
system under consideration. Electrons trapped in polar 
media appear to represent an intermediate situation, since 
the electrons are rather strongly bound, but less strongly 
than the medium electrons. Most of our calculations are 
based on the SCF approximation, but some comparisons of 
the two approximations have also been made.46

The Dielectron. The general formalism just outlined 
applies, of course, to the special case of the solvated dielec
tron. One novel feature of the dielectron in contrast to the 
monoelectron is that the self-energy of the dielectron has 
an electron repulsion term as well as a kinetic energy term. 
The expression “ self-energy” in this context refers only to 
the self-energy of the dielectron contribution to the cluster 
charge distribution (call it p' ( f ) ) ,  as opposed to the self
energy of the entire discrete cluster given by eq 7. In addi
tion to the self-energy term, the two excess electrons are 
also coupled indirectly via the medium polarization. For a 
given dielectron charge distribution, p'{r), the resultant 
Coulomb repulsion energy between the two excess elec
trons, Erep, is the same in the SCF and adiabatic approxi
mations, but the individual contributions from the self
energy and the medium polarization energy differ. In the 
SCF approximation for the dielectron, the self-energy is 
simply the two-electron Coulomb integral J12, i.e., the in
teraction between the charge density of one electron and
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Figure 1. Definition of radii in the semicontinuum model. The spheri
cal cavity origin is at e and the origin of the effective sphere repre
senting the water molecule is at the oxygen atom.

the effective Hartree-Fock potential created by the other. 
The medium then contributes an additional term corre
sponding to eq 2, with p{r) replaced by p'(r).41 In the usual 
formulation of the adiabatic approximation for the dielec
tron, the corresponding effective potential of the electron is 
modified by the electronic polarization of the medium (via 
D0p), as discussed by Land and O’Reilly,48 and the remain
der of Erep arises from the orientational polarization of the 
medium.

III. Geometrical Configurations
Calculations were carried out for various geometrical 

configurations of the discrete cluster represented by p(r), 
corresponding to four or five H2O or NH?1 molecules plus 
one to two excess electrons. The clusters consisted of three 
or four solvent molecules, disposed about a void or an addi
tional solvent molecule at the center of the dielectric cavi
ty. The heavy atoms (0  or N) of the peripheral solvent 
molecules were constrained for simplicity to be a common 
distance, r,*. from the center of the cavity. If the effective 
radius of a solvent molecule is defined as rs, then the cavity 
radius rc is equal to r<j + rs, as illustrated for H20  in Figure 
1, where the cavity origin is designated by e. The effective 
origin of each solvent molecule was located at its heavy 
atom. For H9O or NH3 the centroids of both the nuclear 
and electronic charge are within 0.1 A of the heavy atom. 
Hence the solvent molecules are reasonably well centered 
about their heavy atoms in spite of the deceptive appear
ance of Figure 1, which, of course, does not indicate the 
back side lone pairs of the molecule.

The only consequence that changing the effective solvent 
origin would have on the calculations is to change the value 
of rc, which determines the beginning of the continuum. 
Numerical tests indicated that calculated results for a 
given rj are relatively insensitive to changes in rc of <0.1 A. 
Energies were determined for the lowest energy structures 
of various point group symmetries, and then in the spirit of 
the temperature-independent-potential approach for the 
discrete cluster mentioned in section II, various hindered 
translations and rotations of the solvent molecules were 
studied so as to help anticipate the effect of thermal fluctu
ations on calculated properties. Some of the basic symmet
rical structures are illustrated in Figures 2-5. Figures 2 and 
3 correspond to the dipole and OH-bond-oriented void 
models for the hydrated electron. The H20  molecules have 
been rotated so that the overall symmetry is D2d (the prin
cipal twofold axis bisects the angle formed by the origin 
and Oi and CL) and the oxygen atom configurations corre-
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Figure 2, D ipole-oriented cluster m odel for (H20 ) 4 .

°l
/

H

H

Figure 3. O H -bond-orien ted cluster m odel for (H20 ) 4 .

spond to Td symmetry. The dipole oriented void model for 
(NH:1)4-  in Figure 4 has Tj symmetry. Figure 5 offers an 
example of a hydrogen-bonded ice-like pentamer (C2t, sym
metry) as an alternative to the previous structures which 
contain voids. For comparison with the non-hydrogen- 
bonded structures of Figures 2 and 3 we have also looked at 
branched H-bonded water tetramers of Cs symmetry, ob
tained by removing a proton donor or proton accepting 
water molecule from the periphery of the pentamer (Figure
5).

IV. Computational Details
The unrestricted Hartree-Fock (UHF) calculations were 

carried out both with and without the polarized dielectric, 
using a reasonably flexible basis of contracted Gaussian- 
type orbitals (CGTO’s) commonly referred to as the 4-31G 
basis.49 Matrix elements of the polarization potential f'(r) 
in a GTO basis involve one- and two-electron integrals 
which are discussed in the Appendix. The 4-31G basis was 
supplemented with two additional Is (for the ground state) 
or 2p (for the lowest excited state) GTO’s located at the 
center of the dielectric cavity. This basis was selected as a 
compromise between the requirements of computer time 
and the need to provide a measure of basis set flexibility 
both on the solvent molecules and in the void space, there
by allowing an objective determination of the degree of lo
calization of the excess charge. The use of GTO’s in the 
void region is preferable to the use of Slater-type orbitals, 
which introduce spurious cusps.21 This fact has also been 
recognized in the context of semiempirical calculations.90 It

Figure 4. Dipole-oriented cluster m odel for (N H 3)4 .

Figure 5 . Ice-like pentam er m odel for (H20 ) 5 .

is important to note that in contrast to most semicontin
uum models, the excess charge is not forced to correspond 
to pure s or p symmetry since the solvent orbitals are 
mixed in with the extra s- and p-type GTO’s. The orbital 
exponents of the extra GTO’s were taken as 0.01 and
0.05ao-2, based on energy optimization for the ground 
states of the dipole-oriented structures (Figures 2 and 4) in 
the presence of the polarized continuum. Readjustments of 
the excess charge for other structures or for excited states 
is thus governed by variations in the linear coefficients of 
the extra GTO’s as well as the solvent orbitals.

The effectiveness of the 4-31G basis in solvation studies 
has been thoroughly documented for the case of hydrated 
hydroxyl and hydronium ions, where detailed structural 
and energetic information was obtained in good agreement 
with available experimental data.9b For example, trends in 
incremental hydration energies were systematically repro
duced, typically exceeding experimental values by 10-20%, 
and relaxation of O—O distances in the vicinity of H30 + 
and OH~ was accurately accounted for. In this earlier work 
attention was drawn to the fact that typical atom-centered 
basis sets short of the Hartree-Fock limit tend to favor in- 
termolecular complexes relative to isolated monomers, 
since the latter cannot share basis functions on other mo
nomers, as occurs in the complex. For example, the 4-31G 
basis leads to exaggerated H-bond energies for water clus
ters corresponding to ~1.2 kcal/H bond, as inferred by cal
culating the H2O monomer energy in the presence of basis 
functions from other H20  molecules in H-bonded geome
tries. In the present work the effective monomer energy 
(i.e., that obtained from the entire basis set for a given dis
crete cluster) involves not only other monomers but also

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



Ab Initio Calculations ct Hydrated and Ammonlated Electrons 2801

the extra s or p GTO’s. Thus, for example, the effective 
H2O monomer energy based on the dipole-oriented 
(H20 )4-  structure (Figure 2) varies with rd (see Figure 1) at 
a rate of ~0.075 eV/A near the equilibrium rd value (see 
below). The corresponding quantity for (NH3)4_ (Figure 3) 
is ~0.073 eV/A. Since basis set effects of this type have a 
bearing on cluster energies calculated relative to isolated 
monomers and also on equilibrium cluster size (rd°), we 
have made appropriate corrections when calculating such 
quantities, based on the differences between the isolated 
monomer energies and the effective energies as defined 
above. This procedure is clearly an approximate one, but 
should provide an upper limit for differential basis set ef
fects.61 Energy differences between charged and neutral 
clusters of the same geometry are of course unaffected by 
such considerations.

The monomer bond angles were kept fixed at 109° for 
water and 113° for NH3. These values correspond to en
ergy-optimized values for the dipole-oriented structures 
(Figures 2 and 4) near their equilibrium rd values and are 
about two degrees smaller than the equilibrium angles for 
the isolated monomers in the 4-31G basis. The 4-31G HXH 
angles are systematically larger than experimental values, 
as noted elsewhere.9b

It remains to consider the parameters which specify the 
continuum. For water, we assume T = 298 K, Ds = 78.5, 
D0p = 1.78, and 7  (the surface energy coefficient) = 72 erg/ 
cm2.52 For ammbnia, T = 240 K (boiling point at 1 atm), Ds 
= 22, Dop = 1.756, and 7  = 40.52 The surface energy was 
calculated in the same manner as reported earlier.21 The 
effective solvent radius, rs (Figure 1 ), was taken as 1.5 A for 
both H20  and NH3. Such values have been used in earlier 
semicontinuum calculations.25 Calculations for eaq~ with ra 
= 1.4 A give results similar to those for ra = 1.5 A, as noted 
in section III. Sensitivity to the Vo parameter (eq 14) was 
tested by using a value of +0.04 au (~1 eV), which is likely 
to be an upper limit for the corrections due to short-range 
effects between the excess charge and the continuum.

A final comment regards the measure of charge localiza
tion q(rc) defined in eq 15. With the values of rd and ra 
(Figure 1) used in the present calculations, the tails of the 
peripheral neutral H20 and NH3 monomers typically con
tributed, respectively, '•''0.014 and ~0.040 electrons/mole- 
cule to the continuum. Accordingly the q(rc) values for 
(H20 )4,5-  and (NH3)4~ clusters (see below) have been cor
rected for these neutral monomer contributions, so as to 
provide a better picture of the penetration of the excess 
charge into the continuum. These corrected q{rc) values, 
denoted as q'(rc), are found to be similar to those based 
simply on the density of the highest occupied MO of each 
anion cluster. The reader should note that 1 au = 27.21 eV 
(cf. the hartree, which is half as large).

V. Results and Discussion
This section is concerned with properties of the energy 

and charge density of excess electrons in a variety of trap
ping sites. The most informative total energies are not the 
absolute energies (E0, U, etc.) but relative energies, such as 
those for different anion complexes or for anion complexes 
and the corresponding neutral complexes. To the extent 
that the latter neutral complexes represent preexisting 
clusters in the polar medium, then thq relative energies for 
the neutral and charged species provide rough estimates of 
the electron solvation energy. More refined estimates of the 
latter would have to consider the “ medium rearrangement”

TABLE II: Effect of Continuum on 
Dipole-Oriented (H20 )4~

Status of
rd,A  continuum D(h50)4_> eVa <j'(rc )6

2 65fc (Absent -0 .0 6 c(+0.34)^ 0.72
(Present — 1.62c(—0.88)</« 0.84

4.00/ Absent —0.30c(—0.16)^ 0.84?
a Relative to (H20 )4 with the same geometry. The contin

uum has a negligible effect on the energy of the neutral 
cluster. b rc continues to equal rd + rs and represents the 
effective size of the cluster even in the absence of the 
dielectric, when the term cavity has no meaning. c The 
corresponding total energies, E0 + U (eq 6 ), are —303.6291, 
—303.6864, and —303.6412 au, respectively (1 au = 27.21 
eV). In the absence of the continuum, U is of course equal 
to zero. d Relative to four times the effective isolated mon
omer energy (see section IV). «Includes an effective surface 
energy contribution (0.34 eV)./Near-equilibrium value of 
rd in the absence of a continuum. ? Corresponds to con
siderably less localization than the similar values of q' 
found for rd = 2.65 A.

energy corresponding to a given cluster geometry. In this 
connection, the energies of the charged clusters relative to 
isolated neutral monomer molecules are also useful, espe
cially when the clusters are- isolated in the gas phase, al
though as calculated here such energies do not contain the 
TAS term needed to obtain the complete free energy of sol
vation (see section II). We first consider electrcn trapping 
by four dipoles directed at the center of a void (Figures 2 
and 4) whose size is estimated variationally. Then the pic
ture is rounded out by consideration of alternative solvent 
configurations. We shall find that structures close to the di
pole-oriented model lead to the greatest solvation energy 
relative to the neutral complex of the same geometry.

Dipole-Oriented Models. Before the results are present
ed in detail it is important to document the importance of 
the long-range continuum contribution to the localization 
phenomenon. Table II contains results for (H20 )4_ based 
on the structure of Figure 2. The value of 2.65 A for rd is 
close to the equilibrium value when the polarized contin
uum is included (see below). If the continuum polarization 
is not included the (H20 )4~ cluster characterized by rd =
2.65 is unbound relative to isolated neutral monomers, even 
though it is slightly stable with respect to vertical ioniza
tion; i.e., when the isolated cluster is frozen at rd = 2.65 A, 
some trapping occurs so as to offset repulsive solvent inter
actions. A minimum in the absolute energy of the isolated 
(H20 )4_ cluster occurs for rd ~  4 A, corresponding to a po
tential well of ~0.16 eV. Clearly a well of this magnitude 
will not lead to room-temperature stability if thermal pop
ulation of intermolecular vibrational modes and entropy ef
fects are taken into consideration. Even at 0 K, zero-point 
effects would probably eliminate the stability of a dipole- 
oriented (H20 )4_ cluster. Furthermore we have found hy
drogen-bonded (H20 )4~ clusters which have lower total 
energies, but they are unstable with respect to autoioniza
tion. Similar calculations for (NH3)4~ suggest even greater 
instability in the absence of additional solvent. We thus 
predict that more than four H20  or NH3 molecules are 
needed for observable electron trapping under equilibrium 
conditions at room temperature or above, and trapping by 
ammonia appears to require more solvent molecules than is 
the case for water. These conclusions, while admittedly 
based on an approximate ab initio model, nevertheless 
seem to be consistent with other results, both theoretical 
and experimental. Clusters of the type (H20 )4~ or (NH3)4~
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TABLE III: Structure and Energetics for the Dipole- 
Oriented Model with Polarized Continuum«

Solvent H20  NH3

rdb, A
Rel total

energy, eVc
Continuum polarization 

energy, eV^
Lowest vertical 

excitation energy, eVe 
Vertical ionization 

energy, eV

2.65
0.84 (0.92) 

-1 .6 2  (-1 .5 0 )  

-1 .5 9  (-1 .6 5 )  

1.20 (1.78) 

2.51 (2.42)

2.75
0.43 (0.56) 

-0 .8 2  (-0 .2 6 )  

-1 .2 5  (-1 .32 )  

0.50 (0.80) 

1.51 (1.00)

«The quantities in parentheses are based on V„ = 0.04 au 
('Vl eV). b Near-equilibrium values, as discussed in text. 
c Relative to neutral clusters with same geometry. With V0 
= 0.0, E0 + U for eam is —224.46257 au; see Table II for 
eaq~. d U, as defined by eq 9. <? Based on eq 14 and 16, and 
corrected for the small difference in effective monomer 
energy in the ground and excited state.51

have not been directly observed in the gas phase, and pulse 
radiolysis studies of ammonia at temperatures well above 
the liquid-vapor coexistence curve (CEC) have revealed 
density thresholds below which electron trapping is not ob
served.53 The trapped electron yields from these experi
ments have been analyzed in terms of semi-empirical calcu
lations which lead to reasonable density thresholds at tem
peratures above the CEC, and which suggest that clusters 
of 10-12 NHa molecules may be necessary for trapping, at 
least at the temperatures corresponding to the experimen
tal work.54 Water vapor at densities as low as ~ 5  X 10-3 
g/cc still appears to trap electrons at temperatures near the 
CEC,55 but there is the possibility that a threshold may ap
pear at higher temperatures where density fluctuations are 
less important.

Detailed results for the dipole-oriented clusters im
mersed in the continuum are presented in Table III, allow
ing a comparison of eaq_ and eam- . Some results based on 
Vo = +0.04 au (see eq 14) are given in parentheses. Since 
all calculated quantities are based on the listed values, 
the source of these values must be discussed. Straightfor
ward minimization of Eq + U (see eq 6), with adjustment 
for the variation of effective monomer energy with r j (sec
tion IV),sl yields equilibrium r<j values (rd°) for eaq_ and 
eam-  in excess of 3 A. Inclusion of a surface energy term in 
the energy minimization leads to r^0 ~  2.8 and 2.9 A, re
spectively, for eaq~ and eam- .56 Since our procedure of ad
justing for variations in basis set quality with is thought 
to provide only an upper limit for the effect, the above ra 
values are undoubtedly somewhat exaggerated. Due to this 
and other factors (e.g., detailed H-bonding effects between 
cluster and continuum, which have only been crudely simu
lated; temperature effects due to anharmonicity of the po
tential energy curve; and variations of monomer bond angle 
with ra) our calculated r j0 values must be considered un
certain by at least 0.1 A, and values of 2.7 ±0 .1  (eaq_) and
2.8 ±  0.1 (eam- ) are the best estimates. Most of our numeri
cal results happen to be based on 2.65 A (eaq_) and 2.75 A 
(eam_), and accordingly, these rd values are used for the 
most part in presenting the data.

The upshot of our ra° calculations is the prediction of ap
preciable effective void space for both eaq_ and eam_, based 
on the dipole-oriented model, with r<j° slightly larger for 
eam_. Pressure-dependent pulse radiolysis studies have 
suggested significant but appreciably different effective

partial molal volumes for eaq~ (~7 ml/mol) and eam-  (~98 
ml/mol), based on reaction activation volumes.57 The ab
sorption maxima of eaq-  and eam-  (on an eV scale) show 
similar blue shifts (~0.2-0.3 eV) in the pressure range ~0-6 
khars near room temperature, although a larger inferred 
compressibility of eam-  in the low pressure limit once again 
suggests a larger effective void.58 Returning to our calcula
tions, we note that in spite of similar rd° values, the force 
constant for breathing of the eam-  cavity (~0.1 mdyn/A) is 
markedly smaller than the eaq-  value (~0.3 mdyn/A), qual
itatively consistent with the inferred relative compressibili
ties. Furthermore the “ size” of eam~ as measured by the av
erage distance of the trapped electron from the cavity ori
gin59

r = Jp'(r)\r\ dr (17)

is quite large (—3.9 A), compared with a value for eaq~ 
(~2.6 A), which nearly coincides with rd°. The q'(rc) values 
also suggest much greater size of eam_. A relatively large 
and diffuse eam-  is consistent with the large positive par
tial molal entropy determined for eam-  (~36 eu), as op
posed to the value of ~3 eu for eaq-  and the negative values 
typical of highly localized structure-making ions.60

Although magnetic structural data are not directly avail
able for eaq_ and eam_, a wealth of data has recently been 
obtained by Kevan and coworkers for electrons trapped in 
10 M aqueous NaOH glasses.12 In spite of the high concen
tration of alkali, these glasses may provide trapping sites 
similar to those in pure water, and it is of great interest to 
note that the ra0 value inferred from the glass (~2.4 A) lies 
within the range of rd° values for eaq_ calculated here and 
in recent previous work (~2.3-2.9 A).26-29-61 At present Ke- 
van’s data seem most compatible with six protons adjacent 
to the void, and models based on dipole oriented clusters 
[(H20)3- ] or OH-bond oriented clusters [(H20)6- ] clusters 
have been proposed. Further ab initio calculations are now 
in progress to test these models and compare them with the 
(H20 )4_ models presented for eaq_ in the current paper. 
The structural predictions from experiment are, of course, 
related to spin densities, which are discussed below.

The remainder of Table III concerns the energetics of 
eaq-  and eam- . The listed total energies are relative to neu
tral clusters. The energies relative to isolated monomers 
are reduced to -0 .9  and -0 .4  eV for eaq~ and eam- , respec
tively (with Vq = 0.0 eV), corresponding to inclusion of the 
positive medium rearrangement energy associated with the 
discrete cluster. Although these energies cannot be directly 
identified with the solvation energies, as noted above, they 
do indicate the expected greater solvation energy of the 
more compact eaq~, as compared with eam~. Some recent 
estimates of solvation energy (AG) based on experiment, 
are respectively -1 .6  eV for eaq-  (25°C) and -1.1 eV for 
eam_ (—35°C).62 The long-range or continuum contribution 
to the total energy ( U) is seen to be comparable in magni
tude to the total solvation energy, which of course is the re
sultant of several attractive and repulsive contributions. 
The final two rows of Table III give calculated excitation 
energies. For Vo = 0.0, the lowest energy excitations are 
calculated to be ~70 and ~60% of the respective experi
mental hvmax values for eaq~ (1.72 eV)63 and eam~ (0.80 
eV).64 The eaq~ transition involves an ai -*■ e excitation. 
The a4 —► b2 transition (corresponding roughly to an excita
tion to the remaining component of the 2p orbital in D2d 
symmetry) is calculated to lie ~0.15 eV higher.65 The low
est eam-  excited state involves the triply degenerate t2 or-
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Figure 6. Continuum trapping potentials for earrT . The upper two 
curves pertain to the adiabatic approximation and the lower two, to 
the SCF approximation. Within each pair of curves, the upper mem
ber represents the complete, density-dependent potential, f'(r), while 
the lower member is the corresponding truncated Coulomb potential.

bital. The calculated vertical ionization energy of eam~ 
should provide a lower bound for the .photoionization 
threshold and is indeed found to lie below the experimental 
threshold of 1.6 eV.66

Not surprisingly, the relatively diffuse eam-  is more sen
sitive to Vo than is eaq~, and excitation energies in general 
are more sensitive than ground state properties. The posi
tive Vo tends to force more excess charge into the cavity. 
From the point of view of reproducing the excitation ener- 

v  gies, it is clear that a positive value of Vo near 1 eV would 
‘ be optimal for both eaq~ and eam~• The values of V0 for 
eaq_ and eam~ estimated by Gaathon and Jortner26 are also 
close to each other, although their magnitudes are smaller 
(+0.2 and —0.2 eV, respectively), as expected in view of the 
somewhat different role played by Vo in their formalism 
(see^ction II).

.Since eam-  is more delocalized than eaq_, it should be 
more sensitive to the difference between the adiabatic and 
SCF approximations. Even for eam~, however, the differ
ence in the ground state is rather small, as indicated by the 
fact that q'(rc) is found to be only 0.02 less, when the adia
batic approximation is used. In Figure 6 the associated con
tinuum trapping potentials for eam- (f(r ), as defined in 
section II) are displayed along with the corresponding trun
cated Coulomb potentials. The deviation of f'(r) from the 
simple coulombic model for r >  rc is related to the appre
ciable leakage of earrr  into the continuum.

Calculated proton spin densities and hyperfine splittings 
are given in Tajrle IV, and negative values are found for 
both eaq_ and eam~. The negative spin persists when the di
pole-oriented structures are distorted, as discussed below. 
Negative electronic spin densities on protons in metal- 
ammonia solution have been inferred from Knight shift 
data and most likely correspond to eam~.39 For sodium so
lutions, the experimental data imply a total contact spin 
density of -17  X 10-3ao-3 at the protons surrounding the 
trapped electrons. The 12 NH3 protons on the cavity sur
face in our model correspond to a total calculated spin den
sity of ~ —8oo-3 (based on Vo = 0.0). With Vo = 0.04 au the 
calculated spin density is 67% larger.67 Hyperfine splittings 
for eaq~ have only been reported for alkaline ices or glass
es.12-68 Earlier work suggested j a h | values in the range 5-6 
G,68 while more recent detailed analysis of data for 10 M

TABLE IV: Calculated Spin Densities and Hyperfine 
Coupling Constants for First Shell Protons in the Dipole- 
Oriented Model for eaq~ and eam~

Solvent p H sP>n. a 0~ '  ° H ,  G a

H,Oa -2.9 X 10-3 -4.6
NH3« -0.63 X 10-3 -1.0

2 Based on rd = 2.65 A (H20), 2.75 A (NH,), and V0 =
0.0.

TABLE V: Symmetric2 Deformation of the Dipole- 
Oriented Configuration for eaq_ *

Rel
energy, 

kcal/ 
mol of

®aq <?'(%) PHspin- ° » '3
A. Departures from the

dipole-oriented model
Undistorted 0.00 0.84 -2.9 X 10~3
Dipoles rotated by ±15°CV 1.20 0.81 -2.6  X 10~3
Dipoles rotated by + 30°<xii 4.04 0.72 -1.8 X 10~3

B. OH-bond oriented model2 6.2 0.83 -5.4 X 10-3
a With respect to D 2(j symmetry, b Based on rd = 2.65 A, 

V0 = 0.0. c Dipole moment rotations with respect to rjj are 
defined as positive or negative in the sense of the water 
protons attached to O, (Figure 2) moving respectively 
toward or away from the water molecule containing 0 2, 
etc. The equilibrium dipole moment angle is +11°. d The 
quantities listed represent average values for positive and 
negative rotations. e Figure 3. The spin densities refer to the 
four innermost protons. The outer four protons also have 
negative contact spin densities, but smaller by an order of 
magnitude.

V

NaOH glasses has allowed a separation of isotropic and an
isotropic coupling and appears to be most consistent with 
an oh magnitude near 2 G. In the present work positive 
spin densities are calculated at the O and N nuclei in eaq~ 
and eam- : +0.08a0-3 and +0.05ao~3, respectively. A posi
tive value for N  is also obtained from Knight shift data.39

Distortions of the Dipole-Oriented Model for eaq~. We 
now consider how closely the dipole-oriented structure for 
eaq~ (Figure 2) corresponds to the equilibrium structure in 
D2d symmetry, and what types of fluctuation of the dipole 
orientations from equilibrium are expected to be important 
at room temperature. Some pertinent relative energies cor
responding to totally symmetric deformations of the D2d 
dipole-oriented eaq~ structure are given in Table V, based 
on rd = 2.65 A. The equilibrium dipole orientation is found 
to be close (within 11°) to perfect alignment (see footnote c 
of Table V), and the slight deviation reflects the balance of 
charge-dipole interactions and dipole-dipole and proton- 
proton repulsions. The average deformation energy per sol
vent molecule is ~0.3 and ~1.0 kcal, respectively, for rota
tions of 15 and 30° with respect to the equilibrium orienta
tion (Table VA). Since room temperature thermal energy is 
~0.6 kcal/mol, we can anticipate that dipole fluctuations of 
at least 15° will be statistically important at room tempera
ture. Other concerted hindered rotations corresponding to 
nontotally symmetric deformations are found to make even 
larger dipole fluctuations (up to 30°) thermally accessible. 
The 30° dipole fluctuations are seen to be accompanied by 
a significant reduction in the magnitude of the proton spin 
densities. Table VB shows that a more drastic distortion 
(to the oriented OH-bond model (Figure 3)) costs 6 kcal/
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TABLE VI: The Ice-like Pentamer Model0 for (H20 )5
Status of Energy relative

continuum to (H20 )5, eVe q'(rc)6
Absent +0.65 0.28
Present —0.59' 0.33

« See Figure 5. * See footnote b of Table II. c rd = 2.75 A.

mol, significantly above thermal energies on a per solvent 
molecule basis. This model also yields negative spin densi
ties at the water protons.

Other eaq~ Structures. As an alternative to the tradi
tional trapping model based on a cluster with a void at the 
center, we briefly consider the ability of hydrogen-bonded 
clusters to trap electrons. Table VI gives some data for an 
ice-like pentamer (Figure 5). In contrast to the dipole-ori
ented configuration (Table II), H-bonded (H20)5 is not sta
bilized by addition of an electron in the absence of addi
tional solvent. The (H20)g-  cluster without a surrounding 
continuum is stable relative to five isolated monomers, but 
such a cluster would have a short lifetime due to autoioni
zation since the neutral cluster with the same geometry is 
more stable. When embedded in the continuum, (H20)5~ is 
stable relative to the neutral cluster, but the stabilization 
and degree of excess charge localization [<7'(rc)] is much less 
than in the case of the dipole-oriented cluster (Table II). 
The calculated stabilization of (H20)s~ in the continuum is 
even less when the outer H20  molecules in (H20)s are ro
tated so as to facilitate charge-dipole interactions at the ex
pense of broken H bonds. Thus fully H-bonded water mol
ecules do not appear to offer especially favorable trapping 
sites, and preexisting groups of water molecules with free 
OH bonds would seem to be more effective sites. Similar 
results are found for the H-bonded tetramers obtained by 
removing a peripheral water molecule from the (H20),5 
cluster. The solvation energy in the case of the H-bonded 
tetramer plus the continuum is appreciably less than that 
for the dipole-oriented tetramer, as mesaured relative to 
the respective neutral clusters. Nevertheless, the total 
energies (Eo + U) of the two anion clusters are actually 
within 0.1 eV of each other, due to the energy of the H 
bonds.

A model of eaq~ based on a solvated monomer anion, 
(H20)~, has previously been suggested.69 Our results for 
(H20 )5-  plus continuum yield small q'(r) values which are 
not consistent with the concept of a well-defined monomer 
anion surrounded by additional solvent.

The Dielectron. A discussion of excess electrons is in
complete without some mention of the dielectron, whose 
possible existence has been postulated both in aqueous 
media and in liquid ammonia.11 Energies for the solvated 
mono- and dielectrons in water and ammonia are compared 
in Table VII, based on the dipole-oriented solvent cluster 
(Figures 2 and 3). The equilibrium values of ra for the di
electron were estimated from a rough grid of rd values to be 
fairly close to and probably somewhat less than the corre
sponding rd° values for the solvated monoelectrons. Table 
VII reveals that for both solvents, two single solvatec} elec
trons are more stable than a solvated dielectron, based on a 
comparison of Eo + U values (eq 6). The hydrated dielec
tron is more unstable than the ammoniated dielectron. In 
assessing our results one must recognize that inclusion of 
electron correlation would probably reduce the dielectron 
energy by a few tenths of an electron volt, while the entro
py term would tend to offset the stability. Hence the safest

TABLE VII: Comparison of Energies for Solvated 
Mono- and Dielectrons (eV)°

_ —

Solvent rd. A E J E S E ,d
H,0 2.65 -1 .62 -2 .3 8 +0.43
n h 3 2.75 -0 .82 -1 .3 9 +0.12
a Based on V0 = 0.0. 6 Energy of solvated monoelectron 

relative to neutral cluster. c Energy of solvated dielectron 
relative to neutral cluster. d Half the dielectron energy rel
ative to that of the monoelectron.

conclusion from the present limited calculations is that a 
marginal stability may be possible for the ammoniated 
case, but probably not for the case of water. Previous semi- 
empirical calculations have indicated stability for the di
electron, although no estimates of the entropy effect have 
been included so far.70 i

VI. Summary
We have demonstrated that the traditional semicontin

uum model for trapped excess electrons can be generalized 
into a many electron treatment which self-consistently 
combines short-range microscopic solvent effects and long- 
range continuum interactions, using the techniques of ab 
initio molecular quantum mechanics. This formalism has 
been implemented within the unrestricted Hartree-Fock 
framework, using an extended atomic orbital basis set. The 
calculations strongly indicate that significant electron trap
ping by ammonia or water requires more than a single sol
vent shell of four molecules. A. variety of properties have 
been calculated for the ground and lowest excited states, 
among which we emphasize the following: (1) appreciable 
voids are found for both eaq-  and eanT, based on the di- 
pole-oriented model; (2) the ammoniated electron is calcu
lated to be appreciably less strongly bound than its aque
ous counterpart, and is found to be much more diffuse, in 
spite of similar rd° values for eaq~ and eEm~; (3) the protons 
of the inner solvent shells in eaq_ and eam-  have negative 
spin densities, both for the dipole- and OH bond-oriented 
models; (4) fully H-bonded water molecules are relatively 
ineffective in trapping electrons; (5) stability of the dielec
tron relative to two single solvated electrons appears mar
ginal at best for ammonia and unlikely for water; (6) the 
SCF and adiabatic approximations are found to yield simi
lar results for ground state properties; (7) within the SCF 
approximation, agreement between calculated and experi
mental excitation energies for eaq~ and eam-  appears to be 
best when the short-range interaction of the excess electron 
with the continuum is simulated by an effective potential 
energy of SI eV.

Thq encouraging results presented here in an ab initio 
framework suggest that many electron semicontinuum 
models for trapped electrons might also be effectively stud
ied in a semiempirical framework, where great reductions 
in cost would allow a much larger variety of systems to be 
studied.
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rived expressions for S(rc) and V(rc) which are Taylor ex
pansions about R = 0.72 The formulae are as follows:

Appendix
Matrix elements of the effective one-electron potential 

f'(r) lead to one- and two-electron integrals arising respec
tively from g(rc, r') and g(r, r'), as can be easily seen by in
serting the two contributions to the density (eq 5) into eq 
13, with the additional proviso that all nuclear charges Z* 
lie within the cavity specified by rc.42 The necessary one- 
electron integrals are dealt with first. We shall explicitly 
consider only those integrals which arise from ls-type 
GTO’s. Integrals involving 2p and higher order GTO’s can 
be straightforwardly obtained by differentiation (see 
below).

The product of two ls-type GTO’s on different centers 
gives another ls-type GTO, denoted here as 4>p(f), whose 
origin, rp, lies along the vector between the original two 
centers, and whose orbital'exponent, p, is the sum of the 
original orbital components.71 We shall derive integrals for 
the charge distribution (/>p(r) in its unnormalized form:

<j>p(r) = e~P^-'r p)2 (Al)

Integrals over the original basis of GTO’s require addition
al factors.71

Two basic types of integral are needed:

S(rc) = ^  r2 dr dQ <j>p(f) (A2)

and

X rc / - * 4 - r

(l/r)r2 dr dfi <t>p(r) (A3)

These integrals resemble overlap and one-electron Cou
lomb integrals but are truncated at r = rc. Whereas the 
usual overlap integrals over GTO’s can be expressed in an
alytical form, the truncated function S(rc), with rc < oo; re
quires the use of the incomplete gamma function71

S(rc) = S o + S2R2 + S4F 4 + .. .
with

S0 = 47rrc3F1(prc2)

S2 = — (4-n-prc3/3) exp(—prc2)

S4 = (llirprc)F2(prc2) -  (275/12 k p 2rc3F3(prc2) +
(31/2)7rp3rc5(F4(prc2) -  (8/465) exp (-prc2)| (A8)

and

V(rc) = Vo + V2R2 + V4F 4 + . . .

with

To = (2*/p)[F0(0) -  F0(prc2) + 2prc2 F^pr,2)]

V2 = - 2 tt|F1( 0 ) - F  ,(prc2) +
4prc2 F2(prc2) -  (4p2rc4/3) F3(prc2)i

V 4 = 7rpjF2(0) -  F2(prc2) + 6prc2 F3(prc2) -
4p2rc4 F4(prc2) + (8/15)p3rc6 F5(prc2)} (A9)

Equations A8 and A9 employ the higher order incomplete 
gamma functions defined by71 Fm(x) = Jo1(n)2me_ ’cu2dn. 
With Gp(r) defined as

Gp(r) = f  <t>p(r') g(r, r') dr' (A10)
%/all space

The desired integral over g(rc, r') can now be expressed as 

Gp(rc) = —(l/rc) r2 dr d?r </>p(r) -

§  (1 /r)r2 dr £  dll 4>p(r) =

—S(rc)/r c — ( ! / ( “>) — V(rc)) (A ll)

Turning now to two-electron integrals over g(r, r'), we 
find that

Fo(x) = rJo
' du

which can also be related to the familiar error function: 

FoU) = (1/2W (ir/'x) erf (Vx)

(A4) J "  <t>p(r) g(r, r')<t>q(r') dr dr'

Ç  r2 dr
(A5) rc

+

(A12)

Straightforward integration based on the preceding equa
tions yields:

S(rc) = —(2irrc/p)(exp|—p(r 2 +
R2)\) sinh (2prcF)/(2prcF) + (x/p)[(rc -  
R)F0{p(rc -  R)2} + (rc -  R)F0jp(rc + F )2)] (A6)

where R = | rp| is the distance from the origin of the coordi
nate system to the origin for </;p (eq Al). The corresponding 
expression for V(rt) is

Note also that by symmetry the right-hand side of eq A12 
is invariant if the subscripts p and q are interchanged. The 
one-dimensional integral over r in eq A12 is evaluated by 
Gaussian quadrature (the upper limit of the integration is 
truncated between 50 and 100 au, depending on the spatial 
extent of the GTO’s), after the angular integration has 
been carried out analytically:

dQ 4>p(r) = 4we sinh (2prR)/(2prR) (A13)

V (rc) =  ( 2 r ip )  F0(pF2) +  (7r/pF)[(rc -  R) X

F0|p(rc -  F )2i -  (rc +  R) F0fp(rc +  R )2\] (A7)

In the limit rc ->■ °°, S(rc) and V(rc) yield the standard 
forms for overlap and one-electron Coulomb integrals. The 
quantity q(rc) defined in eq 15 is evaluated in terms of the 
S(rc) integrals and the appropriate density matrix coeffi
cients.

It is clear from eq A6 and A7 that special consideration is 
required in the case where R —>- 0. We have accordingly de-

For small values of the argument, sinh (x)/x can be ex
panded in a Taylor series, analogously to eq A8 and A9.

The above formulae pertain to charge distributions, 
4>p(r), arising from ls-type GTO’s. More general Cartesian 
GTO’s of the form xiyh ke~ar2 can be generated by repeat
ed differentiation.71 For example, a 2px GTO is defined as 
follows:

(x -  xA) exp{—a(r -  rA)2| =
(%a)a/axAtexp[-a(r -  rA)2]| (A14)
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where the GTO is centered at rA. Consequently, if 4>p(r) is a 
product of Is GTO’s centered at ra and rB, differentiation 
of the above integral expressions (eq A6-A9 and eq A13 
and A14) with respect to the appropriate Cartesian compo
nents of f a and f b will yield the corresponding integrals for 
2p GTO’s.

Some attention must be paid to the numerical accuracy 
to be expected from the above formulae. The Taylor expan
sions of the integrals for the ls-type GTO’s were truncated 
after terms of order ft4 and errors of order ft6, ft5, and ft4 
are introduced into the ls -ls , ls-2p, and 2p-2p integrals, 
respectively. For typical GTO basis sets, such as that used 
in the present calculations, it was found that adequate ac
curacy could be obtained (i.e., errors <10-6 au) for the 
overlap integrals, provided that either the general equa
tions [(A6) or (A13)] or the Taylor expansions were used, 
depending on whether the quantity (prcft)2 was, respec
tively, greater or less than ~10~5. Similarly, for the V(rc) 
integrals, a criterion of -~10-5 was applied to the quantity 
pft2.
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Discussion

R. Ca t t e r a l l . Have you found any change in the geometry of 
the water or ammonia molecules when they take part in the solvat
ed electron?

In related calculations within an INDO approximation on am
moniated lithium atoms I have found a decrease of up to 3° in the 
Li- N-H angle in the optimum geometry. Since the dipole is re
versed in this system relative to your solvated electrons, this is 
very similar to the decrease of this order you found for the H-O-H  
angle.

M. D. NEWTON. We have found a decrease of 2° in the angle for 
the case of H2O. This is a small effect.

T. TUTTLE. Have you estimated the spin density at the nitrogen 
nleus for your model?

M. D. Ne w t o n . Yes. As I recall, we obtained a positive value 
with a magnitude of ~10^1ao-3.

L. KEVAN. (1) I would like to point out that there is a way to ex
perimentally distinguish between the dipole orientation and OH 
bond orientation models for H2O around an electron. From our 
electron spin echo modulation results for electrons in alkaline ice 
we deduce that there are six nearest neighbor protons at an aver
age distance of 2.1 A (J. Chem. Phys., 63, 3365 (1975)). Now, for 
the dipole orientation model the oxygens are at 2.4 A while for the 
OH bond orientation model the oxygens are at 3.2 A. Your value of 
rd is between these two values. By using 170  ice we are presently 
analyzing EPR line widths and shapes due to hyperfine coupling of 
the electron with 170. Preliminary analysis appears to support the 
OH bond orientation model for electrons in alkaline ice.

(2) I would also like to comment that the isotopic hyperfine con
stant to protons for electrons in alkaline ice cannot be larger than 
~2 G from recent second moment EPR line width analyses at both 
9 and 35 GHz by Bales, Bowman, Schwartz, and Kevan (J. Chem. 
Phys., 63, 3008 (1975)). How strongly would your calculation be af
fected if you were required to obtain an isotopic coupling constant 
only half as large as you now obtain?

M. D. Ne w t o n . Our calculations were carried out within the 
unrestricted Hartree-Fock framework, which leads to a certain 
amount of contamination of the doublet spin state by quartet and 
higher spin states. In view of your experimental results, we should 
remove the contaminating quartet component and ascertain what 
effect this improvement has on our calculated spin densities. How
ever, the effect will probably be very small, since our calculated 
value of (S2) for eaq_, 0.7509, is quite close to the correct eigenval
ue for the doublet. Furthermore, we can calculate the equilibrium 
geometry of various OH-bond oriented models to allow compari
sons with your geometric predictions with regard to the distance of 
the closest protons from the electron.

S. GOLDEN. Can you state just how the solvent-solvent interac
tions were taken into account in your calculations?

M. D. Ne w t o n . All interactions within the first solvation shell, 
and between the first solvation shell and the excess electron, are 
explicitly included quantum mechanically (i.e., this is what the 
self-energy of p(r) corresponds to).

P. DELAHAY. Is it fair to say that one essential difference be
tween your approach and previous semicontinuum models is the 
taking into account of structured Cavity models do not work well 
when there is hydrogen bonding, e.g., Onsager’s theory of dielec
trics.

M. D. NEWTON. There is no straightforward comprehensive an
swer to your question. Symmetry corresponding to s or p orbitals 
should only be considered as a zeroth-order approximation. In 
fact, our calculations, like those of Moskowitz et al., correspond to 
Did symmetry which implies a closely spaced e and t>2 set of low
est-lying excited states, separated by about 0.2 eV.

G. R. FREEMAN. You mentioned s —► p excitation energies. In 
your ab initio calculations it is not assumed that the ground state 
is s-like, but this approximation is frequently made in continuum 
and semicontinuum models. What would be the effect on the cal
culated transition energy if the ground state symmetry were closer 
to p or d than to s?

M. D. NEWTON. There is no straightforward comprehensive an
swer to your question. Symmetry corresponding to s or p orbitals 
should only be considered as a zeroth-order approximation. In fact, 
our calculations, like those of Moskowitz et al., correspond to Did 
symmetry which implies a closely spaced e and b2 set of lowest- 
lying excited states, separated by about 0.2 eV.

A. BERNAS. The ionization energy and excitation energy values 
calculated by the author, I guess, apply to liquid phase conditions. 
How would these values be affected by shifting from the liquid to 
solid phase conditions? In particular, how would this affect the en
ergy difference between ionization and excitation energy? For 
crystalline H2O and D2O ices, stimulated luminescence experi
ments have in fact shown that the photodetachment threshold en
ergy is very close to the hc/kmax value of the trapped electron: ~1 
eV.

M. D. New ton . Shifting from the liquid to ice in our frame
work, would require the use of a considerably smaller effective di
electric constant. Such calculations have not yet been carried out, 
but would certainly be worthwhile in view of the experimental data 
which you have mentioned.

P. DELAHAY. The term “ threshold” is often quoted, but one 
should be very careful in the case of solutions. A threshold defined 
in an operational manner has no well-defined significance. One 
needs an equation for the photoionization spectrum.

M. D. NEWTON. Clearly the calculated ionization energy in 
principle only provides a lower limit to the threshold.

N. KLASSEN. Your calculations show that in ice-like structures 
et-  is stabilized to the extent of ~0.5 eV. This is close to the maxi
mum of an infrared band (\max ~3600 nm) which we have observed 
in D2O crystals and DoO glasses which we attribute to a type of et~ 
unlike the well-known eC  which absorbs in the visible. Which ice
like structures have you examined and do they include D and L de
fects?

M. D. NEWTON. Our calculations were for an ice-like pentamer, 
with an excess electron in diffuse orbitals centered about the cen
tral water molecule. Although various distortions corresponding to 
orientational relaxation of the outer water molecules were consid
ered, the H-bonded ice-like configuration was energetically fa
vored.

J. JORTNER. I would like to raise the issue of the energetic sta
bility of the dielectron, that is two electrons trapped in a single 
cavity. The old calculations of O’Reilly indicated that this species 
is unstable in ammonia. Recent calculations by Kevan, Kestner, 
and the present work indicate that it is on the verge of stability. 
From the experimental point of view, the optical data, which indi
cate only a small spectral shift of the absorption maximum of the' 
electron center in the concentration range where spin pairing oc
curs, provide strong evidence against the stability of the dielec
tron.

M. H. Cohen . Not only do the optical properties change only 
slightly in the region where spin pairing takes place but so does the 
excess volume per electron. For the dielectron to be stable and give
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agreement with the optical and volume data would therefore re
quire two accidents.

T. T u t t l e . I want to emphasize that the optical spectrum of so
dium ammonia solution is not invariant to changes in composition 
(see G. Rubinstein, T. R. Tuttle, Jr., and S. Golden, J. Phys. 
Chem., 77, 2872 (1973)). We have found that changes in the optical 
spectra do occur and from these changes the presence of a species 
with the composition of M-  may be inferred in dilute, i.e., 10-4 to 
10~:) M sodium-ammonia solutions.

J. V. ACRIVOS. Even if the optical data give little evidence for 
the pairing of electrons near the MNM transition, the magnetic 
data (NMR and ESR) give unambiguous evidence for spin pairing. 
Therefore the theory should concentrate on explaining the differ
ence.

J. JORTNER. Spin pairing does not necessarily require the for
mation of the dielectron and can originate from the well triplets or 
quartets, where spin pairing between a pair of single electron cen
ters occurs.

R. CATTERALL. Regarding the experimental evidence for solvat
ed dielectrons, I would like to recall the exceptionally long lifetime 
(>10-6 sec) of the electron-electron spin pairing interaction re
quired to maintain the electron spin state lifetimes required by the 
line width of ESR spectra of metal-ammonia solutions. Equilibria 
of the type

e_ + e~ i=! (spin paired species)

must limit the lifetime o: unpaired electron spin states, but the ob
served spin relaxation rates are approximately independent of 
metal concentration (and hence concentration of spin paired 
species) up to about 0.2 M. Such long lifetimes argue strongly for 
strong spin-pairing processes. [R. Catterall and M. C. R. Symons, 
J. Chem. Soc., 3763 (1965); J. Chem. Soc. A, 13 (1966).]

N. K la sse n . I should like to present a cautionary note regard
ing experiments designed to observe the optical absorption spectra 
of dielectrons. We irradiated alkaline ice glasses at 76 K with doses 
of about 1 Mrad and then bleached at 650 nm. After bleaching 
quickly we observed the transmission of the sample in the near- 
infrared to slowly decrease. This appeared to be due to a physical 
change in the glass rather than dielectrons and on warming the 
glass many tiny bubbles were seen.

B. W EBSTER. Concerning the comments on the mobilities of the 
dielectron within the semicontinuum models, it may be recalled 
that according to the calculations of Kestner e22~ was unstable 
with respect to two one-electron cavities, while within the SCF 
model the dielectron is stable. Recent studies, calculating the wave 
functions numerically (Webster and Carmichael, unpublished), 
show that in both approximations the dielectron is predicted to be 
stable, and also the use of analytic wave functions leads to differ
ences in calculated energies of ~10%, and significantly influence 
properties.

M. D. New to n . It should be noted that the difference between 
Kestner and Kevan et al. regarding the stability of the dielectron 
does not now exist, in view of recent work of Kestner which has su
perseded earlier results.

B. WEBSTER. I should like to ask with respect to the dielectron 
calculations whether the lowest state is a singlet or triplet. Some 
recent ab initio work on dimers seems to suggest that depending 
on the orientation of the molecules, triplet states are energetically 
preferred over singlets and vice-versa. Also has the triplet dielec
tron species any relation to so-called “excited water”?

M. D. NEWTON. In our ab initio calculations we did not look di
rectly at triplet states. However, we did some spin-unrestricted 
calculations, which gave no indications of low-lying triplets.

P. DELAHAY. Are calculations really sufficiently realistic to 
allow the settling of a fine point (dielectron existence)?

M. D. New ton . Our ab initio calculations provide a well-de
fined reference energy, which indicates that the stability of the di- 
electron relative to two monoelectrons is marginal. Refined calcu
lations would have to consider the correlation energy (beyond the 
Hartree-Fock framework) and the entropy term in the free energy.

N. KESTNER. The stability of the dielectron is very dependent 
on the. long-range electron-solvent interaction which is the weak
est part of the theory. A very small modification of the long-range 
interaction makes the dielectron unstable. Thus present theories 
probably overestimate dielectron stability.

M. D. NEWTON. I agree. Our ab initio calculations are quite con
sistent with yotir suggestions. In particular, our calculations in the 
adiabatic approximation give even greater instability than that 
which we obtain when the full dielectric response (orientational 
and electronic) is included.

J. JORTNER. This work provides the first complete theoretical 
approach to the problem of structure and energetics of the solvat
ed electron. This ab-initio approach is inherently limited to a 
quantum mechanical treatment of the first coordination layer. It 
will be very interesting to incorporate the molecular structure in 
the second layer in relation to recent experimental work on elec
tron localization in dense polar vapors. In this context there is a 
promising alternative approach to the problem which rests on the 
work of Gordon and Kim at Harvard on the intermolecular inter
action between rare gas atoms. Their approach rests on a free elec
tron approximation for the charge densities of the interacting 
atoms. A theoretical justification for this method was provided by 
the interesting work of Harris, Gelbert, and Heller at Berkeley, 
based on the density functional method. It will be interesting to 
apply the same approach to the ground state of the solvated elec
tron. Such an approach may provide an alternative to the Xa 
method recently used by Moskowitz et al. and may be more reli
able.

M. D. New ton . This is an interesting possibility.
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Ab-Initio Studies into the Mechanisms of Formation of the Hydrated Electron
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This study concerns events occurring between the time of thermalization of electrons generated in radio- 
lyzed water and the appearance of the fully developed absorption spectrum of eaq~. First, the significance 
of including diffuse orbitals in ab-initio calculations on solvated electrons is illustrated by reference to H~ 
and the structures of the oxonium family H30+, H3O, H3O- . Five mechanisms proposed for the formation 
of eaq_ are then examined: (a) formation via the radical intermediate H3O; (b) direct electron capture by a 
water molecule; (c) selective electron attachment, and attachment through a favorable vibrational mode of 
an rc-mer; (d) attachment via the excited state H20(3Bi); (e) attachment arising from medium interactions. 
Finally attention is directed to the structure of the hydrated electron.

Introduction
The mechanisms which lead to the generation of hydrat

ed electrons on the pulse radiolysis of water still remain 
rather obscure. It was emphasized some .years ago' by 
Magee that the oxonium ion H30 + produced in the itin- 
molecule reaction

H20  + H20+ = H3O+ + OH (1)

occurring in ~ 10-14 sec, may capture an electron to forpi 
the oxonium radical

H3O+ + e- = H30  (2)

This radical then either may undergo dissociation to yield 
hydrogen atoms

H30  = H20  + H (3)

or serve as an intermediate on the path to eaq- .1

H30 = (H 3 0 +)9Oiv + esoiv~ (4)

Such a view for the formation of the hydrated electron is 
in contrast with the models developed to account for the 
structure and properties of solvated electrons, in which ex
cess electrons are considered to range through the liquid 
until they are self-trapped, or captured by a group of mole
cules arranged at some favorable orientation. A review of 
these theories is given by Webster and Howat.2 In Magee’s 
opinion of 1964, it is unlikely that many of the hydrated 
electrons are formed by hydraticn of electrons which re
main free of their parent ions after the initial action with 
high-energy radiation.

In this study the results of some ab-initio molecular or
bital calculations are interwoven with experimental data 
pertaining to the hydrated electron, in order to ascertain 
whether current models for electron solvation are ade
quately founded with regard to events occurring after ther
malization at ~ 10-14 sec and the onset of the fully devel
oped spectrum of eaq~ at ~4 psec.3

Computational Details
The ab-initio calculations reported here have been per

formed within an LCGO spherical Gaussian approximation 
using the program MOLPRO III, written by Meyers and 
Pulay at the University of Stuttgart. Where equilibrium

structures are given, these have been obtained using the 
force methods of Pulay.4 A variety of basis sets have been 
employed, the primitive bases are those given by Huzina- 
ga,5 with the contractions proposed by Dunning.6 The coar
sest basis used is [9, 5; 4] —► [4, 3; 3] referring for water to 
the use of nine s-type and five p-type primitive functions 
cm oxygen, and four s-type functions on hydrogen, con
tracted as indicated.

Basis sets have been supplemented with polarization 
functions having exponents, noted in parentheses, opti
mized upon a water molecule lying in the xy plane. These 
bases will be referred to as follows:

basis A: [9, 5; 4] — [4, 3; 3]
basis B: basis A + diy°  (1.28) + p*11, p.yH (0.79) + pzH 
(0.55)
basis C: [10, 6; 5] + full d set0 + p^H, pvH, p2H

For comparison, total energies, equilibrium geometries, and 
dipole moments for the water molecule obtained for these 
bases are listed in Table I. Conversion factors are taken 
from Taylor, Parker, and Langenburg.7 (1 Bohr = 0.529177 
A, 1 Hartree = 27.211652 eV, 1 au = 2.54177 D).

Calculations on the water molecule have been reviewed 
recently by Kern and Karplus,8 and it is well known that 
the inclusion of polarization functions has an ameliorative 
effect upon computed energies and structure. This may be 
seen from Table I, a detailed discussion of which is not per
tinent. The bases have also been supplemented by a set of 
diffuse Gaussian functions. It is the role of these functions 
which will now be illustrated.

Orbitals and Structure
In an early semiempirical molecular orbital study on the 

hydrated and ammoniated electron, cognizance was taken 
of the need to introduce into the calculation a set of func
tions to allow for the possible diffuse character of the orbit
al of the excess electron.9 Such practice is now common in 
molecular calculations on excess electrons, a number of dif
fuse Gaussian functions for example being included in the 
basis set. These functions are of the type

<p = (2k/w)3/4 exp(—kr2) (5)

with k having values as 0.07, 0.0175, and 0.0044ao-1.10
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TABLE I: Equilibrium Structures Calculated for the Water Molecule

Basis E ,  au O—H, Â HOH, deg M, a u 70 7 H

A —76.010468 0.952 112 .0 1 . 0.985 8.77 0.615
B -76.042046 0.945 106.57 0.870 8.45 0.774
C
Obsda

—76.057178 
—76.431 
H -F limit 
—76.066 ± 0.002

0.942
0.9572

106.08
104.52

0.853
0.741 ± 0.004,

8.52 0.740

a Reference 9.

Figure 1. Radial distribution function D(r) for diffuse orbitals with k = 
0.07 and k =  0.0044a0~ \  as compared with the O-H distance in 
water. Maxima noted along abscissa.

To illustrate the diffuse character of such functions, the 
radial distribution 4ttr24>2 is shown in Figure 1; for k = 0.07 
the maximum occurs at 1.41 A, for k = 0.0044 the maxi
mum is at 5.64 A with the tail extending many units fur
ther. It would however be inaccurate to compare such dis
tance with the O-H internuclear distance of 0.9572 A, for 
the electron density of the water molecule extends over a 
much wider region. Even allowing for the global nature of 
the molecular electron density, diffuse orbitals centered 
upon the oxygen nucleus with exponents as given are quite 
peripheral, and would have little influence upon the energy 
and structure of the neutral molecule. If added to basis B, 
the energy of a water molecule is lowered from —76.042046 
to —76.043355 au; as the HOH angle decreases by 0.46° to 
106.12°, the O-H distance is unaffected. Yet when one 
comes to consider an electron attachment process, the in
clusion of diffuse functions in the basis is of prime impor
tance if one is to secure an adequate representation for the 
additional electron. Two examples will illustrate this role of 
the diffuse functions. The exponents are as given above.

(a) The Hydrogen Negative Ion With the five
term Gaussian representation for the Is orbital of the hy
drogen atom, of basis C, the energy of H(2S) is computed to 
be —13.601 eV. The four term contracted function of basis 
B yields a value of —13.588 eV compared with the exact 
value of —13.606 eV. It is known that within the single par
ticle approximation the H_ anion is calculated to be un
bound by 0.33 eV, the Hartree-Fock limit being placed at 
-13.275 eV.

Using the five term function, the Hartree-Fock limit of 
H - is not even approached, with E = —12.723 eV. Yet 
should the less accurate four term function be taken sup
plemented with the three diffuse functions, the energy of 
H_ is calculated to be —13.258 eV, an improvement in the 
energy of —0.535 eV over the five term function. That the

additional electron is not autoionizing is suggested by the 
magnitudes of the coefficients of the diffuse functions in 
the expansion of the molecular orbital. These are 0.2736,
0.2884, and 0.0108, respectively, in order of diffuseness, 
with no particular dominance of the most diffuse orbital.

The exact solution for H“ (1S) is —14.361 eV, the addi
tional electron being bound by —0.755 eV, for comparison a 
numerical calculation using a pair function method yields 
—14.299 eV.11 It might be noted that the Hartree-Fock 
limit lies 1.09 eV above the exact solution. This is of the 
order of magnitude sought for the electron affinity of water 
clusters toward excess electrons. It so might seem that any 
ab-initio calculation performed even with a sufficient basis 
to approach the Hartree-Fock limit will through the omis
sion of two particle and higher order interactions be inade
quate to allow any definite statement to be made on the 
subject.

(b) The Oxonium Sequence HÿO+, H^O, HsO~. Experi
mental data on these species are rather rare. From a crys
tallographic analysis of the p-toluenesulfonate salt H30 + 
CH3C6H4S03- ,  the H30 + ion is identified as a discrete en
tity in the crystal, of flat pyramidal structure O-H = 1.01 
A, HOH = 110.4°.12 Initial reports of the formation of H30  
in a perchlorate glass at —180°C under uv irradiation have 
subsequently been refuted, although Melton and Joy have 
suggested that H30  is formed in water vapor under the ac
tion of ionizing radiation.13-15 Of the hydrated hydrogen 
anion, little if anything is known.

The structure of H30 + using basis A is calculated to be 
of regular D3/, symmetry, HOH = 120°, O-H = 0.96 A, E = 
—76.300158 au. Inclusion of diffuse functions has no effect 
on the structure, the energy being lowered by only 0.008 eV 
to —76.300466 au. Retention of D3/, symmetry and the use 
of basis C allows the Hartree-Fock limit to be placed at 
near —76.335563 au with no change found in the structure.

For the radical H30 , a slight departure from a regular 
planar structure is found with basis A, though equal O-H 
distances of 0.987 A are restored when diffuse functions are 
centered on the oxygen nucleus. The variations in structure 
are shown in Figure 2. The total energy is lowered by —0.80 
eV from —76.438036 to —76.467600 au with the Hartree- 
Fock limit (H30 + geometry) placed at near —76.50207 au. 
It is with H30~ that the diffuse functions come into domi
nance, bringing an energy decrease of —3.83 eV from 
—76.323987 to —76.464591 au, the Hartree-Fock limit is 
near —76.49879 au (H30 + geometry). As with the radical, 
slight differences in structure with basis A are removed 
with the use of diffuse functions. Also given in Figure 2 are 
the orbital energies for the additional electron. Compared 
with H30  in which the orbital energy is lowered by —0.41 
eV, from —4.24 eV, for the anion the diffuse functions bring 
a computed unbound level of +2.19 eV to a bound level of 
energy —0.33 eV.

Variations in charge density with inclusion of diffuse
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TABLE II: Variation in the Charge Distribution for the Oxonium Sequence H30 +, H30 , and H30 "  at Equilibrium 
Structures Calculated for D ^  Symmetry with Changing Basis Sets

H2>+
H'

—H3
H2>
H1

—H3
h 2

^ C r — H3 
H'

9o 9H1 9H2 9h s 90 9h ’ 9H2 9h3 90 9H' 9H2 9h3
[9, 5; 4]

8.70 0.433 0.433 0.43j 8.57 0.81 0.80 0.82 8.45 1.19 1.17 1.19
[4, 3; 3]
With diffuse s 8.87 0.41 0.41 0.41 9.23 0.59 0.59 0.59 10.16 0.61, 0.61, 0.61,[10 6;5]

with polzn 8.35 0.55 0.55 0.55 8.58, 0.80, 0.805 0.803 9.51 0.83 0.83 0.83
and diffuse s

functions are noted in Table II. For H30 + the change is h 3 o * h 30 h 3 o "

minor and the positive charge resides on the hydrogen nu
clei. Addition of an electron tends to equalize this distribu
tion within basis A but with the use of the diffuse set, the 
density comes to be partitioned as to appear predominant
ly on the oxygen atom. That this is due to imbalance in the 
basis set is shown by the distribution obtained with basis C 
in which the additional charge is distributed equally over 
all the nuclei. In the case of H30~ the changing pattern of 
charge with the smaller bases becomes unacceptable, with 
basis C the additional electron appears associated with the 
oxygen nucleus to a measure of 0.92 unit.

The H3O-  anion should it be formed would seem to con
sist of an excess electron lightly held by —0.33 eV, outside 
the molecular density of the parent, and serves as a proto
type of a diffuse anion.

It should be stated that the structure for H30+ as ob
tained with basis C is, in fact, a flat pyramid, O-H = 0.96 
A, mean HOH = 112.8°, E = —76.336921 au with an inver
sion barrier of 0.85 kcal/mol. Fcr comparison, in a recent 
study of correlation effects on hydrogen bonding, Dierck- 
sen, Kraemer, and Roos found the SCF structure to be
O-H = 0.959 A, HOH = 113.5°, E = -76.329776 au. Allow
ing for correlation leads to a lengthening of the O-H dis
tance to 0.972 A, HOH = 1 1 1 .6°. The correlation energy is 
given as —0.212 au which increases the barrier to inversion 
from 1.30 to 2.05 kcal/mol.16

A species H30 -  formed by electron attachment without 
structural modification of HjO+ has an energy of 
—76.502088 au representing an inversion barrier of 2.07 
kcal/mol.

With respect to dissociation into H20(1Ai) + H_ (1S), the 
anion is calculated to be unstable by +14.2 kcal/mol. Simi
larly, Gangi and Bader, in considering the possible forma
tion of H3O, found this radical to be unstable with respect 
to dissociation to H20(1A1) + H(2S) by 14 kcal/mol, al
though a barrier ~ 6.6 kcal/mol was noted on the dissocia
tion path.17

On comparing the charge distributions for H30+ and 
H30~ at a pyramidal structure, just as with the planar 
structure nearly one unit of the additional charge is dis
persed on the hydrogen nuclei, and one unit associated 
with the oxygen nucleus.

In anions of the type exemplified by H30~, the addition
al electron appears to occupy a Rydberg type orbital, and 
in order to achieve an adequate representation of the orbit
al it is necessary to include a number of diffuse functions in 
the basis set. Since the additional electron is so peripheral, 
behaving rather as an independent single particle, the cor-

[9 5 ,  4 J 
*

[ 4 3 , 3 ]

H 0 96  (A) 

120°£g>̂ H
H ^ 25,030 

119 9°J2b-H
H^120 1” 
1 0 2 7

e ” ° = -  4 24 eV

119-9
H-

H

120 3 °
1-16

t t °  = *  2-19eV

w ith  d i f fu s e s  12
H 0 96  H 0 987
l2Î£ x > 7— h 120°£^C>7— H

H^120° • 20°

H.

120
H-

0 98A 

H

120°

-  0 33eV

Figure 2. Variation in equilibrium structures of the oxonium se
quence with inclusion of diffuse functions. Energies of highest occu
pied orbitals eh°- are noted.

relation corrections which are of importance to obtain an 
accurate description for the structure of H~ may not be as 
significant for the diffuse anion. Pacansky, Wahlgren, and 
Bagus in a study of the energy surface of the CC>2_ anion 
express a similar view.18

Mechanisms of Formation
Five mechanisms which could be proposed to account for 

the formation of hydrated electrons in radiolyzed water will 
now be considered.

(a) Formation via the Radical Intermediate H3O. Exam
ination of the electronic structures and total energies of the 
oxonium sequence H30 +, H30 , H30~ lends some credence 
to the possibility that thermalized electrons could be with
held by H30 + for form H3O as in reaction 2, although the 
radical would be expected to dissociate according to reac
tion 3. In order for solvation step 4 to occur, molecular ori
entation needs to take place, and this seems inconsistent 
with the time scale of molecular events, even accepting that 
microscopic relaxation processes may occur prior to ~10 
sec.

Fast electron shake-off with electron transfer to a neigh 
boring water molecule might be postulated

1 0

h 3o  + h 2o  = h 2o -  + h 3o + (6)

In such circumstances HgO” would be a precursor of eaq_ .
(b) Direct Electron Capture by H2O. The interaction of 

a water molecule with an incident electron is usually con
sidered to lead to a dissociative attachment process, yield
ing H~, O", and OH among the products. Claydon, Segal, 
and Taylor in reviewing the available data emphasize the 
fact that OH-  is not a primary product.19 They conclude 
that the 2Ai state of H20 _ is stable with respect to disso-
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Basis E, au O—H, Â
TABLE III: Equilibrium Structures Calculated for HjO"

A -75.854720 1.03
B -75.876817 1.01
B +

diffuse s -76.036659 0.952

ciation into H(2S) + 0H “ (12 +) and that it is the 2Bi and 
2B2 states which dissociate to H_ (1S) + OH(2II).

Structures for H20~, calculated over bases A, B, and B 
with diffuse s, are given in Table III together with energies 
and charge distributions. In no case is the additional elec
tron found to be bound, while the last structure noted is 
only approximate, the geometry cycle proving to be non- 
convergent. With diffuse functions, it is seen that the total 
energy is considerably lowered, from —75.876817 to 
-76.036659 au. That Claydon, Segal, and Taylor arbitrarily 
lowered their H20 -  surface by 3 eV then might seem justi
fied.

Taking the equilibrium structure for H20~ in basis B 
and considering dissociation into OH-  at an equilibrium 
O-H calculated distance of 0.955 A, E = —75.369237 au, 
and H for which E = -0.499277 au, the 2A, state of H20 -  
at equilibrium is found to be stable by 5.2 kcal/mol with re
spect to dissociation. In view of the quality of the basis, and 
the lack of account for correlation, this value serves only to 
illustrate the argument of Claydon, Segal, and Taylor that 
H20 ' ( 2A|), if formed, would dissociate to H20  + e- , rather 
than yielding OH- .

Electron capture, in the sense noted, refers to capture 
during the course of a molecular vibration of the water mol
ecule; Franck-Condon capture at the equilibrium structure 
of neutral water would tend to be less stable with respect to 
dissociation, though not likely to exceed the dissociation 
limit. If the attachment time is of order S10-12 sec, then

e-  + H20  = H20 -  (7)

might constitute a possible mechanism leading to the for
mation of eaq- , as has been noted by Ballard.20

(c) Selective Attachment and Attachment through a 
Favorable Vibrational Mode of an n-mer. In Figure 3a is 
depicted the equilibrium structure of the water dimer 
(H20 )2, as obtained over basis A, with the geometries of the 
individual water molecules unconstrained. The total energy 
is —152.032330 au which in comparison with the energy of 
the component molecules at equilibrium, given in Table I, 
provides a value of —7.14 kcal/mol as a measure of the en
ergetic stability of the dimer. Slight differences are seen in 
the structures of the two components: molecule 1 lying in 
the xy plane has HOH = 111.8°, O-H = 0.95 Â; molecule 2 
in the xz plane has HOH = 112.7°, O -H —O = 3.008 Â, with 
O-H = 0.957 Â and the outer O-H distance is 0.951 Â. 
Comparison with the structure of an individual molecule 
for basis A, noted in Table I, shows the unit to be an assem
bly of two molecules with little structural modification.

On addition of an electron, both molecules undergo con
siderable structural deformation, as calculated in this basis. 
The HOH angle of molecule 1 opens to 115.2°, the O-H 
distance increases to 1.019 Â, there is a decrease in the O- 
H—O distance to 2.45 Â yet with O-H becoming 1.026 Â, 
and the outer O-H bond shortens to 0.948 Â. The energy of 
the dimer is -151.899253 au and with respect to H20  and 
H20 -  is stable by —21.37 kcal/mol. At this geometry the 
energy of the neutral dimer is —152.011819 au and adiabat-

HOH, deg <?o 9h EA, eV
104.61 8.71 1.15 -4 .2 4

99.86 8.45 1.27; -4 .5 0

107.4 9.44 0.78 -0 .1 8

Figure 3. Equilibrium structures calculated tor the water dimer 
(H20 )2 (a) and the negative ion (H20)2-  (b).

ic removal of the electron would be accompanied by cleav
age of the hydrogen bond.

A comparison of the structures of the component mole
cules of the dimer with those of the individual H20 -  or 
H20  structures, Tables I and III, would suggest that the 
structure is not an assembly of two distinct units, unless 
molecule 2 is compared with H20~ in the diffuse basis. 
However, the charge of the extra electron, as partitioned in 
the Mulliken analysis, appears exclusively on molecule 1, 
and similar distributions have been obtained previously in 
semiempirical calculations. Charge distributions are given 
in Table IV. As has been commented previously for the ox- 
onium sequence, such distributions are likely to be consid
erably basis dependent, and should a diffuse set of func
tions be placed on the oxygen molecule of molecule 2, then 
the electron will be localized on that center. The energy of 
(H20 )2-  is then lowered to —152.005564 au. For compari
son, Naleway and Schwartz found E'(H20 )2-  = —152.0078 
au for a linear hydrogen bonded structure.21

Two questions concerning mechanism are raised by these 
calculations. First, are there sites of preferential attach
ment within a molecular cluster, for example, the molecule 
which donates the hydrogen atom in the hydrogen bond, 
bringing the electron to reside upon a specific molecule of 
the cluster to form a species (H20 ) - (H20 )n_ i?  Secondly, 
on viewing the structural modifications concomitant with 
the additional electron not being held totally outside the 
molecular density of the neutral substrate, are there vibra
tional modes of a dimer, or n-mer, which would lead to the 
trapping of an excess electron by virtue of the energy sur
face of the negative ion state falling below that of the neu
tral species at a structure distant from equilibrium for the 
neutral system? This latter type of attachment has been re
ported to occur for C 02 which when linear displays a nega
tive electron affinity, yet proceeding through a bending 
mode will attach an electron at OCO angles in the neigh
borhood of 135°. The electron is lightly bound by 0.3 
eV.22,22

(d) Attachment via the Excited State H20 (3Bi). Figure 
4 shows some qualitative energy curves derived from calcu-
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- 7 5  100 120 0° K 0  150 180

Figure 4. Qualitative curves showing the variation in energy with 
HOH angle: curve a, H20(3B1); curve b, H20~(2A1);’ curve c, 
H20 ( 1A,).

TABLE IV: Charge Distributions for the Dimers 
(H ,0)2,(H 20 ) ,-_________________________________________

Molecule 1 Molecule 2
xy plane xz plane

________________ go q h  <7o <?h <?Houter
(H20 )2 8.80 0.59s 8.82 0.56 0.63
(H20 )2-  8.72 1.11 8.89 0.44 0.73
(H20 )2-  8.86 0.55 9.88 0.51 0.65

diffuse s 
molecule 2

lations within basis B, for the ground state of water, curve 
c, the excited state 3Bi, curve a, and the negative ion 
H20 - ( 2At), curve b. The O-H distance is maintained at
0.945 A the equilibrium value for the ground state in this 
basis.

For variation of the HOH angle between 90 and 180° the 
3Bi surface lies considerably above the H20~ surface. The 
lowest point found on the excited state surface is for the 
linear structure with O-H = 1.17 A, E = —75.813294 au. 
Accordingly, with the excited state surface placed at ener
gies >6.2 eV above the ground state, and the 2Ai surface of 
H20~ at <4.5 eV, electron attachment through the excited 
state to yield H20  is a possibility.

The argument occasionally presented in favor of capture 
via the excited state, in which comparison is made between 
the 4ai virtual orbital of water and the occupied orbital of 
H20~ to show their similarity, is noted as false. The virtual 
orbitals of the neutral molecule directly pertain to the N  + 
1 electron system.10,22,23

(e) Attachment Arising from Medium Interactions. At 
Colloque Weyl III, Gaathon and Jortner noted that a water 
cluster (H20 )ra if formed in a dense vapor would display lit
tle affinity toward excess electrons, though with increasing

cluster size, n > 4, the tendency for attachment increases.25 
This is in agreement with molecular orbital calculations 
performed on groups of water molecules at semiempirical 
and ab-initio levels.21,26,28 For example, trial calculations 
on a trirner with a [9,5;3] basis and very diffuse functions 
suggest the electron affinity of a trimer is of order +0.01 eV 
within the restricted Hartree-Fock approximation.

The orbitals of a water molecule placed in a solvation 
field will undergo a certain distortion. If diffuse functions 
are involved in fields of near spherical symmetry, studies 
on orbital contraction of diffuse orbitals in ligand fields in
dicate that significant radial contraction may occur, 
amounting to as much as a factor of 0.5 of the original size. 
Diffuse anions should accordingly be stabilized in solvation 
fields, and excess electron states which are represented by 
diffuse functions centered on a vacancy found to be more 
strongly localized and bound.

According to the calculations of Ray, the energy of a 
water molecule placed in a tetrahedral dipole field at a spe
cific alignment is lowered by —56.78 eV from —75.97089 to 
—78.05757 au, and H20 _ by a further —1.80 eV.27 For a tet
rahedral vacancy with diffuse functions located on the cen
ter, Newton has demonstrated that the polarization field of 
a continuous dielectric will lower the energy of (H20 )4e~ to 
produce a strongly bound state for the excess electron.28 
Recently, Moscowitz, Boring, and Wood have reported an 
Xa calculation on a similar tetrahedral model, finding a lo
calized species.29
Concluding Discussion

In developing theoretical models to account for the be
havior of solvated electrons less attention perhaps has been 
directed toward the mechanism of formation of these 
species, than, for example, the optical properties. Often, 
the excess electron is assumed to have attained a localized 
state occupying a void region, with a solvation shell form
ing about the localization site. It is the expectation th&t if 
short-range interactions are treated either as in semicon
tinuum models, or by recourse to ab-initio calculations, and 
with allowance for long-range interactions, that the struc
ture of the solvated electron will be open to incisive deter
mination. Certainly, should only a coarse representation of 
the molecular density of the solvation shell be taken, as 
basis A, this would seem a considerable improvement over 
a point multipole approximation. Yet if accuracy is sought 
then as illustrated by the oxonium sequence larger bases 
need be deployed. Such calculations are founded usually on 
the assumption that eaq_ should be formulated as 
(H20 )„e -

Except for mechanism e which is concerned more with 
energetic stabilization than mechanism, the alternative 
mechanisms are characterized by electron capture upon a 
single molecule, or selective attachment to a molecule with
in a H-bonded network. Although it could be contended 
that the electron is only transiently held upon the mole
cule, or undergoes a series of radiationless transitions,3 con
sideration of the time scale of formation and the detection 
of long-lived anionic species in the gas phase as C02~ does 
not permit the formulation of eaq~ as a hydrated diffuse 
anion to be totally precluded.

The term “ diffuse anion” is taken to signify a species in 
which the additional electron remains exterior to the neu
tral molecule, being attached through a Rydberg-type or
bital, rather than as an additional electron which is incor
porated into the molecular density of the neutral molecule.

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



2814 Brian Webster

Stabilization of the anion through medium interactions 
may be expected to occur, but in contrast to (H20 )„e - , the 
anion remains as a distinct entity with eaq~ formulated as 
(H20 )aq_ . In such circumstances, solvated electrons would 
constitute a class of diffuse anions, open to formation in 
liquids of great variety in structure and yet being charac
terized by an absorption band arising from a series of mo
lecular Rydberg transitions. Such resemblances that exist 
between solvated hahde ions and solvated electrons would 
also find a natural explanation.30

Three structures which might be assumed to represent 
eaq~ are the solvated localized electron (H20)„e~ , the sol
vated diffuse anion (H20 )aq~, and the polaron (H20 )n_. It 
is not the purpose here to distinguish between these possi
bilities, although structure (H20)„e~  is currently most fa
vored, yet it would be informative if one could ascertain 
which, if any, of the structures is adequate to describe a 
solvated electron. For such a purpose, the measurement of 
Verdet constants for solvated electrons could be of value, 
as these depend upon the polarizabilities of esoiv~ and ac
cordingly would provide a sensitive probe for assessing the 
accuracy of the wave function.
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Discussion
M. New to n . You have pointed out that electron correlation has 

an obvious effect in lowering the energy of an electron pair. This 
would of course have a bearing on the dielectron, as Kestner has 
shown, but would not be nearly so crucial for solvated monoelec- 
trons, where there is only a single electron in the diffuse orbital. 
Thus your 1-eV correlation effect in H_ certainly does not indicate 
that a transition energy of ~ l -2  eV for the solvated electron could 
not be reasonably calculated.

B. WEBSTER. A contrast was drawn between correlation effects 
in H_ , where the Hartree-Fock limit lies ~1.09 eV above the exact 
solution, and diffuse anions as illustrated by the oxonium se
quence. For a diffuse anion with the additional electron peripheral 
in character, then indeed the one-electron approximation is likely 
to be valid, as is since to be evidenced by the agreement between 
observed and calculated electron affinities for C 02~. However, I 
am still o f the opinion that if eaq~ is taken to be a diffuse anion 
(H20 )_ (H20 )n stabilized in a liquid, correlation effects will be im
portant.

P. Delahay . It may be noted that the photoionization spec
trum of solvated electrons and iodide ion in solution are quite sim
ilar. This tells us something about models.

B. WEBSTER. Yes, this is certainly the case, and since resemb
lances exist between the spectral properties of solvated electrons 
and solvated halide ions, this seems to favor a solvated diffuse 
anion (H20U (H 20 )„_ i formulation for the structure of eaq~.
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Our studies on the optical spectrum of electrons in polar fluids are extended to study the influence of cavi
ty distortions, the higher excited states, and the role of the two electron cavity species. The higher excited 
states with l = 1 were studied by simple models using numerical solutions of the differential equations and 
by solutions of the Copeland-Kestner-Jortner model (CKJ). In ammonia the second excited state is pre
dicted to lie about 0.44-0.52 eV above the first, depending on the technique used. Most cavity distortions 
do not split the l = 1 components. Those that do, yield only a small difference in energy of the levels. Im
proved calculations of the two electron cavity species are presented. That species is larger than the one 
electron cavity. Calculations using a screened interelectronic interaction predict a stable two electron 
species which becomes marginally stable when solvent effects are included. Thus none of these studies can 
explain the observed spectrum. A reinvestigation of the long-range electron-solvent interaction is needed. 
Preliminary results of such studies, using the recent work of Dogonadze et al. are included. Agreement with 
experimental results is greatly improved.

I. Introduction
The study of electrons in polar fluids can be roughly di

vided into studies which primarily investigate the long- 
range electron-solvent interaction and those that primarily 
explore the short-range or local interactions. The most re
cent calculations have attempted to include both effects 
but in comparing the results to experimental data, one or 
the other region is often emphasized.

The recent models1’2 and a priori calculations3 have been 
quite successful in discussing ground state properties and 
the band maximum. The model calculations have had great 
difficulty explaining the shape of the absorption spectrum. 
The most successful calculations of the absorption spec
trum have assumed a very simple short-range interaction 
and no long-range interaction, i.e., a particle in a box 
model.4’5

Because of the failure of our original model to explain 
the absorption spectra we have initiated several studies6 
into possible causes for the observed spectrum. While our 
studies will concentrate on electrons in ammonia the argu
ments apply to other fluids as well. The questions we shall 
address are as follows. (1) Is the line really homogeneously 
broadened? (2) What is the role of higher excited states?
(3) What is the importance of cavity distortions? (4) What 
contribution does the two electron cavity species make to 
the optical spectrum? (5) What is the limitation of the 
present model? Finally we will present initial attempts at 
producing a new model which can explain the experimental 
data and reconciles the previous successes of the model 
with its chief failures. The new approach is also in accord 
with the previous arbitrary “ particle in a box” models.

I I .  Homogeneous vs. Inhomogeneous Broadening
In principle the observed broad absorption spectrum 

could be due to a variety of “ trapping sites” whose spectra 
differ slightly from one another rather than from a peculiar 
nature of one or more excitations of the solvated electrons 
which are almost identical. The former type of broadening

is called inhomogeneous and the latter, homogeneous. 
Rather than try to decide between these on theoretical 
grounds, we will recite recent laser experiments which have 
indicated the broadening is homogeneous. The work of Hu- 
pert, Struve, Rentzepis, and Jortner7 and preliminary re
sults from Walker8 show that hole burning of the absorp
tion peak probably is not possible; rather one obtains a uni
form reduction of the intensity of the line. This indicates 
that all “ components” of the line originate from the same 
“ species” . In contrast to this Hager and Willard,9 in studies 
of organic glasses, find a large amount of inhomogeneous 
broadening, although their results also suggest that each 
component is also homogeneously broadened primarily to 
the high-energy side.

Generalizing these results we will assume, in general, 
that the primary cause of the broad spectrum is homoge
neous and the study of the most stable species should ex
plain the experimental data. It can also be pointed out here 
that this conclusion is in accord with our previous theoreti
cal calculations.1’6

I I I .  Higher Excited States
We have previously touched on the role of higher excited 

states in several papers.6’10 In particular we have explored 
the position of the second s state in ammonia relative to 
the 2p state, since this could be studied by two photon ab
sorption and would be a nice test of the model.10 We also 
indicated previously the location of the higher excited 
states if we could neglect the short-range electron-medium 
interaction. This last assumption has been of concern to us 
and therefore we undertook more accurate calculations of 
the higher excited states, not only to verify the location of 
these levels within our model but also to explore the rela
tive roles of the long- and short-range electron medium in
teractions. In addition, we wanted to be sure our results 
were not biased by our choice of basis set.

In Table I we present the results from the Copeland- 
Kestner-Jortner (CKJ) model for three p and one s state as 
well as finite difference calculations for the potential which
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TABLE I: Higher Excited States
CKJ model0

Usual calculation, eV

Simpler model* Simple model 
by finite 

difference,0 eV Rydberg levels, eV
Usual cal
culation

Finite
difference, eV

2p -1 .031 —1.117 —1.176 -1 .025 —0.933 (-1.153)*
3p —0.598 —0.621 —0.639 -0 .417 —0.415 (-0 .635)
4p —0.437 -0 .448 —0.455 —0.232 —0.233 (0.453)
5p unknown inknown -0 .363 —0.157 —0.150 (0.370)
2s —0.854 —0.867 -0 .913 -0 .603 —0.933 (-1 .153)

hv(Is ->■ 2p) 1.011 1.050 1.249 0.814 2.80 (2.80)
a With Va = —0.22 eV included as in eq 3 in text. * With constant potential up to center of dipole and long-range potential 

beyond.
T V(r) = - Nne/rd2 -  pe7re l 0 < r < re]
L = —(3e2/r + V0 I r > re J

c Using a potential defined by fitting the CKJ model to a potential similar to that discussed in footnote b adjusted such that 
the first transition energy is in reasonable agreement with experimental data (see eq 1 ).

originates from that model and for a potential which yields 
reasonable agreement with the experimental band maxi
mum and has a potential well of reasonable dimensions. 
The well depth was

-2.808 eV = —1.088 -  0e2/a for r < a (1)

where
a = 4.39 A

0 = 0.514 = ( l/D op -  1/DS) (2)

with Dop the optical dielectric constant and Ds the static 
dielectric constant. The long-range potential was of the ad
iabatic form —@e2/r. The finite difference method used was 
that originated by McKoy and coworkers11 using a trans
formation r = x2 to allow the range of radii to become quite 
large with ease.

From these results and from the numerical calculations 
of Carmichael and Webster12 on the continuum model it is 
apparent that the next p state lies at much too high an en
ergy to be the cause of the observed line shape. This is also 
not the fault of the particular basis set (see the finite dif
ference calculations) nor the particular form of the model.

From Table I we see that the results are simply due to 
the long-range potential ( -0 e 2/r). All of the models ap
proach those in the last column of Table I which is based 
on

e" - - £ + i '° ,3>
if Vo is included.

The finite difference calculations also point out the de
pendence on the potential at large radii in another way. In 
order to obtain good energies for a coulombic potential 
which is as weak as this one, we need to carry out the calcu
lation to radii over one hundred Bohr radii. In most of our 
results the cut off was 250 bohrs. This implies that we need 
a very great degree of uniformity or conversely, very little 
fluctuation in the polarization of the medium over large 
distances.

IV . Cavity Distortions
The contribution to the line shape of some simple cavity 

distortions is being investigated, although it appears at this 
time that the significance of such distortions is negligible. 
Assuming the existence of some bound states (2p, 2s), a

mechanism for mixing 2p and 2s states, thus splitting the 
2p’s allows for the possibility of optical transitions to sever
al states, resulting in a broadening of the absorption band.

Most distortions and vibrations do not do this but one 
suitable mechanism involves a particular arrangement of 
dipoles in the first layer so that for points in the medium 
(continuum), the cavity itself appears to have a total dipole 
moment. This induces a “ reaction field” in the cavity due 
to response of the medium. This contributes a term to the 
electronic potential which involves an angular dependence. 
This angular dependence leads to nonzero matrix elements 
between s and p states.

Those configurations which lead to a total dipole mo
ment outside the cavity involve a rotation of one (or more) 
dipoles about their equilibrium positions. Deformation 
away from general tetrahedral symmetry would also lead to 
a total dipole moment but these were not investigated. A 
simple displacement of a dipole along the radius vector 
makes a negligible contribution.

For the case where only one dipole is allowed to rotate, 
the dipole contribution to the electronic potential inside 
the cavity is altered to

—(ii/ra2)(3 + cos ip) + 2(mM 3)(1 — D)r(cos 0(cos i/- — 1) +
sin ip cos <p sin 6)/(2D +  1)

while outside it is

(3n/r2(2D +  l))(cos 8(cos ^ — 1) +  sin \p sin 8 cos ip)

where \p is the angle of the dipole with respect to the radius 
vector, D is the dielectric constant, and A is the radius of 
the cavity, Rc, while 8 and ip are the usual spherical polar 
coordinates centered at the origin of the cavity.

The results yield a splitting of the p states by a small 
amount, about 0.003 eV, for reasonable changes in \p. This 
calculation and others of a similar nature have convinced 
us that distortions of the cavity cannot lead to the correct 
line shape.

V. Two Electron Cavity Species
One other suggested cause for the line shape (and for the 

diamagnetic behavior of metal-ammonia solutions) is the 
presence of stable species containing two electrons in a sin
gle cavity. Very little experimental evidence supports this, 
however.

A great many calculations have been made on this 
species and when all errors are corrected, all calculations
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TABLE II: Two Electron Cavity0

One term Two term
wave function wave function

One electron
cavity 
AHn eV -1.0801 -1.0061
hv, eV 1.0251 1.10

(N = 4, rd° = 2.7 A ) (N = 4 ,r d°=  2.7 A)
Two electron

cavity 
AH2, eV 
hv, eV

-2 .508
1.23

(N = 4, rd° = 2.60 A )

-3.0106
1.68

{N = 12, rd° = 4.15 A )
AHn (eV) =

' / ¡ A ^ - A H , -0 .174 -0 .499
0 Screened l /r 12 interaction. (Pure adiabatic model, ammonia, 203 K), V0 = —0.220 eV.

TABLE III: Two Electron Cavity0
One term Two term

wave function wave function
Two electron

cavity 
AH2, eV -1.261 -1.546
hv, eV 0.554 0.882

(N = 4) (N = 12)
AH2, (eV) = ’

' l2 a H2 a H, +0.450 +0.233
One term6 

wave function
Two electron 

cavity
AH2, eV -2 .306
hv, eV 0.992

(N = 4)
aH2i, eV -0 .073

°Not pure adiabatic model. Unscreened 1 /r, 2 interaction. Ammonia, 203 K; V0 = —0.220 eV. 6 Pure adiabatic model 
with screening only beyond R c ; start of continuum.

had suggested such a stable species. Land and O’Reilly13 
made the first detailed calculation. This was followed by 
papers by Fueki14 uging a continuum model and two calcu
lations using both long- and short-range electron-solvent 
interactions, one by Feng, Fueki and Kevin15 and one by 
Copeland and Kestner.16 The latter paper contained a seri
ous error and when it is corrected all calculations agree.

The basic Hamiltonian for a two electron species by the 
simple CKJ model is

H = Hi(2f3) + H2(2/S) + U(rn ) (4)

where H1 and H2 are one electron Hamiltonians like those 
in the one electron cavity, except that 2/3 appears in place 
of /3 because the medium is being polarized by two elec
trons. If we use the expression for L7(ri )̂ as given by Land 
and O’Reilly13 and used by almost all workers since, using 
the same procedures as in earlier papers we get the results 
in Table II which are referred to as the screened calcula
tions. The word screened is used since we assumed that the 
l /r i2 interaction was reduced by the optical dielectric con
stant when an electron was outside the cavity. The one 
term results are very similar to those of Feng et al.15 As we 
see in Table II the cavity species is stable and more accu
rate calculations suggest that it has a higher energy optical 
transition. Such results are consistent with the results of 
Vannikov et al. in HMPA17 but seem unsupported in am
monia.

Very recently Tachiya18 reviewed this problem again and

points out correctly that in the SCF theory as used by Feng 
et al.15 one should use an unscreened interelectronic inter
action since the medium does not follow the motion of the 
electrons. In the adiabatic theory the screened result 
should be correct. This leads to a significant difference be
tween the two approaches. Using continuum theories the 
two approaches are in reasonable agreement with the two 
electron cavity being stable only at low static dielectric 
constants.18

In Table III we present two alternative approaches to the 
treatment of the electronic interaction, i.e., no screening 
and screening only in the continuum (as compared with 
screening in the continuum and the first coordination 
layer). Although the definition of the adiabatic model re
quires the screening of the electron’s interaction, in actual 
fact the screening of highly localized electrons should be 
much less than this, closer in fact to no screening, the SCF 
limit. Calculations using screening in Table III indicate the 
dielectron is unstable on an energy scale.

There are other considerations which make the two elec
tron species unstable. First of all, we have been using en
thalpy and not free energy as a criterion as is proper. We 
have also been neglecting energies and entropies required 
to change the liquid structure to accommodate the two 
electron cavity. The two term wave functions suggest that 
the dielectron has a larger number of molecules in the first 
coordination layer than the one electron species. If we as
sume that the only change in liquid structure can be relat-

The Journal of Physical Chemistry, Voi. 79, No. 26, 1975



2818 Neil R. Kestner and Jean Logan

TABLE IV : Model Potential Results3
State*

OII y 1Ao ^0 1 y 12sao 1 y / 20^0 1 T = 1 / n ao 1

Is —1.839 -1.768 -1 .723 -1.721 —1.661
2s -0 .603 —0.340 —0.231 -0.171
3s -0 .307 -0 .078 -0 .020 -0.055
4s -0 .185 -0 .008
5s -0 .124
6s —0.084
2p —1.025 -0 .858 -0.762 -0.747 -0 .619
3p -0 .417 —0.290 -0 .080 -0 .040
4p —0.232 -0 .028
5p -0 .157
6p —0.102
7p -0 .062
3d -0.431 -0 .167 -0 .056 -0 .006
4d -0 .242 -0 .025
5d -0 .154
6d -0 .106

a Potential used is that discussed in Table I, foo tn ote  b. b States are labeled by hydrogenic notation whereas the results 
are more closely approximated by a particle in a box  m odel in which case one should use lp , 2p,..., 6p and Id , 2d, 3d, 4d.

ed to four extra solvent molecules (12 — 2(4)), the addition
al terms could include about 4(0.05) eV to break four hy
drogen bonds and about 0.18 eV for entropy corrections,19 
thus the stability of the two electron cavity could become 
something like AG12 = —0.119 eV. This value is so small 
that the theoretical results are questionable.

There is another reason for regarding the above calcula
tions suspiciously. A great deal of emphasis is placed on the 
value and behavior of the long-range potential. If /3 were re
duced or the potential cut off, the two electron species 
would rapidly become unstable. This fact, coupled with the 
adiabatic theory’s overemphasis on screening of the inter- 
electronic interaction, leads us to say quite confidently that 
the dielectron species is not thermodynamically stable.

VI. Suggested Improved Models
The major lessons learned from the calculation of the op

tical spectrum, especially the higher excited states, and the 
two electron cavity species is that the present models over
emphasize the long-range electron-medium interaction. 
Additional data are contained in the work of Firestone20 on 
mixtures of alcohols and hydrocarbons, namely, the ab
sorption maxima is very insensitive to the bulk properties. 
The finite difference calculations also indicated that the 
higher excited states require Coulombic behavior out to al
most 100 A. However, as has been stated by Funabashi4’21 
and others, such long-range correlations in the polarization 
in a liquid is unlikely. Unfortunately no adequate formal 
development had been available to allow for liquid fluctua
tions. Within the past few years Dogonadze and his collab
orators have developed an extensive quantum theory of the 
dielectric behavior of a liquid.22-24 They have applied it to 
electron transfer reactions,23 the polaron model,23 and the 
solvation energies of ions.24 Their main point is the intro
duction of correlation lengths for polarization modes (as
suming as a first approximation an exponential decay of 
correlations).

The meaning of this for our work is that the long-range 
electron-medium interation is not simply Coulombic but of 
a screened Coulombic form such as

—2/3e~~,r/r (5)

where y = 1/Ad, Ad being a correlation length. We have 
made finite difference calculations using this potential 
along with the reasonable short-range interaction, dis

cussed in an earlier section. The results are shown in Table
IV. For Ad = 25cto, the assumed value for water and possi
bly applicable to ammonia, we see that essentially only one 
p state exists, the other being just barely bound. However, 
the energy of the bound p and ground state are only slight
ly affected by the change in the long-range electron-medi
um interaction. The energy of all other states is greatly af
fected.

The results of this modifed model are such that the 
ground state description has not changed greatly. Neither 
has the description of the band maximum changed, since it 
is of the same nature as that in the CKJ and semicontin
uum models. Thus all of their previous calculations are still 
qualitatively correct. We now can explain why the long- 
wavelength part of spectrum behaves as if dominated by a 
short-range potential (see recent article by Brodskii and 
Tsarevskii)23 and the high-energy tail acts like a bound- 
continuum transition (see work of Delahay et al.26 on pho
toemission spectra). While the details of this model need to 
be explored, especially the details of the line shape, it is 
consistent with all of the experimental data and unifies 
most of the many diverse models. For example, both the 
lack of any observed higher energy transitions27 and the 
pressure dependence should be predicted by the new ver
sion as well as the older one.

We are currently exploring the detailed correlation func
tion (which probably decays more slowly than exponential) 
which is appropriate for ammonia and other polar solvents. 
We are also developing formal theories of the solvated elec
tron, including the medium modes properly. It is obvious 
that such a theory will also lead to an unstable dielectron.
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Discussion
M. COHEN. If one makes the adiabatic approximation, the wave 

number dependence or spatial dispersion of the dielectric function 
does not affect the long-range Coulomb tail. The latter relates only 
to the zero wave number limit of the static dielectric function 
which, for an insulating material, is just the appropriate macro
scopic dielectric constant; there is no exponential screening as for a 
metal. However, the time an electron takes to move a distance r 
into the fluid is r/v, where v = (2|E -  V^/ra) and V is an appropri
ate mean potential which approaches V'o for large enough r. While 
the electron is outside the cavity and its solvation shell, the ammo
nia molecules within that shell and even the cavity itself will start 
to relax. Let us say, therefore, that the effective charge decays ex
ponentially with time as e~f/r, where t is the characteristic time of 
ammonia reorientation. The effective potential is therefore of the 
form (l/r)e~r/l, where l =  v t . Thus, a simple description of the 
nonadiabatic decay of the polarization leads to the form of the po
tential used by Kestner, it has nothing to do with spatial disper
sion, which affects only the short-range part.

The sensitivity of the stability of the dielectron to cutting off the 
Coulomb tail may be understood as follows. In the energy of the 
dielectron there is a compensation of the direct electron-electron 
interaction by the polarization energy. The result is a small differ
ence between two large quantities and is very sensitive to any 
change in the polarization energy.

N. R. KESTNER. In Dogonadze’s work there are some k depen
dent effects but you are correct that they would be smaller in the 
difference in energy levels. This will probably require abandoning 
the adiabatic approach. Your proposed procedure is exciting and 
will be pursued. My primary point was to show that even with a 
small amount of screening in the high excited states (lengths of, 
e.g., 25 A) the long-range behavior is reduced drastically. We need 
many more studies on the exact reason the long-range behavior is 
washed out. We plan to pursue the ideas you have presented. 
There is no question that with a small amount of screening the di
electron will be unstable.

P. DELAHAY. I should like to echo Kestner’s statement that the 
semicontinuum model overestimates the Coulombic "-ail of the po
tential. In fact, the photoionization spectrum of solvated electrons 
(in HMPA) fits quite well the particle in a box model (deuteron 
photodisintegration). It is not even necessary to doctor up the 
Coulombic potential by a Yukawa potential (as was done by Dogo
nadze). Of course, this kind of fitting should not be overempha
sized because of the complexity of the problem.

N. R. KESTNER. We need to modify Our model because the long- 
range potential is a necessary consequence. If a Coulombic tail 
does not exist we must provide some theoretical reasons for its 
vanishing. It seems likely that the best model will appear closer to 
a particle in a box than a Coulombic potential. . • ■

J. JORTNER. I would like to introduce a cautious note regarding 
the fit to a square well potential. As we now know the short-range 
part of the potential can indeed be fit well to a spherical well, how
ever, general correlations of optical data are not always accurate. 
To demonstrate this point let me remind you of the Ivey laW for 
correlating the energies of optical excitation of F  centers in alkali 
halides, which fit extremely well to the particle in a box. model, al
though in that case it is obvious that the asymptotic form of the 
potential is Coulombic.

W. H. KOEHLER. We have seen data suggesting that energies 
are dependent on the number of solvent molecules, their orienta
tion (i.e., whether the dipole is oriented or the O-H is oriented), 
and long-range forces. Can we expect a definitive model which ex
cludes time as a variable, that is a model which ignores molecular 
dynamics?

N. R. KESTNER. The theories should be very good in predicting 
general features. In cases where the time scale of the experiment is 
short there probably will be or could be major effects. In general, 
however, we should be able to deal with time-independent models.

S. GOLDEN. The data of Gunn and coworkers of some years ago, 
based upon a volumetric-differential analysis provide the best ex
perimental argument against the existence of a minimum in the 
molar volume-composition diagram.

N. R. KESTNER. I agree. There is no experimental evidence for 
the existence of the dielectron from volume expansion data.
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Model Adiabaticity Effects on Solvation Free Energies of Electrons

Sidney Golden
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A class of quasi-classical adiabatic statistical models is introduced for the solvated electron. Based upon 
the statistical thermodynamic analogue of the extended Born-Oppenheimer approximation, these models 
permit an assessment to be made of the effect of various adiabatic approximations on resulting theoretical 
expressions for the free energy of solvation of solvated electrons. In terms of these models, adiabatic ap
proximations, which may be invoked for the solvated electron and any others, will always result in an esti
mated solvation free energy for the solvated electron that ascribes a greater thermodynamic stability to 
that species than is actually the case or may be attained in the absence of such approximations. A similar 
role is to be anticipated for the adiabatic approximations which have been incorporated in most current 
models of the solvated electron.

Introduction

Although the solvated electron has received no little ex
perimental and theoretical attention from chemists and 
physicists during the past century or so, interest in this un
usual chemical species continues unabated even at the 
present time.1 It is no great surprise to find, as a result, 
that several theoretical models now exist in terms of which 
this species can be characterized.2 What is remarkable, per
haps, is that each of the models gives a quite good quanti
tative account of certain of the solvated electron’s proper
ties, even while invoking basic ideas and procedures of ap
proximation that differ from those invoked by other mod
els. In fact, if only such performance were the criterion of a 
model’s adequacy, little basic discrimination between the 
several models seems likely.

Matters would be obviously eased in this respect if a 
tractable exact theory of the solvated electron were to be
come available, but it seems almost inconceivable at the 
present time that any successful model of this species—ei
ther now existing or yet to be developed—can avoid includ
ing approximations of the type exemplified by the extend
ed Born-Oppenheimer approximation3'4 in quantum me
chanics. Furthermore, any such model which is designed to 
account for equilibrium properties can scarcely avoid deal
ing with such approximations in statistical thermodynamic 
terms. Since none of the current models appear to have 
dealt directly with a proper statistical-thermodynamically 
formulated model of the solvated electron, it is to provide 
some rectification of the latter omission that the present 
paper is primarily directed.

In order to do so, it proves useful to introduce a class of 
quasi-classical adiabatic statistical models (QUASM) of the 
solvated electron, in terms of which the adequacy of many 
of its members often can be assessed on purely formal theo
retical grounds. Based upon the recently developed theory 
of quasi-classical adiabatic approximations,5 which pro
vides the statistical thermodynamic analogue of the ex
tended Born-Oppenheimer approximation, each QUASM 
differs from another one only in the manner and extent by 
which adiabatic approximations are incorporated in them. 
Each such model is so constructed that it provides a char
acteristic partition function and associated Helmholtz 
function for the electron-solvent system under consider
ation, and a corresponding free energy of solvation for the

solvated electron. The latter serves as a proper criterion of 
the adequacy of the model whereby the role of various adi
abatic approximations involved in certain QUASM’s can be 
assessed; thereby, some indication can be had of the role 
they play in more tractable models of the solvated electron.

Quasi-Classical Adiabatic Statistical Models of the Sol
vated Electron. The QUASM’s for the electron-solvent 
system under consideration are characterized as follows: (1) 
all models have the same Hamiltonian, which is exact; (2) 
each model is identified with a stipulated set of adiabati- 
cally designated degrees of freedom and the sequence by 
which they are so treated and eliminated or retained as 
such; (3) every model has a partition function which is eval
uated quasi-classically in accord with the adiabatic treat
ment sequence which has been stipulated. By construction, 
the exact statistical thermodynamic treatment of the sol
vated electron is included among these models; i.e., no de
grees of freedom are treated adiabatically.

We now render the foregoing characterization in mathe
matical terms.

With no undue loss of generality, the system under con
sideration will be supposed to have a fixed number of mole
cules of a chemically unreactive solvent, confined to a fixed 
volume in space with the spin-free Hamiltonian

Hs = Kx + Ky + VXX + VXy -I- Vyy + fi (x ) + fi (j/) (l)

where x and y represent all the electronic and nuclear de
grees of freedom, respectively, of the solvent; K  refers to 
the kinetic energy operator for the indicated particles, V to 
the interaction operator of the indicated particles, and (1 to 
a “ boxlike” potential which confines the indicated particles 
to a specified region in space.

In similar terms, an unsolvated electron which is pre
sumably confined to the same specified region in space has 
the Hamiltonian

He = Kz + Q(z) (2)

where z designates the degrees of freedom of the additional! 
electron.

Finally, the electron-solvent system has the Hamiltonian 

Hs+( = Hs + Ht + Vzx + Vzy (3)
In terms of the foregoing, the electron-solvent system 

under consideration has the partition function6
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■Zexact =  T l x y z  & ( x  +  z ) e  H S + J k T  (4 )

where k is Boltzmann’s constant, T is the absolute temper
ature, and & is the total antisymmetrizing projection for 
the indicated set of electrons.

The essence of a particular QUASM for the solvated 
electron is to be found in the expression which is used to 
evaluate its partition function. This can be made clear by 
means of explicit expressions. Thus,6

Z QuASM(y) =  Trye-«<y+Â T (5)

where

Ay =  —kT In Tr^ ft(x + z)e-W s+-K y)/kT (6)

is a partition function in which all the electronic coordi
nates implicit in x and z have been treated as averageable,5 
while only the nuclear coordinates implicit in y have been 
dealt with as adiabatic;5 this is the essence of (6). The 
QUASM described by (5) and (6) corresponds to the single 
adiabatic procedure involving nuclear coordinates ordinari
ly associated with the extended Born-Oppenheimer ap
proximation.

As an example of a simple sequence of adiabatic proce
dures, we consider5

Z quasm (y; y + z) =  Trye - {Ky+By)/kT (7)

where

By =  -k T  In rYxze~(Kt+cy^lkT (8)

and
Cyz =  -k T  In Tr* a(x)e-(Hs+.-Ky-K2)/kT (9)

For the QUASM characterized by (7)—(9), just the electron
ic coordinates implicit in x have first been treated as avera
geable,5 while a combination of electronic and nuclear coor
dinates, the y and z, have been dealt with as adiabatic;5 
this is the essence of (9). A subsequent adiabatic procedure 
retains as adiabatic,5 only the nuclear coordinates implicit 
in y; this is the essence of (8), which follows (9) in execu
tion.

A QUASM which involves a more elaborate sequence of 
adiabatic procedures is that for which6

•ZQUASM(y;y + z ;* i + y + z) = Trye~^Ky+Dy)/kT (10)

where

Dy =  -k T  In Trze - ^ +Ey^ kT (11)

Eyz =  -k T  In Tr*, a(xl) e ~ ^ +G^ kT (12)

and

Gxiyz =  -k T  TrI2 a(x2)e-Ws+--K‘ i-Ky -K^ kT (13)

Here, x i and x2 represent disjoint electronic degrees of 
freedom of which the latter have first been treated as aver
ageable,5 followed by the former; this is the essence of (13) 
followed by (12). The subsequent retention of the nuclear 
coordinates as adiabatic5 is indicated by (11), which follows
(12) in execution.

It is evident that the exact partition function of the elec
tron-solvent system under consideration is readily accom
modated as a member of those of the class of QUASM’s as 
asserted.

A comparison of (6), (9), (12), and (13) emphasizes the 
imposed relaxation of total exchange antisymmetry when

proper subsets of electrons are treated either5 as adiabatic 
or averageable. This is especially prominent in (8) and (11) 
where, because of the succeeding (9) and (12), respectively, 
the solvated electron has been ascribed an adiabatic indivi
duality that renders it distinct from all the other electrons 
that are present. The notational differences between (5) 
and (7), or (10), reflect this ascribed behavior.

Each of the foregoing partition functions has an associ
ated Helmholtz function, which we list:

Fe x a c t  = -kT\n Zexact (14)

EQUASM(y) == — kT In ZQUASM(y) (15)

EquasmCy; y +  z) =  —kT in ^QUASM(y;y + z) (16)
EQUASM(y;y + z; xi + y  + z ) =

-k T  In ZQUASMly.'y +  z; *i +  y  + z) (17)
Here, also, the notational differences between the various 
Helmholtz functions reflect the character of the QUASM 
approximations which have been imposed on the partition 
functions of the solvated electron.

Quasi-Classical Adiabatic Statistical Model Solvation 
Free Energies. In the absence of interaction between the 
unsolvated electron and the solvent system, we have the 
Hamiltonian

H°s+i = HS + H( (18)
with the corresponding partition function for the reference 
state

Z°ref =  T rxyz a(x)e-HOs+'/kT =
Trxy a (x)e-Ĥ kTTrze -H‘/kT =  Z°SZ°, (19)

and the corresponding Helmholtz function

E°ref = —kT In Z°s — kT In Z°, =  F°s + F°, (20)

In terms of the exact Helmholtz functions of (14) and
(20), the exact solvation free energy of a solvated electron 
then is given by

AEsolv =  Fexact -  E°s -  F°, (21)

In similar terms, the QUASM solvation free energy of a 
solvated electron is obtained from the relevant QUASM 
Helmholtz function and (20). For example, the Helmholtz 
functions in (15)-(17) yield7

AFsolv(y) =  FQUASM(y) -  U'.s -  F°, (22)

AFsoiviy; y + z) =  FquasmCv; y  + z )  -  F°s -  F°, (23)

AFsoiv(y; y + z ;x i + y + z) =
Equasm^ ;  y + z; xi + y + z) — F°s — F°t (24)

Now, an essential property of the QUASM Helmholtz 
functions is that they all provide lower bounds to the exact 
Helmholtz functions.5'8 This means that solvation free 
energies are similarly bounded by QUASM values, e.g., in 
terms of the previous values

A Fsoiv S- AFsoiv(y)

AFsoiv & AFsoiv(y; y + z ), etc. (25)

In addition, any QUASM Helmholtz function which corre
sponds to a sequence of adiabatic approximations is de
monstrably greater in value than one in which the sequence 
has been eliminated.5’8 This means, in the case of the se
quences which have been considered here, that
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A F soiv »  AFsoiv(y) >  AFsolv(y;y + z) >
kFsowiy;y + z;xi + y + z) (26)

As expressed by (25), the use of a QUASM Helmholtz 
function for the electron-solvent system comprising the 
solvated electron system will nearly always ascribe a great
er thermodynamic stability to that species than will actual
ly be the case.9 This ascribed greater thermodynamic sta
bility is to be associated with the quasi-classical nature of 
the adiabatic approximations which may have been intro
duced.5 Moreover, when sequences of such approximations 
are employed, the result, illustrated by (26), is to ascribe 
even greater thermodynamic stability to the solvated elec
tron than is actually the case. Such ascribed greater ther
modynamic stability is, of course, purely an artifact (aris
ing from the quasi-classical adiabatic approximations). To 
the extent that all existing theories of the solvated electron 
do invoke such adiabatic approximations for electrons,10 
the results that these theories produce must be regarded 
with reserve: that QUASM, which produces the lowest 
ground-state energy is by no means the “ best”  theory of 
the solvated electron.
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Discussion
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clude the so-called diagonal correction to the vibronic energy.
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Interactions between Solvated Electrons. I. Electron-Electron, Electron-Solvent, 
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The binary interaction between two electrons solvated in ammonia is considered by treating the electrons 
in the valence bond approximation with dispersion forces added. Solvent-solvent and solvent-electron in
teractions vary as a function of distance between the solvated electrons. These changes are considered 
within the continuum approximation along with the electronic interaction. A major result of this study is 
that the ground (singlet state) is separated from the lowest triplet state by kT at distances of separation as 
large as 10.5 Ä. The theoretical treatment is general in that it does not need to be restricted to the valence 
bond approach or to two electron problems.

Introduction

The general properties of metal-ammonia solutions are 
well known and have been amply documented elsewhere.1-6 
Basically the solutions show strong deviations from “ ideal
ity” as measured by many thermodynamic and nonequilib
rium methods but surprisingly no deviation from ideality 
as measured by others. Although the concept of a solvated 
electron has been successful in explaining experimental re
sults extrapolated to infinite dilution, the attempts to ex
plain the interactions of solvated electrons in terms of 
chemical species (e.g., e22“  (solvated), dimers) has not en
joyed a similar success. The most explicit statement of the 
problems involved has been presented by Dye7 who points 
out that existing (and generally accepted) data are para
doxical when interpretation is attempted in terms of mod
els involving only the formation of (various) chemical 
species as a description of interelectronic interaction. As a 
specific example the solutions, initially paramagnetic due 
to all electrons being unpaired, become primarily diamag
netic at concentration as low as 0.05 M  (0.1 MPM). This 
has been widely interpreted in terms of the formation of 
some sort of paired electron chemical species whereas data 
from optical and infrared spectroscopy would seem to miti
gate against the formation of any such species. It should be 
noted that the problem is common to all models of solvated 
electron-electron interaction which seek explanation in 
terms of the appearance of any species (e.g., e22“ ) as a 
chemical entity. Thus the dilemma raises a number of im
portant theoretical questions.

Dye’s dilemma would apply at concentrations of 0.005 M  
and above as this concentration is the lower limit of para
magnetic susceptibility data which demonstrate the signifi
cant presence of spin pairing.8 This is well below the con
centration range of most recent theoretical attention which 
has focused on the nonmetal-metal transition and forma
tion of metallic clusters8 as explanations of properties 
above 0.4 M  (1 MPM). Whereas critical fluctuations forma
tion may be important at high concentrations, the results 
of studying binary interactions should help to explicate 
properties at low concentration.

Work has already been done for two important cases of 
trap separation, R = °° corresponding to the energy of two 
single solvated electrons1012 and R = 0 corresponding to

two electrons in the same trap.1315 In this previous work 
the presupposition of spherical symmetry allows consider
ation of the effects of cavity formation and a partial treat
ment of the discrete nature of the solvent as well. This has 
not been attempted here for the new problem at hand.

Theoretical
Treatments of bonding in the valence bond approxima

tion are plentiful and need not be discussed here.16’17 How
ever for the case of solvated electrons two important modi
fications are necessary. First the diffuse nature of the trap
ping potential (as contrasted to the point-point 1/r inter
action for electrons with a nucleus) necessitates the re
placement of algebraic operators by integral operators in 
the Hamiltonian since the solvent orientation at all points 
contributes to the potential of an electron. Second, as 
bonding arises from changes in the electronic wave func
tion as a function of R, these changes will be reflected in 
changes in solvent orientation. This consideration is one of 
utmost importance as solvent and electronic wave function 
have a “ bootstrapping” interrelationship. Thus the effect 
of perturbations on the electronic wave function is intensi
fied by the inclusion of solvent changes. Attention here is 
focused on these necessary modifications to the ordinary 
valence bond treatment.

The total Hamiltonian will contain terms dealing with 
the electron-trap interaction and the trap-trap interaction 
and these terms will be considered now. This problem has 
two components: first, the electrostatic potential created 
by the trap and, second, the nonelectrostatic work neces
sary to create that potential.

Electrostatic Terms. If the charge density of an electron 
is associated with the electric displacement, D, Poissons 
equation gives

V D  = -4 ir e W *  (1)

where \p is a normalized electronic wave function. Following 
standard treatment18’19 the trapping effect of the solvent 
continuum can be described by a polarization vector, Pn, 
associated with that part of the total polarization which is 
associated with a long time constant.
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where es and eo are the low and high frequency (static and 
optical) dielectric constants, respectively. The vector Pd 
arises because solvent dipole orientations create a net local 
charge distribution, p', in the solvent. Thus, whereas p re
fers to solute charge distribution, p' refers to the charge 
distribution hence induced in the solvent. The standard 
treatment then calculates the electrostatic trapping poten
tial due to the electric charge enclosed within a sphere. 
However, with problems without spherical symmetry, it is 
simpler to consider p' directly. The relationship between p' 
and Pd is

V-4ttPd = —  (3)
eo

hence

p' = ßp + c

e - G r 1) 141
It is assumed in all of this that both dielectric constants are 
constant and that the solvent has in fact relaxed to its equi
librium (lowest free energy) configuration. Within these 
approximations eq 4 is a general relationship between the 
electronic charge density function and solvent orientation. 
The constant c is chosen so that p' dr = 0; if p includes 
both cationic and anionic contributions of a normal solute, 
c = 0. The close relationship between p and p' leads to the 
bootstrapping effect mentioned. If some external perturba
tion changes p, the resulting change will change p' also; 
since /3 is negative this “ induced” perturbation intensifies 
the effect of the original perturbation.

In general

P A v- =  p'!N = ì  £  §  f  ■ • - J* W *  dr, . . drN (5)

where N  is the number of electrons, is the N electron 
wave function, and the integrations are over the space of all 
the electrons except the coordinates of electron j which are 
held fixed at the point under consideration. (For the spe
cial case wherein \p is given by a product of molecular orbit
als p' is simply the sum of charge densities associated with 
each orbital.)

Thus the total Hamiltonian operator is

f l = T + V te+ V ee + V tt (6)
h2 n

T  =  — Z  V,-2
Zm , = i

Vu
eN n, f  pAv'(r) dr 

k ~ r |
_ eN n p

eo ¿ = i J

e2 N-l jv 1 
V’ee =  ~  £  £  —

eo i = l  j = i + l T i j

_ N 2 p  p
2eo * /

PAv'(r)pAv(r')
| r - r 1

dr dr' + An

where | r, — r) represents the distance between the position 
of electron i and the position r being integrated over, |r — 
r4] is the distance between two points in the solvent (with 
integration over both). Aor is the nonelectrostatic part of 
the work necessary to create p' (ignoring the effects of vol
ume change), and the other terms have their usual mean
ing. T and the various Vs represent kinetic and potential 
energy contributions to ft, respectively. Vte is the trap- 
electron energy and is an integral (in contrast to the atomic

case) because of the diffuse nature of the trapping charge, 
p'. Vee takes account of the interelectron repulsions 
screened by eo, and Vtt takes account of the energy re
quired to form p'.

Nonelectrolyte Solvent Contributions. AOT, /3, and p have 
a functional relationship, d is a function of the dielectric 
constants which are determined at constant temperature 
rather than constant entropy. Therefore20 it is more appro
priate to consider a minimization of A rather than E but 
we are then restricted within the approximations noted.21 
The relationship between Aor, /3, and p can be ascertained 
by associating charging parameters a and a' with pAv and 
PAv', respectively.

In this case upon application of ypN to (6) and integrat
ing, y te and Ftt combine

Vt, +  V tt =
/ßN 2c ' ß2N2a,2\

+ ■ ) 9  + Ac

S=J
«0 «0 

P A v ( r ) p A v ( r )

| r -r 1

(7)

dr dr'

The total free energy is a min when (aA/da')a = 0. This can 
only happen when a = a' and implies

dAor = _  / (3N2a + (¡2N 2a'\ 
da' \ (o eo /

and upon integrating a from zero to one (a' = a)

a „ , , _ ( ^ + 2 « ? ) !  (8) 
\ eo • ’ eo /  2

and
h  2 N  ]\r2ft

A = ~ —  +2 m i 2 eo

£  £  I'i'N — TpN* \ (9)
eo i j  \ r i j  /

The Two Electron Valence Bond Application. Equation 
9 is simple enough to allow a number of multiple solvated 
electron problems to be solved. In the case where \Pn is ap
proximated by molecular orbitals a further simplification 
occurs because

£  £  /  mo'Pn* — I MOt'N \ = N(N  -  1) S 
* j  '  r i j  I /

( 10)

Here we report the results of (9) when ipy is a two electron 
wave function of the valence bond type

1
* = 2 ±  2S2 (ì7a(1)ì/ b(2) ± Ua(2)Ub(1)) (11)

For this case

P A v  = 2(1 ±  S2) [UA2 + UB2 ±  2UAUBS) (12)

Upon utilizing IS hydrogenic functions (UA = (*3/ tt)1/2 
e~*rA and keeping x as a variational parameter we obtain

A h2x2 n  ± s y ~[ ße  ̂
m h ± S 2 \ + (0R X

AR + J '±  4BS + 2K'S21 e2 [ J' ±  K' 1
(i ± s2)2 K oeLt t ^J (13)

The integrals J’/R, K'/R, are the familiar coulombic and 
exchange integrals.22 In addition

B =  S Ua 2(1)Ub(1)Ub(2) d n  dr2
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„  1 CU k2{1)Up?(2) , ,
V = -  ----------------- dri dr2

J r12

With respect to eq 13 it is interesting to note that the first 
and last terms are essentially the same as the kinetic ener
gy and electronic repulsion terms, respectively, in the va
lence bond treatment of the hydrogen atom. The second 
term is quite different both in conception and effect from 
the valence bond treatment of electron-nucleus interac
tions; nevertheless the integrals are the same as those com
monly encountered in dealing with electronic repulsions.23

Generalization. As a conclusion to the discussion of the 
general method summarized in eq 9 it should be noted that 
it is applicable to a number of different one and multiple 
electron problems. For a wide number of cases the integrals 
which appear will be identical with those encountered in 
analogous atomic or molecular problems. For MO treat
ments the application of (10) implies that the only integrals 
which will occur will be those involved in evaluating elec
tron-electron repulsions in the moleeular analog; in partic
ular electron cloud-nucleus interactions will be absent. 
This latter fact means that although an analogy appears 
between solvated electron-electron interactions and atom- 
atom interactions it is a formal one only; the results can be 
expected to be quite different.

The simplicity of the approach is the result of the ap
proximation of a continuum and the limitations of such 
models should not be overlooked. To deal with this point 
and the more recent models for the single and dielectron 
species replace the continuum at the trap center with a 
cavity formed by a discrete structure of oriented dipoles. 
However the rigorous inclusion of structure is a difficult 
many body problem even in the case of a spherical symme
try; and becomes formidable when this symmetry disap
pears.

Inclusion of London Forces. The discussion so far does 
not include van der Waal or London forces arising from the 
tendency of the electrons to avoid each other. Normal 
treatments must be modified in order to include the effects 
of the solvent and the size of the solvated electron. A sim
ple treatment closely paralleling that in Pauling17 for hy
drogen but maintaining x as a parameter and including a 
factor 1/eo in the perturbing Hamiltonian in order to in
clude the effect of solvent screening results in

£ l = -
6 me4

h W («R )6
(14)

This 1/R6 dependence is an approximate result strictly 
valid only at relatively large R; however, its use is usually 
extended down to the potential minima (R ~  2/x) for the 
case of molecules. However for solvated electrons there ex
ists a critical distance below which El as calculated by eq 
14 becomes the predominant term in the total Hamilto
nian, and no minimum value of x is found, but rather * de
creases to zero and E goes to negative infinity. For solvated 
electrons in ammonia this critical distance is around 10.5 A. 
However it would appear that the notion of catastrophic 
trap destruction (explosion) at 10.5 A is not well based but 
rather there is a difficulty in using eq 14 for solvated elec
trons even at this large distance of separation. Equation 14 
has been subject to numerous refinements that suggest that 
it is actually the lead term in a series, E l = —aJR6 — a2/P s 
— as/R10 + . . . ,24 It would seem however that the effect of 
this kind of refinement would be to increase the radius at 
which catastropic destruction occurs; in any event an ex-

Flgure 1. Energy of interaction in the valence bond approximation of 
two solvated electrons in ammonia as a function of distance of sep
aration. London forces are not included. The lower state is a singlet 
(electron paired) state, the upper is a triplet.

pansion in inverse powers of Ii will always have a singular
ity at R = 0.

The approximations in eq 14 are of a twofold nature. 
First it is assumed that the atom can be replaced by a point 
instantaneous dipole. Second, various nonessential mathe
matical approximations are made with a view to arriving at 
a simple result valid at large R. For the present work we as
sumed that the perturbing Hamiltonian should be *

e2
H '  =  -  —  (2z iz 2 -  x ijc2 -  yiy2>

where fJeff = (R2 + 4/x2)172 is an approximate evaluation of 
the actual interelectronic distance as opposed to the dis
tance separating two theoretical point dipoles.

Following the usual variational treatment for hydrogenic 
wave functions f  = \po(I + aH') from which (by excluding 
the usual mathematical simplifications which result in eq 
14) we obtained

A ' a + B ' a 2
Ei = ----------------

1 + Da2
A' = 12a2/x4

(15)

B' = -Qa2h2/x2m

D = 6a2 /x4

a = — e2/eoRef^

with the parameter a determined from a2(B'C — A'D) + 
2aB' + A' = 0 for each R. At large R (15) reduces to (14); 
however as R -*■ 0 (15) remains finite, approaching the 
value 0.72 X 10~12 erg which compares nicely with the 
value that Copeland and Kestner estimate for the correla
tion energy of the dielectron, 0.65 X 10~12 erg. (Since the 
major component of London forces is electron correlation- 
at-a-distance, this is a proper comparison for any method 
claiming validity at all R.)

Results
In Figure 1 is shown the results of the valence bond cal

culation for both the symmetric (singlet) and the antisym
metric (triplet) configuration. There are several distinctive
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Figure 2. Energy of interaction of two solvated electrons in ammonia 
as a function of distance of separation including both valence and 
London forces. The lower state is a singlet (electron paired) state, 
the upper is a triplet.

features. First, the two states, symmetric and antisymmet
ric, are distinctly separate at distances of separation as 
large as 14 Á, thus affording a mechanism for the appear
ance of spin pairing for traps that are separated by large 
distances. A second feature is the appearance of a maxi
mum at 11.5 Á and a minimum at 6.0 Á. The minimum is 
metastable in respect to the traps separated at infinity. 
Both of these features are relatively small in that their 
magnitude is comparable with kT (computed at T = 240 
K).

Figure 2 shows the interaction energy with London forc
es included. For all cases the total Hamiltonian was mini
mized in respect to the parameter x.2r’ Thus x is a function 
of the symmetry, the inclusion or exclusion of London forc
es, and of R. It is evident that the London forces make a 
major contribution to the energy of interaction. It is clear 
that the London dispersion forces are a predominant term 
of the energy of interaction.

Discussion
The calculations thus far invite more elaborate consider

ation but several major points would seem inescapable. 
Non-Coulombic interactions between two electrons solvat
ed in ammonia are clearly discernible at distances of sepa
ration as large as 14 Á. Below this distance of separation 
both spin pairing effects and London dispersion forces be
come important. The mechanism for these effects is funda
mentally analogous to the interaction of ordinary atoms (or 
ions) but because of the unusual nature of the solvated 
electron wave function (primarily its diffusiveness) these 
“ close range” interactions occur at unusually large dis
tances of separation.

It should be noted that the 14 Á mentioned above cor
responds roughly to the Bjerrum distance in liquid ammo
nia. This distance plays an important role in the theory of 
dilute electrolytes; for example, it is used as the distance of 
separation defining association between ions of opposite 
sign.26 The long range solvated electron-electron interac
tion suggests a closer analogy with ionic association in the 
Bjerrum sense as opposed to bonding in the ordinary chem
ical sense. Association in the Bjerrum sense is accompanied

by relatively small energies of association (a few kT), how
ever, the volume in phase space attributable to association 
of this kind is very large. The non-Coulombic solvated elec
tron-electron interaction is similar in these respects and it 
should not be surprising to find that the result is a some
what analogous type of association between these ions (of 
the same charge) resulting in a dissociation constant of the 
order of 10~3. However, again because of the large volume 
in phase space associated with the large distances of associ
ation, this dissociation constant is a result of bonding forc
es which are however very weak in comparison to ordinary 
chemical bonding. (See Figure 2.) Thus the variation of en
ergy of the ground state with distance of separation is small 
in comparison with the energy associated with the optical 
transition. Unfortunately our calculations do not yet in
clude a consideration of excited singlet states, but it is rea
sonable to suppose that the R dependence of energy is sim
ilar in magnitude to the ground state. If this is so it fur
nishes an explanation for the apparent discrepancy be
tween magnetic and optical data as considerable spin pair
ing would be expected as R decreases without a great 
change in the optical spectrum.
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Discussion
M. Newton. I would like to ask how you describe the limiting 

energy when the two electrons coalesce into the dielectron, and 
what you mean by correlation energy. Correlation energy is gener
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ally defined as energy lowering relative to the Hartree-Fock ener
gy-

B. Webster. Perhaps I could just clarify the point with respect 
to correlation energy. As I understand this model, the interactions 
between two electrons in a continuum have been evaluated with an 
estimate being made of long range forces via a dispersion term. 
The term correlation energy pertains to the difference between the 
observed energy of an atom, for example, computed at the Har
tree-Fock limit, and the experimental energy corrected for relativ
istic effects.

N. R. Kestner. What is the definition of London forces and 
how does it arise from calculations?

P. D. SCHETTLER. Although correlation energy is defined in 
terms of a difference between experimental and a calculated quan
tity, it is estimated by further refinements to the Hartree-Fock 
wave functions by the inclusion of the interelectronic distances in 
the wave function. In this sense the approach of London for the 
separated atom case is quite analogous to the approach of Hylleras 
for the united atom case. The inclusion of interelectronic distances 
in the wave function (leading to London forces) is a relatively 
minor component of the hydrogen-hydrogen atom interaction but 
is of major concern for the interaction of solvated electrons even at 
long distances of separation.

T. TUTTLE. What is the stabilizing effect in your model which

overcomes the Coulombic repulsion between the electrons and the 
destabilization caused by the interpenetration of solvation 
spheres?

P. D. SCHETTLER. There are several stabilizing effects that are 
partially analogous to the bonding effects in ordinary atom-atom 
interaction. Briefly, for atoms, the Coulombic electron-electron, 
electron-nucleus, and nucleus-nucleus interactions do not simply 
cancel out but rather combine in a way that may result in bonding. 
Slater in ref 16 has a particularly complete discussion of the sepa
rate effects for hydrogen. In ammonia some 95% of the electron- 
electron interaction that would be present in vacuo is shielded 
(cancelled out) by the solvent. This solvent polarization results in 
effects that are reminiscent of the effects of nuclei.

R. CATTERALL. Your long range spin-pairing process is very dif
ficult to reconcile with the long electron-electron spin pairing in
teraction lifetimes required by electron relaxation data (see discus
sion of M. Newton paper by R. C.). In the related Bjerrum ion
pairing formalism, the lifetime of Na+ esor  ion pairs is only 
~10~12 sec as indicated by the Na nuclear relaxation rate. In con
trast the lifetime of the spin-paired state must be >10-6 sec.

P. D. SCHETTLER. Since we included no kinetic parameters in 
our model we hesitate to come to any conclusion about predicting 
the lifetime of a Bjerrum electron-electron association except to 
agree with you that a simple Arrhenius model would seem to be ex
cluded.

Theory of Light Absorption by Ions in Solution

R. R. Dogonadze,* E. M. Itskovitch, A. M. Kuznetsov, and M. A. Vorotyntsev

Institute o f Electrochemistry o f the Academy o f Sciences o f the USSR, Moscow State University, Moscow, USSR 
(Received June 20, 1975)

Absorption and emission spectra of molecules in solutions are widely used for investigation of the proper
ties of the medium and interactions of the absorbing molecules with the solvent. Spectroscopic characteris
tics give the important information about ionic solvation in solutions, properties of solvated electrons, ionic 
pairs, etc.

I. Introduction
There are many papers devoted to the theoretical de

scription of the absorption and emission spectra of mole
cules in solutions. These may be separated into two main 
groups. The first approach uses the methods of calculation 
developed for the investigation of molecular spectra in 
gases. Such an approach is used in many papers (see, e.g., 
ref 1, and references there). Weak coupling of the molecule 
with its environment is essentially adopted in these works 
leading naturally to the Lorentzian-type absorption band. 
The second approach uses the methods developed in the 
theory of polarons and color centers in polar crystals (see,
e.g., ref 2 and 3). This approximation leads to Gaussian- 
type absorption bands for ions.

As it will be shown in the present paper, the quantitative 
criteria of weak and strong coupling, given in ref 4, is not

* Author to whom correspondence should be addressed at the 
Institute of Electrochemistry, Academy of Science of the USSR, 
Moscow, V71, Leninsky Prospeht, 31, USSR.

quite complete for the description of the radiation and ra
diationless transitions in a medium. Applicability of the 
approximation of strong or weak coupling of the electronic 
subsystem with the solvent proves to be dependent on the 
value of the reorganization of the solvent degrees of free
dom. Similarly the concept of strong or weak coupling with 
the intramolecular vibrations depending on the degree of 
their reorganization may be introduced.

At present there are some difficulties in explaining the 
more complex shape of the experimentally observed ab
sorption bands, their temperature dependence, and in de
scribing the processes of light absorption involving the re
arrangement of intramolecular degrees of freedom. These 
difficulties arise from the application of an insufficiently 
exact model for the medium and the absorbing centers.

There are many common features in the processes of 
light absorption and in other charge transfer processes, viz., 
in chemical and electrochemical reaction in liquids.

In the last few years a number of essential results were 
obtained in this field. That is why the attempt was made to
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extend the methods developed in the theory of chemical ki
netics to the description of light absorption processes. In 
this sense the process of light absorption may be formally 
considered as a chemical reaction, caused by the interac
tion with the electromagnetic field of the light wave. The 
dependence of the absorption coefficient on the light fre
quency v is the analogue of the dependence of the reaction 
rate constant on the heat of reaction or that of the electric 
current on the overpotential for the electrochemical reac
tion. The transition probability W(v) of light absorption 
per unit time is described by9

W(„) = Avi L I (iHi)\2HEi + h v -  Ef) (1)
n f

where d is the electron-photon matrix element of the oper
ator of the molecule interaction with the electromagnetic 
field, î i and \pi are the vibronic wave functions of the initial 
and final states, Avj denotes averaging over the initial 
states, E\ is the energy of the initial state with no account 
of the electromagnetic field, E f is the energy of the final 
state. The energy conservation condition has a form

Ei + h v ^ E f  (2 )

We consider the transition between two specific elec
tronic states that experimentally corresponds to the transi
tion between two discrete electronic states. To take into ac
count the continuous electronic spectrum the results ob
tained should be integrated over the electronic spectrum.

For the sake of definiteness we consider the process of 
light absorption in the system where the “ entangling” of 
the vibrational degrees of freedom of the medium with the 
intramolecular vibrations and with the vibrations in the 
coordination layer is absent.8

The system Hamiltonians (without accounting for the in
teraction with the electromagnetic wave) in the initial Hi 
and final Hf states have the form5-8

Hi = E [ Q? -  -^il + T r + Ui(Rj) + hv
k 2 L dQK J

H f = Y . \  1" (qK -  qK 0)2 - - - -1  +  T R +  Uf(Rj) + AI
k 2 L dq  K J

(3)

where jg j is the set of dimensionless normal coordinates of 
medium, joj«j are the vibration frequencies of the medium, 
\qM\ characterizes the displacement of the minimum of the 
final potential energy surface with respect to the initial 
one, T r is the kinetic energy of the intramolecular vibra
tions, Ui(Rj) and f/f(Rj) are their potential energy surfaces 
in the initial and final states, Rj are their coordinates, and 
A1 is the difference of the minimal energies of the final and 
initial states.

The transition probability may be written in the form5
S\d\2 f C + i ^

M ») = —  1 d0 exp\()6(hv -  AI) -  F(0)j X 
in J c - i »

Here ADh is the difference of the Fourier amplitudes of 
the electric induction in the initial and final states, G(k, co) 
is the retarded Green’s function for the polarization opera
tors of the liquid, pg' and p /  are the density matrices in the 
initial and final states for the intramolecular vibrations at 
the temperature T without accounting for A1, F is the free 
energy of the intramolecular vibrations in the initial state. 
Tr denotes trace only for the intramolecular degrees of 
freedom.

I I. Outersphere Transitions
The simplest case to consider is the light absorption not 

involving the change of state of the intramolecular degrees 
of freedom (outersphere transitions). Such a situation 
takes place, e.g., for light absorption by halide ions, in cases 
where ions do not form strong covalent bonds with the mol
ecules. Then, using

epF Tr {ppa-ej'pp/} = 1 (4')

the transition probability may be rewritten in the form

dldl2 f c+I"
W(v) = — — I d# exp\f}6(hv -  Ai) -  F(0)j (6)

'  l fl  C—i

where F(6) is defined by eq 5.
An analysis of the integrand shews that two limiting 

■ cases may be distinguished. If the process involves a large 
enough charge redistribution (ADj’s are sufficiently large), 
the major contribution to the integral derives from the 
values of 0 near the real axis (this is strong coupling). In 

. this case for the frequency interval inside the absorption 
band half-width, the integral may be calculated by the 
steepest descent method (in the neighborhood of the saddle 

< .point only the second-order term in 8 usually may be re
tained in the power series for F(0)). Outside the half-width 
additional effects usually have to be taken into account 
(see section II). If a large charge redistribution does not 
occur (small AD*), the steepest descent method is not ap
plicable because of the very large interval of the variable 
values contributing to the integral. In this case the major 
contribution to the integral derives from the large |Im 0|, 
for which the asymptotic behavior of F(0) is a linear func
tion of 6 (weak coupling).

Below we consider these cases separately and shall derive 
the quantitative criterion of weak or strong coupling with 
the medium. As for the properties of the medium, charac
terized by Im G(k, to), we shall assume at first that the me
dium has a single rather wide absorption band, as is usual 
for polar liquids.6 This condition is satisfied, e.g., for the 
Debye-type absorption spectrum of liquids7

H I ADfc|2 Im G(k, to) = 2 ETmü>R,io 
tO2 + U)D2 (7)

(Erm is the medium reorganization energy, too is the char
acteristic frequency of the medium) or for a smoothed reso
nance

e'3F Tr {pfm-fp'pae1} (4)

F(0) = —— Y. I ADfc|2 f  "4 rIm G (£ , o>) X 
un k J o to2

sinh -ßhud sinh ~ ßhoi( 1 — 6)

sinh -  ßho)
2

(5)

Ç  I AD^I2 Im G(k, to) =

_____i*)T______ • o>r
(to — tor)2 + r 2 (u) + wr)2 + r 2

if its half-width F is not very small compared to tor. If the 
function G(k, to) has narrow maxima, the situation is simi
lar to processes involving the reorganization of the discrete 
vibrational degrees of freedom in addition to that of the de-
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grees of freedom of the medium, characterized by the con
tinuous vibrational spectrum (see section III). In this case 
the absorption band W(r) may reveal some structure.

It is important for further consideration that Im G(k, oj) 
decreases linearily at u> —► 0

- - ! - £ | A D fe|2 Im G (fc,a;)^aa> (9)
ir h b

(w -*  0)

It should be noted that just this condition is necessary 
for the convergence of the integral over 0 in eq 6.

1. Weak Coupling, (a) High-Temperature Approxima
tion. We assume that the condition fihwm «  1 is satisfied 
for the characteristic frequencies of the medium a>m. Then 
for (9h<un\(̂  «  1 we have

F(0) =* /JErm0 -  /SErm02 (10)

where

/3Erm = ~ E jA D kl2 f “  —  Im G (i,
ir k Ho o>

u>) (ID

whereas for phe)„\y\ »  1 (y = Im 0, x = Re 0 - 
the form

- 1) F(0) has

7T
F(0) 7ra| y| + ¿a — sign y « (12)

In this case

a = l in w o  — T T. 1 AEfc|2 Im G(k, « )  -
Tram h

Prm (120

is a sufficient condition of the smoothness of Im G. Then 
the major contribution to /3£rm derives from w £  o>m for 
which eq 9 is valid. The inequality

|S£rm «  (jSftcorn)2 (13)

is the criterion of weak coupling. When condition 13 is sat
isfied, the steepest descent method for the calculation of 
the integral in eq 6 is not applicable. The major contribu
tion to the integral derives from the region where asymp
totic relation 12 is valid. Near the maximum of the absorp
tion band \hv -  hrmax\ «  y(0hum/pErm) the absorption 
line is described by the Lorentzian-type formula

W (r ) -W max 7 2 
(hr -  humaxy  + yz

(14)

_  2d) d|2 _  2| d|2 tra
yy max . . ' a  Tran ny p

(140

hr max = A/ + Erm (15)

It is worth noting in this case that the presence of narrow 
resonances of the function G(k, o>) may cause the appear
ance of a structure in the absorption spectrum.

Thus we see that coupling with the medium depends on 
the value of reorganization of the medium in the course of 
the transition (see eq 13 and 16). It should be emphasized, 
that both at high and at low temperatures, the width of the 
Lorentzian curve y is proportional to T, indicating the im
portant role played by the low-frequency vibration degrees 
of freedom.

2. Strong Coupling. The criterion of weak coupling with 
the medium was derived in section II.l. We assume now 
that if the ADfc’s are sufficiently large the conditions for eq 
13 and 16 are fulfilled. Then the absorption line in the 
neighborhood of its maximum has a Gaussian shape

W = Wmax exp (AI + Erm — hr)2
(17)

hrmax = Al + E™  = AI +  -  £  I AD * | 2  X
IT h

J '  "  do)
—  Im G(k, w) = M + Z \  AOfcl2 Re G(k, 0) (18)

0  Cl) k

Winax = 2V^\d\VhAm /  . . .  (19)

where Am is the half-width of the line. (See Figure Ï0.)
This result is obtained by using the steepest descent 

method for calculation of the integral over 9. The quantity 
hvmax is determined by (a) thermodynamic characteristics 
A/, which with the use of the thermodynamic cycle method 
may be related to the excitation energy of the molecule in 
the gas phase A /g and equilibrium solvation energies of the 
molecule in the ground (Ep‘) and excited (Ep0 states (AI = 
A/g + Ep1 — Ep*); and (b) kinetic characteristics ETm, which 
depend on both the properties of the medium and the re
distribution of the charge density. The half-width Am de
pends on the behavior of the function Im G. If Im G de
creases more rapidly than 1/co at o> — <*>, then we have

2 fi /* °°
—  ILIADE2 I do) Im G(k, üj) coth — ßhco 
ir k Jo 2

1/2

(20)

Thus the half-width depends explicitly on the tempera
ture (G(k, u>) also depends on the temperature, but this ef
fect is usually rather weak8). If the contribution to the reor
ganization energy from the degrees of freedom character
ized by intermediate frequencies a> ~  kT/h is sufficiently 
small (see, e.g., ref 8), more simple relations for Erm and Am 
may be obtained

(See Figure 9.)
(b) Low-Temperature Approximation. At low tempera

ture, when the characteristic vibration frequencies satisfy 
the condition ¡3hwm »  1, some relations change their form 
but the qualitative picture is retained. Sufficient criterion 
of the smoothness of the function Im G is the same as in 
case a. At Im 8 »  In (ih<um the asymptotic formula 12 for 
F(0) is valid. The criterion of weak coupling is described 
now by

(3Erm «  /3hcom (16)

When eq 16 is satisfied W(v) near the maximum is also 
described by Lorentzian-type formula 14 (see Figure 9). In 
this region the main contribution is the “ classical” degrees 
of freedom having low vibration frequencies.

E ™  = Eci™  + Eq1"

Am2 = 4kTECim + 2 huqEp™ (20')

where E(;im and Eq™ are the total reorganization energies 
of the classical and quantum degrees of freedom, respec
tively, and ojq is the mean frequency of the quantum de
grees of freedom:

ECim

Eq"1 = 

ojqEq"1

= -L|A D *|2
f ' k T / h  do)
I —  Im G(k, a;)

ir h J o  u)

= -L|AD ^|2 Ç —  Im G(k, oj)
ir h - f k T / h  w

1
= -Z | A D i| 2 

i r  h
i do> Im G(k, a))

J k T / h
(21 )
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If Im G(k, 6l>) decreases as C(k)/u> (e.g., for the Debye-
type spectrum), the Gaussian-type line, described by eq 17,
has slowly varying width

Am =
(2 h_
1 7T

[ e |AD*|2C (£)] [ln\hv -  AI -  Et™\ +

constant]
1/2

(22)

Outside the half-width the band becomes gradually un- 
symmetric and non-Gaussian. In this region the quantum 
degrees of freedom usually play the main role. The behav
ior of Im G(k, co) at a) — °° is especially important. First we 
consider a rather sharp decrease of Im G(k, w) at oj ®. 
Then the deviation of the band shape from the symmetri
cal Gaussian form occurs gradually. The curve W(v)  be
comes asymmetrical, the short wavelength branch decreas
ing more slowly. The deviation of the curve In W(v)  from 
the parabolic form occurs at somewhat larger values of | v —
m̂ax] -

In all cases the last effect is due to the subbarrier transi
tion along some coordinates of the vibrational subsystem 
(for details see section IV).

The above results were obtained by using the steepest 
descent method in formula 6. However, if Im G(k, oj) de
creases at a) —► <® as a power of l/o>, the integrand must be 
analytically continued before calculating the integral over 
0, because at Re 0 < 0 the integral over oj in eq 5 diverges.

F(0) = - y  I  I ADi|2 f " ^ I m G ( £ ,< o )X  
irn h J o  or

sinh — ßhojß sinh — ßhoj( 1 — 0)

sinh -  ßhoj 
2

(23)

Calculations show that at rather general assumptions on 
the properties of the function Im G(k, oj) there is only one 
(logarithmic) branch point of the function F(0). Choosing 
the cut along the half-axis, Im 8 = 0, Re 6 <  0, one may de
termine the values of the analytical continuation of the 
function F(0) on upper and lower edges of the cut. Thus we 
obtain

F0( - r )  =  i  |F(—r + iO) + F(—r -  iO)\ =

F(r) ~  777  ̂E  I 2 E  — 7 sinh 0 ha>jT ■ res^ Im G(k, oj) 
p n z h j  coj

AF(—r) =  F(—t 4- iO) — F(—r — iO) =

TT2 E  I ADfel2 Y. ~^smh2 ~^hu>jT • res^ Im G(k, a>)
h j  OJ; 2

The summation in these formulas is performed over all 
singularities of the function Im G(k, oj) in the upper half
plane of the oj variable. It is the difference between F0(—r) 
and Fo(r) which leads to the gradual destruction of the 
symmetry of the curve W(v) mentioned above. At values of 
hv — hvmax > 0 which are not very large, there is only one 
saddle point on each edge of the cut, and the result is es
sentially identical with that obtained by the formal appli
cation of the steepest descent method for the function 
Fo(—t). However at higher values of hv — hvmax > 0 ‘the 
major contribution to the integral over 9 derives from inte
gration along the cut near the point 0 = 0, but not from the

neighborhood of the saddle points. In this case VF(v) de
creases as a power of (hv — hvmax)_1: VF ~  (hv — hvmax)~n. 
The value n depends on the decreasing character of Im 
G(k, oj) at oj —► <=°. Thus n = 5 for I m G ~  1/to3 (e.g., for 
smoothed resonance), whereas at more slowly decreasing 
Im G (Im G ~  1/co as, e.g., for the Debye-type spectrum), n 
is equal to 3. This difference is due to the fact that at small 
values of r the function AF(—r) contains a term of the 
order of r2 only if the condition

Y. reV  Im G(£, oj) = lim/e I Im G(k, w) ^  0
j  */ w=Re1 ̂

r<<f<7r

is fulfilled, i.e., for Im G(k, u>) ~  1/oj at oj —1- <*>. It is worth 
noting that the exponential decrease of W(v) is changed by 
a factor of 1 outside the half-width in the rather narrow in
terval of the frequency values whose position is determined 
partly by the multiplier of the quantity o>~k.

Thus the deviation of W(v) from the symmetrical Gauss- 
ian-shape curve (having constant or varying width) occurs 
outside the half-width of the line and is due to the subbar
rier transition along the vibrational degrees of freedom. 
Therefore it is weakly expressed at sufficiently high tem
peratures (when the inequality )3ho>m «  1 holds for all the 
characteristic frequencies of medium), and is revealed as 
the temperature is lowered.

I I I .  Effect of the Reorganization of the Intramolecular 
Vibrations

A more complex situation takes place when the electron 
transition results in the reorganization of both the medium 
and the intramolecular vibrations. In this case condition 4' 
is not satisfied and the term Fc(0), dependent on the char
acteristics of the reorganizing intramolecular vibrations, 
must be added to F(0) in eq 6. Then the expression for the 
transition probability takes the form

p\d\2 /^c+ico
W(v) = - 77-  d0 exp\l36(hv — A/) — F(0) — Fc(0)j

i f l  C i  co ’

(24)

To obtain Fc(0) it is necessary to integrate over t/k and qu 
calculating Tr Ip^i-o)1 p^/j. The exponent in eq 24 in addi
tion to F(0) contains now the periodic or quasiperiodic 
function of the 0 variable, so that depending on the value of 
the reorganization energy of the medium ETm the major 
contribution to the integral may derive from one or from 
many saddle points dissimilar from the case of outersphere 
transitions. Unlike section II.2 where the major contribu
tion to the integral was due to a single saddle point, here 
many saddle points contribute to W(v) with about the same 
order of magnitude at not too large ETm (see below).

Before considering the effects caused by the reorganiza
tion of the intramolecular degrees of freedom we introduce 
the concept of strong or weak coupling of the electronic 
subsystem with the intramolecular vibrations. For this pur
pose it is useful to consider the process of light absorption 
by the isolated molecule. The transition probability W(v) 
for this process is of resonance-type character, i.e., it is de
scribed by the discrete sum of the delta functions multi
plied by weight factors. (This may be seen from a general 
eq 1 without any assumptions about the shape of the intra
molecular potential energy surfaces.) The quantity VF(i<) 
may be formally presented in the form
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W(v)

Figure 1. 0hü)c > 1, 16ha>m <  1, qc0 > 1, 0Erm = 0, Ac = hcocqco, 
A m =  0 , hvmg, =  A /+  £rc.

Figure 2. 0ha>c >  1, /3com < 1, qco > 1, @Erm < (0hwm)2, Ac -  
h u cqco, Am = 7  = irakT, hvmax = A /+  £rc + £rm.

W(v) = E  / mn5(h* + Em' -  Eno (25)
m ,n

where Em ‘ and En f are the total energies of the initial and 
final states. The factors fmn may be shown to take maxi
mum values at m = 0 (unexcited initial state) and n »  nmax 
where nmax is determined by the condition £ „ max = E f  (Erc 
is the reorganization energy of all the intramolecular de
grees of freedom).

If there is a large group of the final states for which all 
the quantities fon have approximately the same values (f<ln 
~  /o„max), the coupling with the intramolecular vibrations 
will be called strong. In this case according to eq 25, there 
are large numbers of separate resonances of approximately 
equal intensities. In the opposite case when only one reso
nance dominates, the coupling will be called weak. For the 
case of only one intramolecular degree of freedom the 
strong coupling corresponds to nmax »  1 (he., to large reor
ganization along this degree of freedom). For multidi
mensional intramolecular potential energy surfaces, when 
the movement along different degrees of freedom is sepa
rated, the strong coupling at least with one vibration is suf
ficient so that the coupling with the molecule as a whole 
will be strong.

We consider now the role played by the medium in the 
process of light absorption by the molecules, involving the 
reorganization of intramolecular degrees of freedom, for 
strong and finally for weak couplings.

1. Strong Coupling with the Intramolecular Vibrations. 
To obtain a qualitative picture we consider first the case 
where the reorganization of only one intramolecular oscilla
tor having a constant (in the course of the process) quan
tum frequency toc (Bho:,, »  1 ) takes part.

Then Fc(0) has the form

sinh -  0 hu)c8 sinh -  0 huic(l — 8)
F M  = qc 2 -------------------- ^ -----------------  (26)

sinh ~ 0 ho>c

where qco is the displacement of the equilibrium dimen
sionless coordinate of the oscillator: <jco = (ncwc/h )1/2(Rco' 
-  /?„,), R<n (Ren') is the equilibrium dimensional coordinate 
of the oscillator in the initial (final) state. (In the case of 
harmonic approximation, integration over the intramolecu
lar coordinates, while calculating Tr may be
performed exactly.8 The qualitative picture, obtained 
below for this particular case, may be directly extended to 
more general situations (see below).

As was noted above W(v) for an isolated molecule has a 
resonance form as shown in Figure 1 (the height of the 
maximum is proportional to fon )■ For the case under con
sideration the envelope curve may be shown to have a 
Gaussian-type form (cf. eq 17 of section II.2):

exp (hv -  hi/max)2
(27)

where hvmax = AI + Erc, Erc = ll2hiccqco2 is the reorganiza
tion energy of the intramolecular degree of freedom, Ac = 
(2ETcha3c) 1 2̂ is the half-width of the line.

The distance between the neighboring maxima is equal 
to hwc. The number of the maxima inside the half-width of 
the envelope curve is equal to qco »  1 (strong coupling with 
the intramolecular vibration).

Now we investigate the effect of coupling strength with 
the medium (i.e., ETm) on the shape of the absorption line 
W(v). For the sake of definiteness we assume that the char
acteristic frequencies of the medium com are classical, 0 hcom 
«  1 , and the spectrum of the medium is sufficiently broad 
(see eq 12 ').

(a) Weak coupling with the medium:

0Erm «  (0ho)m)2 (28)

The calculation shows that due to the inequality qco »  1 
the calculation of (24) may be performed by using the 
steepest descent method (cf. section II.2), but a great num
ber of saddle points (^(0hwm)2l0E,m) make approximately 
the same contribution to expression 24 because of the 
smallness of 0ETm (it is caused by the periodicity of Fc(l9)). 
Calculating each of the summand corresponding to one of 
these saddle points it is necessary to take into account that 
in the neighborhood of these saddle points F(0) has the 
asymptotic form described by eq 12 (weak coupling with 
the medium).

Because of very weak coupling with the medium each 
maximum of absorption of W(v) in Figure 1 is broadened 
according to Lorentzian type formula with the width equal 
to 7  = irakT whereas the envelope curve is still of Gaussian 
form 27 with the half-width Ac and hvmRX = AI + Erc + 
E Tm. The spacing of the broadened maxima is still equal to 
hooc (see Figure 2, where 7  «  ho>c «  Ac).

The maximum value of W is equal to

.. 2M 2
hqc o7*-1/2

(29)

(b) Now we consider the case when coupling with the 
medium is strong (0ETm »  (0hu}m)2), but 0Erm is not too 
large

m , om)2 «  0E™ «  (Phuc)2 (30)

As above the steepest descent method is applicable and 
the large number of saddle points (now it is of the order 
(0ha>c)2/@Erm) contribute to (24) (due to the second in
equality in eq 30). However, now the asymptotic form of 
F(0) in the neighborhood of the saddle points is described 
by eq 10 (strong coupling with the medium). Coupling with 
the medium is strong enough that each maximum is
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'W(v)

Figure 3. 0 h u c >  1, <  1, qco >  1, (fih w m)2 <  Erm <
m 0>c)2, Ac = fuccqco, Am = 2(kTErV/2, htW  = A/ + Erc + 
E™.

W(v)

A/ + Erc + Erm.

Figure 5. (|3h<vc)2 <  /3Erc < (/3hœw)2 <  1, 0Er"> < (3hcoc-(3hwm, Ac 
= 2{kTE,c)v2, Am = y = ttakT, hvwax = A/ + Erc + Erm.

smoothed according to Gaussian-type formula (with the 
half-width Am = 2(kTETm)1/2), but it is not too strong to 
destroy the structure of the absorption band W(v) (spacing 
of the neighboring broadened maxima is much more than 
their width: hwc »  2(kTErm)l/2. The envelope curve, as 
previously, has the form (27), where hvmax = AI + Erc + 
Erm (see Figure 3, where Am «  htoc «  Ac)

W = — |d|2--------i
maX h' ' qcom , m) V2 hqcoAn

(31)

The quantity hi/max may be calculated by the method de
scribed in section II.2.

(c) Finally we consider the case when the reorganization 
energy of the medium ETm is sufficiently large:

0E™ »  (dfccoc)2 (32)
Now coupling with the medium is strong it being so strong 
that only one saddle point contributes to (24), and W(v) 
has the form of a Gaussian-type curve (see Figure 4):

W(v)
2V^r
hA

| d|2 exp {hv hfnmx)2

A2
(33)

where hvmCLX = AI + Erm + ETC, Etc = lkhtccqCQ2, and A = 
2\kT\E/n + (huc/2kT)Erc]\1/2 is the half-width. When E,m 
increases, A is determined at first [at Erm «  (hcoJkT)Erc] 
by the intramolecular characteristics, and then [at Erm »  
(h(jjc/kT)Er-, \ by the properties of the medium.

Figure 6. (Phu>c)2 <  pErc <  (0hum)2 <  1, 0huim-/3hu:c <  /3Erm <  
$hoom (/3£rc)1/2, Ac = 2(kTE,cŸ '2, hvmax = A1+ Erc + Er">.

W(v)

Figure 7. (/3hwc)2 < /3Erc < ^ h w m)2 <  1, dha>m(/3Erc)1/2 < /3Erm < 
(dh<vm)2, Am = 7 = TT akT, h v max = A /+ Er° + Erm.

W(i/)

Thus we see that the role of the medium consists in the 
broadening of the resonance lines and the shifting of hvmax 
to the uv region by the quantity Erm. In the case of strong 
coupling with the medium the shape of the absorption 
band may be essentially changed (see Figure 4).

We have considered above the cases when the intramo
lecular frequency was quantum, fihuic »  1, and the charac
teristic frequency of the medium was classical, f}hum «  1. 
A general qualitative picture will be the same also for other 
situations, some of which are cited below.

Thus, for example, if the intramolecular frequency is 
classical (3huic «  1 and <vc »  wm, the change is only in the 
half-width of the envelope curve in Figures 1-3 (Ac is equal 
now to 2{kTETc)l/2) and in the half-width of W(v) in Figure 
4 (A = 2[kT(Erc + Frm)]I/2). If coc «  a)m, two additional 
cases are possible ((/3hcom)2 »  (3E rc or (/3hwm)2 «  18ETC). 
For the sake of definiteness we assume that

(j3hajc)2 «  (3ETC «  (pho>m)2 (34)

Then under the condition /3E™ «  (3hwc-t3hwm the reso
nant maxima are broadened according to a Lorentzian-type 
formula with the width y, and the envelope curve is of a 
Gaussian form with a half-width of 2(kTETc)1̂2. If (3ho)c- 
f3h<j>m «  f3ETm «  dftü>m(/lErc)1/2, the transition prob
ability W(v) is described by a Gaussian-type curve of half
width 2(kTErc) 1/2 (Figure 6). If (3hum(J3Erc) 1/2 «  f}Erm «  
(i8ho>m)2, then W(i>) is described by a Lorentzian-type 
curve of the width y (Figure 7). Finally if (3ETm »  (3hwm)2, 
W(v) is of a Gaussian form with a half-width of 2 (kTErm) ]/‘1 
(Figure 8). Thus even weak coupling with the medium 
(/3Erm «  ((3hojm)2) does not lead always to the structure 
and Lorentzian-type shape of the absorption band W(v).
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W(v)

Figure 1 0 . Am = 2(kTErm)V2 If 0 h w m < 1, Am = 2(fca>qEq)1'2 if 
p h u m >  1, h v max = A /+ Er° + Erm.

If the characteristic frequencies of the medium are quan
tum, the qualitative picture is also retained, and only the 
values of Wmax and the half-width of the Gaussian-shaped 
maxima and conditions of the type (28) and (30) are 
changed (see section IL1).

The qualitative picture described above is valid also for 
more general case, when the reorganization of several intra
molecular vibrations involving “ entangling” of normal 
coordinates takes place, though the shape of the absorption 
curve may be essentially complicated (in particular, the en
velope curve may consist of several Gaussian-type curves of 
various amplitudes). The result may be extended also to 
the case, when the harmonic approximation is not applica
ble to the final state. For the processes of light absorption 
in the medium the harmonic approximation is always ap
plicable for the initial state in the region of the absorption 
curve maximum:

Ui(qc) — hciïcQ (35)

For the final state the quasiclassical approximation for
P g e{

P/?/(<7c, <?c0
(<?c -  <?c ')2

2/3ftci)c0
(36)

may be used because the major contribution to the transi
tion probability comes from the highly excited energy lev
els of the final state (strong coupling with the intramolecu
lar vibrations. The expansion of Uf to first-order terms 
may be used in the neighborhood of the minimum of the 
initial potential energy surface:

U({qc) ~  E/  + Fc'qc (37)

The calculation shows that vmax is determined by the 
quantity F /

hvmax = A / + ETm -I- E /  (38)

The width of the envelope curve in Figures 1-3

Ac2 = (Fc' ) 2 coth ^ pho>c (39)

and the width of the curve in Figure 4
1 1/2 

(Fc')a coth-|8ft«c\------ j\  m
are determined by the linear term in eq 37.

Thus in this case the gradual broadening of the maxima 
in Figure 1 also occurs, the shape and the heights of the 
broadened maxima being the same as in Figures 2 and 3, 
only the quantitative characteristics of the envelope curve 
(27) (but not its shape) are changed. The expression for the

width of the Gaussian-type curve in Figure 4 is also 
changed.

2. Weak Coupling with the Intramolecular Vibrations. 
In the case of weak coupling with the intramolecular vibra
tions there is only one frequency for the isolated molecule, 
at which the transition really takes place. For light absorp
tion in the medium with weak coupling with the medium 
this absorption band is broadened according to a Lorent- 
zian formula, the half-width being equal to 7  = irakT (Fig
ure 9). For strong coupling with the medium it is broad
ened in accordance with a Gaussian-type formula, the half
width being equal to 2 (kTEç\m) 112 if «  1 or
(2hu>QEq) 1/2 if (¡ho)m »  1 (see Figure 10).

IV . Asymmetry of the Intramolecular Lines
All that was said above about the shape of the envelope 

curves in Figures 1-3 and about the shape of the absorption 
band in Figure 4 is valid only in the neighborhood of their 
maxima. The symmetry of these curves may be destroyed 
outside the half-width only. Some authors relate the asym
metry only with the anharmonicity or with the change of 
frequencies in the course of the transition. It will be shown 
in the present paper in particular that the asymmetry may 
take place also in the framework of the harmonic approxi
mation with unchanged frequencies. The anharmonicity is 
naturally one of the factors leading to the asymmetry. We 
consider this problem for the processes with sufficiently 
strong coupling with the medium the characteristic 
frequencies of the last <om being classical {fihwm «  1 ).

(3ETm »  max{(/3ftcoci>f)2, (/?ftu>m)2j (41)

where (V and u>cf are the frequencies of the intramolecular 
vibrations in the initial and final states.

We assume also that the decrease of Im G(k, a>) at w - »  <*> 
is sufficiently rapid (the effects due to the rapid decreasing 
of Im G were discussed in Section II).

Under these conditions the major contribution to (24) 
derives from the single saddle point and the asymmetry is 
determined by terms higher than second order in the ex
pansion of the exponent in eq 24 in the saddle point 9. 
Then the probability of the light absorption is described by 
the expressions

W(v) = Wmax exp (hv — hvmax)2 I" hv -  hv.
A2

_ hv hl'maxl
Af J

(42)

A 2 = E F „ '2 coth ~ (3 h u>n
n  2

F . - . Ü 1
dq n

” ¿L Q pO &pnQn=0 p
(43)
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f  = A3 L * V 2
h c0n

Ih2 ^ßhon
+

E  Un/;F n' Fp' coth ßhwn coth ^ßtucp-

Um,' = Ut = E  hui^'a^a^ (44)
dQn̂ Qp £

where c*>n and cor,' are the frequencies of vibrations in the 
initial and final states, qn and qn' are the normal coordi
nates, {aj„} is the matrix relating the normal coordinates of 
the initial and final states: qp' = \qno'} are the equi
librium values of the coordinates in the final state. Sub
scripts n, p, . . .  belong to the set of coordinates of the nor
mal vibrations of both the medium and the molecule.

Under the assumptions made above the condition ( " »  1 
holds and the asymmetry is destroyed far outside the half
width.

If the entangling of the normal coordinates of the medi
um and the molecule may be neglected, A2 and f  are the 
sums of the terms each of them being dependent on either 
the characteristics of the molecule or those of the medium 
only.

If the electron transition leads to the change of the vibra
tional frequencies only, the characteristics of the band are 
expressed by .> £

. i  '  u *
hvmax = A/ + E  I AD^I2 Re G(k, 0) +. E  -

' k c 2  V  J4 * ’ . i l •»!,'
A2 = —  E l A D d 2 f ”  du> Im G(£, w) coth -  8% «'+ '

v h Jo ■' v - 2 ,„*■ y -• * r*r-vt- . , Y-.5- t ‘ •• <
' Y *  ! Y Y  : 'Y  h 2Q co2 coth j  fihwc ‘ • (45) *

2 V • "i- ’•

HL «V

f  = A3
4ft?
3jt ‘t

¿|ADi|2 f  Y o J lm G (£ ,o J) +

coth2:

A  v ’ v :
• 3

... 1 1 - l
Idle. I J (46)

Equation 46 shows that f  is nonzero and positive even 
when the frequencies are changed in the course of the tran
sition, i.e., the curve outside its half-width is asymmetric, 
its short wavelength branch decreasing more slowly than 
that for the symmetric curve.

Unlike the case of the oscillators having nonvarying 
frequencies, for a>c' ^  a>c, the quantity f  may be both posi
tive and negative depending on the character of the fre
quency change due to the electron transition. This quantity 
becomes negative at sufficiently large decrease of one or 
several frequencies of the system. The sign of the quantity 
f  determines which of the branches of the absorption curve 
decreases more slowly: at f  > 0 the short wavelength 
branch of W(v) decreases more slowly, whereas at f  < 0 the 
long wavelength branch does. If the electronic excitation 
does not lead to the entangling of the normal coordinates, 
the quantity in eq 46 may become negative owing to only 
the vibrations of not very high frequencies: coth (%)dftn>c > 
v/% and (t>c <  03 c .

Similar expressions are also obtained when analyzing the

asymmetry of the envelope curve (Figures 2 and 3), but if 
the rearrangement of several intramolecular vibrations 
takes place it is necessary to analyze the relative strengths 
of the coupling of the electron with each of them.

In conclusion we should like to note that we did not at
tempt to describe in detail all possible types of transitions 
in the solution involving light absorption (i.e., all the possi
ble cases of the relations between the characteristic param
eters and also the processes involving the entangling of the 
normal coordinates) because of their very large variety.

However the approach suggested enables one to calcu
late, in principle, the shape of the absorption curve W(v) 
for any possible case in the framework of the model de
scribed. The importance of this approach is that it enables 
us to introduce in a natural manner the concepts of strong 
and weak coupling of the electronic subsystem with the 
medium and intramolecular vibrations and to derive both 
the Gaussian- and Lorenzian-type shape of the absorption 
curve (having structure or not). '  •

Thus, for example, if the reorganization of only one in
tramolecular degree of freedom of nonvarying frequency 
takes place, the values of three quantities are sufficient to 
describe the shape of the absorption curve. These quan
tities are:

(1) Am (The width of the absorption curve in the absence 
of reorganization of the intramolecular degrees, of free
dom.) Depending on the values of ßErm and,ßhwm (see eq 
14' and 20), the expression for Am may have different forms 
(see eq 14', 20, 20', and 22').

• (2) fto)c (where is the intramolecular frequency).
(3) Ac (the width of the intramolecular envelope curve). 

'Phis quantity's equal to Ac = huicqco for ß ftmc »  1 and to 
A,. = 2((̂ ft<mc(|co2fcT)1 /2 for ßhuc «  1).
’ /  Three: possible cases may take place depending on the 
rrfdjtions between these quantities: (a) Am «  ftajf «  Ac, (b) 
H o le «  A m  «  Ac, (c) f t « c «  A,: «  Am or A, «  h w c.

(a) If A ,,/« , ft co,. «  A,., the band reveals clearly the struc
ture and iratludes a large number of Gaussian- or Lorent- 
zian-shapld. -Sfiakima (depending on the strength of the 
coupling with-the medium) . The width of these'maxima is 
equal to Am, and their spacing is equal to ftcoc. Their.ampli
tudes decrease slowly in the characteristic energy interval 
of the order Af-(see, e.g., Figures 1-3 and 5).

(b) If ftcoc «  Am «  Ac, the band has no structure and
represents a Gaussian-type line of half-width Ac (see, e.g., 
Figure 4a and 6). (More precisely, only one maximum dom
inates, whereas the amplitudes of the other possfl&le-maxi
ma are negligibly small.) - v*'

(c) If ftcoc «  Ac «  Am or Ac «  ftcoc, the baftd also has no 
structure (in the same sense as above) anctrepresents a 
Gaussian- or Lorentzian-shaped line of widtfit Am depend
ing on the strength of coupling with the medium (see,..e.g., 
Figures 4, 7, and 8-10).
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The formation of eso]-  from its precursor, et~, has been investigated in the temperature range from —65 to 
60° C using a stroboscopic pulse radiolysis (SPR) system. The rate of formation of esor ,  measured at 600 
nm, and rate of decay of et~, measured at 1300 nm, are the same; the rate of decay of et-  is slower by as 
much as a factor of 2 when measured at 1050 nm. At 20°C the values of rsoi are 10.7 ±  1, 23 ±  2, S4 ±  3, and 
39 ±  5 psec for methanol, ethanol, 1-propanol, and 1-butanol, respectively. At 20°C rsoi is estimated to be 
less than 3 psec for H2O and D2O. In all of the alcohols tested there is a good correlation between rso| and 
the dielectric relaxation time, T2, for rotation of the molecules over a wide range of temperatures; this 
suggests that intermolecular hydrogen bonding does not limit the rate of electron solvation.

Introduction
Elections can be separated from their parent molecules 

by radiation or chemical techniques. These electrons will 
interact with solvent molecules and, in polar solvents, most 
of them will become trapped in a “ cage” of solvent mole
cules to form a relatively stable species, the solvated elec
tron, esor . 2 In polar solvents such as H2O, alcohols,' and 
ammonia, esor  is a well-established entity on theoretical 
and experimental grounds.3’4 There is also direct evidence 
that a precursor of esor  called the “ trapped” or “ < M p ^  
electron,2 et~, has been observed in cold glagses and’ liq- 
uids.5-14 As well, indirect evidence exist* rarom 
scavenging results that precursors of e3„i_ 2 take," 
early electron processes.16-19 <4̂ -, '■p ‘

Higashimura and his coworkers studied ^-irradiated ah; 
cohol glasses at 4 K and found a s.lawiSg nb|prption band’ 
which peaked at infrared
irreversibly toward blue wavelengths upph ^pnlStg
K. At the same time, the ESR line width'ii^bbses,.indicat
ing that the cavity around the electron decreases in size 
and that the electron is stabilized in a deepet trap.6 ? Pulse 
radiolysis of alcoholic glasses and liquid’s Shows that the 
disappearance of the infrared absorption is ¿accompanied 
concurrently by the appearance of the absorption band of 
esor .9-14 In addition to these experimental observations, 
theoretic® .calculations also support the concept of a par
tially stabilized electron, et~. In ethanol, Fueki et al.20 pre
dicted an optical absorption shift due to dipole orientation 
of solvent molecules around the electron; this shift was at 
least 70% ob'the observed value. Tachiya et al.21 have 
shown that excess electrons in a polar glass would initially 
be trapped in a relatively shallow preexisting trap, a partic
ular arrangement of the molecular dipoles forming a region 
of low potential energy for the electron. This model indi
cates that virtually all of the trapping sites would have 
energies less than 1 eV, well below the energy of the peak 
absorption of egor  (1.77 eV in ethanol22).

Photobleaching studies,6-8 pulse radiolysis studies,9-12 
and theoretical calculations20’21 indicate that molecular ori
entation, rather than thermal de- and retrapping of the 
electron, or tunneling of the electron from a shallow to a 
deep trap, is the probable mechanism for the solvation of 
et- . If this is the case, the amount of intermolecular hydro-

gen bonding should affect the rate of molecular reorienta
tion. The variation of the solvation rate with temperature 
should indicate whether hydrogen bonding hinders the mo
lecular reorientation process.

Several laboratories have made attempts to obtain the 
formation times of esor  in water and alcohols.11’13’23-27 
Using their stroboscopic pulse radiolysis system, Bronskill 

' ,et al.23» observed the usual absorption spectrum of esor ,  
j& bnd .estûh^ted that it was formed in less than 10 psec in 
** \tf£tpr ar® alcohols. Beck and Thomas24 used at'fast pulse 

radîblysi^systçm, tp obtain.’ ftte* formation* of e ^ -  in alco
hols;' vaîjœé, b f 2-5 and 50 psec were obtained for ethanol 
and 1-propaijol. Recently, Kenney-Wallace 'and Jonah25 
showed that in normal aliphatic alcohols, the formation 
time of bfoft increases with increasing chain lengt^Bjjp.- 

, fendale and Yardm an11 mpnit^red’ the formation' of.
indirectly jiy  observing the ®)hcu|teht decay of et-  at 1300 

.'..■•nm ip col<|, liquid alcohols,. (Jilles et al.13 observed the for», 
riiation of ¿¡¿f" in cool alcoh&s, and using thesdata of Bax- 

'! epdale anefWardman^extrapolated to find the formation *' 
‘ times of es„ r  at 294 K. In water.,’ .Kenneÿ-Wallace and 

ta lk er26 estimated that thé formation time of e ^ -  was less 
than 5.5 psec. Rentzepis et al.27 used a unique picosecond : 
mode-locked laser system where thtf 'electrons were pro
duced by the photoionization of a solute molecule. Their 
studies indicate that esor  is formed in water in about 2 
psec.

There were considerable discrepancies among the values 
for the formation times of esor :  for example, values from 
2-524 to 18 psec25 have been published for ethanol. Accu
rate measurements of the formation times are needed to 
elucidate the mechanism of the electron solvation process.
In particular, we have studied the formation of eaor  in 
H2O, D2O, ethylene glycol, and the first four normal alco
hols by observing the absorption signals from our pulse ra
diolysis system.

Experimental Section
The stroboscopic pulse radiolysis (SPR) system allows us 

to observe the formation and decay of transient species in 
the 350-psec time window between fine-structure electron 
pulses from the University of Toronto Linear Accelerator. 
The details of the SPR system are described else-
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Figure 1. Absorption spectra of the electron at 30 psec and 6  nsec 
in 1-propanol at — 12°C (261 K). For the 30-psec spectrum (•) , the 
absorbance is that produced by a single fine structure pulse, mea
sured at 30 psec after the midpoint of the pulse. The average dose
per fine structure pulse was ~220 rads. The solid line (------- ) was
drawn by hand through the points. The 6 -nsec spectrum (— ) was 
obtained with the facility described by Aldrich et al.29 Because the 
6 -nsec absorbance is the integrated absorbance of about 26 fine 
structure pulses, the 6 -nsec absorbance is larger than the 30-psec 
absorbance from a single fine structure pulse. The absorbance 
scale for the 6 -nsec spectrum is on the left side of the figure while 
the scale for the,30-psec spectrum is on the right side.

where,18’23,28'29 and the effect that some of these details 
have upon kinetics is described in the Appendix. The width 
of the fine-structure electron pulse depends upon the align
ment of the linear accelerator. This pulse width changes 
from run to run, and is checked each time by observing the 
formation of the absorption signal of eaq- .

Chemicals. The DzO was supplied by Chalk River Nucle
ar Laboratories, Atomic Energy of Canada Limited. The 
D2O contained less than 1% H20  and less than 10-4 M  of 
other impurities. Both D20  and once-distilled H20  were 
not degassed as it has been shown that dissolved oxygen 
has no effect on the yields or kinetics.23 Ethanol was ob
tained from Consolidated Alcohol Limited or from U.S. In
dustrial Co. and all other alcohols were certified reagent 
grade from Fisher Scientific Co. The alcohols were not pu
rified but were bubbled with argon gas (prepurified grade) 
from Canadian Anaesthetics Limited for at least 30 min be
fore use. In alcohols, tests showed that dissolved air de
creased the absorbance at 6 nsec by less than 10%, but left 
esor  yields and kinetics at picosecond times unaffected.

Variable Temperature Irradiation Cell. To prevent a 
buildup of long-lived irradiation products the solutions 
must be continually flowed through the irradiation cell. At 
room temperature this presents no special problem and 
cells with optical path lengths of 0.5,1, or 2 cm were used.

A specially constructed cell allowed us to vary the tem
perature at which the liquid was irradiated. A 1-cm irradia
tion cell was suspended inside an aluminum housing which 
had windows of Suprasil quartz to allow the electron beam 
and the analyzing light to reach the cell. A vacuum provid
ed thermal insulation between the aluminum housing and 
the cell.

The flowing liquid is first cooled by passage through a 
copper coil immersed in a bath of ethanol-dry ice mixture, 
and then hea'ted by passage through an externally heated 
length of copper tubing. The temperature of the liquid can

the middle of the pulse and the point at which the 30-psec spectrum 
of Figure 1 was calculated. The absorption signal is noisier at 1300 
nm because the germanium photodiode was used for this trace, 
whereas the more sensitive silicon photodiode was used for the 
other traces.

be varied from -6 5  to 45° C by this method, and by leaving 
the dry ice out of the cooling bath, temperatures of at least 
60°C can be reached. The temperature of the flowing liquid 
was sensed at the outlet of the cell by a temperature probe 
and converted to a voltage by a bridge circuit (Rosemount 
Engineering Co., platinum resistance temperature sensor, 
Model 146 MA, and linear bridge, Model 414L). The esti
mated error in the temperature measurement is less than 
1°C, although it should be noted that the electron beam 
heats the liquid by 3 or 4°C. All the temperatures quoted in 
this paper are those recorded during irradiation.

Signal Detection. In these experiments, solid state pho
todetectors were used to detect the picosecond absorption 
signals. In the wavelength range from 300 to 1100 nm a sili
con photodiode (United Detector Technology Inc., PIN-10) 
was used. This detector had a response time of 6 nsec into a 
50-fl load and a maximum quantum efficiency of ~90% at a 
wavelength of 900 nm. Observations have also been carried 
out at wavelengths as long as 1300 nm using a planar pas
sivated germanium photodiode (RCA Limited, Montreal). 
This detector had a response time of 10 nsec and a quan
tum efficiency of about 30% at 1300 nm. The time resolu
tion of the SPR system is not degraded by using this some
what slower photodetector.

Results
(1) Spectra, (a) H^O. As shown by Lam and Hunt14 the 

picosecond and microsecond absorption spectra of eaq~ are 
very similar. The absorption signal is formed in less than 10 
psec and does not f w or decay in 350 psec.23 There is no 
indication of a fast decay in the infrared which could be at
tributed to et- .

(b) Alcohols. Unlike H20, the absorption spectra in alco
hols change markedly with time. Baxendale and Ward- 
man11 observed nanosecond spectral shifts in cold alcohols 
and we find similar spectral changes in alcohols on a pi
cosecond timescale. A broad absorption band rising into in
frared wavelengths is formed very rapidly; Basendale and 
Wardman observed that it was completely formed by the
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end of their 5-nsec pulse and we find that it is formed with
in the 18-psec response time of the SPR system. We attrib
ute the infrared portion of the absorption band to electrons 
trapped in shallow potential wells. We have labeled these 
electrons trapped electrons, et_ , to differentiate them from 
esor ,  a fully relaxed electron which is presumably in a 
deeper potential well than et~. As et_ becomes solvated

the shape of the absorption spectrum evolves with time, as 
shown in Figure 1 for 1-propanol at —12°C (261 K). The 
30-psec spectrum changes to that of esof , as shown by the 
6-nsec spectrum. The 6-nsec spectrum peaks at 600 nm, 
compared to the value of 610 nm recorded by Dixon and 
Lopata30 at the same temperature. Our 6-nsec spectrum 
also has a shape similar to that measured for esoi_ at room 
temperature.22 The spectra of Figure 1 are typical of those 
found for the other normal alcohols that we studied.

Some of the picosecond kinetic absorption traces used to 
construct the 30-psec spectrum of Figure 1 are shown in 
Figure 2. At all wavelengths a portion of the absorption sig
nal (as indicated by the 30-psec spectrum of Figure 1) is 
formed rapidly within the fine structure pulse and then ei
ther grows or decays, depending upon the wavelength. At 
short wavelengths (<800 nm) the rapid formation of the 
signal is followed by a further growth which is complete in 
350 psec (500, 700 nm in Figure 2). The final signal is that 
of eSoi~- At long wavelengths (>1050 nm) the rapidly 
formed signal decays in 350 psec. At 1300 nm in Figure 2 
the absorption signal decays to its baseline and there is no 
indication of a contribution from esor .  At 1050 nm the sig
nal does not decay completely in 350 psec and has a small 
component apparently due to esor -  At intermediate wave
lengths the signals form quickly and then decay slowly. At 
900 nm in Figure 2, the signal is formed almost within the 
width of the fine structure pulse and then decays slowly in 
350 psec. The fast formation followed by a slower decay 
agree with the results of Hase et al.7 and Baxendale and 
Wardman.11 These complex kinetics are probably due to a 
shift in the spectrum of et_ as it relaxes into a deeper trap. 
A detailed analysis of the kinetics is difficult for wave
lengths between 800 and 1000 nm.

(2) Kinetics. The raw kinetic data are in the form of 
traces of percentage absorption vs. time, from which the 
absorbance, A(t), can be calculated. From traces where 
A(t) returns to its baseline it was found that A{t) follows 
first-order kinetics at 1050 and 1300 nm

A(t) = A(0) exp(-feti) (I)

and it was assumed that all of the solvation kinetics were 
first order at these wavelengths. The growth of the absorp
tion signal due to eaor  at wavelengths shorter than ~800 
nm was also first order, as determined from traces where 
the signal is completely formed in 350 psec. For wave
lengths less than ~800 nm, Alt) is conveniently given by

A(t) = A(c°)j(l -  a) + a [l -  exp(-fesoit)]) (II)

where A(c°) is the absorbance at infinite time (assuming no 
other reactions occur), (1 — a) is the fraction of the absorb
ance which is formed during the fine structure pulse of the 
accelerator, and a is the fraction of the absorbance which 
grows in with a rate constant, kso\.

Rate constants, kt and kso\, were calculated from semilog 
plots of absorbance vs. time. For these plots the tilt of the

Figure 3. Experimental data and calculated curves for the formation 
of esor .  For both H20  and 1-propanol the fine structure pulse shape 
was Gaussian with a <r of 4.4 psec (see Appendix). For H20  the for
mation time used was rSO| = 0 psec. For 1-propanol the absorption 
buildup followed eq II with tSOi = 28 psec and a  =  0.2.

baseline was determined from kinetic traces where the ab
sorbance returned to its baseline, but the position of the 
baseline was shifted until the semilog plot-was a straight 
line. The accuracy of individual rate constants determined 
from these plots was usually better than 20%, and in no 
case worse than 35%. .

For lifetimes, r = 1/k, shorter than about 20-psec kinet
ics could be altered by the 18-psec response time of the 
SPR system. For all traces with r < 20 psec and selected 
other traces a convolution technique (see Appendix) which 
accounted for this response time was used to calculate 
curves which could be compared to the experimental data, 
thus ensuring that the lifetime obtained from the semilog 
plot was correct.

(a) Formation Time of esor  in H20  and D20. The for
mation time, Tsoi = 1/fcsoi, of eaq~ is known to be very 
rapid,13'23’27 and in order to reduce the response time of the 
SPR system to a minimum, an irradiation cell with a path 
length of only 0.5 cm was used. As well, a narrow time 
range was studied so that the absorption buildup could be 
more closely examined.

According to Bronskill et al.23 and Aldrich et al.,18 the 
shape of the absorption signal is the convolution of the 
shape of the fine structure pulse, f(t), the desynchroniza
tion, d(f), between the electron beam and the slower light 
beam, and the function assumed for the concentration of 
the absorbing species, c(t). Details of this calculation are 
found in the Appendix. Beer’s law relates c(i) to the ab
sorbance, as given by eq II. The fine structure electron and 
Cerenkov light pulses were assumed to be Gaussian in 
shape and are convoluted together to give f(t), itself a 
Gaussian.32

f(t) = — —7= exp(—i 2/4o-2) (III)
2o"V 7T

in which it is the width of a fine-structure electron pulse.
The formation of esoi_ was observed at 600 and 700 nm 

in H20  and at 600 nm in D20 . A comparison between pre
dicted curves and experimental data (see Figure 3) showed 
the following: (1 ) the fíne structure pulse shape, f(t), is 
Gaussian or nearly Gaussian in general agreement with the
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Figure 4. (a) Arrhenius plot of the rate constant for the decay of e, 
measured at 1300 nm in methanol (• )  and 1-propanol (A ). The solid 
line for methanol is a least-squares fit of the data to the Arrhenius 
expression (eq IV). The solid line for 1-propanol is a least-squares fit 
of the data to the Cole-Davidson expression (eq V) with T0 — 73.5 
K. (b) Arrhenius plot of the rate constant for the decay of et mea
sured at 1300 nm in ethanol (■). The dashed line ( - - - )  is a least- 
squares fit to the Arrhenius expression (eq IV). The solid line (— ) is a 
least-squares fit to the Cole-Davidson expression (eq V) with T0 =  
73.5 K. The parameters of the curves in a and b are listed in the 
supplementary material.

results of Mavrogenes et al.;31 (2) the formation time, ts„i, 
of esor  in H20  and D2O is between 0 and 3 psec. Figure 3 
shows that the calculated curve for the absorption buildup 
(using a = 4.4 psec and tso 1 = 0 psec) agrees extremely well 
with the experimental data. It should be noted, however, 
that by using <1 = 4.0 psec, rsoi = 2.0 psec and a = 1, a curve 
nearly identical in shape with, but displaced to the right of, 
the curve in Figure 3 is generated. Unfortunately we do not 
have an accurate, absolute time marker and thus we cannot 
distinguish between these two cases. Finally, if a were to 
have a small value of 0.2, there would be a good fit between 
the calculated curves and the experimental data for values 
of tsoi as large as 10 psec. From our picosecond studies of 
H20 , there is no evidence for a short-lived absorption in 
the infrared due to the decay of et- ; thus we consider it 
most unlikely that tsoi could be more than a few picosec
onds.

(6) Alcohols. The rate constants for the decay of et_ and 
for the formation of esor ,  kt and kso\, respectively, are first

order at all wavelengths. They, are listed elsewhere; see the 
paragraph at the end of the text regarding supplementary 
material. At any given temperature kso] has the same value 
within experimental error at short wavelengths (400-800 
nm) as kt has at long wavelengths (1300 nm). At intermedi
ate wavelengths (900-1050 nm) kt is as much as 100% slow
er than the rate constants found in the other part of the 
spectrum, depending upon the alcohol studied and the 
temperature. We can accurately determine rate constants 
for decays of et_ whose lifetimes are longer than about 20 
psec since the response time of the SPR system with a 1-cm 
irradiation cell is 18 psec. Because there is such excellent 
agreement between the theoretical and observed formation 
of esor  in Figure 3 we can use the shape of the fine-struc
ture pulse to calculate a curve for the decay of et~. By 
matching the theoretical curves to the experimental data 
we can obtain lifetimes for the decay of et~ as short as 10 
psec with reasonable accuracy.

The kinetics of the decay of et_ at 1300 nm are the least 
ambiguous because the absorption signal always decays to 
the zero absorption level as there is no esor  absorption sig
nal. For this reason the kinetics of the decay of et_ at 1300 
nm are discussed first.

(i) 1300 nm. An Arrhenius plot of the rate, ku o f disap
pearance of et_ is shown in Figure 4a,b for methanol, etha
nol, and 1-propanol over a temperature range from —65 to 
60°C. The observed decay rates change by a factor ranging 
from 5 to 10 over this temperature range. At 20° C the 
values of r(et" ) 1 3 0 0  nm are 10.7 ±  1, 23 ±  2, and 34 ±  3 psec 
in methanol, ethanol, and 1-propanol, respectively. In Fig
ure 4a the line for methanol is a least-squares fit of the data 
to an Arrhenius expression

k = A exp(-EJRT) (IV)

while for 1-propanol the curve is a fit to a modification of 
eq IV due to Cole and Davidson.33

k = A exp(—EJR(T -  T0)) (V)

In this equation, T0 represents a glass transition tempera
ture. In agreement with dielectric relaxation data,33 a value 
of 73.5 K was chosen for Figure 4a. The least-squares fit for
1-propanol includes recent new data from Baxendale.34 In 
Figure 4b the dashed and solid lines are least-squares fits 
to Arrhenius and Cole-Davidson expressions, respectively.

(ii) 1050 nm. At 1050 nm the decay of the absorption sig
nal is similar to that seen at 1300 nm except that a compo
nent due to esor  may remain, depending upon the temper
ature and the particular liquid used. After accounting for 
this the data can be analyzed exactly like the data at 1300 
nm. As shown in the Arrhenius plot of Figure 5a,b the rate 
constants measured at 1050 nm in methanol, ethanol, 1- 
propanol, and 1-butanol are somewhat slower than those 
measured at 1300 nm. The analysis was done carefully and 
we feel that the differences are real and probably due to 
complex spectral shifts as et_ becomes solvated.35

(iii) 600 and 700 nm. The formation of esor  was studied 
at 600 and 700 nm. At 700 nm definitive values of rsoi could 
not usually be obtained because the fraction of the signal, 
a, of the slow formation of e80i-  was small (~0.2), but all of 
the data is consistent with eq II. In Figure 3 the absorption 
signal of esor  in 1-propanol is compared to the calculated 
curve using a = 0.2 and r90i = 28 psec. It should be noted 
that a wide range of values for rsoi (10-50 psec) is consis
tent with the experimental data.

A more accurate assessment of rsoi was obtained at 600
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nm at a variety of temperatures. At 600 nm a is larger and 
at cold temperatures a definite break can be seen between 
the fast (1 — a) and slow (a) components of the esor  ab
sorption signal. The rate constant, kso\, was calculated from 
the slow formation component and is plotted in Figure 5a,b 
for methanol, ethanol, 1-propanol, and 1-butanol. The 
curves are from the 1300 nm data and those of Figure 4a,b; 
there is a good agreement between the two sets of data at 
the different wavelengths.

(c) Formation Time of eso\~ in Ethylene Glycol. Because 
the signals were noisy accurate estimation of rsoi could not 
be made by observing the formation of esor  at 600 nm at 
room temperature. However, a signal due to et~ in ethylene 
glycol has been observed at 1000 nm by Lam and Hunt.14 
This signal decays at a rate faster than that for the decay of 
et~ in methanol and it is not possible to obtain an accurate 
rate constant even using a convolution technique.

However, we observe that at cold temperatures the rela
tive absorptions of et~ in the different alcohols are the 
same to within ~30%; these absorption yields are also near
ly independent of temperature provided a correction is 
made for the decay of the absorption during the fine struc
ture pulse. Thus if we assume that the absorption yields are 
the same in methanol and ethylene glycol we estimate that 
et~ decays twice as fast in ethylene glycol as in methanol. 
Our crude estimate for the formation time of esoi_ in ethyl
ene glycol is Tg0i = 5 ±  3 psec.

Discussion
We have been studying electron solvation in highly polar 

liquids that form large numbers of intermolecular H bonds. 
As a result, these liquids are highly associated and it has 
been suggested that pure ethanol-d, exists primarily as a 
solution of tetramers.36 From dielectric relaxation studies 
the activation energy, Ea, for H bond breakage ranges from
3.5 kcal/mol in methanol37 to 5.6 kcal/mol in 1-butanol.38 
From our data (Figures 4 and 5) the apparent activation 
energy for solvation ranges from 2 to 3.5 kcal/mol near 
room temperature. Thus the solvation process cannot be 
explained by H-bond breakage alone, nor by viscosity 
alone, as solvation occurs in alcoholic glasses at 77 K9-10’12 
where the viscosity is very large. Certainly, electron solva
tion cannot be explained by a single process, as an Arrhen
ius plot of our data and that of Baxendale34 shows a dis
tinct curvature. The dielectric relaxation for molecular 
rotation should perhaps show a good correlation with rsoi, 
which also involves molecular reorientation. However, 
there is a fundamental difference in the two processes; in 
dielectric relaxation the reorienting field is external to the 
medium while in electron solvation it is internal. Nonethe
less, Ihe dielectric relaxation time for molecular reorienta
tion corresponds rather well to the time required for elec
tron solvation.

As well a problem peculiar to ionizing radiation will be 
considered. The ions and electrons are not distributed ran
domly, but instead they are clustered along the tracks of 
the charged particles (spurs). A certain fraction of the ener
gy expended is not expressed in ionization, but instead as 
local “ hot spots” within the spurs. The effect of this tem
perature jump on the solvation processes will be estimated.

A. Temperature Jump. It was once thought that “ point- 
heat” or local heating effects could account for some of the 
chemical changes induced by radiation,39 but subsequent 
radiation chemical studies proved that ionization and exci-

Figure 5. Arrhenius plot of the rate constants for the decay of et_ 
(solid symbols, measured at 1050 nm) and for the formation of esor  
(open symbols, measured at 600 nm). The curves are from Figure
4a,b.

tation produce most of the chemical changes. In addition, it 
has been argued for low LET radiation where the energy is 
deposited in “ spurs” or “ blobs” , that the temperature rise 
would neither be high enough nor last long enough to sig
nificantly alter the reaction rates.40-41 However, since the 
solvation process has a rate constant of 1010 to 10n sec-1 
around room temperatures in the alcohols and takes place 
entirely in the spur, it is necessary to reconsider whether a 
temperature jump could affect the rate of solvation.

Following the theoretical analysis of Magee et al.40 and 
Mozumder,41 we can obtain an estimate of the temperature 
jump. If we assume that the ionizing radiation deposits its 
energy in a spherical spur of radius ro, the excess tempera
ture Tex(i) relaxes in time, t, as given by40-41

Tex(t) = ATj(l + 4Di/r02) - 3/2 e xp [-r2/(r02 + 4Di)]j
(VI)

where AT is the maximum temperature rise at the center of 
this spur and r is the distance from the center of the spur. 
The quantity D is the thermal diffusivity, given by

D = K/pCw (VII)
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Figure 6. The effects of a time dependent temperature jump, Tex(f), 
in altering the effective rate constant, k = 1/ r eff of et_ —► esor  in 
1-propanol at the center of the spur (r =  0 in eq VI). The effective 
lifetime, reff, is calculated from equation (X). The solid curve (— ) is 
calculated using Tex(f) =  0 (no temperature jump) and is the same
as the curves in Figures 4a and 5a. The curve (-------- ) is the effect
of Tex(f), given by eq VI, when the maximum temperature jump is 
AT = 56°C. The curve (-----) for Tex(f) shows the effect of neglect
ing thermal diffusion; this is an upper limit to the effect of the tem
perature jump.

where K  is the thermal conductivity, p is the density, and 
Cv the specific heat at constant volume. The maximum 
temperature rise at the center of the spur is therefore given 
by

AT = £ depAr3/2r03pCv (VIII)

where Edep is the energy deposited in the spur that be
comes heat. The time required for the excess temperature 
to drop to one-half of its original value is given by the solu
tion of

(1 + 4 Dt/r02)~3' 2 = 1/2 (IX)

which for 1-propanol (using K  = 1.409 X 10~3 J sec-1 cm-1 
K- 1) is 15 psec. Depending upon the temperature sensitivi
ty (apparent activation energy) of the reaction rates, a tem
perature jump could alter the rate of reactions, such as 
electron solvation, having reaction lifetimes from 10 to 100 
psec.

Let us now consider the effect of the temperature jump 
on reaction 1. The differential equation for the rate of dis
appearance of et-  is

d [er]/dt = —h[et_] (X)

where k, instead of being a constant as is usually the case, 
is now time dependent. If k shows an altered Arrhenius 
type temperature dependence of the Cole-Davidson type 
(eq V), the instantaneous value of k is given by combining 
eq V and VI

/ ? ( i ) = A e x p [ - £ / I i ( T - T o + T ex(t))] (XI)

where T is the ambient temperature.
A computer program was written to solve eq X  with a

time dependent rate constant given by eq XI. In order to 
compare reaction rates, an effective rate constant for the 
solution of eq X can be defined as keff = l /r eff, where reff is 
the time required for [et~] to be reduced to 1/e of its origi
nal value. Unfortunately, accurate values for the spur pa
rameters are not available because of the apparent dis
crepancies between the theoretical and observed decay of 
eaq_ in spurs.41'44 Mozumder41 has made an estimate of 
Edep — 30 eV and ro = 20 A in H20. Using these values in 
eq VIII, for 1-propanol the maximum temperature at the 
center of the spur is AT = 56°C, which would increase k 
considerably. This is illustrated in Figure 6, an Arrhenius 
plot of the effect of a 56°C temperature jump on the decay 
of et~ in 1-propanol. The lower curve is the one for 1-pro
panol used in Figures 4a and 5a. The middle curve is the ef
fective rate constant, kefi, for AT = 56°C. At room temper
ature feeff is ~50% greater than the rate constant for no 
temperature jump. Note that this suggests the formation 
time of esor  produced by an ionizing beam could be consid
erably faster than for esoi_ produced a photoionization pro
cess.27 The upper curve is a calculation using Tex(t) = AT 
= 56° C and is an upper limit to the effect of the tempera
ture jump, since Tex(f) < AT for all time'and space.

It should be pointed out that the spur theories do not 
agree with the observed spur decays,43 therefore the correc
tions to &Soi by the temperature jump might be incorrect. 
For example, Kupperman44 has recently suggested that the 
spatial distribution of eaq_ in the spur might be wrong. He 
estimates that the spur contains 6.7 ion pairs and has an 
initial radius, r.0, of 60 A. Using this data, Edep ~  95 eV, but 
the temperature jump is only —7°C; this temperature jump 
is so small that no corrections would be needed. Because of 
the uncertainty of the possible temperature jump correc
tion, no such correction was applied to the observed rate 
constants in this paper.

B. The Solvation Time of the Electron in Liquid Alco
hols. (a) Dielectric Relaxation. As background before con
sidering the solvation process in detail it is useful to discuss 
the theory of dielectric relaxation. On a molecular level 
these two phenomena are similar and it might be expected 
that rsoi should be correlated with one of the characteristic 
dielectric relaxation times.

When an electric field is applied to a dielectric medium, 
the resulting polarization is proportional to the dielectric 
constant, e. If the electric field is changing rapidly, the po
larization will lag behind the electric field and the dielec
tric constant now is a complex quantity. The imaginary 
part of e is the dielectric loss factor, t". Frequency regions 
where the dielectric losses are nonzero are called dispersion 
regions.

Dielectric relaxation measurements have shown that 
there are three distinct dispersion regions in the normal al
cohols for 1-propanol and its higher homologues.38’45 Only 
two distinct dispersion regions have been observed in 
methanol and ethanol.46’47 For each dispersion region, x, 
the real part of the dielectric constant, t', can be described 
by

«, = « - x - ( * o * - € . , ) / ( l  + a> W )  (XII)

where tx is the dielectric relaxation time in the region x. 
The dielectric constants, to* and f=>x, are the limiting low 
and high frequency dielectric constants in each region.

The longest dielectric relaxation time, t j , is the time re
quired for the breaking of intermolecular H bonds followed 
by reorientation of the liberated molecules. Most of the
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TABLE I: Picosecond Solvation Times in Electrons, 7 so[, in Alcohols and Water at 293 K

Theoretical estimates
Constant

Observed results , . charge'
—-------- ------------- Dielectric relaxation times r, = 7, Tr(0o = 80,

Tsoi = 1/^obsd T, Tj T3 (6oo,/e01) Umatmb J‘ ' ^  jV = 6 )"

h2o <3a 9.2C 0 .2 0 .2
2 b

Methanol 10.7 ± Ia 52d-£ 1 2 .6 ? 1.4d 9 3.5
Ethanol 23 ± 2" 191 d .f 16.4? 1 .6 d 30 8 . 6
1-Propanol 34 ± 3" 430" 2 2 " 2 .1 " 81 18
1-Butanol 39 ± 5a 670" 27" 2.4" 127

"This work. b Rentzepis et al, ref 27. CE. H. Grant, T. J. Buchanan, and H. F. Cook, J. C h em . P h ys ., 26, 156 (1957). 
d  Saxton et al, ref 46. e G . Barbenza, ref 37. /M . W. Sagal, J. C h em . P h y s ., 36, 2437 (1962 ).? Extrapolation from the data 
of Garg and Smyth, ref 38. h Garg and Smyth, ief 38. 'Calculated from the constant charge approximation (eq XIII) of ref 
48 and 49. / Wave packet model (see text) of Schiller and Vass, ref 53. k Semicontinuum model (see text) of Fueki et al., 
ref 54.
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Figure 7. Electron solvation times, rSO|, and dielectric relaxation 
times for molecular rotation, r2, vs. the number of carbon atoms in 
normal alcohols at 20°C. The values for rSOi at 1300 nm ( • )  and at 
600 nm (O) were obtained from this work while those at 514 nm (□) 
are from the work of Kenney-Wallace et al.26 The points (X) are di
electric relaxation times, r2, from Garg and Smyth,38 while the 
points (A) are values for t2 extrapolated from the data of Garg and 
Smyth.38
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Figure 8 . A Cole-Davidson plot of characteristic relaxation times in 
1-propanol over a temperature range of 60 to — 160°C. For r SO|, the 
solid points (A) are from this work and the open points (A) are from 
Baxendale.34 Curves are drawn through the dielectric relaxation data 
from ref 33, 37, and 50 for r 2 and 73  while r /  is the data for 
modified according to eq XIII. The data for the viscosity, q, from ref 
51 and 52 and uses the scale on the right side of the figure.

changes in the dielectric constant occur in the first disper
sion region which implies that most of the molecules must 
break intermolecular H bonds before they can rotate. The 
intermediate relaxation time, r2, is the time required to 
reorient a monomer in the liquid. The shortest time, 7 3 , is 
the reorientation time of OH dipoles.

When an electron is injected into a medium, the charge 
of the electron is thought to speed up the process of dielec
tric relaxation48’49 and a dielectric relaxation time, T , at 
constant charge (the “constant charge approximation”) is 
given by

Tx = Txt^x/e 0x (XIII)

where tx , e „ x , and toT have been previously defined. The 
possible effect of the “constant charge approximation” is 
particularly important for n; for the o t h e r  dispersion re
gions, CcoX/f()x changes tx by less than a factor of 2. Because 
the alcohols are strongly associative liquids36 it might be 
expected that rsoi and t \ should be correlated.

(6 ) C o m p a r is o n  o f  D i e l e c t r i c  T im e s  a n d  rsoi. The dielec
tric relaxation times, ri, 7 2 , 7 3 , and r / , are compared to rsoi 
in Table I for H20  and the first four primary alcohols. The

values of rt are much larger, and 73 much smaller, than rsoi, 
while 7 2 is similar to 7 so). As well, the modified dielectric re
laxation time 7 \ of Schiller48 and Mozumder49 (see eq 
XIII) corresponds closely to the observed 7soi for methanol 
and ethanol. However, the ratio, ri7rsoi increases as the 
number of carbon atoms in the alcohol also increases. 
Therefore, it appears that rsoi is not closely correlated to 
r\ \ for example, ri'/rsoi in 1-butanol is 3.4.

The close relationship between 7 2 and rsoi is emphasized 
in Figure 7, where rsoi and r2 are compared for a number of 
primary alcohols. The values of rsoi and r2 agree to within a 
factor of 1.5. The correlation between rsoi and 7 2 at differ
ent temperatures is shown in Figure 8 , in which the values 
of 7soi in our work and the work of Baxendale34 are plotted 
in a Cole-Davidson plot.33 As well, dielectric relaxation 
times33,37’50 7 i, 73  and 7 1 ', and the viscosity,5 1 ’52 q, are com
pared to 7 30i. This plot indicates that rsoi corresponds close
ly to 7 2 over the 215 K temperature range. The modified 
time, 7i', is considerably slower than rsoi, particularly at the 
lower temperatures. One should note as well that viscosity 
data are parallel to the 7soi data. Plots similar to Figure 8  

are obtained for methanol, ethanol, and 1 -butanol; there
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are similar correlations between r2 and tsoi over a wide 
range of temperatures.

The correspondence between t2 and raoi rather than t \ 
and rsoi implies that the large amount of intermolecular H 
bonding present in these alcohols does not play a large part 
in the process of electron solvation. It is possible that this 
correspondence is just a coincidence and that the theory of 
the constant charge modification to t \ is correct in princi
ple but not in its detailed application to the dynamics of 
solvation. It is more probable, however, that the intermo
lecular H bonds are broken very rapidly by the strong elec
tric field of the electron, and that the rotation of themole- 
cules limits the rates of the solvation processes. If this is 
true, the solvation time would be r2 (or possibly t 2 ' )  as the 
alcohol molecules reorient around the electron.

W a v e  P a c k e t  M o d e l . In this model by Schiller and 
Vass53 a moving electron polarizes the liquid to form a po
tential well in which the electron becomes self-trapped. 
The electron is described by a “roof’ shaped wave packet. 
Upper, fmb, and lower, fma, estimates for rsoi are combined 
to give the intermediate value (t mat mb)1/2, as listed in 
Table I. It can be seen that rsoi is always larger than 
(tmafmb) 1/3 but considering the approximations made in 
the model the agreement is rather good. In Table I of ref 53 
it can be seen that raoi and ( f m a i m b ) 1 /2  also agree to within a 
factor of 2-4 at colder temperatures except for methanol. 
Overall, this model predicts t s o i with reasonable accuracy.

T h e  F u e k i - F e n g - K e v a n  S e m ic o n t in u u m  M o d e l . In the 
Fueki-Feng-Kevan semicontinuum model54 the medium 
surrounding the electron is divided into a shell of N  ( N  =  4 
or 6 ) symmetrically oriented solvent molecules, and the 
molecules surrounding the first shell are treated as a con
tinuous dielectric medium. During solvation, the electron 
reorients the dipoles of the molecules in the first shell by a 
short-range charge dipole attractive potential and polarizes 
the surrounding medium by a long-range polarization po
tential.

An estimate of rsoi was made by calculating the relaxa
tion time, rr, for orientation of the dipoles in the first shell 
using the classical formulation of Debye.55 The rate of di
pole orientation is limited by the microscopic viscosity, r/, 
of the alcohol; in the model it is then assumed that ?j can be 
approximated by the microscopic viscosity.

The dipoles are originally oriented at an angle, 8(>, to the 
central electron. The times, rr, for dipole orientation are 
given in Table I for do = 80°. For methanol, ethanol, and
1 -propanol rr is faster than rsoi by factors of 5, 3, and 2, re
spectively. It should be noted that the two theoretical esti
mates, ( £ m a f m b ) 1 /2  and T r , are in very good agreement. In 
Figures 1-3 of ref 54 the temperature dependence of rr is 
compared to experimental data. The curves for 1-propanol 
fall on most of the data points and reproduce the form of 
the curvature shown in Figure 4a of this paper. The experi
mental data for methanol and ethanol do not fall on the 
curves for rr. In the case of methanol rr is much shorter 
than the experimental values of rsoi. In general the curves 
for rr predict the form of the temperature dependence ob
served for Tsoi but cannot as yet always predict the values 
of Tsoi- Modifications taking into account the change of cav
ity radius around the electron as the dipoles orient, and po
larization of the surrounding continuum do not appreciably 
alter the predictions of the semicontinuum model.56 It 
would seem to us that it is necessary to take into account 
dipole-dipole interactions before a better agreement be
tween theory and experiment can be reached.

Conclusions
(1) The excellent correlation between the rates of decay 

of et~ and of formation of esor  is strong evidence that et_ 
really is the immediate precursor of esoi~.

(2 ) The solvation time of the electron is not correlated 
with the dielectric relaxation times t i ,  for H bond break
age, and T3, for OH dipole rotation. When t \ is modified to 
account for the charge of the electron, the modified time, 
t i ' ,  agrees with t s o i for methanol and ethanol. However, t i '  

is considerably longer than t s o i  for the larger alcohols. This 
implies that the rate of electron solvation is not limited by 
the rate of H bond breakage.

(3) The dielectric relaxation time for molecular rotation, 
t 2, shows a very good correspondence to t s o i  over a wide 
range of temperatures for the alcohols. Thus molecular re
orientation, rather than thermal de- and retrapping or 
trap-to-trap tunneling of the electron, appears to be the 
mechanism of electron solvation.
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Appendix
Because the kinetics that were studied were very rapid it 

was necessary to be able to compare our experimental re
sults with theoretical calculations which take into account 
the complexities of the SPR system. To do this computer 
programs, similar in principle to those previously used, 18 

were written to generate theoretical curves of optical ab
sorption vs. time which could be directly compared to our 
picosecond kinetic traces.

In these calculations the total response function (the fine 
structure pulse s h a p e , s(£)) of the SPR system is generated 
from the individual system response functions and then 
convoluted57 with the radiation chemistry that occurs in 
the cell, the result being the radiation chemical response 
function of the SPR system to a single fine structure elec
tron pulse (the fine structure pulse chemical r e s p o n s e  
function, r(i)). Because the electron macropulse consists of 
a train of fine structure pulses, the overall absorption is the 
sum of the absorptions of the fine structure pulses, each of 
which is a different age. To generate the overall response of 
the system the individual fine structure pulses response 
functions must, except under certain circumstances (see 
below), be appropriately summed.

Several factors contribute to the fine structure pulse 
shape but some of these are not important. The dose deliv
ered to the sample was previously assumed to vary linearly 
from 1 .2  to 0 .8  (in relative units) from the front to the back 
of the cell. 18 It was found that this dose distribution was in-
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distinguishable from a uniform dose distribution and 
therefore the latter was routinely used. The electronic re
sponse time, Tele» depends upon the scanning rate of the 
light delay mirrors and the smoothing circuit time con
stant. 18,23 Generally, reieC is less than the equivalent of 2 

psec and for particularly sensitive experiments, such as the 
formation of eaq~, Teiec was reduced zo  the completely negli
gible value of 0.3 psec.

The important contributions to the fine structure pulse 
shape are as follows.

(1) The electron distribution is assumed to be a Gaussian 
of the form exp(—t 2/2 a2).

(2) T h e  C eren kov  analyzing ligh t pu lses are p rod u ced  by  
the electron  pu lses and thus have the sam e shape. W h en  
the tw o G aussians are con v o lu ted  the a2 ad d  and the co m 
b in ed  response fu n ction  is also G aussian. W e  shall refer to  
this fu n ction  as the f in e  structure pulse fu n ction

f(t) = — ~ z =  exp.(—t2/4cr2) (XIV)
2<rv 7r

as shown in Figure 9.
(3) A photon takes T ' psec longer than an electron to tra

verse the sample. This “desynchronization time” is

T ' =  ( n -  l ) { l/ c )  (XV)

where n  is the index of refraction of the sample, l the path 
length of the sample, and c the speed of light. For water in 
a 2-cm cell T '  =  22 psec. Thus an instantaneous event is 
spread out to one over T ' psec. The d e s y n c h r o n iz a t io n  re
sponse function is:

d(t) = 1  o < t < r  (xvi)

= o t >  v

This function is also shown in Figure 9.
The response functions f(f) and d(i) can now be convo

luted together to give the fine structure pulse s h a p e  s( t )  as 
shown in Figure 9. The function s(i) can now be combined 
with the c h e m ic a l  response to irradiation c(i) to give the 
overall r e s p o n s e  to a single fine structure pulse, r(i), also 
shown in Figure 9. The chemical response function c(f) is 
merely the concentration of the observed species as a func
tion of time. For example, for a simple first-order decay of 
a species A the concentration of A at any given time is

[A(t)] = [A(0)] expi - k t )  (XVII)

Thus the chemical response function is

c(t) = c(0) exp\—k t )  (XVIII)

A distinct advantage of this technique over the one we pre
viously used is that the function c(f) need not be exponen
tial. The differential equations for the concentrations of 
the appropriate species can always be solved numerically, 
thus c(f) and r(i) can be generated for any arbitrary chemi
cal system.

The electron macropulse from the University of Toronto 
Linear Accelerator consists of a series of fine structure elec
tron pulses, spaced 350 psec apart, which generate the ab
sorbing species in the sample cell and the Cerenkov analyz
ing light by which these species are observed, as shown in 
Figure 2 of ref 18. To obtain the true absorption signal it is 
necessary to sum the concentrations of the absorbing prod
ucts and to account for the delay of the analyzing light 
flashes. However, in order to determine rate constants it 
was not necessary to do this summation, since we observed

Figure 9. (a) The fine structure electron-Cerenkov pulse shape, f(f), 
with a =  4.0 psec, convoluted with the desynchronization response 
function, d(f), for a 1-cm irradiation cell (T =  12 psec) to give the 
fine structure pulse shape, s(f). (b) The fine structure pulse shape, 
s(f), convoluted with the chemical response function, c(f), for a first- 
order decay to give the total response to a single fine structure 
pulse.

first-order kinetics (see eq I) and the sum of a number of 
exponentials having the same lifetime is still an exponen
tial. It should also be noted that the shape of the absorp
tion buildup is not affected by the summation.

Rate constants were obtained from semilog plots of ab
sorption (or absorbance) vs. time. Although the 10-90% r e 
s p o n s e  time of the SPR system is about 18 psec with a
1 -cm path length irradiation cell, the time r e s o lu t io n  is 
somewhat less and depends upon the width of the fine 
structure pulse. 18 This width is related to a  in eq III and 
XIV .32 A value of a was obtained from the shape of the ab
sorption buildup of eaq~. For values of t  less than 20 psec, a 
and r were used to calculate r(f) which was then compared 
to the experimental data. Using this technique we could 
obtain accurate values for r as short as 1 0  psec.

S u p p le m e n ta r y  M a te r ia l  A v a ila b le . The rate constants 
for the decay of et_ and for the formation of esoi~ illus
trated in Figures 4 and 5, and the parameters of the curves 
in Figures 4 and 5 will appear following these pages in the 
microfilm edition of this volume of the journal. Photo
copies of the supplementary material from this paper only 
or microfiche (105 X 148, 24X reduction, negatives) con
taining all of the supplementary material for the papers in 
this issue may be obtained from the Business Office, Books 
and Journals Division, American Chemical Society, 1155 
16th St., N.W., Washington, D.C. 20036. Remit check or 
money order for $4.50 for photocopy or $2.50 for micro
fiche, referring to code number JPC-75-2835.
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Discussion
L. Kevan . (X) How well do the electron decay times in the in

frared correlate with the electron growth times in the visible? Does 
extension of the initial infrared band of the partially solvated elec
tron into the visible cause problems in evaluating the growth ki
netics?

(2) Fueki, Feng, and Kevan’s calculations of electron solvation 
times only include molecular dipole rotation without specifically 
considering H-bond breaking, yet the calculations are in good 
agreement with your results. The important point seems to be that 
the calculation reproduces the non-Arrhenius temperature depen
dence without including H-bond breaking. Does this affect your 
inclusion of H-bond breaking?

J. HUNT. (1) In the main text of this paper, a figure compares 
the observed decay of et~ at 1300 and 1050 nm and the formation 
time of e8oj-  at 600 nm. These values at 1300 and 600 nm are quite 
comparable. At 1050 nm the observed values are about 30% slower. 
We were .expecting larger differences between 1300 and 600 nm, as 
the peak of the spectrum shifted from infrared to visible wave
lengths; This is not observed.

(2) I agree that Fueki, Feng, and Kevan do not specifically men
tion it in their theory, but the formulation implies that the bulk 
viscosity 77 of the solvent is limited by the H-bond breakage. I feel 
that the rotation of the molecules around the electron must also be 
considered, particularly around room temperature.

J. Chase. I would like to point out that there is some evidence 
from the work of Higashimura et al. for an intermediate species of 
partially trapped electrons. When -^irradiated ethanol glass is 
warmed slowly from 4 to 77 K the absorption spectrum shows a se
ries of “bumps” as it shifts from that of et~ to that of eaor . These 
“bumps” are attributed to electrons in various states of solvation. 
The photobleaching studies carried out at 4 K clearly showed an 
intermediate electron species peaking at about 1000 nm. An inter
mediate species might be expected to have somewhat different ki
netics and this could account for the fact that the rate of solvation 
observed at 1050 nm is slightly slower than the rates at 600 and 
1300 nm.

R. HOLROYD. In the alcohols is there a formation of the solvat
ed electron occurring fast within the time resolution of your appa
ratus?

J. HUNT. You are correct that the process
* . o l

e_ — ► e80i

is faster than the ~18 psec time response of the system, i.e., the 
value of rSoi = 9.6 psec for methanol. These values were obtained 
by comparing the H2O formation times, making use of the time 
desynchronism for a 1 cm cell, a Gaussian distribution for the elec
tron micropulse (a = 4.4 psec) and an identical pulse width for the 
Cerenkov light pulse. These factors were convoluted to obtain an 
excellent agreement to the data in water. Then the same factors 
were convoluted with first-order decay of eBOr  in methanol at 1300 
nm. The curve which agrees best with the observed absorption sig
nals, both in shape and amplitude, was used to obtain the r8„] 
values.

B. WEBSTER. Concerning the relaxation time, are we referring 
to macroscopic relaxation ~10-10 sec or microscopic times. For the 
alcohols there are at least three relaxation times observed corre
sponding for example to molecular rotation and O-H bond motion. 
The development of theoretical models must allow for the time 
scale of events. Statistical fluctuations will give rise to shallow 
traps in the liquid at early times, prior to say ~10~12 sec.

J. Hu n t . I agree with this comment that three relaxations have 
been observed in dielectric relaxation studies. Therefore three dif
ferent trap depths could also be envisioned. At the present time, 
only one shallow trap has been observed in alcohols, and until fast 
pulse radiolysis studies at 4 K have been done, we will not know 
whether intermediate traps will also occur.

R. CATTERALL. The attempt to identify different solvation 
steps for electrons during the solvation process is surely oversim
plifying the matter. If the initial trapping site is a fortuitous, sta
tistically controlled, inhomogeneity in the liquid, the relaxation of 
this site to the deep solvated electron should surely be a nearly 
continuous process rather than a stepwise one. In this context it is 
important to remember that the relaxation of several different 
molecules is involved.
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J. Hunt . Your point is quite valid, since several molecules 
should be considered as they relax around the electron. However, 
when different well-spaced relaxations are considered, quite differ
ent processes are expected as the electrons relax from eqllasj free —► 
e„,,p —*■ esor  as mentioned above. At the present time, only the lat
ter processes are observed.

J. JORTNER. Regarding the interpretation of your detailed ex
perimental data on the relaxation of the “initially” trapped elec
tron to the normal solvated state, there is an interesting theoreti
cal problem regarding the roles of short-range and long-range reor
ganization of the medium. In the theoretical studies of the energet
ics of solvated electrons we separate the short-range interactions 
with the first coordination layer from long-range dipolar interac
tions, which as N. Kestner has discussed, persist at least to dis
tances exceeding 100 A for the trapping center. I thought at one 
time that the long-range dipolar polarization field relaxes faster 
than the short-range structure, as the former is related to r2 (rota
tional relaxation) while the former is related to n. However, your 
data indicate that the experimental solvation time is ~'r2, where
upon short-range configurational changes in a strong electric field 
result in an enhanced breaking of hydrogen bonding, as compared 
to the situation in the norfiifil liquid.

J. Hunt. As you suggest, there might be some conflict between 
the short-range and long-range dipole interaction, particularly in 
the early events in the relaxation process, tj and r2, for the H-bond 
breakage and molecular rotation, respectively. The fair agreement 
between r2 and the observed formation suggest that molecular 
rotation limits the formation times of esor . However, we must be 
careful about making large claims about the relationship between 
T2 in different solutions, since different models (i.e., Shiller and 
Vass, and Fueki et al) both indicate a similar curved Arrhenius 
plot. Therefore, there is fair agreement between the observed and 
theoretical data.

J. JORTNER. I would like to comment on your definition of a 
“dry” electron, which is somewhat misleading, as far as electrons 
in fluids are concerned. In this context we have to consider two 
physical aspects of the problem, the electron-medium interaction 
and the configurational changes in the solvent induced by the ex
cess electron. Your “dry” electron does not modify the solvent 
structure but does interact with the solvent. This is what we have 
referred to as the “quasi-free” excess electron state. In liquid Ar 
the electron remains “quasi-free” but the energetics is drastically 
modified and it is inappropriate to refer to the electron as “dry”.

J. Hu n t . I totally agree with Dr. Jortner’s comment regarding 
the interactions between electrons and the medium. However, I 
have lumped all of the electrons ej,,,, ethermai> *-subex> ®quasi-free> and 
®mobile together as ejry, in order to differentiate them from et~. In 
the literature, the definition of ejry is purposely very vague; it is 
just an operational definition in an attempt to explain the fast 
electron scavenging process. At the present time the reactions 
might occur in any of the general ejry groups.

N. KLASSEN. I propose a search for weakly trapped electrons in 
water which are transformed into deeply trapped electrons. In the 
pulsa radiolysis of LiCl-H20 glass at 76 K the initial spectrum of 
et~ has considerable intensity at 900 nm but this absorption, on 
the high wavelength side of the spectrum, decays on a time scale in 
which no change is observed at Amax (625 nm), i.e., the trapped 
electrons which absorb at 900 nm do not become deeply trapped.

J. HUNT. Our data indicate that, in alcohols, the electrons in the 
infrared wavelength band decrease as the visible band increases. I 
believe that the process is very complex in glasses. For example, 
Hase et al., J. Chem. Phys., 57, 1039 (1972), has found a lower 
yield of electrons when the sample was warmed slowly from 77 K. 
When the sample was warmed quickly, the yield of electrons are 
constant. During this time, the infrared absorption band (et) was 
shifted to visible wavelengths (esor ) in agreement with our picose
cond studies.
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Pulse Radiolysis Study of Solvated Electrons in Water-Ethanol Glasses at 76 K. 
Structure of the First Solvation Shell around the Electron
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The initial spectrum of the trapped electron at <200 nsec in anhydrous C2D5OD glasses at 76 K has Amax 
~1300 nm and shifts with time to a stable position near 540 nm. The presence of water in C2D5OD-D2O 
glass causes a large increase in the visible portion and a decrease in the infrared portion of the initial spec
trum, suggesting that the initial time scale for the solvation process is more rapid when a water molecule is 
in the first solvation shell of the electron, or that water induces specific structural arrangements of shallow 
trapping molecular configurations. From the effect of water on the spectra, a simple analysis indicates that 
there are four molecules in the average first solvation shell of the electron.

Introduction
Solvated electrons are stably trapped in glassy ethanol at 

77 K and have a broad structureless absorption band peak
ing at 540 nm. 1 If 10-20 mol % of water is added to the eth
anol, the absorption band remains structureless but its 
maximum shifts slightly (10-15 nm) toward the red. So the 
effect of water on the stable spectra of trapped electrons in 
alcohols is small. Transient spectra of partially solvated 
electrons in ethanol and deuterated ethanol glasses have 
been observed by pulse radiolysis at 76 K. The “initial” 
spectra at 2 0 0  nsec after the start of an ionizing electron 
pulse show a broad structureless absorption band peaking 
near 1300 nm.2 These spectra shift to the stable spectra 
peaking at 540 nm on a microsecond to millisecond time 
scale. This spectral change reflects the reorientation of sur
rounding molecular or bond dipoles around the electron in 
the process of solvation. Some structure seems to be 
present in the partially relaxed spectra which may result 
from specific geometrical orientations of the first solvation 
shell molecules.

In this work we find that the presence of 10-20 mol % of 
water in an ethanol glass has a dramatic effect on the “ini
tial” spectrum of the trapped electron, suggesting that the 
time scale for the solvation process is more rapid when a 
water molecule is in the first solvation shell of the electron 
or that water induces specific structural arrangements of 
shallow trapping molecular configurations.

One unknown in the electron solvation process and in 
the structure of the solvated electron is the number of alco
hol molecules in the first solvation shell. An analysis of the 
water effect on the electron spectra mentioned above al
lows one to obtain an estimate of this number.

Experimental Section
Anhydrous C2H5OD and C2D5OD from Merck Sharpe 

and Dohme and D2O from Stohler Isotope Chemicals were 
used as received. All samples were degassed several times 
by the freeze-pump-thaw method, pumped on at 195 K, 
and distilled into a Suprasil irradiation cell before being 
sealed off. The experimental technique and pulse radiolysis 
apparatus have been described.2 A linear accelerator pro
duced 40- to 130-nsec pulses of 35-MeV electrons at 3-12 
krad per pulse. Spectra were measured at 76 K in cooled 
liquid nitrogen.

Results and Discussion
Figure 1 shows the effect of water on the “initial” spectra 

of trapped electrons in ethanol glass measured 130 nsec 
after the start of a 100-nsec pulse. Although deuterated 
ethanol is used, previous results2 demonstrate that the 
same behavior is expected in protiated systems. In anhy
drous ethanol the spectrum is structureless with a long tail 
toward higher energy. When water is added, definite struc
ture is seen in the spectra which appears to be approxi
mately characterized by an additional band in the 600- 
800-nm region. All of the spectra in Figure 1 change with 
time until they reach about the same stable, structureless 
absorption with a maximum near 540 nm. To test whether 
the “initial” spectra shown in Figure 1 were really “initial”, 
a 40-nsec pulse was used. Changes of less than 1 0 % were 
seen in the 700-1400-nm range in the C2D5OD + 1 1  mol % 
D20  mixture over the period 60 nsec to 160 nsec after the 
start of the 40-nsec pulse. Thus, there does not appear to 
be a more rapid relaxation process taking place in the etha
nol-water mixtures than in pure ethanol.

The different spectra in Figure 1  appear to be “initial” 
and decay little over the first 2 0 0  nsec after the start of a 
pulse, but then all decay to the same final spectrum. Figure 
2  shows that the rate of spectral shift, as studied by decay 
at A >1300 nm is quite similar in anhydrous ethanol and 
ethanol-water mixtures. However, there still could be a 
phase of initial rapid relaxation for an electron with at least 
one water molecule in its first solvation shell that occurs 
before our earliest observation and which does not occur 
for electrons with only ethanol molecules in their first sol
vation shell.

The structure in the spectra seems to imply that the dis
tribution of shallow trapping, molecular configurations is 
altered by addition of water to ethanol. The addition of 
water to ethanol does result in structural reordering of the 
hydrogen bonds as revealed by a variety of physical mea
surements, but the specific structural configurations re
main unknown.3 It appears that an electron with at least 
one water molecule in its first solvation shell has an initial 
absorption farther toward the visible than does an electron 
surrounded only by ethanol molecules. Below, an analysis 
is given which suggests that there are four molecules (etha
nol and/or water) in the first solvation shell of the electron.

If the spectrum at >1300 nm represents et_ with no
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Figure 1. Initial spectra of trapped electrons in C2D5OD and 
C2D5OD-D20  glasses at 76 K measured 130 nsec after the start of 
a 1 0 0 -nsec pulse.

Figure 2. Decay of trapped electron absorption in the infrared for 
C2H5OD and 89 mol % C2D50D -D 20  glasses at 76 K.

water molecules in its first solvation shell, it appears possi
ble to calculate the number of ethanol molecules in the first 
solvation shell by use of the information in Figure 1. The 
calculation involves the following assumptions: (i) trapped 
electrons in a configuration containing a water molecule in 
the first solvation shell do not absorb at >1300 nm; (ii) 
each molecule has an equal chance of being in the first sol
vation shell of a molecular configuration that stabilizes an 
electron. Then, the absorption at >1300 nm decreases lin
early with the probability that the first solvation shell of n  
molecules does not contain a water molecule. Figure 3 
shows the predicted linear decrease at 1300 and 1670 nm. 
The probability that the first solvation shell contains n a al
cohol molecules and rcw = n — n a water molecules, given 
that there are n  molecules in the first solvation shell, is

P W = - ^ X " * ( 1 - X ) " -  (i)
n a.Tiw

where X  is the mole fraction of water.4 From this we calcu
late the probabilities for n  =  3, 4, 5 at the water mole frac
tions of 0.11 and 0.2. The probabilities for n a = n  are 
shown in Figure 3 where the vertical coordinate is given by 
(G e )\  for each water mole fraction. The fit indicates that 
the first solvation shell contains an average of four mole-

Figure 3. Plot of (Gc)x for trapped electrons at different mole per
cent D20  in C2D5OD glass vs. the probability that all n molecules In 
the first solvation shell are ethanol molecules. Points are calculated 
for n =  3, 4, and 5 as Indicated. The best fit for n =  4 indicates four 
molecules in the first solvation shell of et- . See text for details.

cules per shell. This result supports theoretical calculations 
in which the first solvation shell of a trapped electron is 
often assumed to consist of four point dipoles arranged te- 
trahedrally.5 Although the assumptions in this calculation 
may be criticized, we feel that the method is potentially 
useful until better experimental estimates of n  in alcohol 
glasses become available. Analysis of electron spin-echo 
modulation shows promise of providing such information 
in the future.6’7
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Discussion
R. CATTERALL. I would like to draw attention to the considera

bly greater asymmetry of the optical absorption band of the “part
ly solvated” electron relative to the “fully solvated” electron. Also 
in the spectra of EtOH irradiated at 4 K, the high-energy tail is 
much more pronounced than in the fully relaxed spectrum ob
tained after thermal annealing at 77 K.

J. JORTNER. I would like to make two comments.
(1) Your experiment on the water-ethanol mixtures establishes 

that a trapping center containing water molecule(s) does not ab
sorb at 13000 A on a time scale of ~200 nsec. This observation can

The Journal of Physical Chemistry, Vol. 79, No. 26, 1975



2848 J. Belloni, M. Clerc, P. Goujon, and E. Saito

not distinguish between two possibilities. Either a preexisting trap 
containing H2O does not absorb in the above range, or the rota
tional relaxation time of H2O is faster than that of C2H5OH. One 
has to probe shorter time scales to establish this point.

(2) I would like to raise the question of the nature of the preex
isting traps in polar glasses and in polar liquids. Obviously, in a 
glass we have a distribution of local potentials while in the liquid 
rotational fluctuations will result in essentially the same effect. In 
your language this corresponds to an electron moving in a “rough” 
potential. To be more precise, such a situation corresponds to the 
Anderson problem of an electron moving in a fluctuating potential. 
Only when the energetic spread of the potentials exceeds a certain 
“critical” value, relative to the band width, will localization occur. 
Thus the potential not only has to be “rough” but must also exhib
it a large spatial energetic spread.

L. KEVAN. (1) We did try to distinguish these two possibilities 
by looking at shorter times. With a 40-nsec pulse there is little 
change in the spectra in Figure 1 for the first 200 nsec after the 
start of the pulse and then all of the spectra with various mole 
fractions of water begin to shift on about the same time scale to 
nearly the same final spectrum. On this basis we think that the 
“initial” spectra presented are initial and characteristic of differ
ent types of solvation shells for the electron.

.(2) Yes, the “rough” potential I speak of corresponds to a 
spread of potentials both energetically and spatially. However, we 
still have no real understanding of the initial localization process 
of an electron in this “rough” potential. Perhaps it is mainly due to 
strong scattering events and perhaps resonance capture interac
tions are important for certain energy ranges.

S. A. RICE. Have electron scavengers been added to glassy etha
nol to discover whether the infrared absorption is characteristic of 
electron-geminate cation pairs?

L. KEVAN. No scavenger experiments have been done in the 
ethanol-water glasses in these experiments. In earlier work (L. 
Kevan, J. Chem. Phys., 56, 838 (1972)) we did add biphenyl as a

scavenger. There the intensity of the electron band was decreased 
because some of the electrons were scavenged, but the shape and 
time profile of the infrared absorption did not change.

M. NEWTON. How did you simulate the original solvent configu
ration for the partially solvated electron? Is it not surprising that 
further solvation leads to an increase in the effective radius for the 
dipolar interaction?

L. KEVAN. This question refers to our study of average distance 
changes in the process or solvation (H. Hase et al., J. Chem. Phys., 
62, 985 (1975)). We did not have to assume any particular solvent 
configuration for the partially solvated electron. We simply simu
lated the matrix ENDOR line for these electrons. Further solva
tion leads to an increase in the average distance between the elec
tron and the CH matrix protons, i.e., those protons that do not 
overlap significantly with the electron wave function. The CH di
pole has its H end negative so as solvation proceeds the H end of 
the CH dipole moves slightly away from the electon. The OH pro
tons in alcohol matrices have opposite polarity and probably move 
the other way. We do not obtain direct information about the OH 
protons from matrix ENDOR, because there is enough isotropic 
hyperfine coupling to these protons to move their ENDOR signal 
away from the free proton frequency where the matrix ENDOR 
signal appears.

N. R. KESTNER. Is your experiment simply sampling initially 
only those sites which already contain one water molecule or do 
you think you see those species in which the electron drags one 
water molecule into the first coordination layer? How can one be 
sure which is correct?

L. KEVAN. We have assumed that the experiment samples those 
electrons which already have a water molecule in the first solvation 
shell from statistical considerations. In a glassy matrix of high 
macroscopic viscosity, such as we have, we do not think that the 
electron will exert much “drag” on water molecules outside the 
first or perhaps the second solvation shell, especially when the 
other molecules (ethanol) are also strongly polar.

Solvation Time of Electrons in Liquid Ammonia
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The phenomenon of solvation of an electron depends either on the presence of preexisting positive poten
tial wells and/or on the orientation of the surrounding molecules by the field arising from the electron’s 
charge. In our studies we have tried to evaluate the solvation time for an excess electron in liquid ammonia 
at low temperature (—50°C).

The experiment consists of exciting a K-NH3 solution by 
a picosecond laser pulse in the absorption band of the sol
vated electron present, and determining the time of the 
whole process of detrapping and recovering of the initial 
absorbance.

' Laboratoire de Physico-chimie des Rayonnements, Associéan 
CNRS, 91605 Ordy.

1 DGI-SEPCP, CEN Saclay.

We used a dye laser (Rhodamine 6 G) pumped by an 
abrasive lamp, producing a 1.5-psec train consisting of 300 
to 400 pulses, each of 5 to 10 psec and separated by 4-nsec 
intervals. The wavelength of the beam is 610 nm and the 
intensity is ~ 2  X 1 0 14 photons per pulse.

The analyzing light (xenon lamp) and the laser beam fall 
on the 1  mm cell with almost the same incident angle but 
adjusted so that the laser beam does not fall on the spectro
graph slit (Figure 1). The K-NH:l solutions were in the con-
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Figure 1. Schematic representation of the experimental setup: (L) 
dye laser; (P) photodiode; (M1t M2, M3) mirrors; (X) xenon lamp; (c) 
cell, optical pathlength 1 mm; (S) spectrograph; (SC) streak camera.

■---------1-------
1 00 ps

Figure 2. Bleaching of the solvated electron In liquid NH3 (—50°C).

centration range 10~ 3 to 1 0 - 2  M . The resolution of the 
spectrograph allowed us to observe the wavelength range 
610-630 nm. The variation of absorbance with time was 
followed by ultrafast spectroscopy using a picosecond 
streak camera. The highest scanning rate was 125 psec/cm 
corresponding to a resolved time of 5 psec.

Although we have not been able to avoid successive re
flections of the laser beam on the thick walls of the cell, the 
main observation derived from these experiments is that 
the transient transparency due to bleaching and recovering 
of the initial absorbance lasts no longer than the pulse it
self. Supposing that the bleaching process is much shorter 
than that of solvation, we conclude that the solvation time 
of electrons in liquid NH3 at — 50° C is <5 psec (Figure 2 ).

This result is discussed in relation to macroscopic and 
microscopic dielectric relaxation times in liquid ammonia 
and compared to recent data in other solvants, mainly alco
hols.

Discussion
U. SCHINDEWOLF. I would like to raise the question about the 

process you are observing: by excitation with about 600-nm light 
you might go to the 2p, 3p, 4p,. . .  state with dipole orientation or 
structure of the ground state. So I would suppose you observe the 
relaxation back to the ground state, rather than that of solvation, 
because with the light energy you apply an electron probably can
not be kicked out of its solvation shell.

J. Jortn er . Optical excitation of the solvated electron band 
can result in two major types of subsequent relaxation processes, 
depending on the excitation energy, (a) Excitation of a bound- 
bound transition, e.g., Is -* 2p will result in multiphonon nonradi- 
ative relaxation within the single trapping center, (b) Excitation 
above the threshold for ionization will result in a quasi-free elec
tron which will then, be localized. The present experiments corre
spond to case b, as the excitation energy is 2.0 eV (i.e., 6100 A).

J. Belloni. I agree that the energy of the exciting photons is 
high enough to excite the transition to the continuum. It is likely 
that in this region of the spectrum the time to recover absorption 
corresponds to a complete solvation time instead of observations at 
about 1000 nm where solvation could be only a partial one (work 
from Bell Laboratories),
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Experimental studies are presented here for time and wavelength resolved optical bleaching of the 1.5-p 
solvated electron absorption band in liquid ammonia by 1.06-^ single pulses of ~6 psec duration, and for 
electron localization in methylamine following photoionization of the M-  species in sodium-methylamine 
solutions by 530-nm picosecond pulses. Bleaching of the solvated electron band in methylamine by 1.06-p 
pumping pulses was also studied. In both ammonia and methylamine solutions, the solvated electron ab
sorption band is found to be homogeneously bleached between ~800 and 1100 nm, and the relaxation time 
of the 1.06-/i populated excited state of the localized electron is ~ 2  X 10~13 sec. The electron localization 
process in methylamine occurs within 5 psec of creation of the quasifree electron at temperatures between 
-40  and -80°C.

Introduction
A great deal of effort has been studied toward under

standing the physical properties of dilute (510-3 M )  
metal-ammonia and metal-methylamine solutions.1 Di
verse experimental techniques, including optical absorp
tion spectroscopy,2 calorimetric3 and conductance studies,4 
EPR and magnetic susceptibility determinations,5 and 
NMR Knight shift measurements,6 have shaped some con
sensus concerning the s t r u c t u r e  of such systems. For suffi
ciently high temperatures and low concentrations, alkali 
metal-ammonia solutions are considered to contain only 
independently ammoniated alkali cations and electrons. 
The latter account for the solutions’ broad 1.5-a optical ab
sorption band,2 which undergoes blue shifts with decreas
ing temperature, and varies little for different alkali met
als. This spectrum is believed to arise primarily from the Is 
—*■ 2p transition between bound states of the trapped elec
tron, though higher transitions (to additional bound states 
converging to a free-electron continuum7) may well cause 
the band’s short-wavelength “tail” extending well into the 
visible. Electronic structure calculations8 derived from a 
simple polaron model for the lowest bound states yield ex
cellent agreement with the spectral transition energy and 
oscillator strength (e ~5 X 104 M ~ l cm-1 at 1.5 p ).

By comparison, dilute metal-amine solutions exhibit op
tical and EPR spectra which can only be rationalized by 
the existence of at least three species.9,10 The solvated elec
tron is believed to be responsible for the single sharp EPR 
band, as well as for the infrared absorption band (1.3-a 
band maximum, A v  ~6000 cm-1) observed in methyl
amine-, ethylamine-, and EDA-metal solutions. As in the 
metal-ammonia solutions, this band’s position and shape 
are independent of the alkali metal. Secondly, a diamag
netic species11 is responsible for the optical absorption 
band located in the red and near-infrared region. Unlike 
the solvated electron band, this band depends markedly on 
the alkali metal, so that it has been assigned to the alkali 
metal anion M- . The band maxima for Na" and possibly 
Li-  are situated at 660 nm, while those for K“ , Rb_, and

Cs~ are displaced to 850, 930, and 1030 nm, respectively. 
Finally, a monomeric M species is likely to be the origin of 
the hyperfine structure observed in the EPR spectra, 
though no corresponding optical absorption spectrum has 
been identified.

By contrast, virtually nothing is known about the relaxa
tion d y n a m ic s  of either quasifree or excited trapped elec
trons in liquid ammonia or amine solutions. Because of its 
comparative simplicity in molecular and liquid structure 
(especially in comparison to strongly hydrogen-bonding 
solvents), liquid ammonia provides an attractive prototype 
for phenomenological,12 SCF,13 and pseudopotential14 cal
culations of excess electron distributions in polar solvents. 
The ammoniated electron’s predicted emission band maxi
mum, originating from a vertical transition between the re
laxed 2p state and the Is state, is drastically red-shifted to 
~0.5 eV from the 0.9-eV absorption band owing to the dif
fuseness of the equilibrium 2p charge density.15 No such 
fluorescence has ever been observed 16 in metal ammonia 
solutions, indicating that nonradiative relaxation of the 
bound 2p state occurs on a time scale at least two orders of 
magnitude faster than the pure radiative lifetime rr. The 
latter has been estimated from the 2p —► Is transition mo
ment to be rr ~  1 nsec, so that the 2p state decays within 10 
psec or less. Of equal interest is the question of whether the
1 .5 -p  band (as well as the 1.3-#t band in the metal-amine 
solutions) arises from h o m o g e n e o u s  broadening of the 
trapped electron’s lowest allowed electronic transition. If 
so, the entire spectrum should be proportionately bleached 
by narrow band pumping (A v  ~  100 cm-1 at 9431 cm-1 in 
the present experiments). Evidence for wavelength-depen
dent bleaching (“hole burning”) has recently been cited17 
as proof of inhomogeneous broadening of trapped electron 
absorption band in MTHF and 3-methylpentane glasses, 
indicating those spectra are broadened by local variations 
in cavity radii or dielectric constant.

The following alternative processes may be visualized for 
the nonradiative relaxation of electronically excited 
trapped electrons, (a) The solvated electron absorption
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Figure 1. Schematic representation of the experimental system. The components are: (1) Nd3+ glass oscillator with cavity mirro's C,, C2; (2) 
saturable dye absorber cell; (3) Pockels cell positioned between crossed Gian polarizers Pi, P2; (4) spark gap; (5) Nd3+ glass amplifiers; (6 ) 
translatable prism used to generate variable delay; (7) broad band continuum cell containing CCI4; (8 ) stepped-delay transmission echelon; (9 ) 
sample cell; (10) monochromator; (11) silicon vidicon optical data digitizer; (12) Nova computer; (13) graphics terminal. Mirrors are denoted by 
M, beam splitter B, optical filter F.

band originates from the bound-bound Is -*• 2p vertical 
transition. The excited state relaxes to an equilibrium 2p 
configuration which then crosses to the ground state.15 In
volvement of a long-lived 2s excised state appears to be 
ruled out here, because the 2s state is of higher energy than 
the 2s state and cannot be populated without appreciable 
activation energy, (b) The Is -»■ 2p transition is followed by 
thermal ionization of the excited state, yielding a q u a s i 
f r e e 18 electron which is trapped to form the Is ground 
state. This electron localization process has attracted con
siderable study in liquid water18 and alcohols,19’20 and can 
be described in terms of two consecutive processes; an ul
trafast relaxation process, induced by nonadiabatic cou
pling between the electron’s quasifree and Is ground states, 
producing the latter in a nonequilibrium solvent configura
tion, and subsequent solvent relaxation, occurring on the 
time scale of dielectric relaxation, (c) The quasifree elec
tron is produced in a bound-continuum transition, and is 
then trapped to form the localized ground state.

In the present work, we report picosecond bleaching 
studies of dilute (~2 X 10~4 M )  Na-NH:, solutions pumped 
at 1.06 fi. Pertinent information has been extracted here 
concerning the line broadening and radiationless relaxation 
of the solvated electron in liquid NH3. In addition, we have 
studied the dynamics of electron localization in Na-me- 
thylamine by ejecting an electron with a single 530-nm pi
cosecond pulse overlapping the 860-nm Na~ absorption 
band. Following the subsequent localization of the solvated 
electron in methylamine, the optical bleaching of the 1.3-/x 
band by a 1 . 0 6 pulse was studied with a view to interpret
ing the band’s broadening mechanism as well as the relaxa
tion behavior of the excited trapped electron.

Experimental Section
S a m p le  P r e p a r a t io n . Concentrated 3-ml samples of Na- 

NH3 were prepared in sealed glass vessels comprising vac
uum-line optical cells with side arm extensions. Matheson 
anhydrous NH3 gas was purified by several liquid N2 
freeze-pump-thaw cycles before purification by reaction

with Na metal. After distillation of clean solvent into the 
sample vessel and addition of ~50 mg of Na metal (Merck, 
vacuum distilled), additional degassing and baking of the 
vessel walls were applied before the sample was sealed off. 
Analogous procedures were followed in the preparation of 
Na-methylamine solutions. Care was taken to ensure that 
sample absorption spectra conformed to previously re
ported bands2 for M_ and the solvated electron. The use of
2-mm absorption cells reduced the optical density of sol
vent vibrational overtone bands21 at 1.06 /x to <0.05, con
siderably less than the picosecond optical density changes 
reported in this work. A 7-cm diameter optical Dewar fur
nished with ~2-cm diameter Pyrex windows housed the 
sample, which was flushed by N2 gas streams at —78 and 
—195° C; sample temperatures were monitored by a Cu- 
constantan thermocouple suspended ~5 mm from the sam
ple cell. Na-NH3 solutions had an optical density of ~1.0-
1.3, and temperatures were maintained at —60 to —75°C. 
Na-methylamine solutions were adjusted to have densities 
of ~0.15-0.4 at 530 nm, and were used from —40 to — 80° C. 
Both types of solution were quite stable at liquid N2 tem
perature, though the concentrations of dilute Na-methyl
amine solutions declined by ~20% after several hours at 
—80°C. Sample solutions were replaced within 2 weeks of 
preparation.

O p tic a l  A r r a n g e m e n t . Figure 1 summarizes the optical 
arrangement providing the.picosecond bleaching and inter
rogating pulses in the Na-NH3 experiments. A Nd3+ glass 
oscillator (Brewster/Brewster rod dimensions ~ 7  in. long X
0.5 in. diameter) was mode-locked with Eastman Kodak 
9860 saturable dye in a 1-cm cell, yielding 1.06-/t pulse 
trains with average width ~8 psec21 and separation ~7 
nsec. Mode locking was monitored with an ITT F4000 SI 
fast photodiode and Tektronix 519 oscilloscope. Single 
pulse extraction22 was achieved with a Pockels cell situated 
between cross Gian polarizers. A 21-kV spark gap triggered 
by the first few rejected mode-locked pulses supplied a 
~4-nsec duration half-wave voltage to the Pockels cell. 
Amplification of the transmitted 1.06-ju single pulse was
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provided by two Brewster/Brewster Nd3+ glass amplifiers 
with a total measured gain of ~50. A multilayer dielectric 
beam splitter reflected ~45% of the amplified 1.06 n  pulse 
for sample excitation. The remainder was focussed into a 
20-cm path length cell containing CCI4 , where self-phase 
modulation23 of the laser fundamental and stimulated 
Stokes Raman band produced a broad band continuum 
pulse24 of duration comparable to the 1.06-¿t pulse. This

Figure 2. Histogram ot echelon pulses traversing through the ND3-  
Na 2-mm cell. Intersegment separation 6  psec, wavelength 1100 
nm, / designates relative transmitted Intensity; (a) transmitted eche
lon segments without excitation; (b) same as (a) with excitation oc
curring at t =  0 segment.

was split into an interrogating train of 10 pulses separated 
by 3.3, 6.7, or 20 psec using an appropriate transmission 
echelon. The echelon train was focussed into a sample cell. 
After passing.through a McPherson 0.3-m monochromator 
(53 A/mm dispersion), each of the interrogating pulses was 
sharply imaged onto a distinct spatial region25 of an RCA 
4532 silicon vidicon. The vidicon scan was controlled over a 
programmable two-dimensional grid by a Nova 1230 com
puter (Data General Corp., interfacing electronics provided 
by EMR Photoelectric). A liquid N2 vidicon cooler (Prod
ucts for Research, Danvers, Mass.) maintained the photo
cathode temperature at — 90° C. Interrogating light intensi
ties from each laser shot were stored by position (256 X 28 
resolvable points were read from a thin, rectangular por
tion of the entire vidicon target for an accelerated readout) 
onto a moving-head disk file for further processing. These 
signals were integrated along the axis normal to the time 
coordinate to produce one-dimensional plots (Figure 2) on 
a computer graphic terminal. Here, each sharply defined 
peak corresponds to a particular pulse in the interrogating 
train.

The principal modification of this apparatus for the Na- 
methylamine experiments (Figure 3) consists in that two 
bleaching pulses were directed into the sample rather than 
one. The first of these, a 530-nm single pulse generated by 
a second harmonic generator from the 1.06-a fundamental 
in a 1-in.3 KDP crystal, photoionized the Na_ species to 
form an ejected electron which became solvated. Approxi
mately 60 psec later, this was followed by a 1.06-a single 
pulse which bleached the solvated electron absorption 
spectrum. When interrogating pulses were required to 
monitor bleaching of the Na-  absorption band at 600-660 
nm, 1-octanol was substituted for CCI4 as the continuum 
liquid.

The synchronization of arrival of the 1.06-a bleaching 
pulse and the interrogating pulses in the Na-NH3 experi
ments was verified by placing an Eastman Kodak 9860 dye 
solution (D  ~  1.0 at 1.06 a) in place of the sample. Quanti
tative bleaching of the saturable dye, lasting ~8-10 psec at
1.06 ix, was achieved with unamplified 1.06-ju. bleaching 
pulses (estimated energy ~ 2 mJ/pulse), but attenuation of 
these pumping pulses with neutral density filters propor
tionately diminished the bleaching optical density changeT 
As the extinction coefficient (« ~5 X 104 M -1 cm-1) and re-

A  600 nm- 1120 nm) CONTINUUM (INTERROGATING)

Figure 3. Schematic representation of the experimental system. The components are; (1) Nd3+ glass oscillator with cavity mirrors C1t C2; (2) 
saturable dye absorber cell; (3) Pockels cell positioned between crossed Gian polarizers Pi, P2; (4) spark gap; (5) Nd3+ glass amplifiers; (6 ) 
second harmonic generator; (7) second harmonic generator; (8 ) broad band continuum cell containing CCI4 or 1-octanol; (9) stepped-delay 
transmission echelon; (10) sample cell; (11) monochromator; (12) silicon vidicon optical data digitizer; (13) Nova computer; (14) graphics termi
nal. Mirrors are denoted by M, beam splitter B, optical fiber F.
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tlpsec) 2 0 psec/seg
Figure 4. Display of the synchronization of the single 530-nm excita
tion and 1060-nm bleaching pulses with the 1 0 0 0 -nm interrogating 
10 echelon light segments. It is seen that each segment is 20 psec 
in width, and the 530 nm is coincident with the fourth echelon seg
ment while the 1060 nm arrives three segments later equivalent to 
60 psec after the 530 nm-pulse.

laxation time of the dye are independently known, these 
auxiliary experiments served to calibrate bleaching intensi
ties in Na-NH3.

In -the Na-methylamine studies, synchronization of the 
530-nm and 1.06-/U pulses and the t =  0 interrogating pulse 
was determined with a CS2 optical shutter.26 The CS2 cell 
was subsequently replaced by the methylamine sample at 
exactly the same position. Owing to the effects of wave
length dispersion in the continuum liquid, this synchroni
zation was checked at all wavelengths used. Figure 4 shows 
the timing of 1 0 0 0 -nm echelon interrogating pulses with 
the 530-nm and 1.06-yu pumping pulses. It is evident here 
that the delay between excitation pulses was adjusted at 60 
psec, in other cases, the pulse delay was varied between 40 
to 80 psec depending on the species studied.

The 1.06-m pumping pulse energy in both experiments 
was typically ~30 ±  10 mJ, while the 530-nm photoioniza
tion pulse contained ~10 mJ. The optical density of the 
Na- NHfj solution was maintained ~1.3 at 1060 nm while 
the Na-methylamine was 0.3 at 530 nm. A typical optical 
density change at 1 0 0 0  nm was ~ 0 .8  for the formation of 
the solvated electron band in methylamine. Much smaller 
density changes were observed for bleaching of the solvated 
electron band in Na-NH3 and Na-methylamine, however, 
these were symptomatic of rapid repopulation of the 
trapped electron’s ground state (vide infra). Experimental 
optical density changes AD  were determined by firing laser 
shots alternatively with and without the 530-nm and/or
1.06-/i pulse entering the sample cell. Values for AD were 
computed via A D  = log (7w/7n), where 7W and 7n denote the 
intensity of the particular interrogating pulse in the pres
ence and absence of the pumping pulse(s), respectively.

Results
A m m o n ia . Bleaching of Na-NH3 and Na-ND3 solutions 

by 30 ±  10 mJ, I.O6-/1 pumping pulses was observed with 
10-nm resolution between 850 and 1100 nm with echelon 
pulse spacings of 20, 6.7, and 3.3 psec. Reduction of raw 
data similar to that presented in Figure 2 results in the typ
ical results depicted as optical density changes for 940-, 
1040-, and 1 1 0 0 -nm interrogation in Figures 5 and 6 . When 
the 2 0 -psec echelon was used, the bleaching and recovery of 
the solvated electron band occurred within one echelon 
segment. It is apparent from the data of Figure 7 that the 
optical density changes A D  follow qualitatively the same

Figure 5. Time-resolved bleaching and recovery of the solvated 
electron absorption band of the sodium ammonia solution at (a) 940 
and (b) 1040 nm. As shown kinetic data are achieved by 20-psec 
echelon segments. The excitation was performed by a single 1.06jr 
pulse generated by a mode locked Nd3+ glass laser.

wavelength dependence between 850 and 1100 nm as the 
absorption coefficient of the solvated electron band. These 
experimental results may be summarized as follows, (a) 
Bleaching and recovery of the solvated electron band in 
ammonia occurs within the pumping pulse width of 8 psec, 
and the symmetrical shape of the A D  plots is undistorted 
from that of the pumping pulse. This indicates that bleach
ing and recovery proceed at least one order of magnitude 
more rapidly than the experimental time scale, i.e., 58 X 
10~ 13 sec. (b) When pumped by a 30 ±  10 mJ 1.06-jr pulse, 
the solvated electron band (monitored with 6.7-psec eche
lon pulses at 1 1 0 0  nm) is bleached with an optical density 
change A D  =  0.3 ±  0.05 for a solution having D o  = 1.3 at
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r  ( psec)

Figure 6. Time-resolved bleaching and recovery of the solvated 
electron absorption band of sodium deuterated ammonia solution at 
1100 nm. In this case, the kinetics were monitored with 6.7 psec 
echelon/segments. All other experimental parameters same as Fig
ure 3.

X (A)

Figure 7. Optical density changes (AD) of the ammonia-Na absorp
tion band as a function of wavelength (X). The excitation was per
formed by a single 1060-nm pulse generated by a mode locked 
Nd3+ glass laser.

1100 nm, so that AD / D 0 = 0.23 ±  0.05. If the bound elec
tron’s excited states has zero extinction coefficient at 1 1 0 0  

nm, A D / D o  = x/(l + x), where x  =  r d l .  Here e is the molar 
absorption coefficient at 1 1 0 0  nm, l the 2 -mm path length, 
and /  = 4 X 1028 photon/cm2 the photon flux. From this, 
the relaxation time r  of the excited bound electron is esti
mated to be ~2 X 10~ 13 sec in NH3 at —70°C. (c) The sol
vated electron- absorption band is homogeneously broad
ened between 850 and 1100 nm. The data plotted in Figure 
7 are summarized in Table I.

Figure 8. Time-resolved bleaching characteristics of the M-  band of 
methylamine sodium solution at 630 nm. The interrogating light po
larization is parallel to that of the bleaching beam.

TABLE I: Optical Density Changes (AD )  in NH3—Na and 
ND3—Na Solution Excited by a 1 0 6 0 -nm Pulse and 
Observed within the Time of the Pulse Width

A(-D)
X, nm n h 3 n d 3

1 1 0 0 —0.44
1080 -0 .28 -0 .34
1040 —0.18 —0 . 2 1
1 0 2 0 —0 . 1 2

1 0 0 0 - 0 . 1 0 -0 .17
960 —0.09
940 —0.08

M e t h y la m in e . Bleaching of the Na-  absorption band in 
Na-methylamine solution following 530-nm, 10-mJ excita
tion was monitored between 590 and 650 nm. Bleaching 
was proved for both interrogating pulse polarizations (or
thogonal and parallel) relative to the excitation pulse po
larization, in order to avoid errors in interpretation arising 
from dichroic effects. Figure 8  presents typical data for 
bleaching of the Na-  band; while only data for parallel in
terrogation is shown, both polarizations yielded optical 
density changes of ~ 1 .2 . The Na-  band is clearly bleached 
immediately within experimental time resolution, and no 
significant recovery of the absorption occurs within 2 0 0  

psec after excitation. Wavelength dependence studies of 
bleaching in the Na-  band between 600 and 660 nm lead us 
to conclude that the Na-  band is homogeneously broad
ened, in full accord with earlier nanosecond laser photolysis 
data.27

Formation of the solvated electron band was monitored 
between 770 and 1120 nm at temperatures between —40 
and —90°C. This process, as is evidenced by the data in 
Figure 9, is completed within the 8  psec limit of the picose
cond pulse width. Moreover, the solvated electron band 
does not decay within 2 0 0  psec; the normalized optical den
sity changes plotted in Figure 10 vs. wavelength between 
770 and 1120 nm, correspond quite well to both the solvat
ed electron absorption spectrum in methylamine and to the 
absorption band formed in the flash photolysis and nano
second laser studies.

Data for time-resolved bleaching and recovery of the sol
vated electron band by a 1.06-jr single pulse, following the 
530-nm photoionizing pulse by ~80 psec, are typified by 
Figure 11 for Na-methylamine at —80°C. Conclusions a-c
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Figure 9. Picosecond formation kinetics of the M in methylamine 
sodium solution at 1000 nm. The formation of the M-  band is imme
diately after excitation by the 530-nm pulse: solution temperature 
—80°C; 20 psec/echelon.

of the preceding summarized data for the Na-NH3 results 
apply here as well, and we estimate, as in the Na-NH3 case, 
that regeneration of the solvated electron’s ground state oc
curs within ~2 X 10- 1 3  sec. The degree of bleaching of the
1.3-ix band by a 1 .0 6 -g  pulse, monitored between 850 and 
1 1 0 0  nm, follows the absorption cross section of the solvat
ed electron in methylamine. This suggests, in analogy with 
the wavelength dependence studies of bleaching in Na- 
NH3, that the solvated electron band is homogeneously 
broadened in methylamine.

Discussion
Any speculations concerning the relaxation mechanisms 

for excited trapped electrons in liquid ammonia and me
thylamine are necessarily entwined with assumptions 
about the levels populated by the 1.06-/U pumping pulse. 
Though calculated configuration diagrams depicting the 
solvated electron’s Is and 2 p energies as a function of a 
symmetric cavity radius R  have been offered as evidence 
that thermal fluctuations in R  can lead to Is — 2p transi
tion half-bandwidths commensurate with that observed, 2 

the possibility that the solvated electron absorption band is 
inhomogeneously broadened in liquid ammonia and me
thylamine is excluded by our present data. Possible refine
ments of the theory of line broadening in the Is -»  2 p and 
Is -*■ n p9 transitions include the dependence of the transi
tion moment on the nuclear coordinates together with the 
incorporation of nontotally symmetric cavity distortions 
about the electron trapping center. Secondly, while the 
subpicosecond relaxation time of ~2 X 10~ 13 sec provides 
us with a first direct clue concerning these systems’ relaxa
tion dynamics, we still cannot ascertain whether we are ob
serving a bound-bound Is — 2 p excitation followed by 
“predissociation-like” relaxation to the ground state, or 
whether a process involving creation of a localizing quasi- 
free electron is involved. The trapping of a quasifree elec
tron in polar solvents proceeds via initial trapping due to 
relaxation of long-range polar modes, followed by local re
laxation of the first coordination layer which proceeds on 
the time scale of dielectric relaxation. 18 The overall local
ization time in H2O at 300 K has been determined as ~4 
psec using picosecond spectroscopy, 18 while pulse radiolysis 
studies19,20 led to lifetimes of 2.2 psec in CH3OH at 300 K, 
10 psec in C2H5OH at 300 K, and ~2 psec in H2O at 236 K 
for the second stage of evolution of the solvated electron.
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Figure 10. The optical density changes (AO ) o f  the M~ band vs. 
wavelength (X, nm) in methylamine sodium solution.
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Figure 11. Bleaching kinetics of the electron band, M~, at 1000 nm. 
It is seen that the 1000-nm bleaching pulse is delayed by 80 psec 
with respect to the electron generating 530-nm pulse.

Since these are all approximately one order of magnitude 
longer than the relaxation time of the solvated electron 
pumped at 1.06 m in liquid ammonia and methylamine, it is 
plausible that “intramolecular” type nonradiative relaxa
tion to the ground state is occurring here. Independent 
studies of the relaxation of quasifree electrons in liquid am
monia are required to establish this, however.

Our data indicate no change in the rate of formation of 
the solvated electron band in methylamine following pho
toionization of Na~ between the temperatures of —40 and 
—80°C, contrary to a priori expectations based on the be
havior of the solvated electron band in water and the alco
hols. Conceivable, the increase in dielectric relaxation time 
in methylamine within that viscosity range is insufficient 
to dilate the localization time by the one order of magni
tude necessary to be detected. Alternatively, hydrogen 
bonding may prove critical in determining the rate of the 
dielectric relaxation-limited second step of the localization 
process in the alcohols, and is much less prevalent in am
monia and the amines. This hypothesis is supported by the 
low temperature increase in localization time in a hydro
gen-bonded system, which is correlated with the known in
crease in hydrogen-bonding at low temperatures.
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Discussion

J. JORTNER. Confronting the experimental data reported by the 
Bell group (relaxation time r ^  2 X 10“ 1:1 sec) for excitation at 
1.06 p with the results of the Orsay group (r < 5 X 10 “12 sec) for 
excitation at 6100 A, it appears that the relaxation times are dif
ferent. The former experiment corresponds to bound (2p) to 
bound (Is) relaxation while the latter data pertain to ionization 
followed by (“two step”) relaxation to the ground Is state.

Furthermore, the observation of homogeneous broadening (or 
bleaching) of the absorption bond in the range 8000-11000 A pro
vides support to the theoretical ideas that the Is —► 2p absorption 
line shape is broadened by the conventional phonon coupling 
mechanism. What is still missing are optical bleaching experi
ments at 1.4-1.5 p. If this experiment yields identical relaxation 
times with those observed by excitation at 1.06 p, we shall have 
strong support for the identification of the broad absorption band 
in that range with the phonon broadened Is —► 2p bound-bound 
transition.

T. TUTTLE. (1) How does the value of the relaxation time dis
tinguish between the bound state and the continuum? (2) Does ex
citing into the continuum give a different relaxation time? (3) 
What is the mechanism for this very rapid relaxation?

J\ JORTNER. The mechanism of electron localization in a polar 
liquid bears a close analogy to the well-known electron-hole re
combination in semiconductors, as studied by Kubo, Toyozawa, 
and others. The basic physics involved is a nonradiative multipho
non relaxation of the electron from an initial quasifree state to the 
final bound state. The excess energy is converted into vibrational 
energy which will involve polar phonon modes of the solvent and 
possibly also intramolecular vibrational modes of the solvent mole
cules.

P. DELAHAY. Question to Jortner: Why would you feel reas
sured by an experiment that shows that you have a bound state? 
The theoretical problem is a much broader one, anyhow.

J. JORTNER. In response to the comment made by P. Delahay, 
let me emphasize that when we have complete relaxation data for 
excitation of electrons in ammonia at 1.4-1.5 p (n), at 1.06 p (r2), 
and at 5300 A (T3), and provided that n = T2 < T3, we shall have a 
strong basis for distinguishing between bound-bound and bound- 
continuum excitation, as predicted by current theories.

J. L. DYE. The magnitude of the optical density changes at 600 
and at 1000 nm are of interest since the values shown seem to indi
cate Na-  -*• 2e~ + Na+ (response indicates different intensities). 
It would be of interest of measure AD at both wavelengths with the 
same intensity pulse in order to determine the extinction coeffi
cients.

D. HUPPERT. The ratio AD600MD1000 ~  3 was measured in 1,3- 
propylenediamine solution with 20-nsec time resolution. This work 
appeared in J. Phys. Chem., 74, 3285 (1970).
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The energy of injection of an electron from vacuum into various nonpolar liquids was studied as a function 
of temperature. The method used was based on the difference in the photoelectric work function of zinc 
under vacuum and in the liquid; the difference: 0i;q — 0vac, is denoted Vo- Measurements are reported for 
«-pentane, «-hexane, 2,2-dimethylbutane, 2,2,4-trimethylpentane, 2,2,5-trimethylhexane, 2,2,4,4-tetra- 
methylpentane, and tetramethylsilane (Me4Si). In all cases Vo increases with decreasing temperature. The 
increase is largest for «-hexane (0.0024 eV/°C), less for the branched hydrocarbons (~0.0016 eV/°C), and 
smallest for Me4Si (0.0005 eV/°C). The temperature dependence is roughly in accord with the Springett, 
Jortner, and Cohen model. The data on hydrocarbons show that Vo increases as the free volume in the liq
uid decreases.

Introduction

Excess electrons in nonpolar liquids such as hydrocar
bons occupy a band of states in which the electron wave 
function can be either localized or extended. The energy 
corresponding to the lowest extended state is referred to as 
the conduction band energy. Its energy relative to the ener
gy of the electron under vacuum is denoted Vo, and the 
measurement of this quantity as a function of temperature 
is reported here. In the method used, V0 is the difference in 
work function of a metal immersed in the liquid from its 
value in vacuo; thus Vo = 0iiq — 0Vac- Most previous stud
ies2-7 utilized this method, but V0 can also be determined 
by photoionization of solutes8 as well as other methods.9 
All earlier photoelectric measurements were done at room 
temperature. However, the photoionization study8 spanned 
a large temperature range and the results suggested that Vo 
changes with temperature. Since the photoionization meth
od is complicated by the temperature effect on both ion- 
electron separation probabilities and threshold behavior, 
this study utilizing the photoelectric method was undertak
en to measure Vo over a range of temperatures for several 
liquids.

The temperature dependence of Vo is of interest because 
of the suggestion10 that the rates of electron reactions in 
hydrocarbons are a function of Vo. It has also been ob
served that the equilibrium constant of electron attach
ment reactions is influenced by the energy of the conduc
tion band,11 and it was hoped that a temperature study 
would help evaluate the parameters involved.

Calculations utilizing the semicontinuum model indicate 
that Vq should decrease with increasing temperature for al
cohols,12 A similar effect would be expected for other liq
uids since it is a consequence of changes in density with 
temperature. The model of Springett, Jortner, and Cohen13 
is used to calculate Vq as a function of temperature for 
each liquid by normalizing to the value of Vo at 20°.

Experimental Section
, The photocell used in this study could be assembled and 

disassembled to permit resurfacing of the photocathode. A 
Varian flange with a copper gasket joined upper and lower 
parts of the cell. The lower part of the flange was sealed by 
Kovar to the outer quartz envelope of the photocell. The

inner surface of the quartz, with the exception of the flat 
window, was coated with tin oxide. To the upper part of the 
flange was connected two stainless steel tubes (A) (see de
tail Figure 1), through which passed the high voltage and 
current leads. A valve was attached for connection to the 
vacuum line. The photocathode (C) was coated in a sepa
rate apparatus by slow evaporation of zinc from a tungsten 
filament. The zinc electrode was then transferred to the 
cell; this operation was done in a glove bag filled with N2 to 
avoid exposure of the zinc to air. After assembly, the cell 
was washed with dry solvent and evacuated to 10~6 Torr. 
The light beam passed through an oval slot in the anode 
which was covered with mesh. The anode was maintained 
at a positive potential and the electrodes were separated by 
about 1 mm. For high-temperature work, the cell was 
placed in a temperature-regulated oven. Low temperatures 
were attained by cooling with a cold nitrogen gas stream.

Work functions were determined by the method outlined 
previously.2 First the photoelectric response of the zinc 
surface as a function of wavelength was determined under 
vacuum at 20°C. Then the liquid was distilled into the cell 
and heated or cooled to the appropriate temperature and 
the response remeasured. After removal of the liquid, the 
vacuum response was repeated at 20°C.

The current (i) from a phototube is given by

i/ T 2 = aAF(x) (1)

where F(x) is Fowler’s function and x  is (h v  — <t>)/kT. The 
data were fit to this equation to determine the work func
tion (0). A set of data was not accepted unless the two vac
uum work functions agreed to within 0.02 eV. Generally for 
clean zinc surfaces the data gave a reasonably good fit to 
the Fowler function in both the liquid and the vacuum (see 
Figures 2 and 3 in Results). Since this function applies only 
near the threshold, measurements that were more than 30 
h v / k T  units above the work function were not used in the 
least-squares analysis. Typically a zinc surface could be 
used over a period of weeks without significant change in 
the work function.

Most liquids used in this study were first passed through 
activated silica gel, degassed, and stirred over NaK alloy. 
The only exception to this treatment was tetramethyltin 
(Alfa, electronic grade), which was dried over anhydrous
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Figure 1. Detail of photocell: (A) stainless steel electrode supports, 
(B) anode (wire mesh over central hole is 80% transparent), (C) 
zinc-coated cathode, (D) quartz envelope coated on inside with 
Sn02, (E) light beam (enters through flat quartz window).

Figure 2. Spectral response of photocell, log (//T2) vs. hv/kTat E =  
104 V/cm: □ vacuum at 20°, <j> = 3.54 eV. Filled with 2,2,4-trimeth- 
ylpentane: A  at —39°, <f> =  3.44 eV; A  at 18°, (/> =  3.32 eV; O at 
53°, <t> =  3.23 eV; •  at 71°, 0  =  3.19 eV.

CaCl2 and degassed without NaK treatment. Most hydro
carbons were Phillips Research Grade; 2,2,4,4-tetramethyl- 
pentane was from Chemical Samples, 2,2,5-trimethylhex- 
ane was Phillips Pure Grade (99%), and 2,3-dimethylbu- 
tene-2 was from Aldrich. Densities were taken from pub
lished compilations where available or from extrapolations 
of the type given by Francis.I4

Results

The work function of Zn immersed in several nonpolar 
liquids was measured as a function of temperature. Figures 
2 and 3 show typical spectral data obtained for 2,2,4-tri- 
methylpentane and 2,2,4,4-tetramethylpentane, respective
ly. These are plots of log(i/T2), where i is the normalized 
photocurrent vs. the photon energy parameter h v / k T  (see 
eq 1). The solid lines are the Fowler curves computed by 
least squares to fit the set of data at each temperature. The 
fit of the data to the Fowler curves is as good for the liquid 
as for the vacuum. The work function is derived from the 
shift in the Fowler curve along the h v / k T  axis and corre
sponds to a specific value of h vo (indicated by the arrows in

Figure 3. Spectral response of photocell, log (i/T2) vs. hv/kT at E =  
5000 V/cm: □ , vacuum at 20°, <f> =  3.41 eV. Filled with 2,2,4,4-te
tramethylpentane at: A, —53°, = 3.13 eV; A , —26°, (f> =  3.09
eV; O, 21°, <j> = 3.06 eV; •, + 58°, <t> =  3.01 eV.

the figures). The figures show clearly that 4>Uq decreases 
with increasing temperature for both liquids; the actual de
crease for 2,2,4-trimethylpentane is —0.18 eV and for
2.2.4.4- tetramethylpentane is —0.14 eV over a 100° temper
ature range. (Note the use of the parameter h v / k T  in the 
figures tends to exaggerate this effect.)

In addition to the two liquids, for which results are given 
in Figures 2 and 3, detailed measurements of Vo vs. tem
perature were also obtained for n-pentane, n-hexane, 2,2- 
dimethylbutane, 2,2,5-trimethylhexane, and tetramethyl- 
silane (Me4Si); the results are given in Table I. Also shown 
are some new work function measurements for cis -butene- 
2, 2,3-dimethylbutene-2, and tetramethyltin. For these liq
uids, Vo was measured only at one temperature. For te
tramethyltin at 20°, Vo is —0.75 eV, which is the lowest 
value reported for any liquid and is attributed to the highly 
polarizable tin atom which enhances the polarization ener
gy, thus lowering V0 (see Discussion).

For the liquids studied, V0 decreases with increasing 
temperature; this effect for four liquids is shown in Figure
4. The decrease is approximately linear with temperature 
up to the highest temperatures studied, around 100°C. The 
slope dVo/dT  is greatest for n-hexane (—0.0024 eV/deg), 
somewhat less for the branched octanes and nonanes 
(~—0.0016 eV/deg), and even less for Me4Si (—0.0005 eV/ 
deg). A V0 value less than —0.5 eV has not yet been ob
served for a hydrocarbon. Comparison of the present re
sults with the earlier photoionization results8 indicates 
good agreement for n-hexane, but a much smaller slope for 
Me4Si.

From the data in Figure 4, it may be noted that Vo for 
n-hexane at +80° is approximately the same as V0 for
2.2.4- trimethylpentane at —80°. Similarly, V0 for 2,2,4-tri
methylpentane at +70° is comparable to V0 for neopentane 
and 2,2,4,4-tetramethylpentane at 20°. Comparable values 
of Vo indicate the liquids may correspond in some other 
property (see Discussion). It is also interesting to note that 
molecules with similar molecular structure have very simi
lar values of Vo and similar temperature effects: thus at 
room temperature neopentane and 2,2,4,4-tetramethylpen
tane have the same Vo; at all temperatures the Vo values 
for 2,2,4-trimethylpentane and 2,2,5-trimethylhexane are 
similar as are those for n-pentane and n-hexane.
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T PC)

Figure 4. Plot of V0 vs. temperature. Points are experimental; lines 
are calculated from Wigner-Seitz method: n-hexane (▲, — ), 2,2,4-
trimethylpentane ( ■ , ----------); 2,2,4,4-tetramethylpentane ( • ,  —
--------); tetramethylsilane (O ,-------).

Results presented here indicate that the magnitude of 
the photocurrent observed from liquid-filled photocells is 
not very temperature sensitive. Figures 2 and 3 show that 
as the temperature increases there is little or no shift in the 
Fowler curve along the y  axis. The current depends on two 
main factors: the yield of electrons from the photoelectric 
effect, which varies as T2 (see eq 1), and the probability of 
escape from the image potential. The data in Figures 2 and 
3 have been plotted as log (t/T2); thus any vertical shifts in 
the Fowler curves with temperature must be attributed to 
changes in the escape probability. This probability is a 
function of the field, the range of the injected electrons, 
and the temperature. The theory for this in the one-dimen
sional Onsager case has been worked out in detail.3'1516 
The effect of temperature in the diffusion theory has been 
examined specifically by Blossev.16 Our results appear to 
be in reasonable accord with this theory. In most instances 
the theory predicts the current will decrease with increas
ing temperature, although if the range is small there will be 
an increase. For the conditions applicable to Figures 2 and 
3, a small decrease (14%) over a 110° temperature rise is 
predicted, which is in reasonable accord with experiment.

Discussion

T e m p e r a tu r e  D e p e n d e n c e  o f  Vo- The data in Figures
2-4 and in Table I show that V0 decreases with increasing 
temperature. This means that the V0 level decreases as the 
free volume in the liquid increases. Since the Springett, 
Jortner, and Cohen model13,17 for calculating Vo predicts a 
change in this direction, it is of interest to compare the re
sults with those of the model. The method was originally 
developed for rare gas liquids but has been applied to hy
drocarbons18 20 to calculate the hard core radius a from ex
perimental Vo’s (a defines the sphere from which the elec
tron is excluded in the model). Here we use values of Vo 
measured at 20° to calculate a  from which Vo is calculated 
at other temperatures. The conduction band energy is 
given by

Vo = To +  Up (2)

where U p is the long-range polarization energy assumed to 
be a constant given by

TABLE I: V0vs. Temperature

Temp,
Liquid °C Exptl Calcda a

n-Pentane - 6 1 +0.18 +0.21
- 3 9 +0.12 +0.17
+17 +0.01 (+0.01) 2.03

n-Hexane - 8 0 +0.21 +0.29
- 3 8 +0.18 +0.17
+19 +0.02 (+0.02) 2.17
+63 -0 .0 8 - 0 .0 8

2,2-Dimethylbutane - 6 6 -0 .1 7 —0.08
- 3 4 —0.20 —0:14
+13 -0 .2 2 ( -0 .2 2 ) 2.11

2,2,4-Trimethylpentane - 6 6 —0.13 —0.11
- 3 9 —0.14 —0.16
+14 -0 .2 2 —0.24
+19 -0 .2 4 ( -0 .2 4 ) 2.34
+53 -0 .3 1 - 0 .2 8
+71 —0.36 - 0 .3 0
+83 —0.38 -0 .3 1

2,2,5-Trimethylhexane - 5 3 -0 .1 0 - 0 .1 2
- 4 6 -0 .1 2 - 0 .1 4
—32 —0.13 - 0 .1 6

20 —0.24 ( -0 .2 4 ) 2.45
45 -0 .2 9 -0 .2 7
75 —0.30 -0 .3 1

+113 -0 .3 9 —0.34
2,2,4,4-Tetramethyl-

pentane - 5 3 —0.27 -0 .2 7
-2 7 -0 .3 1 —0.31
- 2 3 —0.30 -0 .3 1

—2 -0 .3 4 -0 .3 4
20 -0 .3 6 ( -0 .3 6 ) 2.40
58 -0 .4 2 -0 .4 0
67 -0 .4 3 —0.41
88 —0.47 —0.42
96 —0.48 —0.43

2,3-Dimethylbutene-2 +13 —0.15 ( -0 .1 5 )
c/s-Butene-2 - 3 0 -0 .1 6
Tetramethyltin 20 —0.75
Tetramethylsilane +20 —0.51 ( -0 .5 1 ) 2.02

- 4 0 -0 .4 8 -0 .4 5
- 7 3 —0.47 —0.42

a V0 was calculated for temperatures other than 20° by 
using the method in ref 12, in which the a value is derived 
from the value of V0 at room temperature. Assumed V0’s 
in parentheses.

—3a e 2 Ip u , / S x a n x - i l
2 rs4 L7 V 3 ì  J

a  is the molecular polarizability and T0 is the zero-point ki
netic energy given by

T o =  h 2k 02/2m  (4)

The Wigner-Seitz radius rs is related to the number densi
ty n  by %7rrs3 = n ~ l and feo is determined by

tan k 0 ( r s -  a )  = k 0r s (5)

From these equations one expects that To will decrease 
with decreasing density, that is, as rs increases. However, 
from eq 3, U p also increases as rs increases and any change 
in Vo will be determined by the relative changes in these 
two energy terms. For these hydrocarbons the calculated 
change in the To term is greater than the change in the U p 
term, and a decrease in Vo with increasing temperature is 
expected. The calculated values are shown in the last col
umn of Table I and as the lines in Figure 4. Overall the 
agreement with experiment is remarkably good, especially 
for n-hexane. Also a smaller change with temperature is
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Figure 5. Data on V0 at different temperatures plotted vs. rs — a. 
This work: ▲, n-hexane; ▼, n-pentane; ■ , 2,2,4-trimethylpentane; 
•  , 2,2,4,4-tetramethylpentane; ♦ , 2,2,5-trimethylhexane; □ , neo
hexane; O, neopentane (ref 6 , 8 ); A, 3-methylpentane and 2-meth- 
ylpentane (ref 3); V, 2,3-dimethylbutane (ref 7).

predicted for Me4Si and 2,2,4,4-tetramethylpentane than 
for n-hexane, as is observed experimentally. Thus it seems 
justifiable, based on this and other evidence,20 to employ 
the Springett-Jortner-Cohen model as we have done. The 
calculation indicates the change (d V o /d T ) becomes less 
above 100°.

In order to ascertain tbe nature of the free volume de
pendence of Vo and to show the importance of this parame
ter, we plotted the data as a function of r s — a in Figure 5. 
Figure 5 includes all the data for saturated hydrocarbons 
reported here and from previous work function data. The 
points tend to follow a single curve, Vo decreasing monoto- 
nically as the distance r9 — a increases. The points for the 
more symmetrical molecules like neopentane and 2,2,4,4- 
tetramethylpentane lie somewhat below the rest. In con
trast, in plots of Vo V3. temperature (as in Figure 4) or vs. 
density the points for each liquid lie on completely sepa
rate curves. The points for Me4Si and TMT (not shown) lie 
significantly below the line; which indicates that the pres
ence of a polarizable atom has an added effect on Vq. The 
correlation with r B — a thus applies only to hydrocarbons. 
The assumption of an isotropic value of a derivable from 
V q may not be valid in all cases. It appears to apply here 
perhaps since most of the molecules studied are not too un- 
spherical. Since molecular volumes can be estimated from 
V crit, it has been suggested20 that the electron molecule 
hard core radius a can likewise be estimated from Vcrit. 
From examination of all the available data the relationship 
a =  0.303 VCHt1/3 has been suggested21 (a  is in A and Vcrjt is 
in cm:Vmol). If a is estimated in this way and the data plot
ted as in Figure 5 the same general trend is obtained. The 
figure does provide a rationale why V0 is the same for n- 
hexane near +80° and 2,2,4-trimethylpentane near -80°: 
because the two liquids have corresponding values of the r„ 
— a parameter (1.6 A) at these conditions. The dependence 
on r, -  o also suggests that high pressures should lead to 
an increase in Vo. We conclude from these results that in 
nonpolar liquids there are regions of molecular size from 
which the electron is at least partly excluded.

It has been known since the early work of DuBridge and 
others22,23 that the temperature effect on the vacuum work 
function is small (~10~4 V/deg). However, here we find for 
injection into a liquid that temperature changes the work

function and, consequently, Vo, and the effect is an order 
of magnitude greater than in vacuo. From the results, this 
effect can be expressed by

V0(7) = V0° + a T  (6)

where a  has values from —0.0005 to —0.0024 eV/deg de
pending on the liquid.
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Discussion
M. H. COHEN. The reported correlation of Vo with rs -  a and 

therefore free volume suggests a very amusing correlation of Vo 
with viscosity and the glass transition which also correlates with 
free volume. It should also be pointed out that the presence of the 
liquid outside the metal will reduce the image potential experi
enced by the electron and affect the injection current thereby.

R. HOLROYD. The correlation with re — a is independent of the 
model we chose.

J. JORTNER. (1) The definite experiment for the determination 
of Vo will be the measurement of the threshold, E i, for internal 
photoionization of an impurity, as you have done, together with 
the threshold, £ e. for external photoionization whereupon Vo = Ej 
— Ek. The only difficulty involves the corrections for the escape 
length, L, of electrons in the liquid in the determination of Ee. We 
have conducted such experiments in doped solid rare gases, where 
L is large (~1Q00 A), The latter case is much simpler, while in 
polar liquids where L is relatively small appropriate corrections 
have to be introduced.

(2) The model of Springett, Jortner, and Cohen-(SJC) for Vo in 
nonpolar fluids was advanced for the quasi-frese electron state. 
Without dwelling on technical details, I would like to point out 
that for liquid hydrocarbons where the electron mobility is low the 
electron is not quasi-free. Kestner and I attempted to treat this 
problem in terms of an inhomogeneous percolation picture. In this 
case the SJC model is inapplicable.

B. Webster. Could I just follow up the earlier remark of J. 
Jortner. In [Fe(CN)e]4_ an electron ejection into the liquid has an 
onset at >3.82 eV. Direct emission into the vapor occurs at >5.25
eV. Is the difference really a measure of V o----- 1.33 eV or should
this be regarded as the electron affinity of water?
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J. JORTNER. I am well familiar with the photoemission work 
from ferrocyanide solutions conducted by Delahay and his col
leagues. I wonder whether the experimental value for internal pho
toionization in this system is reliable. Photochemical evidence can 
be misleading as excited states such as that of ferrocyanide in solu
tion can yield an electron by thermal ionization.

L. KEVAN. (1) Question: Do Vo values for methane and ethane 
fit on the correlation plot of Vo vs. free volume?

(2) Comment: You pointed out that the temperature depen
dence of Vo for alkanes depends theoretically on the balance be
tween the temperature dependence of the two component terms of 
Vo (Vo = To + Up), where To is the kinetic energy and Up is the 
polarization energy. In alkanes, including methane in which the 
electron is in a quasi-free state like in argon, To decreases more 
than Up increases with increasing temperature so Vo becomes 
more negative. However, in argon the increase in Up with tempera
ture is almost exactly compensated for by the decrease in To with 
temperature, so that Vo is predicted to be essentially temperature 
independent. Thus the expected temperature dependence of Vo 
depends on the medium.

R. HOLROYD. Ethane is on the line. However, methane is some
what below the line, especially if we use Tauchert and Schmidt’s 
more recent value of Vo = —0.2 eV. But the symmetrical molecules 
(like neopentane) are all on the low side. It is interesting that 
argon and methane have, the same values for the rs — a parameter 
and comparable Vo’s, which fits in with our correlation.

M. SILVER. Using the Fowler plot to determine V0 is very ques- , 
tionable because the Fowler method presumes that the. limitation 
on the current is solely due to the flux of electrons from the elec
trode capable of entering the medium. However, experimentally 
one observes a field dependence of current implying that scatter
ing in the medium and the specific potential distribution near the 
electrode are important.'Unless the momentum exchange scatter
ing and the energy loss (inelastic) scattering have the same energy 
dependence, there will be reflections back into the electrode which 
vary with hv. Since one measures a current, the hv dependence of 
the current will reflect the energy dependence of the scattering 
events as well as the flux of electrons (Fowler emission). A simple 
calculation involving inelastic scattering and involving the excita
tion of vibrations could give an apparent positive energy shift of 
Vo by the vibrational energy of approximately 0.1 or 0.2 eV. This 
calculation is equivalent to the one-dimensional Onsager escape 
probability over an arbitrary shaped barrier but including scatter
ing of the hot electrons as well as diffusion of the thermalized elec
trons. . . .  The correct procedure to use to obtain V0 from photoin

jection experiments is a careful study of the current-voltage char
acteristics at each hv to obtain the scattering parameters and, of 
course, to use the Fowler plot on the current corrected for back 
scattering.

R. HOLROYD. We use the Fowler function to fit the data in the 
liquid because empirically the spectral dependence is the same as 
in vacuo. The current-voltage dependence is nearly ohmic, inde
pendent of wavelength, and this dependence is entirely accounted 
for by diffusion from the image charge under the applied field (see 
ref 3), and does not in itself imply back scattering. If the fraction 
of electrons back scattered is independent of wavelength, the 
Fowler function should apply. Any errors due to this problem are, I 
believe, minor and the photoelectric effect is at present the best 
method available to measure Vo

P. DELAHAY. T wo comments: (1) A treatment of photoelectron 
emission into dielectrics is available (Brodskii). If I recall his theo
ry (about 1970), the threshold extrapolation depends on the dielec
tric constant, e.g., with the power 5/2 of photon energy at high di
electric constants. It can be very different from the Fowler theory. 
(2) Vo is a bulk property. Your definition of Vo involves also the 
difference between the surface potentials of the metal in vacuo and 
the surface potential on the metal in the liquid. This term may not 
be entirely negligible. Moreover, the dipole induced in the electric 
field at this interface would orient at the interface orientation 
should be temperature dependent.

R. HOLROYD. The 5/2 power applies only for e >  li>; for c ~  2, 
the Brodskii treatment shows the Fowler equation is applicable.

G. R. Freeman. (1) Although measurements in the 1930’s 
showed little temperature dependence of the work functions of 
metals, did you check the temperature dependence with your apr 
paratus?

R. HOLROYD. Yes, and we find in agreement with DuBridge et 
al. little change in 0vac with temperature.

G. R. Freeman. (2) Calculations with several recent models 
that correlate Vo with electron mobilities in hydrocarbons indicate 
that (Vo — V), that is, the difference between the energies of the 
bound and quasi-free states, is nearly independent of temperature. 
Would you comment upon why V and Vo should have similar tem
perature dependences?

R. HOLROYD. I think others here are more qualified than I to 
comment on this. However, let me suggest that Vo and V change 
together because the same factors, such as free volume, influence 
both states.

i'
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A function expressing the electrostatic polarization energy experienced by an electron immersed in a non
polar fluid is derived on the basis of classical electrostatics. A continuum dielectric model is used to repre
sent the collective effect of the fluid molecules, which are assumed individually to possess spherical sym
metry. The local electric field in the fluid is calculated from the sum of a cavity field and a dielectric reac
tion field. The model is parametrized by constants (the molecular electric dipole and quadrupole polariz
abilities and the effective cavity radius presented by a molecule in the fluid), which for the example of 
argon can be determined from published literature data. The results obtained from the continuum model 
are compared with a recent theory dealing with the same question, but based on a model in which the mol
ecules in the fluid are regarded as being discrete, and the local electric field is taken to be the traditional 
one due to Lorentz.

Introduction
The properties of excess electrons introduced into dielec

tric fluids by ionizing radiation or by field emission tips 
have been actively studied in recent years.1 Part of the ef
fort has centered about attempts to describe the micro
scopic interactions of the electrons with the molecules of 
the fluid and to formulate a theory of electron trans
port.2-10 Pursuing the problem of microscopic description, 
we calculate herein the electrostatic polarization energy for 
an electron immersed in a nonpolar fluid consisting of mol
ecules having spherical symmetry. The electron is taken to 
be a point charge, while a molecule in the fluid is assumed 
to consist of point polarizable electric multipoles at the 
center of a spherical cavity in an otherwise continuous di
electric. This molecular model is a generalization of that in
troduced by Bell11 and used by Onsager12 to calculate the 
density dependence of the dielectric constant of a polar 
fluid.

The contributions of Bell and Onsager, taken together, 
differed from previous investigations13 in three fundamen
tal ways: (1) the electric lines of force produced by an ex
ternal field were allowed to bend in the vicinity of the cavi
ty; (2) the cavity was taken to be of approximately molecu
lar size; and (3) the elementary charges making up a mole
cule were replaced by a point electric dipole at the center of 
the cavity, and the interaction of the molecule with its 
neighbors was represented by a dipolar reaction field. Al
though Onsager was concerned with polar substances, 
Böttcher14 has since demonstrated the applicability of his 
concepts to explain the density dependence of the dielec
tric constant of nonpolar fluids. In what follows, the model 
developed by Bell, Onsager, and Böttcher will be used to 
represent the many body nature of the interaction of the 
electron with the fluid.

Mathematical Development
C a v ity  F ie ld . Consider, as shown in Figure la, a point 

charge of magnitude q located a distance b from the center 
of a spherical cavity of radius a in a uniform dielectric of 
dielectric constant e. Using standard methods of analysis,24 
we may solve the equation

V2V {r , 8 ) = 0 r  ^  b (1)

for the electrostatic potential V (r , 6 ) subject to the bound
ary conditions

V ( r , 8 ) — (ç/é)|r — ökj 1 = continuous < 1
d V (r ,8 )

dr

d V (r ,8 )

dr

(2)

(3)

where k is a unit vector in the z direction. Of help in 
matching boundary conditions is the expansion

q_

tb  i Fq
¿  ( ~ )  P;(cos 8 ) (4)
'=o \b/c| r — 6k|

where ¡/'/(cos 0 )\ are the Legendre polynomials. The results

V (r , 6 )
b i=o

(21 + 1) 
e(Z + 1) + l

- )  P i (cos 8 ) r  <  a (5a)

V (r , 8 ) = +

q_
tb  iZo

c| r — òk|
I U -  1) , ;+1

r  >  a  (5b)_e(/ + 1) + l_

The electric field G ( r ,8 ) evaluated at the center of the cavi
ty is given by

G(0,J) = - V V M ^ o = - J ( ^ ) k  (6)

The gradient of the cavity field is denoted by G i/ (r ,8 ), 
where the prime and subscripts combine to indicate differ
entiation of the ¿th component of G ( r , 8 ) with respect to the 
;th direction. The subscripts i and j  may be any of the 
three coordinates x , y , or z . Because of symmetry with re
spect to rotations about the z direction, G i/ (r ,8 ) satisfies 
the equations

G i/ (0 ,8 ) -  0 i ^  j  (7a)

G xx' ( 0 ,8 ) = G yy '(0 ,8 ) = -  i  G j m  = £  (7b)
2 b■’ \3i +  2 /

I n d u c e d  D ip o le . Consider the point charge q  removed 
and a point polarizable electric dipole of magnitude m
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Figure 1. (a) Point charge of magnitude q outside a cavity, (b) Elec
tric dipole of moment m inside a cavity, (c) Electric quadrupole of 
moment 0  inside a cavity.

placed at the center of the cavity as shown in Figure lb. 
The solution to eq 1 (restriction r  ^  b now removed) 
subject to the boundary conditions, eq 3, and the following

V (r ,d )  — m r ~ 2 cos 8 =  continuous < <*> (8)

has been derived by Onsager.12’14 The results are 
m  co s  8 2 m  /  e — 1

V (r ,8 ) =  -
r2

2 m  /  e -  1 \ / r\

~  öT ( ä  + l j  W  cos 1
r  <  a

(9a)
, . /  3e \ (m  cos 0\ .

v , r ’ m -( s t t t ) v r n .  r > a  <9b)
The dipole reaction field R ( r ,8 ) at the cavity center is

. r . ,  m  cos 8 ~\ 2 m  /  e — 1 \ .
R ( 0 , » ) . - V [ V W) - — ) k

( 10)

By the principle of superposition, the local electric field F 
is given by

F = G(O,0) + R(O,0) = - /   ̂ \ q  k ^ 2m / e — 1 \
\2i + 1 /b 2 k ^ o3 \2f + 1/

k

( 11)
The first term of the above equation may be regarded as 
due to the direct electron-solvent interaction and the sec
ond as arising from the solvent-solvent interaction. If a  is 
the electric dipole polarizability of a molecule in the fluid, 
then

m  =  a F =  -
\2i + 1/

Solving eq 12 for m, we find

a q (Sr) 5

~[tíü)5 ][*-5 (sri)r

(12)

(13)

I n d u c e d  Q u a d r u p o le . The induced quadrupole moment 
tensor 0¿, is given by15

9y -  T . Cij.k/Fkl' (14)
k,l

where Fki is the gradiant of the local electric field, and 
Cij-ki is the field gradiant quadrupole polarizability ten
sor.16 Because the molecule is considered to be spherically 
symmetric, the nonzero components of this polarizability 
tensor satisfy the relation17

Cii:ii ~  Cu:kk =  C  i ^  k  (15)

Since the cavity field possesses rotational symmetry about 
the z  direction, we also have

F ix ' =  F yy ' =  (16)

Substituting eq 15 and 16 in eq 14, we find

6 «  = Q y y  = ~ % 0 Z2 = ~ W Z Z '  =  -%G (17)

The electrostatic potential due to a general quadrupole 0:y 
is

V(r)=\z^Qnrj- V 2) (18)3 i j  r

where r, is the ¿th component of the vector r, and <5,; is the 
Kronecker delta.16 Combination of eq 17 and 18 results in 
the potential

V (r ,8 ) = ^ P 2(cos 6 ) (19)r A

Consider now a quadrupole with potential given by eq 19 
situated at the center of the cavity as shown in Figure 3b. 
The solution of eq 1 (restriction removed) subject to
the boundary conditons, eq 3, and

V (r ,8 ) — Qr 3P2(cos 8 ) = continuous < «> (20)

may be derived by analogy with that for the case of the in
duced dipole. The results are

V M ) = ^ P 2(cos 8 ) ~ ; (e ^ 4  ( - ) 2P2(cos 6 ) (21a)r1’ (3e + 2) a3 \a/
r <  a

V (r ,8 ) =  ( — ) ~ P 2 (c o s 6 ) r > a  (21b) 
\3e + 2/ t r 6

The reaction field gradiant is given by

Rif (0,8) = 0 i ^ j  (22a)

R x x 'm  = Ryy'(0,8) = -  ifl„'(0,fl) = -
2 (3e + 2) aJ

(22b)
By adding eq 7 and 22, one finds the local electric field gra
diant to be given by

F ? , ’ = G zz + R „ '  -
Q_ /  10 \ 60 / s - l \
b 3 \3t + 2 / a5 \3e + 2/

(23)

Once again, the first term of this equation may be associ
ated with the direct electron-solvent interaction and the 
second with the solvent-solvent interaction. When eq 23 is 
substituted into eq 17, there results

0 = C F ZZ' =
C q

b 3
+ 60

+  -  1 \ £  

.3« + 2 / a5
(24)

Hence, the induced quadrupole moment of the molecule is

- [ (^ )f][ - f (S r )r  «
E le c t r o s t a t i c  P o t e n t ia l  E n e r g y . The total electrostatic

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



2864 James K. Baird

o

ARGOf' 298 °K

o

o

3 °

o n ’~r*~' « — I
l  2o

2

bO,
•
2 •

. 2  «

O 0 .0 4  0 ,0 8  0 .12 0.16 0 .2 0  0.24
Zf-Z 
Ze*\

Figure 2. Böttcher plot of the density dependence of the dielectric 
constant of argon at 298 K. The dielectric constant is e, and 1 la '  is 
as defined in the discussion of eq 31 of the text. The data are taken 
from ref 19. The straight line was determined by the method of least 
squares using only the points represented by the filled circles. 
Where a filled circle represents more than one measurement of t, 
the number of measurements is given by an integer.

potential, evaluated at the position of the point charge for 
the problem of a point charge outside a cavity containing 
both a point polarizable electric dipole and a point polari
zable electric quadrupole, may now be calculated by adding 
eq 5b, 9b, and 21b with (r,0) = (f>,0). In so doing, however, 
we must ignore the term (q/c)|r — h k | _ 1  which otherwise 
results in an infinite self-energy for the point charge. Also, 
we use eq 13 and 25 to evaluate m  and 9, respectively, and 
combine terms of like values of l. The net result of these 
operations is

V (r )  =  -  -  ^ 7 2(u2,f) +
r4

q_ “ r K e -  1) 1 /a\2«+D
ea ¡=3 Le(Z + 1) + l_ \ r )

(26)

wherein the dipole and quadrupole dielectric screening 
functions, and / 2(u2,c), are defined, respectively, by

/J_\ r m(f + 2 ) - ( « - i )  1
\ u i t )  l_(2e + 1) — 2ui(e — 1)J 

U\ = a / a 3

/J _\  I- u 2 (2e + 3) — U  — 1) I
W /  l(3c + 2) — 6u2(e — 1) J

u2 = C/a5

(27a)

(27b)

(28a)

(28b)
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Figure 3. Bottcher plot of the density dependence of the dielectric 
constant of argon at 398 K. The Integers associated with the arrows 
at the top of the figure give the ordinates of points off the scale of 
the graph. The horizontal locations of the arrows indicate the abscis
sas of these points. See Figure 2 for additional information.

TABLE I: Values of Molecular Constants and Derived 
Quantities for Argon0

u j  X u 2 X
T , K a, A3 a, A 102 102
298
398

1.642
1.637

2.70
2.58

8.34
9.53

0.760
0.954

1.27
1.32

1.04
1.05

°The values of u 2 and e2 were calculated on the basis of 
C = 1.09 A5.

symmetry, eq 30 is correct up to terms of order 1/r6. The 
term in 1/r5 is missing not only from the cavity contribu
tion to this equation, but also because a spherical molecule 
has no polarizability giving rise to the appropriate multi
poles.16'18 It should be noted that when e = 1, /i(ui,l) = 
/ 2(w2,l) = 1, thus leaving eq 30 in the form one would ex
pect for the potential energy associated with an atom in the 
field of a point charge surrounded by vacuum.

D e te r m in a t i o n  o f  th e  M o le c u la r  C o n s ta n ts  a , a , a n d  C. 
In order to evaluate /i(ui,e) and / 2(u2,e) for a given fluid, 
the constants a , a , and C  must first be determined. Two of 
these, a  and a , may be estimated by using Bottcher’s meth
od of plotting the density dependence of the dielectric con
stant.14 If the Bottcher-Onsager formula is written in the 
fashion

127reN  _  1 _  / 2t -  2\
(e — 1)(2e + 1) a  a 3 \2e + 1/

If the point charge is increased in magnitude continuously 
from 0 to q in infinitesimal steps of q dX while the electro
static potential has a magnitude XV(r), 0 < X < 1, then the 
electrostatic potential energy U (r )  is given by the formu
la25

U (r )  =  J^1 X V (r )q  dX (29)

We have by exclusion of all but the first two terms in eq 26

u (r) = -  ~ / i ( m , 0  -  (30)2 r * r b

Our model being restricted to molecules having spherical

where t is the dielectric constant and N  the molecular 
number density, then a plot of the left-hand side (usually 
referred to as 1/a*) as a function of (2e — 2)/(2e + 1) should 
give a straight line with intercept a ~ l and slope —a "3.

As an example, plots of the data of Michels et al.19 for 
argon at two different temperatures are shown in Figures 2 
and 3. In Table I are listed the least-squares values for a  
and a . In determining these values, the points represented 
by the open circles in the figures were given zero statistical 
weight, while all other points were assigned a weight of 
unity. The points to be zero-weighted were selected on the 
basis of their obvious scatter about the linear trend sug
gested by the remainder of the data. The scatter was due
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1 .0 0  1.40  1 .8 0  2 .2 0  2 .6 0  3 .0 0  3 .4 0  3 .8 0

Figure 4. The dipole screening function fL{ &) of ref 4, the dipole 
screening function fi(ui,e), and the quadrupole screening function
f2(u2 ,e).

presumably to the fact that at low densities e — 1 is little 
different from zero and poorly known. Without specific 
knowledge of the errors to be associated with particular 
values of e and N ,  the present method of weights cannot be 
improved upon, and the values of a  and a listed in Table I 
are to that extent approximate. The values for a  are some
what larger than the argon atomic radius of 1.92 A calculat
ed from the length of a side of the face-centered-cubic unit 
cell observed in solid argon.20

There seems to be as yet no experimental value of C for 
argon, although a calculated value, C  = 1.09 A5, has been 
given by Burns.21’22

Discussion
Plots of f i ( u x , t )  and / 2i(u2,i) as functions of t are shown 

in Figure 4. At certain values of e, namely ei = (1 + 2ui)/(l 
-  ui) and i2 = (1 + 3u2)/(1 -  2u2), /i(ui,ei) and / 2(u2,e2), 
respectively, are zero. This may be interpreted in physical 
terms as follows. The field lines associated with a point 
charge in a uniform dielectric extend radially outward from 
the charge. The presence of an empty cavity in the vicinity 
of the charge causes these lines to bend. However, the pres
ence of the multipole moments at the center of the cavity 
also produces a curvilinear system of field lines. When 
these systems of field lines are superposed, the net bending 
due to terms proportional to P i  (cos 6 ) is zero at e -  ej, and 
likewise the net bending due to terms proportional to P2 
(cos 8 ) is zero at e = «2.

In a recent paper, Lekner4 has determined the electric 
dipole screening function for argon by assuming a model in 
which all atoms are regarded as point electric dipoles. He 
calculates the polarization contribution to the local electric 
field at the position of a given atom by summing the contri
butions due to the remaining atoms weighted by the radial 
distribution function for the fluid. Lekner’s screening func
tion, which is denoted by f t »  and is a function of the dis
tance r between the electron and an atom, takes on the as
ymptotic value fL(“ ) = [1 + (8ir/3) N a ] ~ 1 =  (« + 2)/3« for r 
greater than a few atomic diameters. This fast approach to 
an asymptotic value appears to be due to the short-range 
order in the fluid. By contrast, the intermolecular forces re
sponsible for short-range order are largely ignored in the 
continuum model used herein, so that fi(ui,<) and f2(u2,e) 
are constants.27 In Figure 4, fL(°°) has been plotted for 
comparison with fi(ui,e).

In calculation of fL(r), however, Lekner chose to neglect 
the effects of statistical fluctuations in the positions and

orientations of the point electric dipoles. He assumes that 
the average electric field due to a dipole is the field of the 
average dipole. Kirkwood showed in his calculation of the 
density dependence of the dielectric constant that, by ne
glecting the effects of fluctuations, one is led to the Lorentz 
value for the local electric field.23 Consequently, it is not 
surprising that the asymptotic value of the Lekner screen
ing function is just that to be expected on the basis of the 
Lorentz local field, Fl = [(e + 2)/3e]-E0, where E () is the 
vacuum electric field. For the case when a uniform external 
electric field induces the polarization in the dielectric, the 
local electric field based on Lekner’s model with fluctua
tions taken partly into account shows some agreement with 
the local field calculated on the basis of the Onsager cavity 
model. That is to say, when the two local fields are each ex
panded in powers of the parameter (4ir/3)iVa, the constant 
and first-order terms agree.26 Thus, it is of some general in
terest to introduce the effects of fluctuations into the Lek
ner’s calculation of the dipole screening function.

The potential energy U (r )  specified by eq 30 should find 
application in calculations based on the Schroedinger 
equation to determine the scattering cross sections for elec
trons in monatomic fluids. From these cross sections, one 
may calculate from kinetic theory2'4-6 the mobility of ex
cess electrons in argon, which has been extensively investi
gated experimentally by Jahnke et al.7 Additionally, U (r )  
may be employed in the theory of Springett et al.10 to cal
culate V q, the bottom of the electronic conduction band in 
a fluid.
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The temperature dependence of the conduction electron energy Vo in liquid methane and ethane has been 
measured, and the theoretical model of Springett, Jortner, and Cohen (SJC) for the temperature depen
dence of Vo is shown to apply to liquid alkanes as well as rare gases. Criteria for electron localization in liq
uid rare gases, molecular gases, and alkanes are critically discussed. The SJC criterion for electron localiza
tion in liquid rare gases is shown not be extendable to liquid alkanes or to molecular gases. In alkanes we 
assume that transient localization arises from rotational and translational fluctuations leading to cavities 
of molecular size. Then consideration of the kinetic and electronic polarization energies with a cavity radi
us given by the Wigner-Seitz radius leads to a new localization criterion that seems generally applicable to 
alkane systems. Electrons in molecular gases probably move as molecular anions so neither of the above 
criteria apply to them. An empirical relation between the electron mobility and Vo is found that seems 
valid for all alkanes at room temperature for both localized and quasi-free electron states. Values of Vo for 
polar and nonpolar glassy matrices at 77 K are derived from experimental data by two independent meth
ods. It is found that Vo becomes more positive as the glassy matrix polarity decreases.

Introduction
Excess electrons are excellent probes of the complex 

electron-molecule interactions found in condensed media. 
Electron mobilities and conduction state energy levels rela
tive to vacuum are the major experimental quantities avail
able to probe the weak interactions of excess electrons, 
while optical and magnetic resonance spectroscopy of ex
cess electrons can probe stronger interactions leading to 
electron localization.1 Rare gases constitute the simplest 
condensed media. There the electron mobilities and con
duction state energies are fairly well understood theoreti
cally2 although discrepancies do remain, notably in liquid 
helium.3

Condensed alkanes are much more complex and electron 
interactions in them are the focus of much current interest. 
Electron mobilities p  have been measured in both liquid4-6 
and glassy7’8 phases for a wide variety of alkanes, and con

duction electron energies Vo have been reported for several 
higher molecular weight alkanes.9-12 The basic question is 
to what degree the theories of V013 and of p,u  which seem 
rather successful for rare gases, apply to condensed molec
ular media. Attempts have been made to extend these 
theories to liquid alkanes.15-17 It has also been suggested 
both experimentally9’18 and theoretically19’20 that there is a 
general correlation between p  and Vo for rare gas and al
kane liquids.

In this work we report measurements of Vo for both liq
uid ethane and methane over a limited range of tempera
ture to compare with the measured mobilities in these liq
uids and to test the generality of a correlation between p  
and Vo- The correlation appears to fail for methane.21 We 
present a simple successful model of the temperature de
pendence of Vo and discuss a new approach to the relation 
between p  and Vq. Finally, we consider photoionization
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data in a variety of glassy matrices and derive estimated 
values of Vo for organic and aqueous glasses.

Experimental Section
Methane (99.99% Matheson research grade), ethane 

(99.94% Phillips research grade), and argon (99.995% Ma
theson research grade) were purified by passing through 
activated silica gel (activated at 3003 C in vacuo for 48 hr) 
and activated charcoal (activated at 200° C in vacuo for 48 
hr) columns at 195 K. Methane and ethane were stored 
over activated silica gel at 77 K, and argon was stored over 
activated charcoal at 77 K.

Conduction state energies were measured by work func
tion changes of zinc electrodes in vacuo compared to the 
liquid. Our apparatus was similar to that described by Hol- 
royd and Allen9 with modifications for low-temperature 
work. Light from an air-cooled Philips SP-900W mercury 
lamp passed through a Bausch and Lamb high-intensity uv 
monochromator and appropriate filters to eliminate scat
tered light and higher order diffractions and was reflected 
90° by a mirror up through the unsilvered flat bottom of a 
quartz dewar onto the bottom quartz window of the photo
electric cell. The light passed through an electron collector 
electrode made of brass mesh to strike the zinc-coated 
emitting electrode. The electrodes were separated by a 0.5 
mm Mylar spacer. The applied voltage was obtained from a 
Keithley 245B power supply, and the photocurrent was 
measured with a Keithley 610B electrometer. Tempera
tures were obtained with liquid argon or by cold nitrogen 
gas flow and were monitored with a calibrated digital ther
mocouple thermometer.

The cell and vacuum line were flushed with purified gas 
and evacuated to <1 Pa (1 X 10-5 Torr). Zinc was freshly 
deposited on the emitter electrode in vacuo, and the photo
current was measured between 280 and 400 nm. The liquid 
was transferred to the cell, the photocurrent remeasured, 
the cell evacuated, and the photocurrent measured again in 
vacuo. For variable-temperature runs the emitter electrode 
was reused until the active metal surface deteriorated as in
dicated by a significant drop, typically twofold, of the pho
tocurrent in vacuo. The light intensity was measured at the 
emitter electrode position with a YSI Model 65 radiometer. 
The work functions were determined by a fit of the data to 
Fowler’s spectral response curve for photocurrents.22 The 
applicability of this response curve to dielectric liquids has 
been verified experimentally9 and theoretically.23 The work 
functions were reproducible to ±0.02 eV between runs on 
different days.

Results
Table I summarizes the V0 measurements as a function 

of temperature. The temperature dependence is also calcu
lated from a simple model discussed below. Figure 1 shows 
data for one run in argon and demonstrates the reproduc
ibility attainable. Figure 2 shows typical data for ethane at 
one temperature; a similar plot for methane was published 
previously in a communication.21

Near the boiling points of methane (111 K) and ethane 
(185 K), the Vo values are essentially equal. This contrasts 
strikingly with the electron mobilities in methane (400 
cm2 V-1 sec-1) and ethane (0.85 cm2 V-1 sec-1) at these 
temperatures and suggests that the theoretical models for 
Vo and n  and the relation between them must be reexam
ined.
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TABLE I: Temperature Dependence of V0 in Liquids

Liquid T, Ka n, A “3
V0(calcd),

eV
V0(exptl).

eV*

Methanee 109 0.0161 (0.0)rf 0.0
91 0.0171 0.07 0.1

Ethane 182 0.0110 (0.02) 0.02
152 0.0118 0.14 0.15
130 0.0124 0.21 0.22
103 0.0131 0.35 0.28

Argon 87 -0 .1 7
a ±0.2 K. b ±0.02 eV for methane; :±0.03 eV for others.

CW. Tauchert and W. F. Schmidt [Z. Naturforsch., Teil A
29, 1526 (1974)] have recently confirmed our value of V„
for methane, ri Values in parentheses are assumed and vai-
ues at other temperatures are calculated relative to these; 
see text for details.

Figure 1. Photoelectric work function plot for argon at 87 K on a 
zinc electrode at 4 kV/cm field. The solid lines are theoretical Fowl
er curves fitted to the open experimental points. The arrows indicate 
the origin of the Fowler curve and therefore the work function. The 
solid points represent a second experimental run with the same 
electrode.

Figure 2. Photoelectric work function plot for ethane at 130 K on a 
zinc electrode at 2 kV/cm field. The solid lines are theoretical Fowl
er curves fitted to the experimental points. The arrows indicate the 
origin of the Fowler curve and therefore the work function.

Discussion
A . C o n d u c t io n  S t a t e  E l e c t r o n  E n e r g ie s  in  L iq u id  R a r e  

G a ses . Calculation of the energy levels of an excess electron 
in any multiatom system depends upon formulating a trac
table potential. For a delocalized electron in condensed 
media Springett, Jortner, and Cohen13 did this by using 
pseudopotential arguments to account for the orthogonal
ity of the excess electron wave function with the bound
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TABLE II: Experimental Measurements of Conduction 
Electron Energies in Liquid Rare Gases

Sys- Temp, a (derived),3
tem K V0, eV Method A

He* 1.1 1.02 ± 0.08c Direct, PI, LTd 0.68 ±0.02
He« 1.4 1.3 ±0.4 Indirect/
Arii 87 -0 .1 7  ±0.03 Direct, PI, FT* 0.93 ±0.05
AH 85 —0.33 ±0.05 Direct, PI, LT^ 0.90 ±0.09
Ari 105 —0.45 ±0.2 Indirect* 0.87 ±0.45
Kr/ 135 —0.78 ±0.2 Indirect* 0.99 ±0.45

a Hard core atomic radius derived from V0 by the theory 
of ref 13. The data used are as follows: He, a = 0.204 A3 
and n(l.l K) = 0.02189 A-3; Ar, a = 1.63 A 3, n (85-87 K) =
0.02096 A“3, and n(105 K) = 0.01921 A '3; Kr, a = 2.465 A3 
and n(135 K) = 0.01648 A“3. *M. A. Woof and G. W. Ray- 
fi.eld, Phys. R e v . L e t t ,  15, 235 (1965). cIndependent of 
temperature from 1.1 to 2.2 K. Note that the density only 
increases by 0.7% in this range. d Direct method by photo
electric injection, linear threshold used. eW. T. Sommer, 
P h ys . R e v . L e t t . , 12, 271 (1964). /Indirect method involv
ing analysis of electron passage across the liquid-gas inter
fact. £This work; if a linear threshold is used, V0 = —0.26 
±0.2 eV. * Direct method by photoelectric injection,
Fowler function threshold used. ! B. Halpern, J. Lekner,
S. A. Rice, and R. Gomer, P h ys . R e v ., 156, 351 (1967).
IB . Raz and J. Jortner, C h em . P h ys. L e t t . , 4, 155 (1969).
* Indirect" method based on analysis of Wannier type im
purity states in Xe-doped liquids and based on calculated 
polarization energies of the positive ion.

atomic electron wave functions, as required by the Pauli 
principle, and by using the Wigner-Seitz model to obtain a 
spherically symmetric potential. In the Wigner-Seitz 
model each atom is replaced by a sphere of radius r s given 

'by

r8 = (3/4 ?rn)1/3 (1)

where n  is the number density. The potential is assumed 
spherically symmetric and identical in each sphere; thus 
density fluctuations in the medium are neglected. The ei- 
genvaue equation is then

[(-ft2/2m)V2 + Vm]</>0 = Votf.o (2)

where <t>o is a pseudo wave function, which is smooth inside 
rs, and Vm is the pseudopotential approximated as =° for r 
<  a and as Up for r >  a. This pseudopotential excludes the 
excess electron from the hard core radius a of the atoms. 
Up is the polarization potential from the atom inside and 
the atoms outside r s which is approximated by

Up=zt f [ ~ i + ( 1+ b an) 1  (3)
where a  is the isotropic polarizability. Then (2) may be 
solved to yield

Vo = Up +  h 2k 0/2 m  =  Up +  T 0 (4)

where the electron wave vector k 0 is obtained from the 
Wigner-Seitz boundary condition (d0o/dr)r=ra = 0 which 
gives the equation

tan k o (r s -  a) ~ k 0r a (5)

To is the zero point energy which arises because the excess 
electron is excluded from the hard core region of radius a 
in each Wigner-Seitz sphere.

Assuming the polarizability and density are known, Vo 
may be calculated from a and vice versa. Vo may be direct
ly determined experimentally but a  cannot. Thus, derived

experimental values of a must come from V0 measure
ments. However, a can be independently obtained from the 
calculated effective electron scattering cross section by 
only the Hartree-Fock potential of an atom or molecule via
o-HF = Aira2. Note that chf is n o t  the experimental gas- 
phase scattering cross section because the real total poten
tial includes both Hartree-Fock and polarization compo
nents.

There have been few measurements of Vo in liquid rare 
gases. The ones extant including ours in argon are summa
rized in Table II. Direct photoelectric injection methods 
are felt to be the most accurate. We have used the Fowler 
function22 to find the thresholds and believe that this 
should give more accurate results than thresholds from 
simple linear extrapolations. Our value (—0.17 eV) is less 
than a previous direct experiment (—0.33 eV)24 in which a 
linear extrapolation was used. If we try to fit Halpern et 
al.’s data24 to a Fowler plot, we find that it is all far above 
the Fowler threshold. This perhaps explains some of the 
discrepancy between the two sets of results; if we use a lin
ear extrapolation on our data we find Vo ~  —0.26 eV. Raz 
and Jortner25 determined Vo in argon by an interesting in
direct method. They interpret the vacuum uv absorption 
spectrum of 3 ppm Xe impurity in liquid argon as a hydro- 
genic series and obtain the series ionization limit I i  from a 
Rydberg constant modified by the dielectric constant of 
the medium. Using the expression

I\ =  I g +  P + +  V0 (6)
known values of the gas-phase ionization potential I g, and 
calculated values of the polarization energy of the positive 
ion, P + , they obtain Vo. Their experimental uncertainty 
comes from the spectral analysis, but it seems that the cal
culated values of P+ in the solid (—1.10 eV), which were as
sumed to be the same in the liquid, could well be uncertain 
by several tenths of an electron volt.

Table II also shows values of a  derived from the experi
mental Vo values via eq 1-5. Note that 3 is relatively insen
sitive to Vo but that the converse is not true. Thus theoret
ical Vq values obtained by using a theoretical calculation or 
estimate of a13 seem subject to large errors which can ex
ceed a factor of 2.

B . T e m p e r a tu r e  D e p e n d e n c e  o f  Vo. Vo is only a function 
of density if a  is assumed independent of density. Within 
the framework of the Vo theory presented, a is density in
dependent. Thus a test of the validity of the Vo theory may 
be provided by the density dependence of Vo as obtained 
by changing temperature or pressure.

Recall that Vo = U p +  T0. U p and To change in opposite 
directions with density, so in principle Vo may increase, de
crease, or be independent of density. We will find that in 
alkanes V0 becomes more negative with increasing temper
ature (decreasing density), but that Vo is approximately in
dependent of temperature in argon.

Changes in U p are always dominated by rs~4 or n 4/s. The 
term involving a n  inside the bracket in eq 3 changes much 
more slowly for all reasonable values of a  and n  in atomic 
or molecular media; and, in fact, this term changes U p in 
the opposite direction from the dominant n4/s dependence. 
S o  U p becomes less negative as temperature increases.

To becomes less positive as temperature increases, and it 
depends on both n  and a. Note that if a  is changed To 
changes but U p does not, so the temperature dependence of 
V0 is rather sensitive to a. This suggests that the tempera
ture dependence of Vo may serve as a rather sensitive indi
cation of the validity of a particular a.
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Figure 3. Calculated density dependence (or temperature depen
dence) of V0 in liquid argon at 55 atm pressure. The density depen
dence of the T0 and Uv components of V0 is also shown. The open 
points correspond to a =  0.928 A as determined from V0 =  —0.17 
eV at 87 K at 1 atm. The solid points correspond to a =  0.904 A as 
determined from V0 = —0.33 eV at 85 K at 0.8 atm.

These points are illustrated in Figure 3 for argon over an 
extremely large density range. If a = 0.928 A, as deter
mined from Vo = —0.17 eV at 87 K under 1 atm pressure, 
Vo is constant with temperature. But if a = 0.904 A, as de
termined from Vo = —0.33 eV at 85 K under 0.8 atm, Vo 
becomes less negative by ~0.1 eV (25%) with increasing 
temperature.

The only temperature-dependent measurements of Vo in 
liquid rare gases are in helium. Vo is temperature indepen
dent from 1.1 to 2.2 K. However, this is a trivial test since 
there is less than 0.7% change in density over this tempera
ture range. It seems that a critical test of the Vo theory can 
be carried out for liquid alkanes. Table I shows that the 
calculated temperature dependence of Vo in methane and 
particularly in ethane agrees well with theory. This is fur
ther substantiated by similar good agreemeht for propane 
through n-hexane and several other branched alkanes. 11 

Thus, all alkanes, including methane, seem to obey the Vo 
theory of Springett et al. , 13 at least over the normal range 
of liquid densities. Furthermore, the temperature-indepen- 
dent values of the hard core radii a  can be regarded as hav
ing some general validity, and trends between these radii 
are probably meaningful. It would be interesting to mea
sure Vo vs. temperature in argon and other rare gases to 
further test the Vo theory, although we expect the theory to 
be even more valid for the rare gases. The alkane measure
ments do not extend into the critical region. There we 
might expect density fluctuations to be more important 
and to find a failure of the Vo theory which ignores these. 
This could be most easily tested in the liquid rare gases.

C. E l e c t r o n  L o c a l iz a t io n  C r ite r ia . Given a value for V0 

in a condensed medium, one can then ask whether electron 
localization is possible. The general criterion for localiza
tion is that the ground-state energy level be less than the 
conduction state energy level or

E t < V0 (7)

where Et is the total ground-state energy relative to vacu
um of the electron in the medium. If Et > Vo, we then de
scribe the electron as quasi-free and able to move in the 
conduction band of the medium. An experimental criterion 
of localization is the electron mobility and we may specify 
approximate limits as follows. From this experimental 
point of view

He ~  10 cm2 V- 1  sec“ 1 quasi Tree state stable (8 )

He 5  1 cm2 V“ 1 sec“ 1 localized state stable (9)

excess electrons are localized in the liquid phase of helium 
(3He and 4He), neon, hydrogen, and most alkanes, surd are 
quasi-free in argon, krypton, xenon, methane, neopentane, 
and probably 2 ,2 -dimethylbutane and 2,2,4,4-tetramethyl- 
pentane.26

Let us now examine how to obtain E t for various media. 
We will use the general formulation for E t given by the 
semicontinuum model. 1 ’27 E t is given by

E t  = E k +  Ees + Ee> + V0(l -  C i) +  E ms +

E m 1 +  E v +  Epv (10)

where Ek is the kinetic energy, Ees and Ee* are the short- 
range and long-range attractive electronic energies, Vo(l — 
C i) is the short-range repulsive energy between the medi
um and the electron whose charge density within a given 
radius r is C,, Ems and Em! are the short-range and long- 
range medium rearrangement energies due to polarization 
interactions, Ev is the void or surface tension energy, and 
Epv is the pressure-volume energy associated with void for
mation. In media consisting of polar molecules like water, 
alcohols, etc., the Ees term due to charge-dipole interaction 
is large and negative (—2 to —4 eV) so that the localized 
state is always energetically favored. This situation has 
been treated in some detail27 and will not be considered 
further. In media consisting of nonpolar molecules (rare 
gases, homonuclear diatomics, and alkanes) Ees and Ems = 
0  because there are no permanent dipoles (or negligibly 
small ones in the case of alkanes) and Em* = 0 because the 
static and optical dielectric constants are equal. We will 
also consider media at low external pressures ( < 1 0  atm), so 
Epv is negligible. Then we may write Et as

Et(nonpolar) = Ek + Ee] + V0(l -  C, ) + Ev (1 1 )

We can then consider two cases: one where the medium 
is microscopically nonpolar, as in rare gases, and the second 
where the medium is microscopically polar, as in alkanes. 
The first case has been treated by Springett, Jortner, and 
Cohen. 13 They assume that Ee' can be neglected, which 
seems only justifiable for helium, and assume a spherical 
well potential for Ek- If the electron is localized within a 
spherical well, C, -»• 1 and the V0 term drops out. Then for 
an infinite spherical well

Et = Ek + Ev = h 2/8 m R 2 +  4 v R 2y  (12)

where 7  is the surface energy of the medium per unit area. 
Since this Et is always positive, all rare gases with Vo < 0 

are predicted to exhibit quasi-free electrons. V0 < 0 for 
argon, krypton, and presumably xenon by extrapolation, 
and electrons in these media do exhibit high mobilities in
dicating the quasi-free state. However, it is difficult to see 
how Ee* can be justifiably neglected in these media. Molec
ular hydrogen29 and a variety of alkanes9 also have V0 < 0, 
but these media do not exhibit high electron mobilities and 
hence the above simple model does not apply.

When Vo > 0, a localization criterion has been obtained 
by Springett et al.13 by choosing R  to minimize Et. They 
find

!2 irh2y l m V o 2 < 1.0 (13)

for an infinite spherical well or
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2w h 2y / m V o 2 <  1.9 (14)

for a finite spherical well. By (14), electrons in liquid 3He, 
4He, and Ne (Vo ~  +0.5 eV from spectral analysis of Wan- 
nier states in the solid25) are predicted to exhibit localiza
tion, and they do as indicated by low electron mobilities.26 

Whenever Vo > 0 and small (<0.3 eV for typical values of
7 ), the localization criterion (eq 14) is not satisfied and the 
quasi-free state is predicted to be most stable. Thus for 
methane the quasi-free state is predicted which does corre
late with the high electron mobility in liquid methane.26 

However, the quasi-free state is also predicted for electrons 
in ethane and other n  -alkanes over the temperature ranges 
where Vo is positive, 11 and this does not correlate with the 
low electron mobilities found in these liquids.

It appears that the model for E t suggested by Springett, 
Jortner, and Cohen13 applies only to rare gas liquids and 
not to molecular liquids. This is what one might expect 
from the assumptions used. Methane also fits the rare gas 
model, but we regard this as perhaps fortuitous since meth
ane is microscopically polar.

We now present a model for E t  which appears to work 
for microscopically polar liquids like alkanes. In such liq
uids we consider that t r a n s i e n t  values of E t  may be impor
tant. Et(transient) < Vo is a necessary condition for elec
tron localization, at least transiently. We assume that E t- 
(transient) can arise from rotational and translational 
(density) fluctuations in microscopically polar liquids lead
ing to cavities of molecular size. We have recently shown 
that relatively deep electron binding can occur (~0.5 eV) in 
alkanes for properly arranged configurations of C-H bond 
dipoles in CH2 fragments.30 We then write

fit(transient) = E t  + E el (15)

where the dominant contributions are the kinetic energy 
E k  and the electronic polarization energy E el. The electron
ic polarization potential energy is given by (—e2/ 2 R )  ( 1  — 
Bop^1), where Dop is the optical dielectric constant. For 
cavity radii R  of molecular size or smaller, this term cannot 
be neglected. However, we do neglect the surface tension 
energy term E v because we envision the cavity to be formed 
by fluctuations rather than by repulsions of the localized 
electron; also, the cavities are small so the E v term is small.

To apply this model we consider a finite spherical well 
for electron localization with the radius R  given by the 
Wigner-Seitz radius rs (eq 1). The radius r B is of molecular 
size and seems appropriate to choose for a transient trap 
associated with rotational and translational fluctuations. 
The finite spherical well problem has been solved,28 and a 
condition to have at least one bound state relative to the 
vacuum level and hence the possibility of electron localiza
tion in the case of potential E j  is given by

0 > E el +  Tr2 h 2/8 m r s2 (16)

This simply states that the total energy is nonpositive for 
electron binding to occur. In the case of interest here the 
bound state must be less than the conduction electron level 
so our criterion for electron localization becomes

We then have the following localization criteria where ap
proximate mobility ranges are

(V0 -  V0*) > 0 ->■ localization (/ue < 1  cm2 V- 1  sec'1)
(18)

(Vo — Vo*) < 0 — quasi-free (p e ~ 10 cm2 V 1 sec ')
(19)

given in accordance with the range above which electron 
band motion is considered valid. We have therefore found 
that the general localization criterion, E t < Vo, can be re
placed by the localization criterion Vc* < V0. The advan
tage is that we have a simple expression for Vo* that can be 
simply evaluated, whereas evaluation of E t requires the 
nontrivial solution of an eigenvalue equation.

Table III summarizes the data on mobility, Vo, Vo*, and 
the two components of Vo* from eq 17 for electrons in the 
alkanes plus tetramethylsilane for which Vo measurements 
have been reported. Methane, neopentane, and tetrameth
ylsilane are clearly predicted to exhibit the quasi-free elec
tron state, and this is consistent with the high electron mo
bility in these liquids. The quasi-free electron state is also 
predicted for 2 ,2 -dimethylbutane and 2,2,4,4-tetramethyl- 
pentane as is consistent with their reasonably high electron 
mobility, but this prediction is borderline. The other al
kanes are correctly predicted to exhibit electron localiza
tion and a consequent low electron mobility.

As discussed above, Vo is temperature dependent; for al
kanes it decreases with increasing temperature. Thus we 
must also consider the temperature dependence of Vo* and 
how it affects the above correlation. V0* depends on the 
temperature dependence of both rs and Dop, and for al
kanes Vo* increases very slowly with increasing tempera
ture (Table IV). The net result is that (Vo — Vo*) decreases 
with increasing temperature. This suggests that the quasi- 
free state becomes more favorable at higher temperature. 
In ethane the onset of the quasi-free state is predicted to 
occur near 180 K; 11 does approach unity near this tempera
ture.4 In general, Table IV shows that the criteria (18) and
(19) still hold over the temperature ranges for which Vo has 
been measured in alkane systems.

We point out that our localization criteria, (18) and (19), 
are not expected to and do not apply to rare gas liquids 
since our assumption that R  equals the Wigner-Seitz radi
us is then not valid. If one tries to apply (18) and (19) to 
rare gases, the quasi-free state is always predicted, even for 
Ne and He.

The liquified molecular gases H2, D2, 0 2, and N2 all have 
low electron mobilities (<3 X 10“ 2 cm2 V- 1  sec” 1) . 31 V0 has 
been measured indirectly only for H2.29 The localization 
criteria that seem successful for rare gases (eq 14) and for 
alkanes (eq 18) do not seem applicable to these molecular 
gases. Both localization criteria (eq 14 and 18) predict sta
bility of the quasi-free state for electrons in liquid H2; this 
is inconsistent with the low electron mobility. It seems 
probable that the negative charge carriers in these liquified 
gases are molecular anions rather than localized excess 
electrons; thus the localization criteria considered, (14) and
(18), are not expected to apply.

D . R e la t io n  b e tw e e n  Vo a n d  C r i t i c a l  V o lu m e s . D avis 
and S ch m id t17 have suggested th at th e hard core  radius a 
derived  from  Vo data correlates w ith  th e cu b e  roo t o f  the 
critica l volum e such  th at a/V c x 3̂ = 0.305 A /(c m 3/m o l)1/i3. 
T h is  was su p p orted  b y  consideration  o f  Vo d a ta  in nine a l
kanes at room  tem perature. W e  fin d  th at th is  suggested 
correlation  d oes n ot ap p ly  to  m ethane, ethane, o r  argon for  
w hich  a/V V 3 = 0.454, 0.425, and 0 .2 2 0  A /(c m 3/m o l ) l̂ 3, re 
spectively . T h e  relation  betw een  these tw o size param eters 
ap parently  exh ib its considerab le  subtilty.

E . R e la t io n  b e tw e e n  Vo a n d  E l e c t r o n  M o b i l i ty . L ekner32 
obta in ed  eq  20 for  the low -fie ld  m ob ility  o f  qu asi-free  e lec-
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TABLE III: Comparison of the Calculated Electron State Energy (V0*) with the Observed Conduction State Energy (V0)
Medium T, K M, cm2 V -1 sec-1 E l  eV E k , eV V0* ,e V V«, eV V0-  V0*,°eV

Methane 109 400« —1.161 1.566 0.41 0.0* —0.41
Ethane 130 0.014c.3 —1.263 1.309 0.05 0.22* +0.17
Propane 175 0.04,« 0.05d -1 .1 5 0 1.044 -0 .1 1 0.11« +0.22
rc-Butane 271 0.15<* -0 .9 5 6 0.828 -0 .1 3 0.12« +0.25
n -Pentane 293 0 .0 7 5 /0 .14« 

0.16*
-0 .9 2 1 0.738 -0 .1 8 —0.01 J +0.04/ 

+0.02^+0.01*
+0.17, +0.22 
+0.20, +0.19

Cyclopentane 293 1.1* -1 .0 6 8 0.848 —0.22 —0 .2 8 /—0.17/ 
—0.18,* —0.21«

—0.06, +0.05 
+0.04, +0.01

Neopentane 293 5 0 /5 4 ?  
55,* 70m>”

—0.900 0.724 —0.18 —0 .4 3 /* —0.35/ 
-0 .3 8 «

- 0 .2 5 , - 0 .1 7
-0 .2 0

n-Hexane 293 0.076,m 0.082? 
0.09*

—0.906 0.676 -0 .2 3 0 .0 4 /0 .0 /  0.16P 
0.09,* 0.10«

0.27. 0.23. 0.39 
0.32, 0.33

Cyclohexane 293 0.24,? 0.35* 
0.451

—1.035 0.767 —0.27 0.01« +0.28

2-Methylpentane 293 —0.902 0.672 —0.23 —0.20P +0.03
3-Methylpentane 293 —0.912 0.687 -0 .2 3 0.0,* 0.01,« —0.14P 0.23, 0.24, 0.09
2,2-Dimethylbutane 293 10,* 12” -0 .8 9 3 0.668 —0.23 —0 .2 4 ,*—0.26« 

—0.15P
—0.01, —0.03 
+0.08

2,3-Dimethylbutane 293 -0 .9 1 8 0.684 —0.23 —0.10P +0.13
2,3-Dimethylbutene-2 293 —0.998 0.725 -0 .2 7 —0.25« +0.02
2,2 ,4-Trimethyl- 

pentane
293 7* —0.858 0.579 -0 .2 8 —0 .1 8 /— 0.14/ 

—0.15,* —0.17«
+0.10, +0.14  
+0.13, +0.11

2,2,4,4-Tetra-
methylpentane

293 241 —0.863 0.551 —0.31 —0.33« —0.02

Tetramethylsilane 293 90,* 100? —0.875 0.661 —0.21 —0.59 ,«—0.62' 
—0.55/

- 0 .3 8 , - 0 .4 1
—0.34

a G. Bakale and W. F. Schmidt, Z. Naturforsch., Teil A  28, 511 (1973). * S. Noda and L. Kevan, J. Chem. Phys., 61, 2467
(1974), and data herein. «G . Bakale, U. Sowada, and W. F. Schmidt, ibid., in press. rfM. G. Robinson and G. R. Freeman, 
Can. J. Chem., 52, 440 (1974). «R. A. Holroyd and R. L. Russell, J. Phys. Chem., 78, 2128 (1 974)./R . M. Minday, L. D. 
Schmidt, and H. T. Davis, J. Chem. Phys., 54, 3112 (1971)..? A. O. Allen and R. A. Holroyd, J. Phys. Chem., 78, 796
(1974). * W. F. Schmidt and A. O. Allen, J. Chem. Phys., 52, 4788 (1970). 'R . A. Holroyd and M. Allen, ibid., 54, 5014
(1971). / R. A. Holroyd, B. K. Dietrich, and H. A. Schwarz, J. Phys. Chem., 76, 3794 (1972). * R. A . Holroyd, J. Chem. 
Phys., .57, 3007 (1972). l J. P. Dodelet and G. R. Freeman, Can. J. Chem., 50, 2667 (1972). m R. M. Minday, L. D. Schmidt, 
and H. T. Davis, J. Phys. Chem., 76, 442 (1972). ” G. Bakale and W. F. Schmidt, Chem. Phys. Lett., 22, 164 (1973).
°  Where ( V0— V0*) > 0 indicates electron localization and low mobilities and (V0 — V0*) < 0 indicates quasi-free electron 
states and high mobilities. PR. Schiller, Sz. Vass, and J. Mandico, Int. J. Radiat. Phys. Chem., 5, 491 (1973).

trons in nonpolar liquids like argon which is equivalent to 
the equation derived by Bardeen and Shockley33 for elec
tron mobility in nonpolar crystals. In (20) k  is Boltzmann’s

MO = % ( 2 / w m k T ) ^ l e / n a S m  (20)

constant, a  is the electron scattering cross section, and S(0) 
is the low wave vector limit of the x-ray structure factor 
which equals n k T K y , where kt is the isothermal compressi
bility. Since kt can be measured experimentally, applica
tion of this mobility expression only requires a knowledge 
of a. Lekner32 considered coherent single scattering events 
and wrote a =  4 ira2, where 3 is a liquid-phase scattering 
length. For polyatomic molecules incoherent scattering 
from internal degrees of freedom can also contribute. This 
has been considered by Davis, Schmidt, and Minday,34 but 
estimates of the effects of incoherent scattering contribu
tions are not normally large, at least for alkanes, so we will 
not include this complication. Multiple scattering effects 
have been discussed by Lekner32 and will also be neglected.

We are then left with the problem of evaluating à in 
order to calculate the quasi-free electron mobility. Fueki, 
Feng, and Kevan15 and Davis, Schmidt, and Minday15 sug
gested that à could be equated to a  determined from ex
perimental values of V 0. Since a is determined only by the 
Hartree-Fock field, this is equivalent to assuming that the 
polarization potential contributions cancel out for scatter
ing in nonpolar liquids. This assumption seems to be sup
ported for argon by Lekner’s calculations.32 The validity of 
this assumption for alkanes is more uncertain. Although 
calculated mobilities using this assumption seem reason

able,1516 the mobilities are rather insensitive to the as
sumption as shown below.

Within the framework of the theories for Vo and mo, to
gether with the assumption that a  = a  it is possible to cal
culate mo from V o  and vice versa for quasi-free electrons. 
Table V summarizes results of some such calculations. It 
can be seen that the calculated values of mo agree only in 
order of magnitude with experiment and are rather insensi
tive to Vo- It appears that “ball park” mobilities may al
ways be calculated because of the insensitivity to Vo- How
ever, it is doubtful that reliable trends in mo can be predict
ed so the assumption a = a is called into question. This as
sumption may be applicable to argon32 but not tc krypton 
or xenon because the larger polarization contributions in 
these heavier gases may not cancel out. Reliable mobilities 
in these three heavy rare gases are available. However, a set 
of consistent Vo values, preferably determined in one labo
ratory, is needed to better test the connection between the 
Vo and mo theories. If Vo is calculated from mo the results 
are poor. This is simply a reflection of the insensitivity of 
Vo to mo when connected by the assumption a =  a ; this is 
most evident for small values of Vo near 0.

As shown previously15 it seems possible to interpret the 
mobility of localized electrons in alkanes by assuming that 
the mobility is given by

M = mo exp( - E J R T )  (21)

where mo is the quasi-free electron mobility calculable from 
Vo and E a is the experimental activation energy. Here we 
have implicity assumed that the ratio of the density of
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TABLE IV : Temperature Dependence of the Electron 
Stability Criterion (V0 — V0*) in Alkanes

T, K V0, eVfl-i> V0*, eV V„— V0*, eV

Methane
109 0.0 0.41 —0.41

91 0.1 0.44 - 0 .3 0

Ethane
182 0.02 0.09 -0 .0 7
152 0.15 0.07 0.08
130 0.22 0.05 0.17
103 0.28 0.02 0.26

n-Butane
271 0.12 -0 .1 3 0.25
239 0.23 —0.16 0.39
224 0.27 -0 .1 7 0.44
199 0.35 -0 .1 9 0.54

n-Pentane
297 0.02 —0.18 0.20
270 0.12 -0 .2 0 0.32
260 0.14 -0 .2 0 0.34
229 0.20 —0.23 0.45

n-Hexane
335 0.01 -0 .2 1 0.22
298 ’ " . 0.10 -0 .2 3 0.33
251 0.22 -0 .2 6 0.48
204 0.34 —0.29 0.63
193 0.37 —0.29 0.66
175 0.40 —0.30 0.70

2 ,2 ,4-Trimethylpentane
296 —0.17 —0.28 0.11
191 0.08 - 0 .3 4 0.42
a This work for methane and ethane. 6 R. A. Holroyd and 

R. L. Russell, J. Phys. Chem., 78, 2128 (1974), for other
alkanes.

TABLE V : Calculations of m0 from V0 and Vice Versa for
Quasi-Free Electron Systems

M0 from
M0, exptl, V0(a), v0,
cm2 V-1 cm2 V-1 V0 from exptl,

Medium T, K sec-1 sec“1 i40(S), eV eV

Methane 111 400 272 -1 .1 1  -0 .0 1
Argon 85 450 228 - 1 .3 4  —0.17

245 -0 .3 3
Krypton 117 1800 286 —2.44 —0.78
Neopentane 293 55 275 —2.23 —0.38

states at the bottom of the conduction band to the density 
of the localized states is near unity. Equation 21 predicts a 
linear plot for log m vs. E a at constant temperature. We 
may interpret E a as |EJ (transient) referenced to Vo- We 
thus expect that (Vo — Vo*) will qualitatively correlate 
with the mobility activation energy, E a. This correlation is 
only approximate since (Vo — Vo*) is weakly temperature 
dependent. Figure 4 appears to support this picture by a 
roughly linear correlation for a wide variety of alkanes near 
room temperature, although other interpretations may be 
possible. It is striking that this correlation seems to include 
electrons in both localized and quasi-free states. Methane 
at 109 K is also included in this figure; its mobility has a 
weak temperature dependence, and if p T-3'2 is assumed, 
the extrapolated mobility at 295 K is 100 cm2 V-1 sec-1. 
(Vo — Vo*) will also become somewhat more negative so 
the extrapolated point to room temperature will also rough
ly fit the correlation.

The idea of transient trapping of electrons in alkanes has
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Figure 4. Correlation plot of electron mobility at room temperature 
(log scale) and the proposed stability criterion (V0 — V0')  for excess 
electrons in liquid hydrocarbons. The electron mobilities and ( l/0 — 
V0*) values were taken from Table III. The triangles and circles, for 
the same compound represent two different reported mobilities. The 
points connected by a line for a single compound correspond to dif
ferent reported V0 values. The abbreviations for the compounds 
may be deduced from the names given In Table III. The values in pa
rentheses indicate results not at room temperature (~295 K). The 
n-C4H,0 results are for 271 K and would not change much when ex
trapolated to room temperature. The CH4 results are for 111 K and 
would extrapolate to higher temperature in the direction of the 
arrow. The squares represent data from ref 6 and 18 for n-hexane- 
neopentane mixtures with the mole ratio shown.

been used before to suggest quantitative correlations be
tween n and Vo-12,19,20 The model of Kestner and Jortner19 
and that of Schiller20 assume a two-state picture involving 
high and low mobility regions. Kestner and Jortner empha
size that the medium is microscopically inhomogeneous 
while Schiller emphasizes energy fluctuations of the elec
tron states in a homogenous medium. Both approaches lead 
to a nonlinear correlation between log ¡i and V0 with two20 
or four19 parameters. Although a two-state picture of mo
bility would be expected to extrapolate to the high mobility 
limit (quasi-free state), both of these correlations predict 
Vo 5 —0.8 eV for the quasi-free state in methane which 
does not agree with experiment. Schiller has suggested that 
these two-state mobility models may be brought into agree
ment with experiment by making other assumptions about 
the parameters involved.35 It also seems that the effect of 
temperature on these correlations should be investigated.

Holroyd and Tauchert18 have noted that the following 
empirical relation holds approximately for alkanes, n = 
0.35 exp(-15.2 Vo), where V0 is in electron volts and n  is in 
cm2 V-1 sec-1. This relation gives Vo = —0.47 eV for liquid 
methane and Vo = —0.06 eV for liquid ethane and does not 
agree with the present experiments. Again, the effect of 
temperature on the above relation should also be explored.

F. V0 in  G la s s y  M a tr ic e s . Attempts were made to mea
sure V0 in various polar and nonpolar glassy matrices, but 
the photoemission currents were too small to measure in 
our apparatus. The addition of a chopped light beam with 
lock-in detection still did not improve the sensitivity 
enough. In 2-methyltetrahydrofuran (MTHF) and 3-meth-
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TABLE VI: Derived Experimental Values of Conduction 
Electron Energies ( V0) in Glassy Matrices at 77 K 
(Method 1; See Text)

Matrix A / ^op - P t, eV V0,e V

Methylcyclo hexane 0.85« 2.28 2.09 1.24
3-Meth ylpentane 0.85« 2.22 2.05 1.20
2-Methyltetrahydrofuran 1.08« 2.23 2.06 0.98
1-Propanol 1.65» 2.17 2.01 0.36
Ethanol 1.70» 2.08 1.94 0.24
Methanol 1.85» 1.97 1.84 —0.01
Ice (2 .0)» 1.78 1.64 -0 .3 6
10 M  KO H -H 20 2.2« 1.96 1.83 -0 .3 7

a A. Bernas, M. Gauthier, and D. Grand, ■/. Phys. Chem., 
76, 2236 (1972). » A. Bernas, M. Gauthier, D. Grand, and 
G. Parlant, Chem. Phys. Lett., 17, 439 (1972).the value for 
ice is extrapolated. c R. Santus, A. Helene, C. Helene, and 
M. Ptak, J. Phys. Chem., 74, 550 (1970).

ylpentane (3MP) glasses at 77 K, the photoemission cur
rent yield was >105 lower in the glass compared to the vac
uum.

Since direct attempts to measure Vo in glassy matrices 
failed, we have used the indirect method of eq 6 to obtain 
Vo- Bernas et al.36-38 have measured the photoionization 
threshold I  § of tryptophan and N ,N ,N ',N '~  tetramethyl-p - 
phenylenediamine (TMPD) solutes in a range of glassy ma
trices. Since the gas-phase ionization potential I g is known 
for these solutes, values of A/ = 7g -  7S are reported.37-39 
Then by calculating the cation polarization energy P + we 
can obtain V> We have calculated P+ from40

where r 0 is the effective radius of the positive ion 
(TMPD+) in the matrix. Instead of estimating a value of rd 
from geometrical considerations, as is typical, we obtain ro 
= 1.93 A as the only unknown in eq 6 from experimental 
values of 7j, 7g, and V0 in liquid rc-pentane.11’41 We implic
itly assume ro to be temperature independent. Values of 
D0p at 77 K were obtained from na2 at 77 K, where rca is 
the refractive index. Room-temperature values of rid were 
extrapolated to 77 K by analogy to the observed tempera
ture dependence of n<j in glycerol.42 The temperature coef
ficients (dna/dT) measured in the liquid43 were extrapolat
ed to the glass transition temperature, and below that the 
temperature coefficient was assumed to be zero. The values 
of D0p used are given in Table VI.

Table VI summarizes the indirect experimental values of 
Vo obtained by this analysis together with A7 and P + . For 
ice and 10 M  KOH tryptophan was used to measure A7 and 
ro for tryptophan+ was assumed to be the same as for 
TMPD+. The matrices are listed in order of increasing po
larity, and there appears to be a clear trend of decreasing 
Vo with increasing polarity.

It is interesting to compare these Vo values with the op
timized V0 values used in the semicontinuum model of 
trapped electron energy levels.27 In this model Vo is a lim
ited adjustable parameter. Although the agreement is not 
quantitative, the trends are similar in polar matrices, and 
the more positive optimized Vo values in the glass com
pared to the liquid are in agreement with what we know of 
the temperature dependence of Vo. In MTHF, however, 
there is significant disagreement between the optimized V0 
value from the semicontinuum model and the derived ex
perimental value which deserves further investigation. 
Thus, in general, the derivation of V0 values for polar glass-
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TABLE VII: Derived Experimental Values of Conduction 
Electron Energies ( V0) in Nonpolar Glassy Matrices at 77 
K (Method 2; See Text)

Matrix P, g/cm3 «s.Ä a, Aa V0, eV

Methylcyclohexane 1.02 3.37 2.22 1.21
3-Methylpentane 0.88 3.39 2.16 0,82

« R. A. Holroyd and R. L. Russell, J. Phys.. Chem.,, 78,
2128 (1974).

es removes the last remaining parameter from the semicon
tinuum model with the not unexpected consequence of 
slightly less good agreement with experiment.

In the photoionization of TMPD in liquid alkanes the 
value of A7 is much larger than in the corresponding glassy 
matrices. For example, A7 = 1.8 eV in liquid methylcyelo- 
hexane (MCH) and in liquid 3-methylpentane (3MP).U 
Since the P + energy only decreases by ~0.2-0.3 eV in the 
glass compared to the liquids, the major factor in changing 
A7 is V0. We have shown that the temperature dependence 
of Vo in alkanes seems satisfactorily accounted for by the 
V0 theory of Springett et al.,13 so we may use this theory 
with directly measured values of Vo in liquids to derive ex
perimental values of Vo in glassy matrices. The calculated 
values of Vo at 77 K are given in Table VII together with 
values of the matrix density, p, the Wigner-Seitz radius, rs, 
and the hard core radius, a. This independent method of 
deriving Vo values for glassy matrices gives results in rea
sonable agreement with the method summarized in Table
VI.

The large positive value of Vo in 3MP and MCH (~1 eV) 
is consistent with electron localization and the observed 
low electron mobilities in such glasses.7'8 It also implies 
that the potential a mobile electron “sees” is very “rough” 
because of the large repulsive forces implied by the large 
positive Vo. Macroscopic voids in alkane glasses will act as 
low spots in the potential or as so-called preexisting traps. 
However, the potential will be considerably modified by 
bond dipole orientation and molecular configurational re
arrangement as indicated by experimental44’45 and theoret
ical30 studies.
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Discussion
M. H. COHEN. The transition in the mobility from quasi-free 

electron behavior to that associated with electrons bound within 
well-defined configurations of the liquid occurs continuously. In 
the transition region, Anderson localization occurs. Electrons are 
indeed transiently trapped in fluctuations in the liquid, but the 
latter are not well defined and cover a broad range of configura
tions. Moreover, the mobility contains contributions from both ex
tended, i.e., quasi-free, states and from localized states. Thus, arbi
trarily to select one as a mobility marking a transition from quasi- 
free electron behavior to localized behavior when Vo = Vo* is an 
oversimplification. Further, it is only well after the mobility is 
dominated by localized states that the liquid configuration or trap
ping configuration becomes sharply enough defined to be obtained 
from an energy minimization criterion. Any such criterion has to 
include the energy required to form the fluctuation, which goes 
over continuously to the surface energy contribution.

L. Kevan . I agree that the transition from delocalized to local
ized states of electrons in different alkanes is not a sharp one. And 
as our correlation between log Me vs. V0 — Vo* shows, the trend of 
the points between clearly localized electron states, as in n-pen
tane, to clearly delocalized electron states, as in methane, is rough
ly continuous. What we think we have provided is a simple criteri
on that does validly predict both extremes of electron behavior 
and provides a connection over the entire mobility region. In the 
mobility range of ~1 to ~10 cm2 V“ 1 sec-1, we clearly have inter
mediate behavior as far as localization goes, and likewise when our 
Vo — Vo* criterion is say 0.05 to ~+0.05 eV, we clearly have an

intermediate range where the predictability of the criterion is not 
sharp. We have indeed ignored the energy of the fluctuations 
which produce the transient cavities of molecular size. This as
sumption seems valid for the extreme cases of electron localization 
and delocalization which we seem to have accounted for, and this 
assumption becomes less good in the transition region.

J. JORTNER. (1) Concerning the Vo for dense rare gases I’m 
somewhat worried by your statement that this quantity calculated 
by the SJC model is density independent in liquid Ar due to mutu
al cancellation between changes in the To and Up energy terms. 
We have recently determined experimentally for spectroscopic and 
photoemission data the value Vo = +0.3 ±  0.1 eV for solid Ar, 
while the corresponding value in the liquid is — 0.33 to —0.17 eV.

(2) Your electron localization picture for hydrocarbons differs 
from the SJC model originally applied to simple dense fluids. Also 
in heavier rare gases polarization effects have to be incorporated in 
the calculation of the energy of the localized state. The main dif
ference between your approach and the SJC model lies in a differ
ent treatment of short-range repulsive interactions. I wonder 
whether a physical argument can be advanced concerning this 
point. If your model does not work for electron localization in the 
simple case of liquid rare gases, its detailed justification for hydro
carbons is crucial.

(3) In segregating excess electron states in liquid hydrocarbons 
into two categories, localized (m < 1 cm2 V-1 sec-1) and extended 
(m > 10 cm2 V-1 sec-1), you disregard the most interesting aspect 
of the continuous variation of the mobility with the change of mo
lecular structure in these liquids. On the other hand, two such ex
treme situations prevail for liquid rare gases where m == 10- 2- 10-:i 
cm2 V-1 sec-1 for liquid He and Ne (i.e., localized state) while m — 
400-2000 cm2 V-1 sec-1 for liquid Ar, Kr, and Xe (i.e., extended 
quasi-free state), such a sharp distinction does not prevail in liquid 
hydrocarbon. In the latter case we face the interesting physical sit
uation where local fluctuation (probably orientational fluctuation) 
determines the transport properties. This is a most interesting and 
challenging problem.

L. Kevan . (1) Figure 3 is a plot of the cancellation of the T0 and 
Up terms for liquid argon at 55 atm pressure. As for your Vo mea
surement in solid Ar, it would be interesting to measure Vo vs. 
temperature in the solid phase and see how this would compare 
with the SJC model.

(2) I probably overemphasized that our approach does not apply 
to liquid rare gases. In fact, it does apply to the heavier rare gases 
(argon, krypton, and xenon) where it correctly predicts electron 
delocalization. This is what you would expect since our approach 
emphasizes the polarization, contribution, and this contribution is 
undoubtedly important in the heavier rare gases. It strikes me as 
perhaps fortuitous that the SJC electron localization criterion 
“works” for these heavier rare gases when the polarization contri
bution is ignored.

(3) I think the intermediate range of mobility is indeed an inter
esting question. What we have done in our simple approach is to 
explain the two extremes of electron behavior in liquid alkanes 
which does not appear to have been done before and which is not 
explained by the model applied to rare gases. In the intermediate 
mobility range, our model is certainly overly simplified and it is an 
interesting question as to how far it may be extended. We have of 
course considered the role of local fluctuations by making them the 
driving force to form our transient traps of molecular size. By 
using the Wigner-Seitz radius to “size” these transient traps we 
have emphasized fluctuations in the intermediate mobility range 
by considering a distribution of “important” fluctuations.
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The capture of electrons in gaseous HCI and HBr pro
duces one molecule of hydrogen per electron.1’2 Studies of 
the kinetics of these processes in the presence and absence 
of nonattaching buffer gases have shown that the majority 
of electrons captured are of thermal energy, and that the 
capture reactions are complex multibody events.3 For the 
case of HBr, recent experiments have confirmed an earlier 
conclusion that two molecules of halide are involved in the 
rate-controlling step, and have shown in addition that the 
rate is unaltered by the addition of buffer gases.3 For HCI 
the rate in the presence of buffer gas is second order with 
respect to the hydrogen halide, but there is a dependence 
on the total pressure of the system.2’3 In the absence of 
buffer gas the reaction is third order in HCI.

Several possible reaction paths have been examined with 
the object of developing a unifying capture mechanism for 
the two closely related molecules. Present evidence 
suggests that the major route to the formation of the pre
viously proposed (HX)2_ * intermediate1’2’4 is via (HX)2 
dimer molecules:

e" + (HX)2 (HX)o-* (1 ,-D
(HX)2-*  — H + X H X - (2)

(HX)2-*  + M — (HX)2-  + M (3)

with reaction 2 being the major exit channel for HBr, and 
reactions —1 and 3 dominating for HCI. Calculations on the 
energetics of these reactions, based on currently available 
data, support these conclusions.3
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Discussion
G. R. FREEMAN. Does electron capture by dimers of HCI and 

HBr in the gas phase have implications for electron capture by 
water clusters in the gas phase?

D. A. ARMSTRONG. Optical density measurements have shown 
that clustered electrons exist in ammonia and water vapor at den
sities considerably below the normal liquid densities, but the 
mechanism for the initial localization c f the electrons does not 
appear to be known. It seems reasonable to suggest that neutral di
meric (or higher polymeric) species are involved in this process as 
is (HC1)2 in the initial stage of electron capture in HCI vapors.

J. JORTNER. The problem of electron localization in polar fluids 
over a broad density range is of considerable interest. In a system 
where a single molecule or a small cluster cannot localize an excess 
electron, a dramatic “transition” from a localized to a delocalized 
state will be exhibited. Helium falls obviously in such a category, 
and a mobility drop is indeed observed as discussed by Silver. For 
polar fluids such as H20  and NH3, the theoretical calculations of 
Newton demonstrate that a cluster of four molecules does not lo
calize an excess electron. Our semiempirical model calculations 
concur with this conclusion. Furthermore, I am not aware of any 
experimental evidence (from mass spectrometry, electron mobility 
in water vapor, electron swarm experiments, etc.) that electron 
binding to small water clusters does occur. Led by these consider

ations, Schindewolf and his group at Karlsruhe, and Gaathon and 
myself studied the localization of electrons (produced by pulse ra
diolysis and detected by optical absorption) in subcritical and su
percritical H2O and NH3 over a broad density range down to 0.01 g 
cm-3. Studies of lower densities were prohibited by fast (electron- 
proton) recombination processes, whereupon we were unable to 
separate kinetic and energetic-structural ingredients. For H20, 
electron localization was observed down to densities of 8 X 10~3 g 
cm-3 over the entire temperature range (from the liquid-vapor 
coexistence curve up to the thermodynamic critical point). We in
terpret this result by asserting that an H20  cluster containing N = 
4 molecules in the first coordination layer and Ny> ~  2 — 3 mole
cules in the second coordination layer acts as an initial trap. Densi
ty fluctuations are sufficient to ensure the existence of such trap
ping centers in H20. On the other hand, in NH3 we expect from 
rough theoretical estimates that a localization center consisting of 
N  = 4 and JVp — 6-8 is required. The experimental data drastical
ly differ in NH3 as compared to H20. Electron localization is ob
served in NH3 vapor near the coexistence curve down to a density 
of 0.01 g cm-3. However, and most interesting, at temperatures of 
40° C above the coexistence curve, electron localization is not ob
served for densities lower than 0.07 g cm-3. Near the coexistence 
curve, density fluctuations are large (due to the large compressibil
ity) and electron localization there is effective, while this is not the 
case at higher temperatures. These experiments provide inter
esting information regarding the role of density fluctuation on 
electron localization. This is a nice example of how excess electrons 
can be used to probe the structure of a relatively simple micro
scopically inhomogeneous system.

M. D. NEWTON.  A s we noted in our paper, our ab initio calcula
tions employed a large basis set of atomic orbitals, a basis set 
which in the past has given good quantitative energetic and struc
tural predictions for other solvation clusters. Clearly, more defini
tive calculations would be desirable, for more accurate estimation 
of the energies of electrons attached to small water clusters. Ob
vious improvements would be inclusion of so-called polarization 
functions (d and p orbitals on oxygen and hydrogen atoms, respec
tively), and inclusion of correlation energies. Our basis set actually 
leads to an exaggerated dipole moment for water (the polarizabili
ty is somewhat too small), and might well be expected to lead to an 
upper bound to the stabilization energy, as is the case for hydrates 
of H30 + and OH-  (M. D. Newton and S. Ehrenson, J. Am. Chem. 
Soc., 93, 4971 (1971)). In assessing the importance of correlation 
energy (i.e., stabilization relative to the Hartree-Fock energy), :t is 
important to make a distinction between anions which involve a 
pair of electrons (e.g., the dielectron) and doublet radical anions 
with only a single excess electron. Thus Webster’s results for H-  
may have some bearing on the dielectron problem, but have no di
rect bearing on the problem of solvated single electrons.

As a final comment, I should like to make it clear that in fact we 
calculated a small stabilization of ~4 kcal/mol for (H20 )4~ relative 
to 4H20  with the electron at infinity. Not only is this energy much 
less than the stabilization possible for the neutral H-bonded tetra- 
mer, but the entropy factor would make detection of the tetramer 
anion very unlikely in ordinary gas phase experiments. Nonequi- 
librium approaches such as nozzle beam techniques should per
haps be considered.

R. CATTERALL. Mane, Leach, and Horani did provide some evi
dence for electron attachment to gas phase water—they irradiated 
in the gas phase, and the condensate did contain eaq- . Some elec
tron attachment must have occurred in the gas phase prior to con
densation.

J. JORTNER. I am not sure whether this interesting experiment 
based on the matrix isolation method is indeed conclusive in pro
viding information on what happens in the gas phase.
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Electron mobilities in diethyl, di-rc-propyl, and di-n-butyl ethers undergo a transition in transport mecha
nism at temperatures in the vicinity of 250 K. The low temperature mechanism appears to involve either 
ion-like diffusion or phonon-assisted hopping between nearest neighbor sites. The high temperature mech
anism involves longer jump distances, perhaps via a conduction band, and has double the activation ener
gy. The mechanisms are discussed. Optical absorption spectrum parameters for electrons in the ethers are 
reported and compared with the energy parameters for electron migration.

Introduction

The metal-nonmetal transition in the electron transport 
mechanism in liquids has been well documented in metal- 
ammonia solutions2’3 and in fluid metals.4’5 The transition 
from a metallic to a nonmetallic mechanism is brought 
about by decreasing the metal concentration in ammonia or 
by decreasing the fluid metal density. Thus all these transi
tions can be attributed to changes in metal concentration. 
The direct effect of temperature change, for example, when 
the density of liquid mercury is reduced by greatly increas
ing the temperature,5 appears to be secondary.

A similar band-nonband transition occurs for electron 
transport in liquid xenon.6 The conduction band in liquid 
xenon progressively breaks up as the liquid density is de
creased below a certain value.

A different type of electron transport transition has been 
observed in liquid ethers. The transition is related mainly 
to changes in temperature. The effect of the change in liq
uid density is in this case secondary.

Experimental Section

The materials and the methods of measuring electron 
and ion mobilities have been described elsewhere.7

Optical absorption measurements were made by meth
ods similar to those used for alcohols.8 The photocell was 
an In-Sb diode (Model A-10D/D10S) from Barnes Engi
neering Co. It was cooled by liquid nitrogen in a Dewar 
with a sapphire window.

Results and Discussion

Electron and anion mobilities in diethyl, di-n-propyl, 
and di-n-butyl ethers are shown as functions of tempera
ture in Figure 1. The anions are heavy molecular ions 
formed by the capture of electrons by impurities such as al
dehydes. Electron conductance transients were measured 
on a microsecond time scale, whereas ion conductances 
were measured over milliseconds.

The electron and ion mobilities were independent of 
field strength up to 20 kV/cm. The anion mobilities U -  give 
linear Arrhenius plots and they approximately follow Wal
den’s rule.7 Migration of ions through the liquid requires 
sympathetic rotational and translational motions of the ad
jacent solvent molecules.

At low temperatures the electron mobilities u e are only 
approximately double those of the anions (Figure 1). The

electron transport mechanism at these temperatures has 
therefore been called ion-like. It apparently involves rota
tional-translational motions of the molecules surrounding 
the electron, although the molecules forming the electron 
trap probably do not migrate with it (the mobility would 
then be lower).

At higher temperatures the ratio u j u -  increases (Figure 
1). It has the value 21 in dibutyl ether at 375 K. The activa
tion energy of electron migration increases to slightly more 
than double that of anion migration. The doubling of the 
activation energy signifies a change in migration mecha
nism.

This mobility transition has been reported before,7 but 
some of the details of the treatment need to be modified in 
the light of recent work on a model for electron transport in 
liquid hydrocarbons9 and optical absorption measurements 
reported in this article.

At low temperatures u e may be represented by

iie(low T )  = Uii° e x p (-E i\ / R T )  (1)

where u n° and £ ¡1  are respectively the preexponential fac
tor and activation energy for ion-like mobility.

Electron migration at high temperatures may be de
scribed in terms of thermally activated hopping from site 
to site, perhaps via a conduction band. For the sake of sim
plicity it is assumed that the density of states near the top 
of the occupied solvated state levels is similar to that in the 
final state of the activated transition. The mobility at high 
temperatures may then be represented by

ue(high T) = uh°[l + expCEh/ftT) ] “ 1 (2)

where iih° is the mobility in the activated state and Eh is 
the activation energy for the high temperature mechanism. 
The fraction of electrons that are in the activated state at a 
given time is given by the factor [1 + expl-Eh/ftT1)]-1, as
suming that the entropy difference between the two states 
is small.

Solvated electrons do not all reside in traps of the same 
depth, so eq 2 must be integrated over the distribution of 
trap depths E h.

ue(high T )  = uh°x (3)

X = N ( E ) [  1 + exp( E / R T ) ] - 1 dE  (4)
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T(K)

Figure 1. Electron (-------) and anion (...........) mobilities in ethers: □,
diethyl ether; V, di-n-propyl ether; 0, dl-n-butyl ether. The experi
mental points were taken from ref 7. The electron mobility curves 
were calculated from eq 4-10 using parameter values from Table I.

T(K)

Figure 2. Energies E0 of the optical absorption maxima and disper
sion parameters a of the low energy side of the absorption spectra 
of electrons solvated in ethers: □ , diethyl ether; V , di-n-propyl ether; 
0, di-n-butyl ether. The lines represent eq 7-10.

where N ( E ) d E  is the fraction of solvated electrons with E h 
values between E  and E  + d E .

The mobility at any temperature is

ue = (1 -  x)wn° exp(—£ji/f?T) + xuh° (5)

The calculations with (5) were systematized through the 
mobilities in diethyl ether, which were measured over the 
greatest temperature range (Figure 1). The mobilities at 
low temperatures give u n° = 0.13 cm2/V sec and E\\ = 0.090 
eV in that liquid, compared to the anion values 0.040 
cm2/V sec and 0.083 eV, respectively. The mobilities at 
high temperatures give information about N ( E )  and Uh°-

The function N ( E )  is not known, but it has been com
pared to the low energy side of the optical absorption spec
trum7 and to the distribution of thermal energy fluctua
tions.910 In either case the shape is approximately Gauss-

TABLE I: Parameters for Electron Mobilities in Ethers0-6

“ ¡1°. £¡1. uh °, E h c ,
Ether cm2 /V sec eV cm2/V sec eV

Diethyl 0.13 [0.13] 0.09 [0.09] 0.6 [0.3] ~0.2
Di-n- 0.15 [0.13] 0.11 [0.13] 0.75 [0.5] 0.26

propyl
Di-n- 0.19 [0.04] 0.13 [0.12] 0.8 [0.5] 0.26

butyl
a Equations 4—10. 6 The values in square brackets were 

obtained when the optical parameters in eq 7—10 were 
divided by two. c Experimental activation energy of the 
high temperature mechanism.

ian and the magnitudes of the dispersion parameters a are 
similar.9

N ( E )  = exp[—( E  — E q) 2I(72} (6)

where ir_1/2<r“1 is a normalization factor and E q is the most 
probable trap depth.

As a first approximation E q is taken equal to the energy 
of the optical absorption maximum in the solvated electron 
spectrum and a  is taken equal to that for the low-energy 
side of the spectrum. Optical values of E 0 and a  for elec
trons in liquid ethers are difficult to measure, due to short
comings of infrared light sources. Experimental data ob
tained for electrons in diethyl, di-n-propyl, and di-n-butyl 
ethers at low temperatures are displayed in Figure 2. Long 
extrapolations to temperatures as high as 378 K are need
ed. In view of the similarities of the high temperature 
mobilities and of the optical values of E q and a  in the three 
liquids, the extrapolations are made with eq 7-10. In di
ethyl ether:

E0(eV) = 0.96 -  0.0016T (7)

<r(eV) = 0.134 + 3.4 X 10~4T (8)

In di-n-propyl and di-n-butyl ether;

Eo(eV) = 0.94 -  0.0016T (9)

o-(eV) = 0.130 + 3.4 X 1(T4T (10)

These quantities are slightly different than those used ear
lier.7 For example, the present values of E q and c  in diethyl 
ether at 166-337 K are 0.69-0.42 and 0.19-0.25 eV, respec
tively, whereas earlier E q was taken to be 0.76-0.47 eV and 
a was held constant at 0.18 eV. The temperature depen
dence of the optical absorption a is smaller than that of the 
thermal energy fluctuations,9 otherm ~ (5.5 X 10~47V1/2T) 
eV in fluid cells containing N  molecules.

Calculated mobilities can be brought into agreement 
with the experimental quantities by adjusting n.h°, provid
ed that N ( E )  is adequate. In diethyl ether the required 
value is Uh° = 0.6 cm2/V sec. The calculated curve is shown 
in Figure 1.

The mobilities in dipropyl and dibutyl ethers were treat
ed similarly. Values of the parameters are listed in Table I 
and the curves are displayed in Figure 1. Agreement be
tween calculation and experiment is satisfactory.

In the earlier work7 the use of larger values of E 0 and 
smaller, constant values of a caused calculated values of u e 
to vary too rapidly with temperature. It was necessary to 
divide the optical energies by two to obtain the correct mo
bility behavior.7 If one divides the present optical values by 
two, one can obtain almost the same agreement with the 
experimental mobilities by making adjustments to the 
values of u ¡i°, £ ¡1, and Uh° (Table I). In diethyl ether the
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only change needed is to divide Uh° by two. Thus, although 
there seems to be a correlation between the thermal and 
optical excitation energies of electrons solvated in ethers, 
there are still too many adjustable parameters in the model 
to be able to specify the relationship precisely. However, 
the extent of agreement attainable between calculated and 
measured mobilities gets progressively worse when the fac
tor used to divide the optical parameters is smaller than 
unity or larger than two.

T h e  M a g n i t u d e s  o f  u l(° , E u , Uh°, a n d  E h . The magnitude 
of un0 «  0.1 cm2/V sec may be understood in terms a ran
dom walk diffusion mechanism.11 The mobility is related to 
the diffusion coefficient D ,  the average jump distance X, 
and average jump frequency v by

u  = D e / k T  = (D ° e / k T )  exp( - E / R T )  (11)

«  \2v e / 2 k T  = (XVe/2k T )  e x p ( - E / R T )  (12)

where e  is the unit electronic charge. The preexponential 
factors u °  and D °  are related to the jump attempt frequen
cy v°. The value u n ° «0 .1  cm2/V sec is equivalent to an av
erage jump distance of about one molecular diameter, X «  6 
A, with an attempt frequency e°  ~  1012 sec-1 at tempera
tures in the vicinity of 200-300 K. The attempt frequency 
is similar to the frequency of intermolecular motions in the 
liquid, judging from the energies of absorption maxima in 
the far infrared (40 cm-1).12 The preexponential factors of 
anion mobilities are only 2-3 times smaller than un° and 
probably reflect smaller values of X rather than a smaller

The magnitude of £ ¡1  is similar to the activation energy 
of anion mobility and both reflect the activation energies of 
intermolecular rotational and translational displacements 
of the solvent molecules.7

The ion-like mechanism is phenomenologically similar to 
phonon assisted hopping of electrons between nearest 
neighbor sites in certain semiconductors (small polaron 
mechanism).13’14

The estimated value of Uh° in the high temperature 
mechanism is only about fivefold greater than u n ° (Table
I). This could be attained by simply increasing the average 
jump distance to two or three molecular diameters (eq
1 2 ) 20 The high temperature mechanism may also, there
fore, be a phonon assisted process. However, there is a 
problem concerning the estimated value of Uh°- Linear ex
trapolation of the high temperature mobilities in Figure 1 
to T-1 = 0 gives ~100 cm2A7 sec, similar to the extrapolat
ed value obtained for electrons in alkanes.9’15*17 Electron 
migration in liquid alkanes appears to involve thermal exci
tation into a conduction band in which the mobility is u cb 
»  100 cm2/V sec.9’10 The excitation energy in alkanes has 
been related theoretically to (Vo — V), where Vo is the po
tential energy of electrons in the bottom of the band rela
tive to the vacuum level and V  is the mean energy in the 
solvated state.10’18 Values of Vo were measured10’18 but V 
was used as an adjustable parameter. The quantity (Vo — 
V) was assumed to be independent of temperature, while a  
was assumed to be directly proportional to T.10 These as
sumptions might not be accurate.9 If d(Vo — V)/dT  were 
negative and A a/A T  were less positive than assumed, the 
estimated value of u cb in primary alkanes would be <100 
cm2/V sec.

By contrast, if A E J A T  were less negative and A a/A T  
more positive for thermal excitation than indicated by eq
7-10, the estimated value of Uh° would be >1 cm2A7 sec. It 
seems probable that electron behavior in n -alkyl ethers is

similar to that in n -alkanes. The relative mobilities indi
cate that (Vo — V) is 0.1-0.2 eV greater in an ether than in 
an alkane of the same molecular weight. The energies of 
the optical absorption maxima of electrons trapped in 
glasses of these compounds at 77 K are also —0.1—0.2 eV 
greater in ethers than in alkanes.19

Measurements of u e at much higher temperatures and of 
Vo as a function of temperature in ethers and hydrocarbons 
would help to resolve the question of whether uh° = ucb 
and how this quantity varies with molecular structure.

The experimental activation energy E h  of the h ig h  tem
perature mechanism is double that of the ion-like mecha
nism (Table I). The value of E h is smaller than that of E q 
in eq 6 because the electrons that migrate most readily are 
those at the low energy end of the trap depth distribution.
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temperature dependent, as predicted by eq 12. However, the total tem
perature dependence of the preexponential factor Is uncertain. It ap
pears to be small relative to that of the exponential factor and Is ne
glected In the present work.

Discussion
J. JORTNER. There is a basic difference between the Schiller- 

Freeman approach and the Kestner-Jortner treatment of electron 
mobility in liquid hydrocarbons. The former approach assumes 
peaceful coexistence between extended and localized states. In a 
microscopically homogeneous system bound states overlapping 
continuum states are metastables and should be envisioned in 
terms of resonances. The latter model involves the concept of a mi
croscopically inhomogeneous system where localized and extended 
states can exist locally. It is still an open question whether the per
colation picture or the Anderson model applies to the problem. Ex
cess electrons in liquid hydrocarbons provide a most interesting 
system for theoretical and experimental studies of the electron lo
calization problem.

G. R . FREEMAN. Calculations of mobilities in hydrocarbons by 
three different models indicate that, although percolation might 
make a contribution near the top of the mobility range (neopen
tane, isooctane), it does not appear to be the major limiting factor 
to electron migration in n -hydrocarbons. The interpretation of 
mobilities at the lower end of the scale (re-hexane) seems to require 
thermal excitation out of traps (Anderson model), and that model 
fits the observed mobilities over the entire range.
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T. TUTTLE. How does the mobility of the solvated electron in 
ethers compare with that in ammonia?

G. R. Freem an . The electron mobility in low temperature 
ethers is more ion-like than that in ammonia. The ratio of mobili
ties (electron/anion) is about five in ammonia at 240 K and only 
two in low temperature ethers.

M. H. COHEN. The fact that the activation energy for electron 
mobility at lower temperatures is the same as that of the heavy ion 
mobility suggests that the mobility mechanism is electron diffu
sion rather than small polaron hopping from trap to trap. The

problem of the larger value of the mobility for the electron occurs 
also for NH3 and may arise from the fact that the electron does not 
possess a rigid structure, as an ion does, and so more rearrange
ments of the fluid can lead to electron diffusion.

G. R. FREEMAN. The low temperature mechanism of electron 
migration might simply be diffusion as you say, and as I speculated 
in the written manuscript. However, the low temperature activa
tion energy is one half of the high temperature activation energy. 
If the high temperature mechanism involves a conduction band, 
then that at low temperatures might involve thermal activated 
hopping in the small polaron fashion.

Magnetic Properties and the Metal-Nonmetal Transition in Metal-Ammonia Solutions

J. P. Lelieur,* P. Damay, and G. Lepoutre

Laboratoire de Chimie Physique, ERA 126 du CNRS, 13, rue de Toul, 59000 Lille, France (Received July 23, 1975)

The magnetic properties of metal-ammonia solutions are examined in the dilute, intermediate, and con
centrated ranges in the light of the present understanding of these solutions. More attention is given to 
magnetic data in the intermediate concentration range and to the metal-nonmetal transition problem. A 
recent model of this transition is analyzed. The analysis of experimental thermodynamic data (activity), in 
conjunction with a fluctuation correlation length (from neutron scattering), gives the distribution of the 
concentration fluctuations. This concentration fluctuation distribution around the mean concentration can 
be used to determine physical properties.

Introduction
In his review given at Colloque Weyl II, Catterall1 ana

lyzed the magnetic properties of dilute metal-ammonia so
lutions. Since that time, relatively few papers have been 
published in this field; however, there has been a number 
of experimental works dealing with the intermediate con
centration range. Therefore, in this paper more attention 
will be given to the intermediate concentration range and 
to the problem of metal-nonmetal (MNM) transition. The 
only solvent considered in this paper will be ammonia.

1. Dilute Solutions
1.1 W h a t  a b o u t  M o d e ls  o f  D i lu t e  M e t a l -A m m o n i a  S o lu 

t io n s ?  Many measurements of magnetic properties have 
been performed in the past in the electrolytic dilute metal- 
ammonia solutions. They have been reviewed in an excel
lent paper by Catterall;1 the “dilemma” raised by these di
lute solutions have been analyzed by Dye2 and Lagowski3: 
Are solvated electrons associated (magnetic susceptibili
ties) or nonassociated (optical spectra)?

Very dilute solutions contain two species: paramagnetic 
solvated electrons and solvated cations. An increase in 
metal concentration leads to the formation of electrically 
neutral ion pairs which, however, remain paramagnetic. It 
is often assumed that at concentrations larger than about 
10- 3  M , ion pairs associate into quadrupoles where the sol
vated electrons are spin-paired.

The equilibrium constant for the pairing of ions has the 
order of magnitude predicted by Bjerrum’s theory. Demor-

tier4 has shown that the constant of association of ion pairs 
in quadrupoles is much larger than expected. He has there
fore suggested that the attractive interactions between sol
vated electrons are much stronger than between conven
tional ions.

Justice5 has shown that Bjerrum’s constant for ion pair
ing, K ( + - ) ,  can be derived from a statistical treatment of 
binary interactions between ions, according to Mayer’s and 
Friedman’s6 views. Two interesting results are that the ex
pression of K ( + - )  is exactly as predicted by Bjerrum, and 
that two other constants of ion pairing appear as a conse
quence of the statistical approach: K ( __j and K t + + ). In
most cases, these latter constants of association for ions of 
same sign are very small. Around a given ion, the probabili
ty of finding another ion of same sign at a distance shorter 
than the Bjerrum’s distance is usually small and can be ne
glected.

It is clear that such a statistical treatment of binary in
teractions cannot lead to quadrupoles. However, it seems to 
be adequate for most other dilute solutions, and it can be 
applied at fairly high concentrations for nontransport 
properties.

Finally, as Schettler7 shows at the present Colloque, 
there are unusual attractive interactions between solvated 
electrons related to their high polarizability and their spin- 
pairing.

There may be pairs of solvated electrons at distances 
shorter than the Bjerrum’s distance. (This is quite differ
ent from two electrons in one cavity. In the present picture,
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two solvated electrons are associated and spin-paired but 
still apart from each other.)

It may therefore be possible to describe dilute metal- 
ammonia solutions with two ion-pairing constants, X<+_) 
and K f__,, for the two simultaneous equilibria

l^Iam T  ^am )Warn"6*eam (1 )

2eam P * (dam )2 (2)

K(N) = —  —  —  (5)
3 N 0 R

where Xm is the molar paramagnetic susceptibility and R  
the ammonia-to-metal ratio. It should be noted that this 
expression defines the average spin density on nitrogen. In 
the motional narrowing situation, (un ■- ws)2r2 is small 
with respect to (1), and is neglected. From relations 3, 4, 
and 5, r/n can be written as:

There would possibly be no need for introducing interac
tions between more than two particles.

However, the use of pair interactions is not sufficient 
when the potential energy between two particles is per
turbed by a third particle. Such a perturbation occurs when 
the particles are polarizable. This is the case for solvated 
electrons, so that triple ions and quadrupole as well as pairs 
of solvated electrons may occur. A good theory of interac
tions between solvated electrons would allow a comparison 
between these various associations.

In any case the pairs of solvated electrons, be it in simple 
pairs or in triple ions or in quadrupoles, should not be 
viewed as contact pairs but as a statistical distribution 
within a critical distance.

The solvated electron remains, therefore, an individual 
entity in the paramagnetic pair (Mam+-eam“), the diamag
netic pair (eam_)2, in the triple ion, or in the quadrupole. 
This should help to resolve Dye’s dilemma, and reduce the 
problems of dilute metal-ammonia solutions to the general 
theories of electrolytic solutions, given a good under
standing of interactions between solvated electrons. The 
range of application to static properties such as magnetic 
susceptibilities may hopefully be extended to fairly high 
concentrations, up to the onset of metallic properties (0.4 
M ) .  Preliminary results of Tehan, Lok, and Dye8 show that 
the temperature dependence of the spin-pairing equilibri
um in dilute solutions is relatively insensitive to the nature 
of the cation. This suggests that the diamagnetic species is 
relatively independent of the cation.

1 .2  T h e  S o lv a t e d  E le c t r o n  S p e c i e s  from . N u c le a r  R e l a x 
a t io n . All magnetic measurements related to dilute metal- 
ammonia solutions will not be analyzed here. Only experi
ments dealing with the correlation time of the interaction 
between electron and nitrogen, and with the solvation 
number of the solvated electron, will be considered here.

The electron spin relaxation mechanism, which gives rise 
to the extremely narrow ESR line width, is the modulated 
hyperfine interaction of the solvated electron with nitrogen 
atoms of the solvation shell. The electron relaxation rate is 
then given by9

—  = - 1 ( 1  + l)nA2-
1 +  ( con — “ s ) 2 t2

(3)

where I  is the nitrogen spin, n  is the number of nitrogen 
atoms taking part in the relaxation mechanism, r is the cor
relation time of the interaction, con and cos are the nitrogen 
and electron-spin Larmor frequency, respectively, and A  is 
such that A  h l - S  is the energy of the interaction. The latter 
quantity A  can be directly expressed in terms of the spin 
density Pn on nitrogen atom in the solvated electron:

A  = (8ir/3)7N7S^PN/n (4)

where 7n and 7 s are the gyromagnetic ratios of nitrogen 
and electron, respectively. Pn is directly given by the nitro
gen Knight shift

T_ _ 1  +  (con -  cps)2t2 ____C__  .

n  ' Pn2T, “  ~  Pn2T i

with
1 1 28-7T2
— = “" ^ “ '7e27N 2h 2I d  + 1) (7)

Electron relaxation time T\ is deduced from ESR line- 
width measurements. Published data are in agreement with 
the values T j ~3.1 ^sec at room temperature, and T\ ~1.1 
p s e c  at 240 K (Hutchison and Pastor,10 O’Reilly, 11 

Blume, 12 Poliak13). Spin density on nitrogen, Pn, is de
duced from nitrogen Knight shift measurements (McCon- 
nel and Holm, 14 Acrivos and Pitzer, 15 O’Reilly16) and from 
molar paramagnetic susceptibility. For infinitely dilute so
lutions, it is expected that Pn is independent of the cation 
in the solution, and Pn can be taken as equal to the values 
deduced16 from Na-NH3 solutions, i.e., 0.77ao_ 3 at room 
temperature and 1.42a0_3 at 240 K. With these values of 
P n  and T\, r/n  is equal to 0.85 X  10“ 13 sec at room temper
ature and 0.75 X  10- 1 3  sec at 240 K. The value at room 
temperature is close to the value given by Catterall1 in his 
review (0.62 X  10" 13 sec). In literature, authors usually give 
values of r or n . It should be realized that values of r or n  
require hypotheses on n  or r, respectively, because eq 6 , for 
r/n  prevents the independent determination of r and n . If 
hypotheses made on r or n  in various papers are removed, 
it can be shown that r/n  deduced from experiments (and 
not from theoretical estimation of Pn) have quite close 
values with different authors.

In fact, such an analysis is only a first approximation. It 
is well known that, when metal concentration increases, the 
spin-orbit coupling of the electron with solvent molecules 
and metal ions makes the electronic relaxation time de
crease. With the realistic hypothesis that both relaxation 
mechanisms (hyperfine interaction and spin-orbit cou
pling) intervene simultaneously, and with the hypothesis 
that n  = 24, O’Reilly17 was able to obtain the variations of 
r with metal concentration. However, if the hypothesis that 
n  = 24 is dropped, and if the previously mentioned values 
of Pn are used, values of r/n are obtained. The values of 
r/n which take account of the spin-orbit coupling are 0.46 
X  10- 1 3  sec at 300 K (compared to 0.85 X  10~ 13 sec without 
spin-orbit coupling) and 0.58 X  10~13 sec (compared to
0.75 X 10- 1 3  sec). Therefore r/n values are smaller even at 
infinite dilution if spin-orbit coupling is accounted for, and 
the temperature variation of r/n is in versed. It should be 
concluded from this work of O’Reilly17 that the spin-orbit 
coupling has to be taken into account for the determination 
of r/n values.

Swift et al.18,19 determined r and n through the analysis 
of the high-resolution proton magnetic resonance line 
shape. This proton spectrum in pure liquid ammonia is 
well known to be a triplet arising from 14N-H coupling. 
The features of this triplet are determined by the 14N elec
tric quadrupolar relaxation rate. These authors showed 
that, in dilute K-NH3 solutions, a large contribution to the
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Figure 1. Paramagnetic susceptibility of Na-NH3 and Cs-NH3 solu
tions, per mole of metal in solution, taken from ref 20, vs. metal con
centration. Data on the dilute side (— O— O— ) are from ref 46.

proton line shape comes from 14N spin-lattice relaxation 
through magnetic dipolar interaction with unpaired elec
trons. The fit between theoretical and experimental line 
shapes gives the value of r/n . The important point is that 
the r/n  value is field dependent if ojs2t2 (where o>s is the 
electron Larmor frequency) is not taken as negligible with 
respect to (1). Therefore proton line shapes at two different 
frequencies give the values of r and n . However, the accu
racy of these determinations, particularly for n, was limited 
for the following reasons. The determination of Pn is based 
upon the conflicting nitrogen Knight shift values reported 
in the literature. 14-16 The proton spectra have been taken 
at two frequencies (60 and 100 MHz) not largely different. 
The values of r were found to be of the order of 1  to 2 X 
1 0 - 1 2  sec, and the solvation number ranged from approxi
mately 20 to 40. These values are not surprising. However, 
this technique used with largely different frequencies, com
bined with simultaneous nitrogen Knight shift measure
ments to obtain a better accuracy, could prove to be a very 
powerful tool for the study of metal-ammonia solutions.

2. Intermediate Concentrations
2.1 M a g n e t ic  S u s c e p t ib i l i t y  M e a s u r e m e n ts . In the 

MNM transition range, i.e., between approximately 1 and 
10 MPM, some experiments have been performed since the 
review made by Catterall for Colloque Weyl II. The mag
netic susceptibility20,21 has been measured for Na-NHj 
and CS-NH3 by the classical Gouv technique (Figure 1). 
For Na-NHs solutions, the paramagnetic susceptibility has 
also been measured20 directly by the Schumacher-Slichter 
resonance technique. Both techniques give the same trend 
of results. The paramagnetic susceptibility increases with 
the metal concentration; the temperature coefficient of the 
paramagnetic susceptibility decreases when metal concen
tration increases. It should be noted that the magnetic sus
ceptibility is not known between approximately 0.5 and 2 
MPM. It will be useful to know the concentration of the 
minimum of the magnetic susceptibility and the concentra
tion of the maximum of its temperature coefficient. The 
magnetic susceptibility data show that between about 0.5 
and 1 MPM most of the solvated electrons are paired. 
When the metal concentration increases, these solvated 
electrons become progressively delocalized and behave 
somewhat as free electrons.

Figure 2. Nitrogen Knight shift, K(UN) (ppm), vs. metal concentra
tion, in Na-NH3 and Cs-NH3. The data (V) are taken from ref 25.

It may be pointed out that the paramagnetic susceptibil
ity is obtained from the Gouy technique, by subtracting the 
diamagnetic contributions of the ammonia molecules, of 
the metal cation, and of the Landau diamagnetism of free 
electrons. This last contribution, taken as equal to — %xp as 
for a free electron gas, is questionable. However, no other 
estimation can be made, and it does not seem that the 
paramagnetic susceptibility trend vs. metal concentration 
would change significantly, even on assuming that the 
exact diamagnetic contributions could be known and taken 
into account. It should certainly be useful, as for dilute so
lutions, to know the magnetic susceptibility deduced from 
the Gouy technique, and the paramagnetic susceptibility 
from the resonance technique. However, it is unlikely that 
the accuracies of these results could make their difference 
meaningful.

With the measurements of the paramagnetic susceptibil
ity, the ESR line width has been measured20 at 15 MHz for 
Na-NH3 solutions. It has also been measured by Chan, 
Austin, and Paez22 in the X-band frequency range for Na- 
NH3 solutions. Damay23 measured the ESR line width of 
Li-NH3 solutions in the X-band frequency range. Those 
results show the change from an ESR line width, typical of 
the dilute concentration range, i.e., of the order of 50 mG 
(electronic relaxation time of the order of 1  Msec), to an 
ESR line width of about 5 G for 10 MPM Na-NH3 solu
tions, and of about 4 G for 20 MPM Li-NH3 solutions. 
Therefore the ESR line width displays a rather important 
change in the intermediate concentration range. On the 
other hand, it should be noted that there is always a single 
electron resonance signal, at 15 MHz as at 9000 MHz. As a 
consequence, if a model of the metal-nonmetal transition 
assumes the existence of two different electronic states in 
the solution, for instance, solvated electrons in dilute clus
ters and free electrons in metallic clusters, the exchange 
between these states has to be fast.

2 .2  N u c le a r  R e s o n a n c e  M e a s u r e m e n ts . Nuclear magnet
ic resonance measurements have been made for sodium- 
and cesium-ammonia solutions.20’24 In the intermediate 
concentration range, the 14N Knight shift has the same 
values and variations in Na-NHs and Cs-NH3 solutions up 
to 15 MPM (Figure 2). This confirms previous observations
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Figure 3. PF(Na) =  <|^ (o j2>Na (ao-3 ) for Na-NH3 at -3 0 °C  (right- 
hand scale) and PF(Cs) for Cs-NH3 at —40°C (left-hand scale) vs. 
metal; concentration expressed in mole per cent (MPM) of metal.

of O’Reilly. It is realized that Knight shifts result from the 
product of the paramagnetic susceptibility and the elec
tronic density on the nucleus. On the other hand, it has 
been found21 by independent measurements that the para
magnetic susceptibilities are similar for Na-NH3 and Cs- 
NH3. It is therefore concluded that the electron densities 
on the nucleus are similar in both types of solutions. This 
suggests that the interactions between the nitrogen nucleus 
and the metal valence electron are similar in Na-NH3 and 
in C s-N H 3. A s a consequence it is believed that the solva
tions of Na and Cs in NH3 cannot be differentiated on the 
basis of the 14N Knight shifts. Here again, it should be 
noted, that a single 14N nuclear resonance signal has been 
observed. However, 14N nuclear resonance has not been in
vestigated in Li-NH3 and divalent metal-ammonia solu
tions.

Cesium Knight shifts have been measured as a function 
of concentration and temperature.20'24 With our data of 
paramagnetic susceptibility,21 the electronic probability 
density averaged on the Fermi electronic states, i.e., P f ( C s ) 

= (|\M0)|2>, has been obtained. The corresponding quan
tity PF(Na) has been obtained from the 23Na Knight shifts 
measurements25 and the paramagnetic susceptibility data 
(Figure 3). The electronic probability densities PF(Na) and 
PF(Cs) decrease up to about 3 MPM. When metal concen
tration increases above 3 MPM, PF(Na) is almost constant, 
while PF(Cs) increases. This is a quantity where Na-NH3 
and Cs-N H 3 display different trends. These differences 
could be attributed to the different solvations of Na+ and 
Cs+ cations; but with this hypothesis the similar values of 
K (14N) for Na-NH3 and Cs-NH3 are surprising. It should 
be noted that a single metal nuclear resonance signal has 
been observed in alkali metal-ammonia solutions. There
fore, in the framework of an inhomogeneous model, this ex
perimental fact implies a fast exchange between the com
ponents of the inhomogeneous model.

Temperature coefficients have also been obtained20’21,24 
for the magnetic susceptibilities and cesium and nitrogen 
Knight shifts. All these temperature coefficients display 
the same trend: large positive values at the low concentra
tion end of the intermediate region, and marked decrease 
when metal concentration increases.

2 .3  T h e  M e t a l - N o n m e t a l  T r a n s i t io n . The main experi
mental magnetic properties of metal-ammonia solutions in

the intermediate concentration range have been summa
rized. Let us see now which interpretations can be given of 
these properties. It was recognized early that metal-ammo
nia solutions display a metal-nonmetal (MNM) transition 
when metal concentration decreases. However, this idea 
was discussed only on a qualitative basis for a long time, 
and often in connection with the liquid-liquid phase sepa
ration, the critical concentration of which is about 4 MPM. 
First, Sienko26 showed that the criterion for a “Mott tran
sition” predicted a MNM transition at about 4 MPM. The 
first qualitative inhomogeneous model was proposed by 
Thompson27 and Cohen and Thompson.28 They suggested 
that between 0.1 and 3 MPM the solutions contain large 
metallic clusters. At Colloque Weyl II, Lepoutre and Lel
ieur29 suggested that, in the range of concentration where 
phase separation occurs, the solution is composed of a mix
ture of metallic clusters and the bulk of the solution, metal
lic clusters beginning to form at about 1 MPM. These sug
gestions were only qualitative. Lelieur20 showed that mag
netic susceptibility and metal Knight shift measurements 
could be interpreted in an inhomogeneous model where the 
solution is composed of dilute and concentrated clusters, a 
fast exchange between these clusters being assumed.

Acrivos and Mott30’31 suggested that physical properties 
of metal-ammonia solutions in the intermediate concentra
tion range could be accounted for in terms of a diffusion 
type of electron transport. The basic parameter of this 
model is the Mott g  factor (ratio of the density of states to 
the corresponding free electron density of states), which 
determines the depth of the pseudogap introduced in this 
model. It must be noted that this model is basically an ho
mogeneous model. It is difficult to obtain a coherent set of 
g  values from different physical properties. Jortner and 
Cohen32 argue that the log-log plot of the electrical con
ductivity vs. the paramagnetic susceptibility of Na-NH3 
solutions displays a slope of 2.3 instead of 2 as expected in 
the Mott model.

More recently, Jortner and Cohen33 proposed the first 
quantitative inhomogeneous model. They proposed that in 
the intermediate concentration range, metal-ammonia so
lutions are microscopically inhomogeneous with a volume 
fraction C  of the material occupied by metallic clusters of a 
mean concentration 9 MPM, the remaining volume (1 — C) 
consisting of small solvated electron-cation diamagnetic 
complexes of a mean concentration of about 1 MPM. It was 
previously shown34 that the electrical conductivity problem 
in such a system, i.e., percolation in a random potential, 
could be solved with a classical effective medium theory 
(EMT). Jortner and Cohen were able, with EMT equa
tions, to compute the electrical conductivity of Li-NH3 so
lutions.33 The EMT does not imply a size for metallic or di
lute clusters. Jortner and Cohen modified the EMT to ac
count for scattering from the boundaries of the metallic re
gions. As a consequence, the modified effective medium 
theory (EMTZ) requires a size for the metallic clusters. 
Jortner and Cohen found that a good fit with experimental 
data was obtained with a metallic cluster size of the order 
of 25 A. Lelieur35 used the Jortner-Cohen model to deter
mine the pressure and temperature coefficients of the elec
trical conductivity, the pressure and temperature depen
dences of the metallic volume fraction being deduced from 
the isothermal compressibility and density, respectively. 
These calculations were able to reproduce the experimental 
trends of the pressure and temperature coefficients of the 
electrical conductivity. In the extended version of their
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Figure 4. Concentration fluctuations distribution for an average 
metal concentration of about 5 MPM.

model, Jortner and Cohen32 proposed that the inhomo
geneous regime occurs between Mi = 2.3 MPM and Mo = 9 
MPM, mainly on the basis that a fit between experimental 
data and calculations is possible in this range. The main 
physical point of this microscopically inhomogeneous 
model is that the concentration fluctuations are bimodal, 
varying locally around either of the two well-defined values 
Mo and Mi, the concentration appearing to fluctuate 
abruptly and randomly from Mo to Mi or vice versa, with a 
fluctuation diameter of at least 30 A for Li-NH3.

The most controversial idea of the Jortner-Cohen model 
is the bimodal concentration fluctuation. The physical ori
gin of such a bimodal fluctuation is unclear. More specifi
cally, would it be possible for such clusters of concentra
tions Mo and Mi with a relatively large number of ions to 
exchange fast enough so that only cne ESR and one NMR 
signal would be observed.9 As a consequence, the experi
mental activity data have been analyzed by Damay,36 in 
connection with the fluctuation correlation length obtained 
by Chieux37 from neutron scattering, to obtain the concen
tration distribution in a fluctuation model, and this distri
bution has been used to determine other physical proper
ties.

2 .4  C o n c e n t r a t io n  F lu c tu a t io n s  D is tr ib u t io n  o f  a  T w o -  
C o m p o n e n t  M ix tu r e  n e a r  a C r it ic a l  P o in t . The concentra
tion fluctuations of a binary solution correspond to the 
density fluctuations of a single fluid. They can be repre
sented by38

P ( x )  = P0 exp|-nAii/RT) (8)

with

A m =  x i ( m  -  m i ) +  x 2 (m 2 -  M2)

P ( x )  is the probability of finding a local concentration x o  
within a volume V  which has the average concentration x%  
n  is the total number of molecules in V , and A n  is the local 
excess free energy. It is the difference between the local 
free energy x \m \ + x 2M2 of the two components and their 
free energy if they were at the average chemical potentials, 
i.e., x  1M1 + x 2M2j P 0 is a normalization factor.

Relation 8 assumes that the pressure work associated 
with fluctuations is negligible, or that the excess volume of 
mixing is negligible. P ( x )  gives the distribution of concen
trations around an average concentration x . It is a Gauss- 
ian-like function, more or less skewed. All parameters in A m

Figure 5. Concentration fluctuations distribution for an average 
metal concentration of about 2 MPM.

can be computed from vapor pressure data. Ichikawa and 
Thompson39 have shown that emf data are consistent with 
vapor pressure data. Damay40'41 has shown that, if the two 
components are taken as pure ammonia and a solvated al
kali metal Na-(NH3)„, the vapor pressure data can be rep
resented by an analytical function. The second and third 
derivatives of this analytical expression of the chemical po
tential reproduce the experimental critical temperature 
and concentration within 0.5%.

The number n of molecules involved in (8) (or the corre
sponding volume V) has to be chosen carefully. If fluctua
tions were studied on the overall solution, n  would be of 
the order of 1023, and the distribution function P ( x )  would 
be a 5 function. The fluctuations cancel each other, and 
there are no fluctuations on a macroscopic scale.

The local fluctuations do not cancel each other as long as 
they are correlated. They are correlated42 over the Debye 
correlation length L . The smallest volume which has the 
same properties as the macroscopic properties of the solu
tion is V  = L3, and n  is the number of molecules in V .

The correlation length has been recently determined by 
Chieux37 on the Li-ND3 system by neutron scattering. His 
Ornstein-Zernike length is proportional to L ,  with a nu
merical factor arising from dimensionality. His results 
show that the Ornstein-Zernike-Debye variation of the 
correlation length with temperature is obeyed:

L ( T )  =  L 0[ ( T  -  T J / T ] 1' 2 (9)

where T c is the critical temperature and L 0 is a constant 
which is characteristic of the actual range of interaction. 
This constant L 0 is assumed to be the same for all alkali 
metal-ammonia systems, which are much alike with re
spect to their critical phenomena. For Na-NHs solutions at 
—35°C, the volume V  corresponding to L ( T )  contains a few 
thousand molecules, and thermodynamic properties remain 
therefore meaningful.

Figures 4 and 5 show the distribution curve which are 
obtained for two concentrations. Such curves can be used 
to compute the properties which depend on local fluctua
tions.

2 .5  D e t e r m in a t io n  o f  P h y s ic a l  P r o p e r t i e s  f r o m  th e  C o n 
c e n t r a t i o n  F lu c tu a t io n  D is tr ib u t io n . Let us assume that a 
theoretical model can predict the values f(x) of a given 
property as a function of concentrations for an hypotheti
cal metal-ammonia solution without any critical fluctua-
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Figure 6. Experimental ESR line width of Na-NH3 solutions (taken 
from ref 20) and corresponding calculated values vs. metal concen
tration (MPM).

tion. It is then possible to calculate the values F(x) of the 
same property for the real fluctuating system, by use of the 
distribution curves.

The measured property is given by

F(x) =
X P(x)f(x) dx

( 10)

In the simplest case f(x) is a step function corresponding to 
a sharp transition at a critical concentration xc, with f(x) = 
f i  for x < xc and f(x) = / 2 for x > xc. Then F(x) is given by

F(x) = ( 11)

F(x) = A + (A2/A)(/2 -  f i )  (12)

where A 2 is the area under the distribution curve for con
centrations going from xc to 1 and A  is the total area under 
the curve.

The line width of the ESR signal is likely to behave as a 
step function. A reasonable choice for xc is the experimen
tal critical concentration for phase separation. Constant 
values for the line widths may be chosen as 30 mG for the 
dilute solutions and 4.85 G for the concentrated Na-NH.j 
solutions. The values calculated through (12) for ESR line 
widths are compared with experimental data in Figure 6. 
The discrepancies at X2 > 0.05 (5 MPM) are explained by 
the choice of constant value for the line width in concen
trated solutions. The difference in the slopes is sensitive to 
the choice of the correlation length. An almost perfect fit 
would be obtained if the size of the characteristic volume 
was decreased by 10 to 15%.

Other properties like the paramagnetic susceptibility can 
be interpreted in the same way. The theoretical curve is 
more questionable than for the ESR line width. A step 
function gives nevertheless a good result.

It is less straightforward to interpret the transport prop
erties. Landauer43 showed that neither the conductivity

nor the resistivity adds up in a microscopically inhomo
geneous system. He developed the effective medium theory 
(EMT) which gives good results for some nonhomogeneous 
alloys.

For the application of EMT to metal-ammonia solu
tions, it may be assumed, as a first approximation, that the 
conductivity would be a step function if the system was 
free from fluctuations. The results thus obtained would not 
be essentially different from those obtained by Jortner and 
Cohen.32 This comes from the fact that the ratio A2/A in 
(12) (i.e., the percentage of the solution at a concentration 
larger than xc) gives a concentration scale similar to the 
Jortner-Cohen scale. The ratio A2/A comes from the fluc
tuations and a step function, while the Jortner-Cohen scale 
comes from a bimodal model.

However, it is possible to use EMT without the model of 
a step function. The distribution curve can be split into 
small intervals Ax. The area under the curve for an interval 
Ax is

X x/ + Ax
P(x) dx (13)

and the fraction of the solution which has a concentration 
x, ±  (Ax/2) is

y  i =
■Ai (Ax) 

A
X,x, + ( Ax/2)

x,—(Ax/2)
P(x) dx

(14)

If a theoretical conductivity can be ascribed to the non
fluctuating solutions of concentration x„ it is possible to 
extend the EMT as follows.

For two states (step function), the conductivity calculat
ed by EMT follows the condition:

yi Vcj + 2 a ! \(T2 + 2 a !
= 0 (15)

where y 2 is the fraction of the solution where x2 >  xc.
The extension to n  states is straightforward and the 

equation

y  y. (<q ~ i )
i=1 ai +  2 0

= 0 (16)

gives a = f(x2).
Thus even for the transport properties, the above treat

ment of the fluctuations can help to check a theoretical 
model against the experimental data, with or without the 
simplification offered by a step function.

It is clear that the present ideas are profoundly different 
from the Jortner-Cohen32 model. Present ideas36 deal with 
thermodynamic functions. The concentration fluctuations 
distribution is calculated in a volume V  =  L3. This volume 
is large because of the closeness of the critical point. The 
concentration fluctuation distribution is around the aver
age concentration. It is an inhomogeneous model because 
concentrations different from the average concentration 
have to be taken into account. The application of present 
ideas to the calculation of physical properties does not 
imply limits of applicability; i.e., it is not necessary to give 
the lower and the upper concentration where these ideas 
are applied. Consequently, these ideas can be used in the 
whole range of concentrations where MNM transition is 
known to occur. More calculations are, of course, needed, 
especially at various temperatures, to check this model.
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However, it should be noted that the concentration fluctu
ations distribution does not depend on model specifically 
designed for this purpose. The concentration fluctuations 
distribution is based on experimental values of activity and 
correlation length, and on the analytical expression of ex
cess thermodynamic functions. This analytical expression 
is itself based on the assumption that the solution is a mix
ture of pure ammonia and of solvated alkali metal, 
M(NH3)„. The analytical expression of excess thermody
namic functions has been proved successful for the calcula
tion of critical temperature and concentration.

3. Concentrated Solutions

Since the last review about magnetic properties of MAS, 
some new data have been published in the range of concen
trated solutions. The magnetic susceptibilities and nuclear 
magnetic resonance will be successively considered.

3.1 M a g n e t i c  S u s c e p t ib i l i t y .  The magnetic susceptibili
ties of Na-NH3 and Cs -NH3 have been measured20,21 for 
concentrated solutions by the Gouy technique. With the 
Wiedeman additivity law, the paramagnetic susceptibilities 
have been obtained after the removal of the ammonia, 
metal cation, and Landau diamagnetic contributions. This 
last contribution, taken equal to the free electron Landau 
diamagnetism, is of course more realistic for concentrated 
than for dilute solutions. It was found that the paramag
netic susceptibilities of solutions more concentrated than, 
say, 10 MPM have a free electronlike order of magnitude. 
It was found that, at about 15 MPM, the experimental 
paramagnetic susceptibility is about twice as large as the 
noninteracting free electron gas value. This result is not 
surprising because the free electron formula neglects ex
change and correlations effects. Theoretical and experi
mental works have shown that, for alkali metals, for in
stance, the ratio of the true spin susceptibility to the value 
given by the Pauli formula is between 1.5 and 2. From the 
Pauli formula, the paramagnetic susceptibility per gram 
atom, xpat> is expected to vary as where n  is the elec
tron density per unit volume. Therefore xpat is expected to 
increase when the metal concentration decreases from sat
uration in Na- NH;i, or from, say, 15 MPM in Cs-NH3. This 
trend is, in fact, observed in Cs-NH3, but the opposite 
trend is found in Na-NH3. It is difficult to speculate about 
the origin of such a difference.

The temperature coefficient of the paramagnetic suscep
tibility has been found to be always positive and decreasing 
when the metal concentration increases. For concentrations 
of the order of 15 MPM, the temperature coefficient of the 
paramagnetic susceptibility has been found to have the 
value expected from the thermal expansion.

Therefore, as far as magnetic susceptibility is concerned, 
solutions of concentration close to saturation, or close to, 
say, 15 MPM, appear to have a free electron behavior. 
However deviations occur for lower metal concentrations.

3 .2  M a g n e t ic  R e s o n a n c e . Nitrogen (14N) Knight shifts 
K(N) have been measured20,24 for Na-NH3 and Cs-NH3 

solutions. For concentrations up to about 15 MPM, K(N) is 
the same for both types of solutions, at the same concentra
tion. It was found also that for concentrations larger than 
about 20 MPM, K(14N) has constant value. It was not pos
sible to measure K  (N) for concentrations larger than about 
40 MPM. The general expression of the 14N Knight shift
K ( N) is

K(N) = Ç XPalO
P  f(N)

(17)

where R  is the mole ratio and xpat the paramagnetic sus
ceptibility per gram atom. Therefore, the constancy of 
K (N ) between 20 and 40 MPM for Cs-NH3 solutions 
means that XPatPr(N) varies as R  does. In fact xpat has 
been found to vary very slightly in this concentration 
range. Therefore, P y  (N) varies approximately as R  does, 
that is to say that the electron density at the nitrogen nu
cleus decreases as R  does when the cesium concentration 
increases.

Cesium (133Cs) Knight shifts K ( Cs) have been mea
sured20,24 vs. concentration and temperature. The shifts in
crease with cesium concentration and with temperature. 
The values of K  (Cs) increase rapidly up to about 25 MPM 
and show an inflection point between 30 and 35 MPM. 
With our magnetic susceptibility results, the electronic 
probability density P y  =  (|4'f (0)|2) was obtained for the 
sodium and for the cesium nucleus and are shown in Figure
3. For concentrated Na-NH3 solutions, Pp(Na) is almost 
constant, while for concentrated Cs-NH:! solutions P y  (Cs) 
increases rather sharply. These differences in the trends of 
Pp(Na) and Pp(Cs) are significant. They cannot be ac
counted for by the uncertainties of the paramagnetic 
susceptibilities values. These differences are probably a 
consequence of different solvation for Na+ and Cs+ cations. 
However, no calculation has been made of the conduction 
electron wave function in concentrated solutions. Such cal
culations should lead to theoretical values of P f (C s ) and 
PF(Na). Cesium Knight shifts measurements also gave evi
dence of the liquid-solid equilibrium in the phase diagram 
of Cs-NH .3 solutions for metal concentrations larger than 
the eutectic concentration.

Thermal variations of K(Cs) have been measured.20,24 It 
was found that K  (Cs) always increases with temperature 
(for concentrations below about 50 MPM), and for temper
atures lower than —40°C. K(Cs) should go through a maxi
mum and its temperature coefficient should become nega
tive, but Cs-NHs solutions are not stable enough to permit 
useful measurements at these temperatures. Experimental 
measurements showed that the positive temperature coeffi
cient decreases when metal concentration increases. There
fore, even for concentrations larger than 10 MPM, in
creases of metal concentration or temperature make the so
lutions more metallic, which is a picture coherent with 
physical properties such as electrical conductivity.

Other NMR measurements have been reported by Gar- 
roway and Cotts.44 They measured self-diffusion coeffi
cients of 7Li, 23Na, ]H in Li- and Na-NH3 by spin-echo 
technique, in the intermediate and concentrated ranges up 
to saturation. The purpose of these experiments was to give 
direct evidence of the solvation of Li+ and Na+ by ammo
nia molecules. They observed that the measured ammonia 
self-diffusion coefficient is greater than the 7Li self-diffu
sion coefficient, except at 20 MPM where they are essen
tially equal. This result suggests strongly that the Li+ cat
ion is solvated by four NH3 molecules, which is an expected 
result. The similarity of the Na-NH3 and Li-NH3 diffusion 
data indicates that the solvation number is also 4 in the 
case of Na+ in Na-NH3 near saturation. It has been sug
gested by Sienko that the diffusion coefficient should also 
be determined for 14N. It would also be interesting to have 
diffusion measurements in Cs-NH3, since it is usually ex
pected that the Cs+ solvation is different (much less tightly 
bound) from the solvation of other alkali cations.

It should also be noted that the relaxation times and re
laxation mechanism for the metal nuclear spin for very
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concentrated solutions are not reported.
Let us note also that no other proton Knight shifts mea

surements have been reported for concentrated solutions 
since the Hughes measurements45 of proton Knight shifts 
in Na-NH3 solutions. Let us recall that the proton Knight 
shift K^H) was found by Hughes to be negative at all con
centrations in Na-NH3 solutions. It should be noted that 
the absolute value of K^H) increases with metal concen
tration. Therefore K^H) is negative even for concentra
tions close to saturation, i.e., for concentrations for which 
there are no more solvated electrons, and for which most of 
the ammonia molecules are in solvation shells of cations. 
Therefore, the origin of the negative value of K('H) cannot 
be investigated only in the solvated electron. It should cer
tainly be useful to have data of K(1H) for other metal- 
ammonia solutions.
Conclusion

It seems to us that at least the qualitative understanding 
of metal-ammonia solutions is improving in all the concen
tration ranges. However, important questions, such as the 
description of the MNM transition in the intermediate 
concentration range and the nature of the diamagnetic 
species in the dilute range, certainly need to receive more 
attention. About the experimental magnetic data, many 
have now been collected. However, the magnetic suscepti
bility is not known between about 0.5 and 2 MPM. Even in 
very dilute solutions it should be very useful to check the 
magnetic susceptibility by static and resonance techniques 
and for different cations. In the intermediate and concen
trated ranges, valuable relaxation times studies must still 
be done.
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Discussion
M. H. COHEN and J. Jortner. This is an interesting and valu

able paper. With regard to our own work, the basic physical idea 
advanced by us concerning the metal-nonmetal transition in 
metal-ammonia solutions (MAS) is that those materials fall within 
the general category of systems where microscopic inhomogenei
ties determine electronic structure and transport properties within 
the transition region. We welcome the authors’ agreement on this 
point, but, in our opinion, the question of whether the fluctuations 
are unimodally or bimodally distributed remains open.

Only unimodal fluctuations can occur within the conventional 
fluctuation theory used in this paper. Cases of bimodal distribu 
tions are, however, also known to occur. Short wavelength fluctua
tions have been shown to be bimodally distributed in Wilson’s 
theory of phase transitions. The highly developed droplet model of 
condensation contains bimodally distributed density fluctuations 
near the liquid-gas critical point. Many examples of clustering are 
known both near and unrelated to critical points. As the classical 
thermodynamic analysis used by Lelieur, Damay, and Lepoutre is 
known not to give a good account of fluctuation phenomena near 
critical points, and as our proposed bimodal fluctuations are close
ly connected to the phase separation, the present paper does not 
clarify the question of unimodal vs. bimodal fluctuations. Our 
analysis of the electrical conductivity, the optical properties, and 
the thermoelectric power, however, suggest strongly that bimodal
ly distributed concentration fluctuations occur.

For the Cs solutions, where there is neither a phase separation 
nor anomalous concentration fluctuations, and for all the solutions 
at high temperatures, the approach of Lelieur, Damay, and Lepou
tre will be very useful.

With regard to details, it is not clear to us why the authors have 
supposed the Debye correlation length to be proportional to the 
Ornstein-Zernike correlation length.

A detailed discussion of unimodal inhomogeneous materials and 
reduction of the theory to that of an equivalent bimodal case has 
already been given in- our paper on expanded liquid Hg [Phys. 
Rev., A10, 978 (1974)].

The effective medium theory is inapplicable for low values of 
the metallic volume fraction, C < 0.4, when the ratio of, eig., the 
conductivities, is smaller than 30, as is the case for Li and Na am
monia solutions.

J. P. Lelieur, P. Damay, and G. Lepoutre. The bimodal 
fluctuation model is obviously successful for the determination of 
some physical properties. It seems that the existence and origin of 
these bimodal fluctuations have not been clarified. The bimodal 
fluctuation model has essentially been introduced to match the 
electrical conductivity. The physical picture o f metal-ammonia so
lutions in the intermediate range (unimodal or bimodal fluctuation 
model) has first to consider the structural experimental data (neu
tron or x ray) rather than the electrical conductivity. The results of 
Chieux were obtained for temperatures very near the critical point. 
In the temperature range of Chieux’s results, the classical descrip
tion of Ornstein-Zernike for critical fluctuations in fluids is known 
to be correct. Chieux’s data follow this description. In this frame
work, the Ornstein-Zernike fluctuation decay length is proportion
al to the Debye correlation length. Both lengths express the same 
quantity except for a dimensionality factor [B. Widom, J. Chem. 
Phys., 43, 3892 (1965); Sette, Essays in Physics (1973)]. It should 
also be noted that the bimodal fluctuation model for the descrip
tion of the nonmetal to metal transition is applicable, according to 
Jortner and Cohen, only for concentrations larger than 2.3 MPM. 
It is clear that the experimental onset of metallic characters ap
pears rather for concentrations of the order of 1 MPM. It would be 
difficult to apply the bimodal fluctuation model to concentrations 
down to 1 MPM.

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



Magnetic Susceptibilities of Alkali Metal-Ammonia Solutions 2887

Magnetic Similarities and Differences of Some Chemical 
Models of Alkali Metal-Ammonia Solutions

Sidney Golden*

Chemistry Department, Brandéis University, Waltham, Massachusetts 02154; Isotope Department, The Weizmann Institute of Science, 
Rehovot, Israel;'a and Physical Chemistry Department, The Hebrew University, Jerusalem, Israel,b (Received July 23, 1975)

Each of six existing chemical models of a lk a li m e ta l-a m m o n ia  so lu tion s  yields the relationship xm — 
XMsp,n = (1 — )>)Xm + y  Ym , independent of the model. The m olar s ta tic  m a g n etic  s u s c e p t ib ili ty , xm , the 
m olar sp in  s u scep tib ility , XMspm> and the fr a c t io n  o f  u n p a ir ed  sp in s, y , are each measurable quantities 
which depend implicitly upon the temperature and composition of the solutions and are explicitly indepen
dent of the models. The X m ’s and Ym ’s are characteristic of the models and of the alkali metal M. Existing 
magnetic susceptibility data, both experimental and theoretical, already give a qualified indication of dis- 
tinguishability between certain of the models and indicate how a reliable discrimination between them may 
be effected when data adequate to do so become available.

Introduction

The presence^ a lka li m eta l an ion s  as essential chemi
cal constituents fn a lk a li m e ta l-a m m o n ia  so lu tion s  was 
originally conje8$ured2a on the basis of theoretical esti
mates then available for the positive electron affinities of 
some of the gaseous alkali atoms and the ensuing stabiliza
tion that could be expected from the resulting solvation of 
the anions that they could form. In terms of these constitu
ents, a good quantitative account could then be given of the 
compositional behavior of a variety of properties of alkali 
metal-ammonia solutions.2*5’3 Soon thereafter, based pri
marily on correlative spectroscopic evidence, the presence 
of alkali m e ta l an ions  in solutions of a m in es4 and e th e r s 5 
could be inferred—and was.

Somewhat more direct evidence for the real existence of 
these anions in appropriate solutions of the alkali metals 
has come forth in just the past 2 years: (1) analysis of the 
infrared absorption band exhibited by sodium-ammonia 
solutions, which band had usually been ascribed entirely to 
the solvated electron, e~ , has revealed the presence of an 
additional absorbing species (spectrally distinct from the 
solvated electron) which conforms to the stoichiometry 
Na~;6 (2) the first pure Na~-containing compound (a crys
talline salt) has been prepared and identified;7 (3) precise 
experimental determinations of the electron affinities of 
several alkali atoms have established the appreciable sta
bility of their anions, M- , in the gas phase;8 (4) theoretical 
calculations of"the electron affinities have been carried out, 
with results that are in excellent agreement with the mea
sured values;9 (5) 23Na NMR studies of two nonaqueous so
lutions of the first prepared sodium anion-containing com
pound7 have revealed the presence of a new characteristic 
resonance (distinct from that to be associated with Na+) 
which exhibits a large diamagnetic chemical shift in accord 
with the expected diamagnetic susceptibility of Na~.10

The foregoing results would seem sufficient to dispel any 
doubts as to the real existence of alkali m e ta l a n ion s  as 
constituents of appropriate solutions of the alkali metals.

However, because of the considerable attention which

’ Address correspondence concerning this article to this author at 
Brandeis University.

ammonia solutions of the alkali metals have received dur
ing the more than 100 years they have been known,11 a va
riety of chemical models has been developed to account for 
their properties and to correlate them with their presumed 
compositional behavior. As a consequence, sometimes un
usual chemical species have been invoked (depending on 
the model) which are stoichiometrically equivalent to but 
differ intrinsically from the alkali metal anions. More im
portantly, such species are potentially capable of being 
converted into the anions in pure compounds that may be 
formed which contain them. Despite the reassuring evi
dence which has been cited for the real existence of alkali 
metal anions in appropriate solutions and compounds, 
therefore, questions regarding the actual nature of the a l
ka li m e ta l-a m m o n ia  so lu tion s  and the adequacy of the 
chemical models which have been constructed to account 
for their properties still merit some attention.

It is to the foregoing questions that the present paper is 
directed. In terms of a fairly general analysis of the mag
netic susceptibilities which are to be expected from various 
chemical models of alkali m e ta l-a m m o n ia  so lu tio n s , a rea
sonably reliable discrimination between some of them ap
pears to be possible. Although the magnetic data which are 
currently available are only adequate to su g g est a qualified 
distinction, it is hoped that the present paper can encour
age the future acquisition of such data (both theoretical 
and experimental) which are adequate to discriminate be
tween the models in unqualified terms.

Chemical Models of Alkali Metal-Ammonia Solutions
Table I lists the m a jor ch em ica l s p e c ie s  presumed to be 

formed and subsequently solvated when an alkali metal, M, 
is dissolved in ammonia, S, at moderate concentrations, ac
cording to six chemical models which have been suggested 
to describe the compositional behavior of these solutions. 
The stoichiometric equivalence of the various species in 
each column of the table is to be noted. Despite any such 
equivalence, however, the presumed nature of their consti
tution (reflected in the compositional notation used to de
scribe them) precludes their being regarded as identical. 
The detailed differences between the various species can be 
found in the cited references.
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TABLE I: Major StoichiometricaUy Equivalent Species of Various Chemical Models of Alkali Metal—Ammonia Solutions

Model Paramagnetic species s Diamagnetic species --------------------------- ' Ref

I M+-e- e M+ e M+-e22“ M+-e22'-M + 12
II M+-e~ e" M+ e"-M + -e~ (M +.e-)2 13

III M +-S- S- M+ M- M +-M - 14
IV e~ M+ m 2 15
V F e“ M+ f 2 16

VI F e" M+ F' F. 17, 18

TABLE II: Basic Chemical Species of Various Chemical 
Models of Alkali Metal—Ammonia Solutions

Paramagnetic Diamagnetic
Model species species

I e~ M+,e2'
a e~ M+

in S- M+, M“, S
IV e~ M+, M2
V e-, F M+, F2

VI e , F M+, F2, F'

The basic ch em ica l s p e c ie s  involved in each of the mod
els can be ascertained, by inspection, from Table I and are 
listed in Table II; they are all presumed to be solvated. The 
latter species are capable of reacting and combining with 
each other to form the remaining species of Table I as well 
as larger aggregates, e.g. ion-triples, ion-quadruples, etc., 
through appropriate chemical equilibria postulated by each 
model. All the models then give a similar (but not identi
cal) account of the compositional behavior of the solutions 
as the concentration of dissolved alkali metal is varied.

Since they are not necessary for our purposes, we omit 
any description of the pertinent equilibria; they, too, can be 
found in the cited references. We merely note that all the 
models are constructed so that only so lv a ted  alkali m eta l 
ca tion s, M+, and so lva ted  e lec tron s , e~, or so lva ted  a n 
ions, S ', prevail as solute species when the alkali m e ta l -  
am m on ia  so lu tio n s  become increasingly dilute.

Magnetic Susceptibilities of the Models

That the major chemical species invoked by each model 
are expressible as co m p o s ites  of the basic chemical species 
they also invoke is evident from Tables I and II. A similar 
composite nature is to be expected for larger aggregates 
that may be formed. As a result, suitable a d d itiv e  and  c o n 
s ti tu tiv e  p ro p er tie s , as regards the basic chemical constitu
ents of the alkali metal-ammonia solutions, can serve to 
discriminate between some (or all) of the models. In partic
ular, the magnetic susceptibility which is to be ascribed to 
the dissolved alkali metal, a property which has played a 
crucial role in our developing understanding of these sys
tems,15>19,20 will be dealt with here for that purpose.

To be explicit, we assume: (1) the m olar m a g n etic  su s
c e p tib il ity , xk, of the fcth basic ch em ica l sp ec ie s  (Table II) 
is the algebraic sum21 of a diamagnetic part, xkd, and a 
paramagnetic part, xkp; (2) the value of x k v is entirely due 
to a common value of the sp in  p a ra m a g n etic  su scep tib ility  
of that species,22 xospm; (3) the m olar d ia m a g n etic  su s c e p 
tib il i ty  of any composite chemical species is the sum of the 
corresponding quantities of its constituent basic chemical 
species23; (4) the m olar p a ra m a g n etic  su scep tib ility  of any 
composite chemical species arising in models I, III—VI is 
the sum of the corresponding quantities of its constituent 
basic chemical species, while for those arising in model II it 
is just that of the u n p a ired  paramagnetic constituent that 
it contains.24

With these assumptions, it follows that the molar sta tic  
magnetic susceptibility,15’19 25 xm, attributable to the dis
solved alkali metal, is expressible as

xm = E  fkX kd +  ( z  f k ' )  xospin (i)
k \ k /

where fk  is the ratio of the total amount of the feth basic 
chemical constituent (combined or not) to the total amount 
of dissolved alkali metal and fk' is a similar ratio modified 
in accord with assumption 4. Furthermore, the m olar sp in  
su s c e p t ib ili ty ,20’26’27 XMspin, attributable to the dissolved 
alkali metal is expressible as

XMspin= ( e /*') xospin (2)

By merely invoking electrical neutrality of the solutions 
and material balance among the metal-containing species, 
we are able to obtain from eq 1 and 2 that

xm -  xMspin = (l -  y)^M + y^M (3)

where

y = XMspin/xospin (4)

is the fraction of unpaired spins per mole of dissolved alkali 
metal. The essential invariance of the fo rm  of eq 3 to the 
actual model used to obtain it is noteworthy.

The expressions for X m and YM for the various models 
are given in Table III. Because of the presence of two basic 
paramagnetic species in models V and VI, viz., e“ and F, 
and three basic metal-containing diamagnetic species in 
model VI, viz., M+, Fa, and F', we have introduced

AXF -  XFd -  (Xe-d +  XM+d) (5)

Axf2 =  XF2d -  (XF'd +  XM+d) (6)

a = ([e-] -  [F])/([e~] + [F]) (7)

ß  = ([FI -  [F2])/([F'] + [F2]) (8)

the bracketted quantities being the total concentrations of 
the indicated species (in combination or not). Apart from 
the X m of model VI and the Ym’s of models V and VI, the 
remaining entries are presumably independent of the de
tailed compositions that the models ascribe to the solutions 
and of their temperatures. Such dependence is im p lic it in 
the xm and XMspm of eq 3, as is y ,  which are m ea su red  
quantities that are independent of the specific model con
sidered.

To the extent that the constituent species of an alkali 
metal-ammonia solution are justifiably composites of the 
basic chemical species pertinent to a given model, the addi
tion of chemically inert solutes, e.g., unreactive salts having 
the same metal cation, to the solution will not alter the 
form of eq 3. Except for model VI, the X m ’s will be identi
cal with those already given; except for models V and VI, so 
will the Y m ’s. However, even the exceptions can be expect
ed not to change appreciably in value from that obtained in
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TABLE III: Coefficients of Eq 3 for Various Chemical Models of Alkali Metal—Ammonia Solutions 
Model XM

I X M + d +  “ X e 2 - d XM + d +  X e “ d

II XM + d + X e ^ /
- d XM + d + x e - d

III -  j x M + d + X M _ j X M + d + X S _ d -  X s d

IV “ X M 2d X M + d + Xe - d

V 1 d
)a XF

2 X F >
X M + d

+ Xe + \  2 ,

VI d
f i r ) 4 X F - }

)a x f '
2 \ Xl,J

X M + d
+ Xe + \ 2 J

TABLE IV. Some Independently Estimated Values of Xjj
Metal,

M
X M(H),a

10'6 cm3/mol
XM(HI),b 

10“6 cm3/mol
xlM(iv),c

IO“6 cm3/mol

Li 106Xe-d — 0.7 -2 9 -1 6 ;-1 7
Na 106xe-d -  4 -3 7 -6 7 ; - 4 0
K 106xe-d -  15 -5 8 -8 7
Rb 106xe-d -  2 2 -6 8 -1 4 0
Cs 106xe-d -  35 -8 8 —220
a Reference 28. b Reference 29. c Reference 30—32.

the absence of such added solutes.
The only model dependence to be found in eq 3 lies in 

the values of X m and Ym- To some extent, values of the 
former can be estimated from independent experimental 
and theoretical information which is currently available. 
Some such values are given in Table IV. The values for X m
(I) will be similar to those of X m (II), but with (106xe- d) re
placed by (106xe2-d/2). From the intrinsic nature of the 
species invoked, we can expect that the F and F' centers, as 
well as their dimers, will be considerably more diffuse as 
regards the bound electrons than their alkali metal coun
terparts in the gas phase. Because of the general correlation 
between diamagnetic susceptibility and electronic diffuse
ness21 we further expect that

X M (IV) «  X M (V) = X M (VI) (9)

but it is evident that the theoretical information needed to 
verify this relationship still needs to be obtained.

Potential Distinguishability between the Chemical 
Models

As stated at the outset, there appears to be no adequate 
experimental data currently available to exploit the analy
sis of the preceding section for obtaining an unqualified 
discrimination between the various models which have 
been considered. In fact, many of the measured values of 
Xm and xMspin reported by different investigators frequent
ly turn out to be incompatible with a basic requirement of 
eq 3, viz.

XM -  XMspin «  0 (10)
The latter condition follows from the observation that the 
X m’s and Ym’s of Table III are basically d ia m a g n e t ic  
quantities and, by convention, negative. We shall give no 
detailed account of the incompatibilities, however, but note 
that the possibility that solutions of alkali metals can ex
change with the constituents of the glass vessels containing

TABLE V : Values of Xm Estimated for Experimental 
Magnetic Susceptibility Data
Metal, XM,1 0 “6

M cm3/mol [M], M T, K Ref
Na < -2 8 0.4 213 15

-2 6 0.5 240 20
-2 7 0.06 198 eq 12

K -2 6 0.5 240 20
—47 0.5 240 34
—45 0.49 227 eq 12

them33 may have a bearing on the matter.
Nevertheless, for not too dilute ammonia solutions of Na 

and K, the requirement expressed by eq 10 appears to be 
observed.20

The essential idea of using the behavior expressed by eq 
3 (but not the equation itself) to provide a c h a r a c t e r i z a t i o n  
o f  th e  d ia m a g n e t ic  s p e c i e s  present in alkali metal-ammo
nia was first exploited by Huster.15 He found that the n o r 
m a lly  p a r a m a g n e t i c  sodium-ammonia solutions became 
d ia m a g n e t ic  at sufficiently large concentrations and suffi
ciently low temperatures. Under the conditions of Huster’s 
experiments, it was reasonable to suppose that y  was very 
close to zero, whereupon the most negative value of XNa 
that he measured could be taken as a lo w e r  b o u n d  for X ^ .  
This value is given in Table V.

A similar use of the behavior expressed by eq 3 was made 
by Hutchinson and Pastor20 in their classic work. By utiliz
ing their measured XMspln values for moderately concen
trated ammonia solutions of Na and K, where y  is presum
ably quite small, and the corresponding xm  values mea
sured by Huster15 and Freed and Sugarman,19 they ob
tained estimated values for (xm  — XMspin). The correspond
ing X  Na and X  k values are given in Table V. A subsequent 
value for (xk  — XKspm) obtained by Hutchinson and 
O’Reilly34 yields the X k value also included in Table V.

The foregoing are the only values obtainable for X m ’s es
timated from the measured values that have been reported 
for (xm  — XMspm), by means of eq 3.

An alternative estimate of the X m ’s can be made by ex
ploiting the fact that xm  appears to v a n ish  at some appro
priate metal concentration and temperature.15’19 In such 
circumstances, eq 3 and 4 can be shown to yield

X m  ,  _  +  XM. P„  |XM ,  0| (1 1 ) 
\ X 0 p '

Then, supposing that |Xm/ xosp1i1, I YM/xospln| «  1, we ob
tain
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X M = -  XMspin Ixm = o) (12)
By extrapolating the measured molar spin susceptibilities20 
to the conditions for which the measured static susceptibil
ities are estimated to vanish,15’19 additional values of X n8 
and X k  can be obtained. They are also listed in Table V.

As disclosed by an inspection of the available data there 
is evident difficulty in obtaining adequately precise mea
sured values of xm and XMspin- Furthermore, by eq 3, their 
d i f fe r e n c e s  are involved in obtaining a relevant X m- On 
this account, it would seem that the values given for the 
latter are probably no more reliable than to within 25% of 
the correct values. In view of such uncertainty, no unequiv
ocal discrimination between the various models appears to 
be possible, but a comparison of the values in Tables IV 
and V (together with eq 9) strongly s u g g e s t s  that models 
IV-VI will be found n o t  to be in accord with the magnetic 
facts once they are adequately determined.

Remarks
An important c a v e a t  must be kept in mind regarding the 

preceding results, because of a m e ta l l ic  s t a t e  which has 
been postulated to occur when the a lk a li  m e ta l -a m m o n ia  
s o lu t io n s  are sufficiently concentrated.25’35 From Table V, 
the X m values do approach conditions propitious for the 
formation of the m e ta l l ic  s t a t e ,  in which case the c h e m ic a l  
m o d e ls  considered here will require modification. That 
such a condition may have been attained in some of Hust- 
er’s experiments15 is suggested by the t e m p e r a t u r e - in d e 
p e n d e n t  p a r a m a g n e t i c  s u s c e p t ib i l i t y  which he reported 
for very large metal concentrations (~4 M ) .  In such cases, 
Xospin will be smaller than the “free-spin” value22 and y  will 
be larger than that ordinarily estimated.

However, in spite of the foregoing possibilities, the fact 
that the current data enable any distinction at all to be 
made between the various chemical models of a lk a li  m e t a l -  
a m m o n ia  s o lu t io n s  (as suggested by the results we have 
described) can be regarded as a satisfactory preview of 
what may be achieved when adequately precise data, both 
experimental and theoretical, do become available.

For an unqualified discrimination to be forthcoming it 
would be desirable to have the requisite experimental data 
for all the alkali metals in ammonia solutions less concen
trated than about 0.05 M . This would presumably avoid 
the m e ta l l ic  s t a t e  which has been mentioned25-35 and the 
theory which has been used here would then be hardly 
open to question. With precautions taken to minimize con
tamination problems33 and the use of appropriate salts and 
low temperatures to produce small measured values of both 
XM and XMspin. an enhanced reliability can be expected for 
the X m 's that they would yield.

Adequately precise theoretical values of the X m’s for 
models IV-VI are also needed in order to assess their reli
ability.

A c k n o w le d g m e n t . My thanks are due to Professor C. A. 
Hutchison, Jr., for a stimulating discussion that led to the 
present investigation. My thanks are also due to Dr. D. W. 
Norcross for undertaking the calculations of the diamag
netic susceptibilities of the alkali metal anions and, espe
cially, for permitting me to use his preliminary results here 
prior to their publication.

References and Notes

(1) (a) Senior Weizmann Fellow, 1974-75. (b) Visiting Professor, 1974-75.
(2) (a) S. Golden, C. Guttman, and T. R. Tuttle, Jr., J. Am. Chem. Soc., 87,

135 (1965); (b) J. Chem. Phys., 44, 3791 (1966).
(3) T. R. Tuttle, Jr„ C. Guttman, and S. Golden, J. Chem. Phys., 45, 2206 

(1966).
(4) S. Matalon, S. Golden, and M. Ottolenghi, J. Phys. Chem., 73, 3098

(1969).
(5) M. T. Lok, F. J. Tehan, and J. L. Dye, J. Phys. Chem.. 76, 2975 (1972).
(6 ) G. Rubensteln, T. R. Tuttle, Jr., and S. Golden, J. Phys. Chem., 77, 2872

(1973).
(7) J. L. Dye, J. M. Ceraso, M. T. Lok, B. L. Barnett, and F. J. Tehan, J. Am. 

Chem. Soc., 96, 908 (1974).
(8 ) T. A. Patterson, H. Hotop, A. Kasdan, D. W. Norcross, and W. C. Llneb- 

erger, Phys. Rev. Lett., 32, 189 (1974). See, also, A. Kasdan and W. C. 
Lineberger, Phys. Rev. A., 10, 1658 (1974).

(9) D. W. Norcross, Phys. Rev. Lett., 32, 192 (1974). See, also, D. L. 
Moores and D. W. Norcross, Phys. Rev. A, 10, 1646 (1974).

(10) J. M. Ceraso and J. L. Dye, J. Chem. Phys., 61, 1585 (1974).
(11) See, for example (a) "Metal-Ammonia Solutions” , W. L. Jolly, Ed., Dow- 

den, Flutchlnson, and Ross, Stroudsburg, Pa., 1972; (b) ''Metal-Ammo
nia Solutions ", Butterworths, London, 1970; (c) "Solutions Métal-Am
moniac Propriétés Physicochemiques” , G. Lepoutre and M. J. Sienko, 
Ed., W. A. Benjamin, New York, N.Y., 1964.

(12) R. A. Ogg, Jr., J. Am. Chem. Soc., 6 8 , 155 (1946). See, also, J. Kaplan 
and C. Kittel, J. Chem. Phys.. 21, 1429 (1953); R. Catterall and M. C. R. 
Symons, J. Chem. Soc. A, 13 ( 1966).

(13) M. Gold, W. L. Jolly, and K. S. Pitzer, J. Am. Chem. Soc., 84, 2264 
(1962).

(14) Reference 2.
(15) E. Fluster, Ann. Phys. (Leipzig), 33, 477 (1938).
(16) E. Becker, H. Lindquist, and B. Alder, J. Chem. Phys., 25, 971 (1956).
(17) E. Arnold and A. Patterson, Jr., J. Chem. Phys., 41, 3089 (1964).
(18) See, also, the article by E. Arnold and A. Patterson, Jr., in ref 11c.
(19) S. Freed and N. Sugarman, J. Chem. Phys., 11, 354 (1943).
(20) C. A. Flutchinson, Jr., and R. C. Pastor, J. Chem. Phys., 21, 1959 

(1953).
(21) See, in this connection, J. H. Van Vleck, ''Electric and Magnetic 

Susceptibilities” , Oxford University Press, London, 1948.
(22) See, for example. Chapter IX of ref 21. Note that the value need not be 

identical with the ‘ free-spin” value in very concentrated solutions.
(23) A. Pascal, references to whose work can be found in ref 21.
(24) This assumption ensures the presence of a diamagnetic anion which is 

deemed essential in these solutions. Models IV and V are deficient in 
this regard.

(25) R. G. Suchanneck, S. Naiditch, and O. J. Kleinjot, J. Appl. Phys., 38, 
690(1967).

(26) A. Demortier and G. Lepoutre, C. R. Acad. Sci., Ser. C 268, 453 
(1969).

(27) A. Demortier, M. DeBacker, and G. Lepoutre. J. Chim. Phys 69, 380 
(1972).

(28) The cation susceptibilities are those of G. W. Brindley and F. E. Hoare, 
Trans. Faraday Soc., 33, 268 (1937); Proc. Phys. Soc. (London) 49 
619 (1937).

(29) Determined from the anion susceptibilities calculated by Dr. D. W. Nor
cross, personal communication.

(30) The first Li value is that of M. Karplus and FI. _. Kolker, J. Chem Phys 
38, 1263 (1963).

(31) The first Na value is the average of two extreme values of xna2d esti
mated by Fluster, ref 15, who made use of a formula for the susceptibili
ty of a valence electron due to L. Pauling, Proc. R. Soc. London, Ser. A, 
114, 181 (1927); see also ref 21, p 211.

(32) The remaining values have been estimated here by Fluster’s procedure, 
but with a knowledge of the ionization energies and quantum numbers 
of the relevant valence electrons, e.g., G. Fle'zberg, "Atomic Spectra 
and Atomic Structure” , Dover, New York, N.Y.. 1941, pp 62-63.

(33) I. Flurley, T. R. Tuttle, Jr., and S. Golden, J. Chem. Phys., 48. 2818 
(1968).

(34) C. A. Hutchison, Jr., and D. E. O'Reilly, J. Chem. Phys., 34, 163 (1961)
(35) N. F. Mott, Phil. Mag., 6 , 287 (1961).

Discussion
T. TUTTLE. How does your analysis succeed in making a dis

tinction between the trapping center model and the redox model 
which are stoichiometrically equivalent?

S. GOLDEN. The X m of the trapping center model can be ex
pected to be considerably greater than that for the redox model, 
since the value for the latter is already smaller than that estimated 
for the alkali metal dimers in the gas phase. Although stoichiomet
ric distinctions are absent, the magnetic susceptibilities will differ 
for the comparable species.

G. LEPOUTRE. A. Demortier (Doctoral Thesis, Paris, 1970) has 
measured the paramagnetic susceptibility of K-NH3 solutions and 
his results at -33°C differ from those of Hutchinson and Pastor.

S. A. Rice. The nature of alkali metal-ammonia and also of 
other such solutions could be probed with 133Cs solutions, since 
this isotope is Mbssbauer active. In particular the nature of the 
electron orbitals on the metal anion could be investigated.
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S. Go l d e n . The only question I would raise here concerns the 
capability of the Môssbauer effect to distinguish between various 
stoichiometrically equivalent species which have been proposed in 
the various chemical models of these solutions. That is, can the 
Môssbauer effect provide a definitive discrimination between M~ 
and e_-M+-e_, for example?

S. A. RICE. 10~2 M  solutions of alkali metals in ethers or amines 
containing “crown” cyclic ethers would provide a sufficient signal 
in a recoilless medium. To check the interpretation of metal-am
monia solutions, cesium salts in ammonia should also be studied. 
Cesium halides have been studied and the isomer shift found to 
vary with the halide (A. J. P. Boyle and C. J. Perlow, Phys. Rev., 
149,165 (1966)). Thus the nature or existence of Cs (e.g., 6s2 or 6s1, 
6p*) could in principle be probed.

R. CATTERALL. If the M~ model is still in the running, where is 
the M_ band in ammonia? The M_ band has been well character
ized in many solvents including, e.g., MeNH2, very close to NH3. 
To put the M " band within 5-600 cm-1 of the esor  band is a very 
big coincidence.

S. GOLDEN. Whether the M_ band in NHj and the eNH3_ band 
are within 500-600 cm-1 remains yet to be accepted and confirmed 
by additional work. Whether such proximity of the bands is to be 
expected depends upon one’s notions as to the species and transi
tions involved. I do not think currently available theory is either 
capable of excluding such proximity or of predicting it.

J. L. Dy e . The question of the diamagnetic species in metal- 
ammonia solutions is connected with the presence or absence of 
diamagnetic species in amines which have a large infrared absorp
tion in addition to the M_ absorption band. Generally one ob
serves a spin concentration by ESR which is far less than that

which would be required to give the ir band for any reasonable ex
tinction coefficient. [See, for example, L. R. Dalton, J. D. Ryn- 
brandt, E. M. Hansen, and J. L. Dye, J. Chem. Phys., 44, 3969 
(1966).]

S. GOLDEN. The possibility that diamagnetic species other than 
alkali anions (and ion multiples of them) may be present in the al
kali metal-ammonia solutions surely cannot be ruled out on the 
basis of the evidence now available. However, any such species can 
be expected to have diamagnetic susceptibilities which differ from 
those of the alkali metal anions and so the suggested magnetic 
analysis could be exploited to possibly rule out their presence.

J. W. FLETCHER. With reference to earlier results of Dye in al
kali metal ethylamine-ammonia solutions and our pulse radiolysis 
data, the visible absorption attributed to Na_ in pure EtNH2 does 
not appear to shift with added NH3. Instead the intensity of the 
visible band decreases whereas the ir band increases with in
creased NH3 composition. This and other data lead us to suggest 
Na_ is not formed in NH3 solutions.

S. GOLDEN. In the original experiments of Matalon, Golden, 
and Ottolenghi the position of the M_ band in the amine-ammo
nia solution was found to shift with changing composition of the 
solvent, contrary to the observation made by Dr. Fletcher. On the 
basis of using the position of the I-  band in the same solution as an 
extrapolating vehicle it was possible to conclude that the visible 
M~ band in amine solutions did extrapolate essentially to the 
spectral region of the infrared absorption in metal-ammonia solu
tions. This led then to the suggestion that the M~ bands are in
deed to be found in metal-ammonia solutions, which has been 
elaborated in more detail by the work of Rubinstein, Tuttle, and 
Golden [J. Phys. Chem., 77, 2872 (1973)].

Concentration Fluctuations in the Nonmetal-to-Metal Transition Range of the 7Li-ND3 
System. A Neutron Small-Angle Scattering Experiment
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Institut Laue-Langevin, 38042 Grenoble Cédex, France (Received August 11, 1975) 

Publication costs assisted by Institut Laue-Langevin

Correlation lengths for concentration fluctuations in the 7Li-NDg system have been studied by small-angle 
neutron scattering as a function of the solution concentration in the nonmetal to metal range which is also 
the region of the liquid-liquid immiscibility. The data fit the Ornstein-Zernike law with maximum fluctua
tion rather narrowly peaked at the liquid-liquid critical concentration in good qualitative agreement with 
the thermodynamic predictions.

Some results have already been reported1 on small-angle 
neutron scattering experiments performed on the Li-ND3 

system in the nonmetal-to-metal transition region. These 
results supported the idea of large concentration fluctua
tions extending several degrees above the liquid-liquid 
critical temperature near the critical concentration. It was 
of interest to extend these studies over the concentration 
scale in the transition region in order to investigate the 
concentration dependency of the characteristic length for 
correlated fluctuations. This was considered worthwhile in 
view of the heterogeneous model developed by Jortner and 
Cohen2 to interpret the electronic transport properties over 
the whole nonmetal-to-metal transition range (~2 to 9 mol 
% metal (MPM)).

I. Experimental Details

We briefly recall the experimental conditions of the 
small-angle neutron scattering experiments. They were 
performed on the D ll machine of the Institut Laue-Lange- 
vin in Grenoble. The machine is installed at the end of a 
neutron guide tube looking at a cold source. A wavelength 
selector provided us with neutrons of a wavelength A 7 A 
with a resolution AA/A »  9%. The sample chamber in which 
the cryostat is mounted is located at the center of an 80- 
m-long evacuated system. Forty meters on the reactor side 
is used for the collimation device ensured by removable 
sections of guide tube. The detector can be plugged at de
fined distances up to 40 m on the other side. It is a BF3-
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Figure 1. Intensity vs. k plot of a 4.17 MPM Li-ND3 solution. Four 
scales representing three different detector positions and a wave
length change are shown. These are raw data. The statistical distri
bution of the experimental points cannot be represented on this 
scale.

type planar multidetector composed of 4096 square cells 
(64 X 64 cm total area) centered perpendicular to the beam 
direction. A cadmium beam catcher placed in front of the 
detector protects it from the direct beam and masks about 
110 cells.

Since in our case the scattering signal obtained was al
ways centrosymmetric, the neutrons counted in cells equi
distant from the detector center could be summed. We usu
ally obtained a series of 30 significant intensity values vs. 
scattering angle for one detector position. The exposure 
time was always taken so as to ensure a statistical accuracy 
of 0.2 to 0.3% for the summed intensity values. Only one 
detector position at 3.7 m from the sample and covering the 
k  range 1.4 X 10- 2  to 8.5 X 10- 2  (A-1) (at X 7 A) was used 
to study the concentration effect (Note: k  = (4-ir/X) sin 6, 
with 26 being the scattering angle.). The temperature was 
stabilized to 0 .2 °C but read only to 2 °C which is worse than 
our previous experimental conditions but was of no impor
tance since we deliberately stayed away from the critical 
temperature. The background noise (see the BdF + quartz 
line on Figure 1) comes essentially from the cryostat alumi
num tail. It was always corrected for taking into account 
the transmission of the sample. The transmission was mea
sured in situ, the neutron beam being attenuated by going 
through a pinhole in a cadmium plate and sent through the 
sample (in and out position) on the central cell of the mul
tidetector. The beam catcher was removed for this experi
ment. In the 3m70 detector position (see Figure 1), the 
background corrections might slightly affect the data over 
a few cells, say over about three summed intensity values. 
The sample volume irradiated by the neutron beam was 
about 7 mm thick over an area 3.5 X 12 mm determined by 
a cadmium slit mounted on the cell.

A first series of samples consisted of concentrations 1.32,
4.17, 10.9 MPM, plus a pure ND3 sample and several sam
ples around 20 MPM concentration. More recently a series 
of concentrations 1.50, 2.50, 3.40, 4.45, 5.30, and 6.50 MPM 
was also prepared. The solutions were prepared3 at concen
trations known as a priori by weighing the 7Li, introducing 
it into the quartz cells, and condensing on it known quan
tities of ND3 (99.8% isotopic purity). Several runs were 
made over a year’s time, giving reproducible results. We re
port essentially on the last most extensive series of concen
trations.

II. Data Analysis
The neutron scattering signal is the sum of a coherent, 

incoherent, inelastic, and multiple term. For a binary sys
tem the coherent term can be expressed at k  = 0 , i.e., at 
zero angle, as in ref 1 .

\ d Q / coh
N  f — k B T K x ( c i b i  + c 2b 2) 2 +

. V 
N k BT

( d2G /a c 2) r p , N
^  (Vi -  V2)(ci&i +

c 2b 2) — (b  1 — b 2) ( 1)

or

( % : )  = A K t  + BScc(0 ) (2 )Vdfi/coh

with

Sec(0) = N k BT j
T,P,N

C i, c 2 are the mole fractions of the two constituents (c j + c2 

= 1 ); 6 1 , b ‘> are the neutron scattering lengths; V i, V 2 are 
the partial molar volumes (c 1 V 1 + c 2V 2 = V / N ); N  is the 
number of atoms in the system and V the volume of the 
system; is the Boltzmann constant; K  r  is the isothermal 
compressibility; tr is the scattering cross section; Q is the 
solid angle; G  is the Gibbs free energy; and S cc( k )  is the 
structure factor for concentration fluctuation. Relation 1  

can easily be obtained from the Faber and Ziman expres
sion for the coherent scattering of a binary mixture which 
is a linear combination of partial structure factors, S i j (k )

(~ 7 ~ ) =  N l c ib y 2 + c 2b 22 + c ^ H S n  — 1) +
VaSi/ coh

c 22b 22(S 22 -  1) + 2ciC2hiM S 12 ~ 1)] (3)

and from the Bhatia and Thornton4 expression for the Sy 
at k = 0 relating them to the thermodynamics of the sys
tem. We see, therefore, that from purely thermodynamic 
values we can predict the possibility of a strong coherent 
scattering signal in the vicinity of a critical point where the 
activity vs. concentration curve flattens and therefore the 
Scc(0 ) term in eq 2 diverges. The activity vs. concentration 
has been studied for a long time in metal ammonia. More 
recent work by Thompson and Ichikawa5 confirmed the 
divergency of Scc(0 ) in the liquid-liquid phase separation 
region. Of course, the thermodynamics approach does not 
give any information on the angular dependency of the 
scattering signal or the S cc( k )  values a t k  ^  0 .

In order to obtain experimentally the coherent scattering 
term all the other terms, incoherent, inelastic, multiple 
must be subtracted. In the previous study1 we assumed 
that all these terms as well as the A K t  term of eq 2  had no 
angular dependency (gave a flat I ( k )  signal) and that all 
the structural information belonged to the S cc( k )  term, the 
concentration fluctuation term. This assumption was care
fully checked by several runs away from the critical con
centration either on pure ND3 or on solutions near satura
tion which gave a perfectly flat I ( k )  signal. The change of 
wavelength from 7 to 10 A did not affect the data at 4 
MPM either. The inelasticity effects might therefore be 
considered as giving also negligible angular dependency.

We are therefore left with a constant term to subtract 
from the experimental total scattering signal I ( k ) .  That
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TABLE I

Parameters of eq 5
Concentration, -----------------------------------------------------------------------------------------------------------  Correlation

MPM A B C length (£), Â

3.42 ± 0.03 0.0061 ± 0.0003 4.14 ± 0.30 74.6 ± 1.8 26.1 ± 3
4.44 ± 0.04 0.0028 ± 0.0001 2.57 ± 0.10 75.6 ± 1.7 30.3 ± 2
5.32 ± 0.05 0.0032 ± 0.0001 2.74 ± 0.12 82 ± 1.8 29.3 ± 2
6.52 ± 0.06 0.014 ± 0.003 1.86 ± 0.85 65 ± 1.4 11.5 ± 7

term can be determined experimentally from the value of 
I ( k )  at large k  where the small-angle signal falls off to neg
ligible values. This was done for the 4.17 MPM concentra
tion and is shown on Figure 1. At the top of the drawing we 
have represented the four k  scales 5 X 10-3 to 30 X 10-3 
A-1, 2 X 10“2 to 13 X 10-2 A“1, 0.08 to 0.3 A“1, and 0.085 
to 0.48 A-1 (partially represented for lack of space) corre
sponding to the detector positions 10, 2.50, and 0.66 m 
(with also the X 10 A run for that last position). The statis
tical distribution of the experimental points is too narrow 
to be represented on the drawing. We see how well under 
these experimental conditions the constant can be deter
mined. The S cc( k )  signal was shown1 to follow the classical 
Ornstein-Zernike law (see Figure 2)

S cc( . k ) ~ ' =  A ( T ) [ K *  +  k 2] (4)

where £ = l/ K  is the correlation length of the fluctuations. 
A { T )  is a constant which might slightly depend on temper
ature. The Ornstein-Zernike relation was verified over all 
the investigated k range at the 4.17 MPM concentration. 
We recall that we are always choosing the wavelength large 
enough to not see (even at the 180° scattering angle) any 
feature belonging to the scattering pattern of the intramo
lecular distances or first neighbor distributions of the ND3 
molecule or of the saturated solutions. These patterns were 
studied independently on a conventional diffractometer 
and show up at about 0.7^0.8 A-1. We are here truly in the 
small-angle scattering regime looking at concentration fluc
tuations extending over several atomic or molecular sites.

In the present study we covered only the 1.4 X 10" 2 to
8.5 X lO-2 A“1 range where most of the scattering occurs 
(see Figure 1). The value of the constant term C  to he sub
tracted from the total scattering intensity I ( k )  was ob
tained from a nonlinear least-squares fitting of the data 
with an Ornstein-Zernike type equation.

[/(&) -  C ]~ l =  A  +  B k 2 (5)

III. Results and Discussion
The results are presented in Figure 3 on an intensity vs. 

k scale for a series of concentrations at a temperature T  =  
—46 ±  2°C. The 20-MPM sample was actually measured at 
T = +5°C and the 10.9-MPM sample was taken from a 
preliminary series of runs. It is obvious that most of the 
scattering occurs for concentrations near 4 MPM. We 
present in Table I the values of the A , B , C  parameters of 
eq 5 as well as the correlation length £ for concentrations 
near 4 MPM. No fit of the Ornstein-Zernike equation 
could actually be made at the other concentrations where 
the signal is much too flat. It is noticeable that at concen
trations near the critical one the correlation length for fluc
tuations is rather concentration independent.

In Figure 4 we have plotted the extrapolated 7(0) — C  
values (see eq 5) for all the investigated concentrations. (Of 
course, at the concentrations where the Ornstein-Zernike 
fit was not feasible the extrapolation is rather conjectural.) 
We see that these values compare qualitatively well with

Figure 2. Ornstein-Zernike plots at large k values of a 4.17 MPM Li- 
ND3 solution. The error bars represent the statistical accuracy.

Figure 3. Intensity vs. k plots showing the concentration effect. The 
20-MPM sample was measured at + 5°C .T he  10.9-MPM sample 
was reported from another series of experiments.

the published S cc(0) obtained from thermodynamics.5 
They are peaked at roughly the critical concentration X c =
4.5 MPM obtained independently by Katsumoto and Lep- 
outre (this symposium). If we now consider the Na-NH3 
solutions where Scc(0) has a much broader peak,5 we might 
expect to have significant concentration fluctuations ex
tending over a broader concentration scale. This is of real 
importance since parameters of the lithium solutions are
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l

Figure 4. Comparison between the coherent signal at zero angle 
and Scc(0) (ref 5).

often used by necessity in computations referring to the Na 
system.

It would be interesting to check in greater detail if the 
concentration dependency of the slope of the Ornstein- 
Zernike plots is consistent with the thermodynamic param
eters of eq 1. The concentration dependency of the value of 
C (eq 5) should also be shown to depend entirely on inco
herent inelastic and multiple terms. All this would require 
absolute measurements and careful normalization proce
dures.

Finally a few words must be added on the interference 
effects which were detected by Schmidt6 and more recently 
by Knapp and Bale (this symposium) using small-angle 
x-ray techniques. We also detected a strong scattering peak 
at about 1.0 Â-1 with saturated solutions of 7Li-NÜ3 on a 
conventional neutron diffractometer. This peak shifted to 
smaller k values with dilution and was no longer detectable

below 12 MPM. We believe that it corresponds essentially 
to the concentration dependent distribution function of the 
solvated lithium atoms in the system. In the case of the 
small angle neutron experiments, the choice of a large 
wavelength avoided any perturbation from these interfer
ence terms at high concentration, and at the lowest concen
tration the effect was not detectable owing to the small 
scattering length of the lithium atom.

A c k n o w le d g m e n t . Thanks are due to Professor Lepoutre 
and associates and especially to F. DeBaecker for a very 
helpful collaboration.
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Discussion
J. JORTNER. An interesting system to study will be Li-CH3NH2 

solutions where large concentration fluctuations are exhibited in 
the concentration range above 10 MPM.

P. CHIEUX. These fluctuations are encountered in most of the 
solutions near saturation and are related to the piling of the solvat
ed ions like large balls. Of course the effect is clearly visible when 
no anion is present.

M. H. COHEN. I noticed a nonmonotonic variation of the back
ground intensity on top of which the Ornstein-Zernike contribu
tion sits. It reached a maximum near the critical concentration. Do 
you have any ideas for explaining it?

P. CHIEUX. I think that it should be explained simply by the 
concentration dependency of the coefficient of the Ky  term in the 
binary scattering law. We should however take as the two species 
the pure ND3 and the solvated cation. We must also be careful to 
take the background intensity value at the extrapolated large k 
value. Finally there is some experimental uncertainty in the rela
tive intensities of these different samples. We will try to prove 
more quantitatively these points in the near future.
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Values of the absorption coefficient for ultrasound (a //2) in lithium-ammonia solutions are presented. 
These measurements were made in the critical region as a function of metal concentration, temperature, 
and sound frequency. The absorption is a strong function of the concentration and rises to a maximum at
4.25 MPM (mole percent metal). The absorption increases as either the temperature or the frequency is 
decreased. The data have been analyzed using a single relaxation theory, the Fixman theory, and the Ka
wasaki theory. The agreement with the last two theories is not good, leading to unphysical values for the 
parameters. The large increase in absorption seen may thus be due to causes other than those associated 
with critical point phenomena.

I. Introduction

Anomalous increases in the sound absorption coefficient 
have been detected in various liquid-liquid systems near 
the critical (or consolute) point. 1 '2 A moderately successful 
theory explaining these increases was first given by Fix- 
man.3 Later theories and their modifications by Kawasaki,4 

Swift,5 and Mitsura6 have improved the theoretical expla
nation of these effects. The application of these theories re
quires knowledge of several thermodynamic properties of 
the solutions such as correlation lengths and diffusion coef
ficients. The assumption that these theories are correct 
enough to use them to obtain such quantities as the corre
lation lengths for a complex system such as lithium-ammo
nia solutions from measurements of the ultrasonic absorp
tion coefficient has prompted us to perform such measure
ments. We thus present in this paper measurements of the 
absorption coefficient for lithium-ammonia solutions for 
concentrations between 12 and 3.25 MPM (mole percent 
metal) as a function of temperature and frequency. These 
measurements are then fitted to the theory and values for 
the correlation lengths obtained.

II. Experimental Section

The experimental apparatus consisted of three major 
parts: electronics, sample-cell ultrasonic delay-line assem
bly, and NH3 preparation apparatus. As all of this appara
tus has been described in the literature,7 we shall only 
briefly describe it here. The method used is a pulse-echo 
technique with a variable path length cell. The electronics 
will allow operation over a 10 to 100 MHz frequency range 
and is controlled by a programmable calculator which al
lows very rapid data acquisition and analysis. The system 
is capable of absorption measurements to within 3%.

The solutions were prepared in a standard manner8 

using high purity NH3 and lithium metal which was pre
pared in a helium-filled drybox. For an experimental run, a 
solution was prepared at a given concentration, and then 
absorption measurements were made as a function of tem
perature and frequency. The solution was then diluted by 
the addition of NH3.

III. Data
Three separate experimental runs were performed cov

ering the concentration range from 3.25 to 12 MPM. These 
measurements were made as a function of temperature 
from —63 to —55°C for most of the concentrations. As the 
apparatus only operates at odd multiples of the fundamen
tal frequency of the ultrasonic transducer, complete cover
age of any given frequency range is difficult. Measurements 
were made at the following frequencies: 10.4, 14.6, 17.8, 22, 
15, 25, 35, 45, and 55 MHz for most of the concentrations 
studied, although all of the above frequencies were not nec
essarily used at each concentration and temperature.

Figure 1 shows the absorption (a//2) as a function of the 
metal concentration at 15 MHz and —63°C. There is a sig
nificant increase in the absorption between about 8 and
3.25 MPM (the lowest concentration studied); the absorp
tion peaks at 4.25 MPM. Similar curves were obtained for 
the other temperatures and frequencies. No shift in the 
location of the absorption maximum was detected with ei
ther temperature or frequency, although the resolution in 
either frequency or concentration is not such as to rule out 
a small shift.

Figure 2 shows the temperature dependence of a//'2 for
4.25 and 3.2 MPM both at 10 MHz. We see that there is a 
nonlinear temperature dependence with the absorption in
creasing rapidly as the temperature is lowered toward the 
phase separation temperature. For the critical concentra
tion (we have chosen to call 4.25 MPM the critical concen
tration since the absorption peaks at this concentration; 
this is not in exact agreement with the literature values9) 
the temperature dependence is quite strong and falls off as 
the concentration is either increased or decreased.

Figure 3 is an example of the frequency dependence for 
the critical concentration at —63°C. These data are the re
sult of two experimental runs using different ultrasonic 
transducers (2 and 5 MHz fundamentals). While there ap
pears to be good internal consistency within any one run, 
there seems to be a problem with consistency from run to 
run (i.e., different solutions, although both are supposed to 
be at the same concentration). We do not have a good ex
planation of this effect yet; more data are probably needed. 
Even with the inconsistency it is seen that there is a rise in 
the absorption as the frequency is lowered; we take this rise 
to he evidence for a relaxation effect. We shall return to 
this in the next section.
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CONCENTRATION (MPM)
Figure 1. a / /2 vs. concentration (MPM) at 15 MHz and — 63°C.

Figure 2. a / f  vs. temperature for two solutions.

IV. Interpretation
First we would like to point out that the absorption is far 

greater than that given by the expression10

a j p  = (87r2/ 3 pc3)[t,s + 3(7 -  1)K/4CP] (1 )

which is known as the classical absorption. Here c is the 
second velocity, f  is the frequency, p is the density, % is the 
coefficient of shear viscosity, K  is the coefficient of thermal 
conductivity, 7  is the ratio of specific heats (Cp/Cv), and Cp 
is the specific heat at constant pressure. Using values for 
the above thermodynamic quantities from the literature, 
we find that a j f 2 varies from 2 X 10~ 17 to 2,5‘ X 10“ 17 

cm2/sec as the concentration goes from 15 to 3 MPM. As is 
evident from Figure 1, the measured absorption is far 
greater than this and is thus due to mechanisms other than 
shear viscosity or thermal conductivity.

Figure 3. a / f  vs. frequency for a 4.25 MPM solution at —63°C.

Figure 4. a/B vs. frequency for 4.25 MPM solution at —63°C. The 
solid line Is the fit to eq 2.

Absorption phenomena which depend on frequency such 
as seen in Figure 3 can be described formally as resulting 
from relaxation processes. If the process causing the ob
served absorption is due to a single relaxation, the data 
should be fitable with an equation of the form: 11

/ 2
A  _

1 + (///r)2
+  B ( 2)

where / r is the relaxation frequency. The term B  includes 
the absorption due to the classical mechanisms given by eq 
1 as well as the absorption due to relaxation effects at high
er frequencies. Thus the absorption should rise from a 
value B  at high frequencies to the constant value (A + B )  
at low frequencies. Figure 4 is an example of the data (4.25 
MPM at —63°C) fitted to this equation. We get the values: 
f r = 15.4 MHz; A = 552 X H r 17 sec2/cm; B  =  16.81 X lCT17 
sec2/cm. This fit appears to be reasonable, but we do not 
have enough data at either high or low frequencies in order 
to conclude that a single relaxation effect is responsible for
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the absorption. One finds that the exact values for the pa
rameters in eq 2 are quite sensitive to the number of points 
used. For only two temperatures (—63 and -60°C) do we 
have enough frequency data to make such a fit, and we feel 
that the values are only rough indications of the process. 
We should point out, however, that this fit is better than 
that which was obtained by Anantaraman et al.2 in their 
studies of the absorption in the critical region of the nitro
benzene-isooctane system. They were unable to fit eq 2 to 
their data at all and concluded that they were looking at a 
far more complex situation than can be described by a sin
gle relaxation expression. This may or may not be the case 
here.

As we are presenting data taken in the critical region, it 
is logical to see if the theories for absorption in the critical 
region have a greater bearing on the data than the above 
discussed theory. There have been several ultrasonic ab
sorption experiments in critical systems reported both in 
liquid-gas systems12 and in liquid-liquid systems.1’2 In all 
of these experiments, there is an anomalous increase in the 
absorption near the critical point similar to that reported 
here (see Figure 1). Possible explanations of these increases 
can be found in theories first proposed by Fixman3 and 
more recently by Kawasaki.4 Modifications of theories by 
Mistura6 may be appropriate for metal-ammonia solutions. 
We begin with a brief description due to Fixman and then 
present the mathematical results. We shall limit ourselves 
to the theory as applied to binary mixtures.

Fixman considers the long-wavelength spatial fluctua
tions of composition to act as uncontrolled (or hidden) 
variables which give rise to an anomalous entropy and a 
complex dynamic heat capacity. Let £ be the correlation 
length for concentration fluctuations. Away from the con- 
solute point, £ is on the order of the range of the intermo- 
lecular potential and will not depend-strongly on the tem
perature. As the consolute point is approached, £ becomes 
strongly temperature dependent and increases over a mac
roscopic scale. The strong temperature dependence of the 
long-range correlation length provides the coupling mecha
nism between the sound waves and the large concentration 
fluctuations occurring near the consolute point. Assume we 
have a situation where the wavelength of the sound is 
greater than the correlation length (i.e., A > £; this is likely 
to be the case in almost all experimental situations). Then 
in a wavelength will be many coherence regions whose lin
ear dimension £ will try to follow the temperature variation 
associated with the sound wave. The ability of a coherence 
region to respond to a temperature variation is limited by 
the rapidity with which concentration changes can take 
place, that is, according to Onsager by diffusion. We thus 
expect a relaxation process whose characteristic time is the 
diffusion time for a concentration fluctuation to extend 
over a region of linear dimension £. This time is on the 
order of £2/D, where D  is the diffusion constant.

Using these ideas Fixman arrives at the following expre- 
sions for the sound absorption:

a / f2 =  A ' f ~ r,MI ( d ) + B ' ( T ) ' (3)

where

d  = C/“ 1/2| T - Te| (4)

T  is the temperature and Tc is the critical temperature. 
1 (d )  is a definite integral which is known analytically and 
numerically.13 B ' ( T )  represents the frequency independent 
part of the absorption, presumably representing the “clas

sical” absorption plus the contribution from the bulk vis
cosity and mechanisms controlled by shorter relaxation 
times. The constants A ’ and C are explicitly given in terms 
of macroscopic heat capacities and composition variables 
and in terms of the molecular level friction constant i3 and 
the coefficients a and l of the long-range correlation func
tion:

G (r )  ~  (a/r) exp(—r/£) (5)

where
£-2 = 6/-2|T _ Tc|Tc (6)

£ is the Ornstein-Zernicke long-range correlation length 
and l is the Debye short-range correlation length.

In application of this theory, values for A \  B ', and C  a re  
obtained by fitting both the temperature and frequency de
pendence of the data. If sufficient thermodynamic data 
exist for a particular critical mixture, it is possible to com
pare the fitted values of these constants and those obtained 
from the equations given by Fixman. This has been done 
for several organic mixtures14 and one liquid metal mixture 
(Ga-Bi).1 The agreement is good but not conclusive. It is 
not clear that one can use this theory along with the ultra
sonic measurements to determine unknown quantities such 
as correlation lengths, but it is tempting to do so.

Since Fixman’s theory there have been other theories 
proposed to explain these anomalous increases in absorp
tion. Detailed expressions for the critical absorption and 
dispersion of sound have been obtained by Kawasaki4 with
in the framework of mode-mode coupling theory. Mistura6 
developed a modified version of Fixman’s original ap
proach and has obtained results identical with those pre
sented by Kawasaki. One of the basic results of the theoret
ical predictions is that the critical absorption depends pri
marily on a single reduced variable

/* = / / / d = co/coD (7)

where cod is a characteristic frequency defined by

cod = 2D£~2 (8)
where D  is the diffusion coefficient. The final expressions 
for the critical absorption (here expressed as the absorp
tion in a wavelength ax = a, A) are:

a\ = 2ttu‘2(o) )A I (w*) (9)
where

A _ k bT3 / 1 \2___ 1 / û P \  2 / d K \  2
2« V V  2 7  u4(0)Cv2 C t ) u  K  L t ) ,  (10)

u  is the sound velocity, r] is the critical exponent arising 
from the Fisher correction to the Ornstein-Zernicke corre
lation function, and K  = £_1. 7(co*) represents the following 
integral

x 2 àx cü* K ( x )
(1 +  x 2) K ’2(x)  +  co*2 ( I D

where K ( x )  = (%)(1 + x2 + (x3 — x_1) arctan x) and x = 
q£, with q  being the wavenumber of the order parameter 
fluctuations.

Mistura6 has shown that good agreement between the 
above theory and the data for the binary mixture aniline- 
cyclohexane can be obtained when one plots the data as a 
function of the reduced frequency.

Starting with the same physical concepts, there are then 
two theories for explaining the rise in absorption near the
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Figure 5. a lfi vs. r s/i. The solid line is a least-squares tit to the 
data points.

TABLE I: Parameters for 4.25 MPM Li—NH3 Solution

T  = — 63°C T  = —60°C

A , 3.67 X 1 0 -13 sec2/cm 2.03 X 1 0 -13 sec2/cm
B , 13.02 X 1 0 “”  sec2/cm 23.41 X 1 0 " ‘ 7 sec2/cm
fD 0.85 MHz 0.92 MHz

critical point. Both are currently used in the literature. Re
cently, Bains and Breazeale15 have shown that a slight 
modification of Fixman’s original results (eq 3) can be used 
to satisfactorily fit the data for several binary liquid mix
tures (all organic—they did not attempt to fit the liquid 
metal results). We shall thus present fits to the present 
data from both the Fixman and the modified Kawasaki re
sults.

As we see from Fixman’s equation (eq 3) a/f2 should 
vary linearly with / -6/4 at a particular temperature (con
centration should equal the critical concentration). Figure 
5 shows a //2 as a function of / _5/4, and we see that the 
agreement is only fair. It should be noted that these data 
are the result of two runs whose points do not quite agree 
with one another. However, it is still possible to see the fair 
agreement with the theory. Previously we reported a por
tion of these data16 (the high-frequency part). These data 
were fitted to the Fixman theory and yielded a value of 51.3 
A for the short-range correlation length (/) at the critical 
point.

We now turn to the analysis of these data using Mistu- 
ra’s adaptation of Kawasaki’s results. To do this we rewrite 
eq 9 in the form

a/f2 = A \ {T )I ( f/ fn )  + B i ( T )  (12)

where

Aj(T) = 2ttA/u/ d

and I ( f/ fu )  is the integral of eq 11. To obtain values for A i 
and B u  we have used a computer program which picks a 
value for / d , calculates the integral numerically, and then 
determines Aj and B\ by a least-squares fit of the values of 
a/f1 at the various frequencies. The value for / d is then

changed and the determination of Aj and B  i repeated until 
the errors are minimized. We thus end up with a “best fit” 
for / d, Ai, and Bj. In principle, we can perform this fit on 
all of the data at the critical concentration. However, the fit 
involves three parameters using the frequency dependence 
at a constant temperature. We only have four frequency 
points for most of the temperatures studied; only at —63 
and —60°C are there more points (8). We thus have chosen 
to perform this fit at only these two temperatures. The 
values for Ai, B ,, and / d from this fit are given in Table I. 
The standard way of presenting these data is to plot (ax)* 
as a function of /*  where

* x ) *  =
{a / f2) -  B

1 = 2lrf* So dx x2 K { x )

(1 + x2)2 [K(x)]2 + /* 2
This has been done in Figure 6 where the solid line is the 
value given by the integral. In principle, all of the data at 
the critical concentration should fall along this line. As can 
be seen from this figure, our data do not fit the line well at 
all.

Using eq 8 it is possible to calculate the correlation 
length for concentration fluctuations if the diffusion coeffi
cient is known. Self-diffusion coefficients in lithium- and 
sodium-ammonia solutions have been measured by Garro- 
way and Cotts17 using NMR. Their studies led to the con
clusion that the lithium ion is solvated by four ammonia 
molecules and that this unit persists throughout the con
centration region (at least the region of the present stud
ies). We thus use their value for D  in eq 8 to calculate £. 
This leads to the value £ = 259 A at 4.25 MPM and 
—63°C.18 This is a rather unphysical result; it would imply 
that the correlation extends over 105 solvated lithium and 
electron complexes. It is also in contrast to the value of 41 
A presented by Chieux19 on the basis of neutron scattering 
experiments in Li-ND3 solutions. We thus conclude that 
our data do not fit this model.

We have attempted to fit our data to three models: single 
relaxation, Fixman’s, and the modified Kawasaki model. 
Agreement with the latter two models is poor, although the 
agreement with Fixman’s is better than with Kawasaki’s. 
This is not particularly satisfying, as certain assumptions 
made by Fixman to evaluate his model quantitatively have 
been found not to be valid and were the stimulus to the 
derivation of the Kawasaki result. Thus, if critical effects 
are the reason for the increase in absorption, we should ex
pect agreement with the Kawasaki theory. We do not see 
this. It is possible that our data are in error especially in 
the frequency dependence. We are presently repeating 
these measurements to see if there is a problem here.
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It seems that the good agreement with the single relaxa
tion model should not be overlooked. Chieux and Sienko20 
in their study of the coexistence curve for sodium-ammo
nia solutions concluded that concentration fluctuations 
over long distances should only occur very near the conso- 
lute point (<1.8°C away). Thus we might expect that criti
cal contributions to the absorptions would only occur very 
near the consolute point—a region which may not have 
been studied in these experiments. Thus a simple single re
laxation effect involving the exchange of free and bound 
ammonia molecules may suffice to explain the data in the 
region studied.

It is clear that more experimental data are needed, espe
cially in the frequency coverage. Such measurements are 
underway and we shall report on them as soon as possible.
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Discussion
M. H. COHEN. What is the temperature dependence of the re

laxation time in the single relaxation rate experiment? I note that 
you were concerned for the possible effect of higher values of the 
attenuation of lower frequencies on the value of the relaxation 
time. These would lower the relaxation rate so that 20 MHz can be 
regarded as an upper limit. I note also that in your published 
paper the anomalous attenuation extended over the entire concen
tration range you studied. However, it was strongly temperature 
dependent only in a smaller range of concentrations centered 
about the critical concentration. This suggests to us the possibility 
of two distinct mechanisms of attenuation: that due to critical dy
namics as studied by Pixman and Kawasaki, and that due to clus
ter formation and re-formation as suggested by Jortner. Thus your 
ultrasonic attenuation studies may suggest the existence of con
centration fluctuations which are distinct from critical fluctuations 
and may be the dimodal fluctuations we have proposed.

D. E. BOWEN. We have not determined a temperature depen
dence for the relaxation frequency, as the change with temperature 
of this parameter at present is within our error owing to the small 
number of frequencies studied.

J. JORTNER. I would like to comment on the striking effect re
ported by you in your recent Physics Letter of a broad peak for 
a/f2 vs. M  at — 60°C while at —63°C an additional sharp compo
nent is observed near M ~  4.5 MPM. This indicates that apprecia
ble ultrasonic attenuation occurs in the concentration range M =
2.5-9 MPM which is weakly temperature dependent and may be 
related to clustering. Another interesting observation is the ex
tremely long relaxation time, r-1 = 20 MHz, calculated by you on 
the basis of the simple relaxation model. M. H. Cohen and myself 
considered the possibility that this relaxation time monitors 
breakdown and building of large clusters in the intermediate con
centration range. Support for this proposal comes from ultrasonic 
attenuation studies [P. J. Sams, J. E. Rassing, and E. Wyn-Jones, 
Adv. Mol. Relaxation Processes, 6, 225 (1975)], an aqueous solu
tion of mixed micelles containing two surfactants. The ultrasonic 
relaxation times in the latter case are in the range of 5-15 MHz 
and were assigned to dynamic equilibrium between the miscelle 
and the monomers.
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In this paper we present a coherent physical picture of the metal-nonmetal transition in metal-ammonia 
solutions in the intermediate concentration range. We propose that in LÌ-NH3 and Na-NH ,3 solutions at T
— T c m  10-20 K the metallic propagation regime (9-16 MPM) is separated from a nonmetallic pseudoin- 
trinsic semiconducting regime (1-2.3 MPM) by a microscopically inhomogeneous regime (2.3-9 MPM) in 
which the concentration fluctuates locally about either of two well-defined values M 0 and M 1( M 0 >  M u 
the local concentration remaining near M q or Mj over radii approximately equal to the Debye short corre
lation length, b , for concentration fluctuations. The limits of the inhomogeneous regime were determined 
from a combination of concentration fluctuation measurements, electrical conductivity, Hall effect, and 
paramagnetic susceptibility data to be M0 = 9 MPM and M \  = 2.33 MPM, which yield the C scale, C  = (M
— 2.33)/6.66, for both LÌ-NH3 at 223 K and for Na-NH3 at 240 K. We have also established the consistency 
of our picture with the available magnetic data for Na solutions. An analysis of electronic transport, ther
mal transport, optical properties, and sound velocity was carried out in terms of a theory of response func
tions for microscopically inhomogeneous materials developed by us. Excellent agreement between theory 
and experiment was obtained throughout the entire inhomogeneous transport regime.

I. Introductory Remarks
In this paper we present a physical picture for the metal- 

nonmetal transition (MNMT) in metal-ammonia solutions 
(MAS) in the intermediate concentration range (1-10 
MPM) .2* 5 The apparently continuous changes of the elec
tronic and thermal transport properties as well as the opti
cal data and thermochemical properties of MAS in the in
termediate concentration range provide an important ex
ample of a MNMT in a disordered material. Many exam
ples for such MNMT in disordered solids and liquids are 
now well documented.6 What is a MNMT in a disordered 
material? From the point of view of the experimentalist 
such “transitions” may be roughly classified in terms of the 
variation of the electrical conductivity, <r, induced by 
changes in a primary variable of state, such as density in a 
one-component system or composition in a two-component 
system:

1. “ A b r u p t ”  M N M T . A sharp drop of <x is exhibited in a 
narrow range of the primary variable of state. We are aware 
of a single example of such a transition which was ob
served7 in amorphous films of Cu-Ar and Pb-Ar at 4 K. a  
decreases gradually over the composition range 100-60 mol 
% metal, exhibiting a “discontinuity” at about ~55 mol % 
metal. We note in passing that the percolation picture8 -13 

which implies that

<r = 0 ; C  <  C *

a *  (C -C * ) 1 6 ;C* < C  <0.4

^  ( i c _ i ) ;0-4<c<1 (L1)

where C  is the metallic volume fraction and C *  ^  0.17 is 
the percolation threshold,12-13 also provides at least a semi- 
quantitative fit of these experimental data.

2. “C o n t in u o u s ”  M N M T . A  gradual variation of <7 is ob
served. Many such cases have been recorded in disordered 
materials. To quote several illustrative examples we men
tion the MNMT in expanded liquid metals14-25 and in 
MAS.2-5-26-48 Such MNMT’s were studied at finite temper
atures, and one can argue that thermal excitations will 
erode any discontinuity in <7 .

Two basic theoretical models for the MNMT were ad
vanced by Mott6-49-57 which rest either on (a) correlation 
effects or (b) band overlap effects. Mott further invokes the 
central role of Anderson localization and of polaron effects 
in determining the features of the MNMT in disordered 
materials. An alternative model was advanced by the 
present authors (CJ)58-63 who argued that in many disor
dered materials the MNMT occurs via an inhomogeneous 
transport regime, where microscopic inhomogeneities, e.g., 
density fluctuations, bonding modifications, or concentra
tion fluctuations, determine the electronic structure and 
the transport properties. Thus in the CJ approach mecha
nisms a or b operate lo ca lly . Mott’s picture implies the oc
currence of a discrete MNMT at 0 K, while C J  assert that 
in a disordered material which is characterized by a large 
correlation length for fluctuations, or by large potential 
fluctuations, a continuous MNMT will be exhibited. The 
CJ picture is necessary to overcome serious difficulties en
countered in the interpretation of the transport properties 
of many disordered materials undergoing a MNMT in 
terms of conventional descriptions of transport mecha
nisms.
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II. Conventional Descriptions of Disordered Metals 
and Nonmetallic Materials

We wish to understand the nature of the apparently con
tinuous changes of electronic structure and transport prop
erties during the course of a transition from metallic to 
nonmetallic behavior in disordered systems and in particu
lar in MAS. Let us first characterize the general features of 
disordered metals and disordered nonmetallic materials in 
terms of their transport properties. One can specify the 
transport properties of disordered metals in terms of one of 
the following transport regimes.

(a )  T h e  M e t a l l i c  P r o p a g a t io n  R e g im e .64 The mean free 
path of the conduction electrons considerably exceeds the 
Fermi wavelength \f = ftF“ 1, i.e. I »  \f. The conductivity 
a is well represented by the nearly free-electron theory.64’65 
There is no special relation between the Hall coefficient, R ,  
and the conductivity.66’67 On experimental and theoreti
cal67 grounds we assert that the latter quantity is close to 
the free-electron value, R  f e , whereupon the Hall mobility 
a = o R  is dominated by changes in a. Correspondingly, the 
transport properties satisfy the conditions

o  > 3000 (Q cm)“1 -  1000 (fl cm)-1 (II. la)

R  =* Kfe (H.lb)

yU = R a  ai Ryp.IT (II. 1c)

A minimum value of ~1000 (0 cm)'1 for the ̂ conductivity 
in the propagation regime is applicable to MAS, where the 
electron density is low.

(b )  T h e  M e t a l l i c  D i f fu s io n  R e g im e ,50 68- 71 As disorder 
increases the mean free path decreases to a point where l ~  
Xf- The concept of a mean free path is no longer applicable. 
However, in the propagation regime l characterizes the dis
tance over which the electronic wave functions retain phase 
coherence. We can generalize l into a phase coherence 
length, which can be arbitrarily small. For l < Xf the phase 
of the electronic wave functions becomes effectively ran
dom and interference effects are unimportant. The random 
phase approximation is applicable within the framework of 
the Kubo-Greenwood formalism in this problem. Fried
man70 has studied transport in a crystal with a tight-bind
ing s band. He assumes that the wave function amplitudes 
are everywhere constant but the phases on different sites 
are random. An extension of this treatment has been pro
vided by Varea de Alvarez and Keller.72 Friedman’s treat
ment70 results in

R  c* Z - ^ feA ' 1

( n a
where a is the internuclear separation, or the intercavity 
spacing in MAS, z is the number of nearest neighbors, and 
the parameter

X  = J a an ( E F) (II.2a)

affected by the changes of J . Thus the Mott relation51 53 it 
= A [ n ( E y ) ] 2, where A  ~  2500 (Q  cm)-1 and n (E y )  is ex
tracted from the Knight shift or the paramagnetic suscepti
bility for the conductivity in the diffusion regime, is of lim
ited applicability. Second, one can derive explicit relations 
between the Hall coefficient and other electrical transport 
properties

n cc (Rpp/RY2 

(l OC (R y y jR )
(1 1 3 )

where the proportionality factors contain parameters 
which depend either explicitly or weakly on the variable of 
state. These relations provide an important diagnostic tool 
for the identification of diffusive or Brownian motion, i.e., 
the strong scattering regime.

Turning to nonmetallic materials we consider the most 
common case, that of disordered semiconductors, where 
there are two transport mechanisms in parallel.

( c )  P s e u d o in t r in s ic  S e m ic o n d u c t iv i ty . In the current 
picture of disordered semiconductors the band gap is re
placed by a mobility gap69’51’52’73

E g =  E c -  E v (II.4)

where E c and Ev correspond to the mobility edges in the 
conduction band and in the valence band, respectively. All 
the states within the mobility gap are localized, and u = 0 
at T  = 0. Conduction at sufficiently high temperatures pro
ceeds by thermal excitation of carriers across the mobility 
gap. The conductivity is69'73

<s <r(Ec) exp[-(£c -  E y )/ k T ]  

e ( E c) = 2 n ( E c)e/ i(E c) k T
(H.5)

where n ( E c) and f i (E c) a re  the density of states and the 
(mean) mobility near the mobility edge, respectively. To 
derive a relation between the conducitivity and the ther
moelectric power, S , Mott and Cutler started from the rela
tions74

o  = - S ° (E ) (a i/ d E )  d£ (II.6)

S a  = * S ° ( E )  (3fh E )  dE  (II.7)

where f is the Fermi distribution function. Assuming that 
o ( E )  is weakly dependent on E  above E c, these formula 
give

c  ^  o ( E c) i ( E c) (II.8)

which is practically identical with eq 1.5, and

S = -  jin (<r(Ec)/ o) + 
e

)1 + (<j{ E c)I<j)] In [1 + (ffM E c))]} (11.9)

when one band dominates. When o/<r(Ec) «  1, i.e. E,. — E y  
>  4k T , eq 1.9 reduces to the conventional form

S  = -  [In (<r(Ec)/<r) + 1] (11.10)

contains J, the nearest neighbor electron transfer integral 
and the density of states, n (E y ) ,  at the Fermi energy E y .  
Two conclusions are immediately apparent. First, the vari
ation of the conductivity in the diffusion regime induced by 
changes in a primary variable of state is not only deter
mined by the changes of n (E y )  but can be also considerably

The a vs. S  relations (II.9) a n d  ( I I .10 ) unambiguously spec
ify pseudointrinsic semiconductivity, provided that com
pensation effects do not affect S.

(d )  P s e u d o e x t r in s ic  S e m ic o n d u c t iv i ty . In general, the 
Fermi energy is located within the mobility gap and n ( E F) 
is finite. Consequently, electrons near the Fermi energy
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Figure 1. The dependence of the electrical conductivity on fíFE/fí  for 
expanded liquid Hg, after Even and Jortner (ref 20). The diffusion re
gime spans the density range 9.3 g cm-3  <  p <  11.0 g cm-3 , a « 
(RFt:/Rf in accordance with eq II.3.

contribute to the transport via variable range hopping.54-75 
At sufficiently low temperatures this Mott hopping will 
dominate the conductivity. The thermopower76 is expected 
to be small and not related to a. This mechanism is impor
tant only at low temperatures, and we shall not be con
cerned with it here.

In MAS an additional transport regime is exhibited.
( e )  E l e c t r o l y t i c  t r a n s p o r t  r e g im e  where conventional 

electrolytic transport4 prevails. According to Mott’s picture 
the MNMT in a disordered system will be manifested by 
an “abrupt” switching of the transport mechanisms from 
regime b (or regime a) to semiconducting transport (mech
anisms c and d) in materials undergoing a metal-semicon
ductor transition such as expanded liquid Hg. In MAS a 
switch from regime b to regime e may be exhibited, or al
ternatively the transition from regime b to regime c will 
occur. As several of these conventional transport regimes 
have already been identified55-56-59-70 in expanded liquid Hg 
w e p r o c e e d  t o  th e  analysis o f  th e  experimental evidence for 
this relatively simple one-component system.

III. Transport in Expanded Liquid Mercury

For expanded liquid Hg the extensive experimental 
data14-24 for a, R , and S over the density range 13.6-5 g 
cm"3 can be partially understood in terms of the following 
distinct transport regimes: (a) propagation regime, 11 g 
cm"3 < p <  13.6 g cm'3 where eq II. 1 applies, as is evident 
from the data of Even and Jortner reproduced in Figures 1 
and 2; (b) diffusion regime, 9.2 g cm-3 < p < 11.0 g cm-3 
where Friedman’s relations, eq II.3, apply (Figures 1 and
2); and (c) pseudointrinsic semiconducting regime, p < 7.8 
g  cm-3 where th e  In <r vs. S  r e la t io n , e q  II. 10, holds. In the 
intermediate density range p = 9.2-7.8 g cm-3 the electrical 
conductivity14“18 at 1550°C varies in the range 500-20 ($2 
cm)-1, the Hall mobility p  (which was measured down to
8.6 g cm-3) is practically constant,20 p  = 0.07 cm2 V-1 
sec-1, the thermoelectric power18 exhibits a weak variation 
with p, S  =  -7 0  (p V / °C ) at p =  9.2 g cm-3 and S = -150  
(nV/°C) at 7.8 g cm-3, while the volume and temperature 
dependence of <r reveal a fast increase with decreasing den

(Rfe/ R)

Figure 2. The depen den ce o f the Hall mobility on (fiFE/R )2 for ex 
panded liquid Hg, after Even and Jortner (ref 20). In the diffusion re
gime 9 .3  g  cm -3  <  p <  11.0 g  cm - 3 , p <r (RFE/R) in agreement 
with eq  II.3.

sity 16,18 None 0f fhe conventional transport regimes ap
pears to be consistent with the transport data in this inter
mediate density range, in our opinion. However, Mott’s 
picture55-56 for the metal-nonmetal transition in Hg asserts 
that the material remains microscopically homogeneous 
with regard to electronic structure and transport. When the 
density of states ratio g  falls below a critical value g *  %, 
Mott supposes the states to be localized. Accordingly, he 
proposes that a mobility gap opens at p = 9.2 g cm-3, and 
that for lower densities the transport properties are deter
mined by e x c i ta t io n  t o  th e  m o b i l i t y  e d g e , th e  conductivity 
being given by eq 1.5. Mott’s model encounters three seri
ous difficulties. First, it was argued by Mott56 that in this 
model p  is given by the Hall mobility of electrons at the 
mobility edge and is thus expected to be practically inde
pendent of density, in agreement with experiment. How
ever, it should be noted that according to the Friedman 
theory70 for the Hall mobility in an amorphous semicon
ductor p  a J n ( E c) Where n ( E c) is the density of states at 
the mobility edge. Thus both in the metallic diffusion re
gime (see, e.g., (II.2)) and in the semiconducting regime the 
variation of the conductivity and of the Hall mobility with 
decreasing density will be strongly affected by the decrease 
of the transfer integral J  w ith  d e c r e a s in g  p. Thus the Hall 
mobility is not expected to remain constant throughout the 
semiconducting regime in expanded Hg. Second, Mott’s 
approach leads to a substantial disagreement between the 
density variation of the electrical conductivity and the 
thermoelectric power in the intermediate density range. A 
recent analysis of the thermoelectric power data of 
Schmutzler and Hensel18 demonstrates that eq 1.9 and 1.10 
are not obeyed for Hg in the intermediate density range. If 
we assume that the mobility gap opens up (i.e., E c — E y  = 
0) at 9.2 g cm-3 and reaches 4k T  at 7.8 g cm-3, the highest 
density for which eq 11.10 is obeyed, we have to take nU =  n 
(9.2 g cm-3) = 550 (i2 cm)-1. As is evident from Figure 3, eq
11.9 r e s u lts  in  a much weaker decrease of o/<m  with increas
ing | S| than is experimentally observed in the intermediate 
density range. Any other choice of <t m  will not reproduce 
the experimental o  vs. S  relation for 7.8 g cm-3 < p <  9.2 g 
cm-3. Thus the discrepancy is a serious one. To overcome 
this difficulty Mott has recently suggested56 an additional 
contribution to the thermoelectric power in the semicon
ducting range for E c — Up > k T  which originates from a 
negative heat of transport. We note in passing that in order
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Figure 3. The dependence of In a on S for expanded liquid Hg, after 
Schmutzler and Hensel (ref 18). The solid line represent Mott’s anal
ysis (eq II.9). The dashed line corresponds to a slope of (k/e). Ac
cording to eq 11.10 the pseudointrinsic semiconducting regime holds 
for p <  7.8 g cm-3 .

to provide a quantitative fit of the experimental data Mott 
had to invoke56 a change of the negative heat of transport, 
A H , from zero at 9.2 g cm-3 to —0.25 eV at 7.8 g cm-3, 
which is half the energy gap. It is rather difficult to com
prehend how the polaron effects proposed by Mott can be 
operative in a small-gap semiconductor at high tempera
tures where 4k T  >  | AH \. Third, we have pointed out59 that 
the density dependence of E c — E y  which can be extracted 
from Mott’s picture, together with basic thermodynamic 
considerations concerning the amplitude of the density 
fluctuations, inevitably leads to the conclusion that the 
conductivity is nonuniform over distances L which consid
erably exceed the phase coherence length / for the conduc
tion electrons. For the average density p = 8.5 g cm-3 we 
find A(r/o-mode = 2.7 for L  = 15 A and Ao-/<rmode = 0.5 for L  
= 40 A, where <rmode and Acr are the most probable conduc
tivity and the spread of the distribution. Thus if we start 
with a homogeneous material we inescapably wind up with 
nonuniformity. We thus conclude that Mott’s model55’56 
does not provide a self-consistent picture for the variation 
of the electrical and thermal transport properties in the in
termediate density range. In other words, the conventional 
transport regimes, which assume microscopic homogeneity 
of the material, appear to be inconsistent with the data in 
this density range.

We have proposed59 that the electronic structure and 
transport properties of expanded liquid Hg in the density 
range 9.2-8.0 g cm-3 are intermediated by density fluctua
tions. Invoking a unimodal distribution for the density 
fluctuations, as appropriate for a density range where the 
Ornstein-Zernicke decay length is of the order the intera
tomic spacing, we were able to provide a coherent physical 
picture for the continuous metal-nonmetal transition in 
this system. In that process we have established59 the vol
ume fraction, C , of the metallic regions (where the s-p 
band gap did not open locally). This C  scale should be re
garded as a theoretical prediction of the Knight shift and 
paramagnetic susceptibility throughout the inhomogeneous 
transport regime. The recent Knight shift data of El-Ha
mary and Warren77 in the density range 9.2-8.0 g cm-3 are 
in excellent agreement with our predictions.

IV. Transport in MAS
We now turn to the central issue of the present paper 

and consider the identification of conventional transport 
regimes in MAS. In concentrated MAS (20-10 MPM), Lep- 
outre78 and Thompson79 find that l = 70 A and k f = 0.49

A-1 at 20 MPM decreasing to / = 12 A and k y  = 0.40 A-1 
at 10 MPM, so that the basic condition for the propagation 
of conduction electrons between scattering events, k y l  >  3, 
is satisfied down to about 10 MPM. For expanded liquid 
Hg the propagation regime terminates at k y l  = 2.3. Thus 
for concentrated (10-20 MPM) MAS solutions, the propa
gation regime applies. The decrease of <r with dilution in 
the propagation regime can be well accounted for in terms 
of the NFE model and is primarily a consequence of the 
concentration dependence of the structure factors and the 
increase of the fraction of unbound ammonia mole
cules.80’81 The Hall coefficient32-35 is R  =  R y y , and the 
variation of n  is dominated by the changes in a  as expected 
for the propagation regime.

In the intermediate concentration regime (2-10 MPM), 
the Friedman relations (II.3) do not hold. ( R y y jR )  changes 
only from 1.0 to 0.5. However, a  decreases by three orders 
of magnitude and n by two orders of magnitude, so that 
(R f e /R) should decrease from 1.0 to 0.03 in that concentra
tion range according to the Friedman relations.70 One could 
instead attempt to establish whether the conductivity rela
tion (II.2) does hold. From an analysis of the experimental 
conductivity and volume susceptibility Xp in this concen
tration range we have established that a  = Axp23. This 
power is not so different from the value of 2.0, expected by 
Mott, however, in the concentration range 10-2 MPM the 
transfer integral J  « exp[—/3a], where82 /3 ~  0.55 A-1, de
creases by one order of magnitude due to the decrease of a 
by a factor of ~2. Thus the correct version of the conduc
tivity relation in the diffusion regime a « Xp2 exp[—2/?a] 
does not hold. We thus conclude that the physical proper
ties of MAS in the intermediate region cannot be account
ed for in terms of a diffusion type of metallic transport, and 
that the MNMT in this system is not preceded by a homo
geneous diffusion regime as does happen in expanded liq
uid Hg. The conductivity in the intermediate regime a  = 
103 — 1 (ft cm)-1 is so high that it cannot be assigned to 
semiconducting transport (mechanism c, section II). Fur
thermore, relations (II.9) and (11.10) do not hold in this 
range. Obviously, the electrolytic transport regime ((e), sec
tion II) also does not apply. Thus none of the conventional 
transport regimes is applicable in the concentration range 
from ~2 to ~10 MPM.

We now turn to a brief summary of the transport proper
ties at lower concentrations.4 At M ~  10-1 MPM the 
equivalent conductance, Ae, goes through a minimum. It 
has been suggested that the increase of Ae with increasing 
M  is associated with the onset of electronic conduction. For 
this to occur, spin depairing must be observed. The spin 
susceptibility reaches a low value xp 0 at 1 MPM and in
creases slowly in the range 1-2.3 MPM. We thus prefer a 
physical picture where dissociation of neutral quartets (i.e., 
2M+ 2e~) into negative spin paired triplets (M+ 2e- ) and 
positive ions prevails in the concentration range from 10'1 
to 1 MPM resulting in an increase of Ae, so that the con
ventional electrolytic transport regime prevails up to at 
least 0.5 MPM. One can roughly estimate an upper limit to 
Ae expected when dissociation is complete. Coulomb ef
fects, as in the Onsager-Fuoss theory, act so as to reduce 
the equivalent conductance below its limiting value 760 (0 
mol)-1. The latter is, therefore, an upper limit. The equiva
lent conductance at 0.5 MPM is4 550 (ft mol)-1 indicating 
that dissociation is substantial, if not complete, at that con
centration. At 1 MPM Ae = 770 (ft mol)-1 and electrolytic 
transport cannot account for the conductivity above that
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TABLE I : Assignments of Conventional Transport 
Regimes in MAS“

M, MPM Transport regimes Experimental evidence

1 6 -9 Metallic
propagation

0 = 5 X 103 — 103 ( a  cm)-1 
R = R  fe
1 ~ 7 0 -1 2  A 
Applicability of (RMP) 
Thermal transport and op

tical properties
9 -2 .3 ? o = 103 — 1 ( a  cm)-1 

R /R f e = 1 -2  
Inapplicability of (FR) 
o = 0.16 — 1 ( a  cm )-1 
x p = 0 at 1 MPM to ~ 8  X 

1 0 -8 cgs at 2.3 MPM

2 .3 -1 Disordered
semiconductor

<0.5 Electrolytic A e < 550 ( a  m ol)- '
_ a M -N H , liquid; T - T c ~  10 -2 0  K; for Li, Na—NH3.
RMP = relations for metallic propagation regime, eq 11.1. 
FR = Freedman relations for metallic diffusion regime, eq 
11.3.

concentration. We suggest that in the concentration range 
from ~1 to ~2 MPM an electronic transport mechanism 
sets in. As at ~1 MPM complete spin pairing occurs, we 
suggest a pseudointrinsic semiconducting transport (mech
anism c, section II) to be operative in MAS in the range 
~ l -2  MPM. The full valence band corresponds to doubly 
occupied <7g-type orbitals of electron cavity pairs within 
triplets. The conduction band consists of a superposition of 
ffu-type orbitals. The low density band gap corresponding 
to the Og-<ru excitation within a single cavity pair is 0.6-0.7 
eV. Thus electronic structure and transport in MAS in the 
latter region are analogous to those exhibited in semicon
ducting expanded Hg for p <  7.8 g cm-3.

The present status of our efforts to identify the conven
tional transport regimes in MAS undergoing a “continu
ous” MNMT is summarized in Table I. None of the con
ventional transport regimes is applicable in the intermedi
ate (2.3-9 MPM) concentration range. We have proposed 
that in Li-NH3 and Na-NH3 solutions the metallic propa
gation regime is separated from a nonmetallic (semicon
ducting) regime by a microscopically inhomogeneous re
gime in which concentration fluctuations determine elec
tronic structure and transport properties in this two-com
ponent system. We now proceed to a semiquantitative ex
ploration of the effects of microscopic density fluctuations 
on the electronic properties of MAS.

V. Microscopic Inhomogeneities in MAS
We propose that the metal-nonmetal transition in MAS 

is intermediated by concentration fluctuations. In the 
present context the three major questions concerning the 
fluctuations are: (a) the spatial extent of fluctuations; (b) 
whether they are of large amplitude; and (c) whether they 
are unimodally or multimodally distributed. Let us consid
er the local value m { r )  of a configurational parameter 
which could refer to the local density in a one-component 
system or to the local concentration in a multicomponent 
system. The mean value of the configurational parameter is 
(m(r)> = M  while the autocorrelation function, A ( R ) ,  is

A( f l ) = <̂  + ^ / ) > - ^ 2 (V.2) 
M 2

Condensed systems are stiff, tending to resist rapid change 
in local configuration so that, roughly speaking, m(r) varies 
significantly over distances greater than b,  the short corre-

P(X)

Un ¡modal Bimodal

Figure 4. Examples of the probability distribution F\X(r)) of the local 
values of  the primary variable of state.

lation length. For liquids we know from the Ornstein-Zer- 
nike theory for fluctuations that the asymptotic decay of 
A ( R )  is exponential. We can set

A ( R )  »  constant R  <  b
(V.3)

A ( R )~ e x p ( -f l / f ) / f l

where f  is the fluctuation decay length. Provided that b »  
a and b > (" the values of m ( f )  at two points separated by 
more than b  are statistically independent. We can then ide
alize the physical picture, replacing A ( R )  by a simple step 
function

A ( R )  = constant R  < b
(V.4)

A ( R )  =  0 R > b

b thus specifies the spatial extent of the fluctuations. The 
rms amplitude of the fluctuations is determined by A  ( R  <  
b) .  Two examples of the probability distribution P ( m ( r ) ) ,  
of the local values of m(r) are given in Figure 4.

There are several experimental techniques available to 
probe the nature of microscopic inhomogeneities in disor
dered materials. The spatial extent of fluctuations can be 
monitored by small angle x-ray and neutron scattering, or 
by electron microscopy and diffraction. The amplitudes of 
the fluctuations can be inferred from structure factors, ul
trasonic attenuation, and determinations of concentration 
fluctuations through chemical potential measurements in a 
multicomponent system. No direct evidence is currently 
available concerning the probability distribution function 
P ( m )  for the local concentration in a two-component liq
uid. It should be emphasized at this point that the pro
posed microscopic inhomogeneities are distinct from criti
cal fluctuations; a careful examination of the experimental 
data is required to separate these two physical effects. We 
now proceed to explore the nature of microscopic inhomo
geneities and consider the experimental evidence for them 
in MAS.

There is substantial evidence for large amplitude con
centration fluctuations in metal-ammonia solutions. 
Thompson and Ichikawa83 have found direct evidence for 
large concentration fluctuations in lithium and sodium am
monia solutions, but not in cesium solutions. They measure 
the dependence of the chemical potential of the metal on 
metal concentration at —33 K and from it extract the mean 
square concentration fluctuation in the form ((AXm)2) 
where AXm is the fluctuation of the mole fraction. Their 
results are shown in Figures 5-7. Li and Na solutions satu
rate at 20 and 16 MPM, respectively;4 the Cs solutions do 
not saturate.84 In Figures 5-7 we compare the observed 
fluctuations with those expected from an ideal mixture of 
NH3 and M(NH3)n, with n  = 4 for Li and 6 for Na and Cs.
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Figure 5. Mean square of concentration fluctuations in Li-NH3 solu
tions: solid lines, experimental data (ref 83); dashed line, Ideal mix
ture.

Figure 6. Mean square of concentration fluctuations in Na-HN3 solu
tions: solid line, experimental data (ref 83); dashed line, ideal mix
ture.

((AXM)2)ideal = ^ m[1 ~  (n  +  1)Xm] (V.5)

where X m is the mole fraction of metal. The following fea
tures of the data are noteworthy. (1) There are large peaks 
in the Li and Na data centered about 3.6 MPM for Li and a 
similar value for Na. (2) These peaks are superimposed on 
a background similar to what is expected from (V.5). (3) 
The background differs from (V.5) in two respects, being 
higher at low concentrations and lower at high concentra
tions. (4) Cs shows no peak and its value of ((AXm)2) is 
similar to the backgrounds for Li and Na for M  <  16 MPM. 
(5) ((AXm)2) for Cs above 20 MPM resembles what is ex
pected from (V.5) for an ideal mixture of Cs(NH3)s and Cs.

Regarding the distance scale for concentration fluctua
tions it was pointed out by Thompson and Lelieur85 that 
one can infer from the concentration fluctuation data for 
LÌ-NH3 and Na-NH3 by a simple argument of Turner86 
the existence of large, high concentration clusters in these 
materials. Additional evidence for a large distance scale for 
concentration fluctuations stems from x-ray (X)87 and neu
tron (n)88 small-angle scattering studies. Recent experi
ments of Chieux88 on small-angle neutron scattering on 4 
MPM LÌ-ND3 solutions were analyzed in terms of the Orn- 
stein-Zernike picture of concentration fluctuations. The 
resulting decay length was 4.7[TC/(T  — Tc)]1/2 À at a tem
perature T  above the consolute temperature T c, which is 
—58°C for Li-ND3. This decay length is unusually large,

M(MPM)
Figure 7. Mean square of concentration fluctuations in Cs-NH3 solu
tions: solid line, experimental data (ref 83); dashed line, ideal mix
ture.

Figure 8 . Ultrasonic attenuation in MAS solution after 3owen (ref 
89a).

~70 A  at 1 K above T c and ~10 A  ( > a )  at T  — T c ~  40 K.
Are these fluctuations distinct from critical fluctuations? 

Ultrasonic attenuation measurements by Bowen89 (Figure
8) indicate not only that the fluctuations exist in the 2.3-9 
MPM range but that they are distinct from critical fluctua
tions. The latter are manifested in the ultrasonic attenua
tion a  over a narrow concentration and temperature range 
about the consolute point as a peak superimposed upon a 
broad, weakly temperature-dependent maximum. The* 
broad background attenuation we attribute to fluctuations 
which are, indeed, distinct from critical fluctuations.

Thus, there is strong experimental evidence favoring 
large amplitude microscopic inhomogeneity at T  — Tc 20 
K on a scale of tens of angstroms in NH3 solutions of Li 
and Na, but not of Cs. None of the available experiments 
proves whether these fluctuations in Li and Na solutions 
are unimodal or bimodal. Only unimodal concentration 
fluctuations can occur far away (i.e., when f < a ) from Tc, 
and these are well accounted for in terms of conventional 
fluctuation theory. Cases of bimodal distribution of local 
concentration (or density) are, however, also known to 
occur. The highly developed droplet model of condensation 
rests on bimodally distributed density fluctuations near the 
liquid-gas critical point. Many examples of clustering are 
known both near and unrelated to critical points. Indeed, 
clustering effects provide the extreme case of a bimodal 
distribution of concentration fluctuations.

We have proposed for Li and Na solutions at T  — T c ca. 
10-20 K a microscopically inhomogeneous region of the 
phase diagram of MAS in which (1) the concentration fluc
tuations are bimodal, varying locally about either of two
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well-defined values M 3 and M 1; M0 > Mi; (2) the concen
tration remains near M0 or Mi over radii approximately 
equal to the short correlation length b for concentration 
fluctuations; and (3) M0 is the upper and Mi the lower 
bound of the microscopically inhomogeneous region. The 
concentration fluctuations associated with clusters increase 
monotonically with cluster size. If the Ornstein-Zernike 
fluctuation decay length f is smaller than b, the concentra
tion would appear to fluctuate abruptly and randomly from 
Mo to Mi or vice versa. We have inferred from Figures 5 
and 6 that Mo =* 9 MPM and Mi ^ 2 .5  MPM.

Weak experimental evidence for a bimodal distribution 
of density fluctuations originates from the Thompson-Lel- 
ieur analysis85 of the concentration fluctuation data in 
terms of the Turner model. Furthermore, the ultrasonic re
laxation time89® found by Bowen is 5 X 10-8 sec (20 MHz) 
which is surprisingly long. We propose that it is associated 
with the time variation of the locally inhomogeneous con
centration. Comparable ultrasonic relaxation times (in the 
range 5-10 MHz) were reported8913 in aqueous solution of 
mixed micelles containing two surfactants. There is a close 
analogy between clustering of solvated electrons and sol
vated cations in MAS (i.e., bimodal distribution of concen
tration fluctuations) and micelle formation. These experi
mental data are indicative but by no means conclusive re
garding our proposal of a bimodal distribution of fluctua
tion.

We now proceed to explore the consequences of the inho
mogeneous model regarding electronic structure and trans
port in MAS.

VI. Allowed Volume Concept

In the microscopically inhomogeneous regime in MAS we 
propose that the concentration fluctuates locally about ei
ther of two well-defined values Mo and Mj, Mo > Mj, the 
local concentration remaining near Mo or M\ over radii ap
proximately equal to the Debye short correlation length, b, 
for concentration fluctuations. Provided that b constitutes 
the largest distance scale parameter involved in the prob
lem, and considerably exceeds Xp (or l whichever is longer) 
for the conductive electrons as well as the interionic dis
tance a, the concept of local electronic structure and local 
response functions can be introduced.58-62 We then can de
fine an allowed volume fraction C (E )  as that fraction of the 
total volume of the material actually allowed to electrons of 
energy E . Now, the Weyl theorem90 tells us that as long as 
the de Broglie wavelength, or the phase coherence length, is 
sufficiently small compared to the dimensions of the al
lowed regions, the density of states will be independent of 
the geometry of the allowed regions and of the boundary 
conditions presented by the forbidden regions and propor
tional to the allowed volume. Thus we may take58-62,91 as a 
definition of C (E )

n (E )  =  n0(E )C (E )  (VI.l)

where n o (E ) is the density of states per unit volume of a 
metallic region of macroscopic extent and n (E )  is the actu
al density of states of the microscopically inhomogeneous 
material. Defined in this way C (E )  allows properly for pen
etration into the excluded regions. However, for it to be a 
useful concept, tunneling across the excluded regions must 
be quantitatively unimportant for the physical properties. 
We have demonstrated elsewhere61'62 that for such large 
values of the correlation length b as we are concerned with

o • o • o
•  o o o •
o o • • o
o • o o o

(a) Site 
percolation

(b) Bond 
percolation

| # y  *1 c<c* 

\ ^ f \ o c *
(c)Continuous
percolation

Figure 9. Sketch of different models for classical percolation: (a) site 
percolation in a two-component system; (b) bond percolation for two 
types of bonds; (c) continuous percolation for C <  C* and for C >  
C*.

here or for large fluctuations in the potential, tunneling ef
fects are negligible.

There are some interesting immediate consequences of 
this physical picture. The allowed volume concept allows us 
to establish direct contact with classical percolation theo
ry.8-13 We are dealing with a continuous site-percolation 
problem, where any portion of the material can be random
ly metallic or nonmetallic. The continuous percolation pic
ture is distinct from the discrete models for site percolation 
and for bond percolation,8 as is evident from Figure 9. If 
C (E ) falls below the critical valué C *  for classical continu
ous percolation, percolation theory tells us that a continu
ous extended path through metallic regions does not exist. 
The metallic wave functions are therefore localized at that 
energy. We note in passing that the continuous percolation 
concept is strictly applicable provided that the conductivi
ty of the nonmetallic regions is vanishingly small. If this is 
not the case, the concept of a percolation threshold does 
not strictly apply, but instead we encounter a continuous 
change of a, which is finite for all values of C.

The above definition of C (E )  should make clear that

C(£f ) = C (VI.2)

is just the metallic volume fraction, that fraction of the vol
ume of the material in which it is locally metallic. Provided 
the Fermi level E F lies close to the middle of the fluctuat
ing semiconducting gaps, the condition for a metal-semi
conductor transition in the inhomogeneous transport re
gime is obtained from eq IV.l and IV.2

C =  C (E p ) = n (E F)/nQ(E F) =  C *  (VI.3)

The continuous site-percolation problem has not yet 
been solved. Existing numerical studies8 for three-dimen
sional lattices give values of C* ranging from C* = 0.195 for 
fccub to 0.30 for the single crystal. Zallen and Scher9 
suggest that for percolation in a continuous potential C * = 
0.15. Skal, Shklovskii, and Efros12 find C* = 0.17 for the 
percolation probability in a particular random potential. 
Webman, Cohen, and Jortner13 obtained C* = 0.15 ±  0.02 
from numerical simulations of the conductivity of cubic re
sistor networks with correlated bonds.

We are dealing with an inhomogeneous transport regime 
in a disordered system, 0 < C  < 1, C = C (E F). The inhomo
geneous regime can be subdivided into two parts, (a) Pseu- 
dometallic regime: 1 > C > C *. Above the percolation limit 
the major contribution to transport originates from the 
continuous extended metallic paths. The transport proper
ties will exhibit a gradual change from those corresponding 
to the louver limit of the homogeneous metallic regime, (b) 
Pseudononmetallic regime: 0 < C < C *. Here extended 
states do not exist and tunneling between isolated metallic 
regions can be ignored.

Finally, we have to establish the relation between the 
values of C and the mean value
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o

Figure 10. Volume spin susceptibility data for Na-NH3 solutions (ref 
87, 103-106) in the intermediate concentration range. A fit to a two- 
line-segment function, eq VII. 1 and VII.6 , is shown.

M = f* m P {m ) dm (VI.4)
J o

of the mean concentration in MAS. Such a relation we term 
a C scale. For the special case of a bimodal distribution as 
we are concerned with here we set approximately

P (m )  = [(Af -  Mi)/(M0 -  M x)\b(m -  M 0) X
[(M0 -  M )/ (M o  -  M!)]5(m -  Mi) (VI.5)

where Mi and Mo are the local value of M  corresponding to 
nonmetallic and the metallic regions, respectively. The C  
scale is

C  = (M -  Mi)/(M0 -  Mi) (VI.6)

a linear relation between C  and M.
We establish the C scale in microscopically inhomo

geneous materials in two steps. First, we determine the lim
its of the inhomogeneous regime from the available struc
tural, thermodynamic, transport, and magnetic data. For a 
bimodal distribution we take C = 1 for M  = Mo and C = 0 
at M = Mi. Second, we utilize volume susceptibility data 
XP(M), when available, to establish the C vs. M  relation in 
the inhomogeneous regime. Because for the materials 
under consideration local field corrections are negligible in 
XP, the volume spin susceptibility can be written as a su
perposition

Xp = C x o + (1 -  C)X1 (VI.7)

where xo and xi define metallic and nonmetallic suscepti
bilities at C =  1 and at C  = 0, respectively. Complementary 
information concerning the C scale originates from Knight 
shift data.

VII. The C  Scale and Analysis of Magnetic Data in 
MAS

We now establish the relation between the metal concen
tration M and the metallic volume fraction for metal- 
ammonia solutions. Regarding the upper limit, C = 1, we 
have already noted that the anomalously large concentra
tion fluctuations83 disappear into the background at M  ^  9 
ppm in the Li and Na solutions, Figures 5 and 6. It is inter
esting that the Hall constant,32-35 R , for Li begins to exceed 
the free electron value R fe for M < 9  MPM, and that the 
conductivity30'32-35 there becomes of order 103 Q-1 cm-1

for Li and Na solutions while kpl ~  3. We recall that for ex
panded Hg' the propagation regime terminates at kp l ~
2.3. These three facts together indicate the termination of 
the homogeneous propagation regime at 9 MPM. Coupling 
these facts about the transport properties with the evi
dence for inhomogeneity exposed in section IV leads us to 
identify the upper limit of the inhomogeneous transport re
gime as C =  1 at 9 MPM in Li and Na solutions. Turning 
now to the lower limit, C = 0, the concentration fluctua
tions83 in Li solutions, Figure 5, suggest that the material 
becomes homogeneous again at M ^  2.5 MPM. According
ly, we set M 2.5 MPM as the lowest limit, C = 0, of the 
inhomogeneous regime, and refine this value of M  for C  = 0 
to 2.3 MPM by analysis of the magnetic data.

The best available data for the spin susceptibility39-42,84 
are shown in Figure 10. For Na solutions Xp becomes ap
preciable above 1 MPM, increasing monotonicallv with M. 
It is linear with M in the range 3 < M  <  9 MPM, where it 
follows

M - 2
Xp = — —  Xo (VILI)

where xo = Xp(9) is the volume susceptibility in the metal
lic regions. The bimodal distribution immediately implies 
that

M = 9C + Mi(I -  C) (VII.2)

which gives us the linear relation

C =  (M -  M i)/(9 -  M,) (VII.3)

for the C scale in analogy with eq VI.6. Next, we utilize eq
VII.3 for Xp- Inserting (VII.1) in (VI.7) and defining

r = xi/xo (VII.4)

where xi is the susceptibility of the nonmetallic regions, 
yields the relation

Mi = 2 + 7r (VII.5)

between the two parameters Mi and r.
Since Xp is linear in M at least down to 3 MPM and C is 

linear in M  according to (VII.3), (VI.7) plus (VII.5) imply 
that 2 < Mi < 3 MPM. Accordingly we have to introduce a 
fitting function for xP in that range. We have chosen a fit to 
two linear segments, eq V.12 for M > 2.33 MPM and for

M -  1
Xp =  ~ ^ X0

(VII.6)

for M < 2.33 MPM. Inserting Mi into (VII.6) give xi and r 
gives Mi = 2.33. Accordingly we choose our C  scale as

C = (M -  2.3)/(9 -  2.3) (VII.7)

and show in Figure 10 the corresponding fit of the xp data.

VIII. Response Functions of Microscopically 
Inhomogeneous Materials

We now address ourselves to the calculation of transport 
properties of microscopically inhomogeneous materials. We 
shall refrain from providing detailed derivations and re
strict ourselves to quoting mostly new results from our yet 
unpublished work.

A. E lec tr ica l T ran sport. We now address the problem of 
calculating the macroscopic transport properties of a mate
rial which is locally nonuniform. Consider first the electri-
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cal conductivity. In simulating electrical transport proper
ties of a microscopically inhomogeneous material we are 
dealing with a continuous site-percolation problem in 
which any portion of the material can be randomly metallic 
or nonmetallic. To mimic the features of the continuous 
conduction problem, one can impose correlations on neigh
boring bonds, so that if a bond is of one type all its neigh
bors out to the correlation distance 6 must be of the same 
type. Together with Webman13 we have carried out a nu
merical study of the conductivity of simple cubic resistor 
networks with correlated bonds. For x = 0, the conductivi
ty must vanish for C below the percolation threshold. The 
major effect of correlations is to shift the percolation 
threshold from C * =  0.25 for the uncorrelated network10'11 
to C * = 0.15 ±  0.02, in accord with numerical simulation of 
the percolation probability9'12 in the continuous percola
tion problem. In the particular case of a bimodal distribu
tion of local conductivities, the macroscopic conductivity, 
a, was expressed in the form

a =  ao f(x, C)

X =  (Tl/(To
(VIII.l)

where ¡to and a\ correspond to the conductivities at C = 1 
and at C = 0, respectively. The effective medium theory 
(EMT) for the conductivity10’11'58’92-95

f(x, C) = a +  (a 2 + x/2)1/2

(1 - x )  +
X

2 .

X =  (T l/ffO (VIII.2)

was found accurate for 0.4 < C <  1.0 for all values of the 
conductivity ratio x, in agreement with Kirkpatrick’s origi
nal work.10 Serious deviations from the EMT occur for C <
0.4 for small values of x (<0.03). This is not surprising, as 
the EMT, which rests on a mean field approximation for 
the local conductivity, overestimates the percolation 
threshold for x = 0, CEm t* = %, and can in general be ex
pected to result in too low values of a for C < 0.4 and 0 < x 
< 3 X 10~2.

The above theory of the conductivity of an inhomo
geneous system is applicable in the inhomogeneous trans
port regime provided that the phase coherence length for 
the conduction electrons within the metallic regions is con
siderably shorter than the correlation length b. When the 
transport within extended metallic clusters corresponds to 
the propagation case, as is the case for metal-ammonia so
lutions, the mean free path is comparable to the sampling 
length L = 26. In that case, scattering off metallic cluster 
boundaries reduces the conductivity below the value ao at 
C  = 1. The reduction of the metallic conductivity below <ro 
is concentration dependent because the mean cluster size 
decreases with decreasing concentration. We have account
ed for the consequent dependence of the conductivity of 
the metallic region on C by a modification of Eggarter’s 
theory for scattering from the boundaries of the allowed re
gions.96 The two conductivities are related by

ffo(C)/<ro = M C)/l (VIII.3)
where l is the mean free path at C = 1, while A(C) is the 
mean free path in the allowed volume fraction C. The latter 
quantity is given by Eggarter in the form96

X(C) = l\s/(l +  As) (VIII.4)

where in our case the mean free path A9 associated with 
scattering by prohibited regions at the boundaries of the al
lowed regions is

As = £  2nòCn~1(l -  C) = 26[1 -  C]“ 1 (VIII.5)
n — 1

Thus from eq VIII.3-VIII.6 we obtain

<7o(C) z
0 (C )=■

<T0 1 -  C + z

where

z = 2b/l

(VIII.6)

(VIII.7)

We impose no corresponding correction to a\ from scatter
ing from the boundaries of the nonmetallic regions. We 
should note in passing that when the metallic region corre
sponds to the diffusion limit z -s 26/a holds, where a is the 
interatomic spacing, so that z »  1 and D (C )  —► 1 for all C.

The classical expression for the conductivity, eq VIII.2, 
has now to be modified by accounting for the dependence 
of <r0(C) on the fraction of allowed volume so that

<r = fD(C)cro (VIII.8)

where

f=f[C,x(C)] (VIII.9)

x(C) = o  1

<roD (C )

X

me) (VIII.10)

and now x(C), eq VIII.10 replaces x in eq VIII.2. Equations
VIII.8-VIII.10 constitute a modified effective medium 
theory (EMTZ). For materials characterized by x >  3 X 
10-2 the EMTZ is applicable throughout the entire range 0 
< C  < 1. For materials where x < 3 X 10~2 the EMTZ is 
valid only for 0.5 < C  < 1.0, while for C <  0.5 we have uti
lized eq VIII.l where f, eq VIII.9, can be obtained from nu
merical simulations of tr/oo in a correlated cubic network, 
with x(C) given by eq VIII.10.

We were unable to go beyond the EMT for the galva- 
nomagnetic properties of inhomogeneous materials. The 
EMT yields97 for the Hall coefficient, R , and for the Hall 
mobility, m

n/no =  g(x, y, f) = [1 -  £(1 -  xy)]f-i (VIII.l 1) 

R/R0 = h(x, y , f) = [1 -  B {  1 -  xy)]f-2 (VIII. 12) 
D _  (2f + 1)2(1 -  C) ,

(2f+ 1)2(1 - C )  + (2 f+ x )2C y ~ Ml/w (VIIL13)
where mo and mi are the Hall mobilities in the metallic and 
in the semiconducting regions, corresponding to the Hall 
mobilities at C =  1 and at C =  0, respectively. When 
boundary scattering effects are incorporated EMTZ yields 
correspondingly

R  =  h R 0 (VIII.14)

M = g0(C)Mo (VIII.15)

g = g[C,x(C),y(C),î] (VIII.16)

H = g/f
x (C )  =  x/ D (C )

y ( C )  =  y/ D (C ) (VIII.17)

On the basis of numerical simulations of a we have con
cluded that the EMT or the EMTZ hold in general for C  >
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0.4, while for 0 < C < 0.4 the mean field approximation is 
adequate for materials where x  >  3 X 10~2. We infer that 
the same will apply for R  and /x. On the other hand, for ma
terials where j < 3 X  10~2 for C  < 0.4 the EMT and the 
EMTZ provide only a qualitative interpolation formula.

B. T herm a l T ra n sp or t. It is straightforward to carry out 
an effective medium theory for any tensorial response func
tion, e.g., thermal transport coefficients, optical constants, 
diffusion coefficients, etc. Such an EMT analysis can be 
readily generalized into an accurate numerical calculation 
of a random continuum property for a diagonal response 
function by the method we have used for the electrical con
ductivity.

We have carried out an EMT for a system simultaneous
ly subjected to gradients of temperature and electric poten
tial, obtaining explicit expressions for the thermal trans
port properties of an inhomogeneous material.58 We start 
with the microscopic equations

J' = k 'V T  + P 'V V i f !

y  = + P ' v r
(VIII.18)

which holds locally within the inhomogeneous material. 
Primed quantities indicate local values. J ' and j '  are the 
heat and electrical currents, respectively, k ' and o' are ther
mal and electrical conductivity, respectively. P ' is the Pel- 
tier coefficient, while ^  and T ' are the electrical potential 
and the temperature, respectively. The corresponding mac
roscopic equations are identical with (VIII.18) but with un- 
primed quantities. The relation between the macroscopic 
and microscopic fluxes and forces is

J =  0 ' ) ; T =  <V ) 

j =  (j' ) ;<p =  W )
(VIII.19)

where the average can be taken equivalently over all space 
or over all local configurations at a given point.

To carry out an effective medium theory of the relation 
between the macroscopic transport coefficients k, o, and P  
and the corresponding microscopic quantities, we treat the 
system as though it consisted of a sphere of radius b em
bedded within a uniform effective medium characterized 
by the coefficients k , o , and P . We use the conservation 
conditions and Maxwell’s equations together with eq 
VIII.18 to determine J', j ' ,  T', and /  inside the inclusion. 
Application of eq VIII.19 results in a consistency condition, 
the EMT condition, which must be satisfied by k , o , and P ,  
determining them implicitly in terms of averages over / ,  o ’ , 
and P'. The result for a is the usual EMT result, eq VIII.2, 
that for k is

<K — k '  \  

k '  +  2 k )
=  0 (VII. 20)

For MAS the second term on the right-hand side of eq 
VIII.23 is of order 10~3k and can be neglected.

C. O p tica l P r o p er ties . Finally, we consider the optical 
properties of microscopically inhomogeneous materials. 
Together with Webman we have developed" an effective- 
medium theory for the frequency dependent dielectric con
stant

f (ùj) = îi(üj) + if 2(01) (VIII.24)

The EMT condition for «(&>) is
/  f(to ) -  f ‘(o>) \  _  0  

\2 f(o > ) +  f'(co) /
(VIII.25)

where el (to) is a possible value of the local complex dielec
tric function and the average is over all such values. For a 
bimodal distribution of fluctuations tl (u>) takes on a func
tional form c°(w) = f]°(oj) + jf20(a>) characteristic of metallic 
regions with probability C or *K00) = til(«j) +  i(21M  char
acteristic of the nonmetallic regions, with a probability 1 — 
C. Equation VIII.25 may then be readily solved:

e(a>) = e°(a>) f(C, x(u>)) (VIII.26)

f(C, x (o i)) = a(w ) ±  £(a(a>))2 +  i  x ( » ) f  (VIII.27)

«(«) = \  [ ( I  C -  (1 -  *(«)) + • (VIII.28)

x(a>) = e H<o)/e°(w) (VIII.29)

The sign in (VIII.27) is chosen to give positive 62(01) = 
jmj [«(«)]. Equations VIII.26-VIII.29 represent a generaliza
tion of the EMT for a real, diagonal, second-order tensor to 
the complex case. Our experience with the former case 
leads us to expect that the EMT is accurate for all values of 
C if |x(oi)| is within the range 0.03-30. Numerical simula
tions" of e(w) in a simple cubic network bear out this ex
pectation.

D. S ou nd  V e lo c ity . We have recently extended the effec
tive-medium theory to the case of wave propagation in a 
microscopically inhomogeneous medium100 in which the 
propagation velocity takes a random value c, which re
mains constant over a correlation radius b. The familiar ef
fective-medium condition

/  r .2  _  7,2 \

<V,I130>
results for the macroscopic propagation velocity c, where 
the average is taken over all values of local velocity c,. For a 
bimodal distribution of fluctuations c,- takes the values c0 
with probability C  or c, with probability 1 — C, whereupon 
(VIII.30) results in

c2 = c02f(Xs, C )

while for P  we get * s =  C ! 2/ c  o2 (VIII.31)

________3 ko(P '/ (k' +  2k) (o ' + 2<x) )__________

( ( ko '  + ok '  + 2 ko  — k' o ' ) / ( k '  + 2 k) ( o/ + 2 o ))
(VIII.21)

The thermoelectric power, S , can be obtained from eq 
VIII. 21 by substituting

S = P/o (VIII.22)

for primed and unprimed quantities in (VIII.21).
The measured thermal conductivity k is given by

K =  K -  S 2o T  (VIII.23)

and the function f(Xa, C) is defined in terms of eq VIII.2.

IX. Analysis of Response Functions for MAS

We now proceed to the analysis of the transport proper
ties of disordered materials undergoing a metal-nonmetal 
transition via the inhomogeneous transport regime. In sec
tion V we have established the limits of the inhomogeneous 
transport regime and the C scale. The parameters needed 
as input data for the analysis of the transport properties 
are the transport coefficients at C = 1 and at C  = 0. These 
are taken from experiments and listed in Table II.
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TABLE II: Values of the Ratios of Electronic and Thermal Transport Coefficients Associated with the Limits of the 
Inhomogeneous Regime in MAS

Sources of
C = 0 C =1  x y  k  , / k 0 S,/S0 c s ' / c  g0 experimental data

Li-NH (223 K) M = 2.3 MPM M  = 9 MPM 1.2 X 10"3 8 X 10"3 1.33 2 -5 ,2 6 -3 8 ,4 3 ,4 4
Na—NHj (240 K) M  = 2.3 MPM M  = 9 MPM 2.4 X 10“3 0.35 20 1.33 101,102

Figure 11. Analysis of the electrical conductivity data of Li-NH3 solu
tions, 5.5 MPM <  M <  9 MPM, at T =  223 K (ref 30-37), in terms of 
the modified effective medium theory (EMTZ). The best fit is obtained 
for z  =  2.5. The curves for z  =  °° (EMT) and for z  =  1 are shown 
for comparison.

M(MPM)
Figure 12. Analysis of the electrical conductivity data of Na-NH3, 
5.5 MPM <C M <  9 MPM, at T =  240 K (ref 28 and 29), in terms of 
the EMTZ. The best fit is obtained for z  =  5.3 ±  0.6. Also shown are 
the curves for z  =  <*> and z  = 1.

For small x and y ,  i.e., x ~1(T3 to 10 4 and y  ~  10 2 to 
10~3, as is appropriate to metal-ammonia solutions, the 
transport coefficients in the range 4 < C < 1.0 are indepen
dent of x  and y . Thus the EMT equations (VIII.2) or the 
EMTZ relations (VIII.8-VIII.10) apply for C  > 0.4. Both a 
and fi drop rapidly while R  varies slowly in this range of C. 
The conductivity assumes the simple form

«T = (70 ( I  c  -  Ì )  0.4 < C  < 1.0 (IX.l)

while the galvanomagnetic transport coefficients are

R =  4f?0/(3C + 1) (IX.2)

When boundary scattering corrections are required they do 
not affect the value of R , eq VIII. 14, while a and n  are mod
ified to

eroD (C )  I( ¡ C - Ï )
(IX.4)

MoD (C )
/6 C -  2\ (IX.5)
V.3C + 1/

in this range of C. For lower values of C  (<0.4) we assert on 
the basis of numerical simulations that a continues to de
crease. We expect the Hall mobility to exhibit a similar de
crease in the range 0 < C < 0.4.

We now proceed to the analysis of the conductivity data. 
We have compared rr/oo with eq IX.l for Li and Na for 9 
MPM > M  >  5.5 MPM and show the results in Figures 11 
and 12. The data fall systematically below the EMT, more 
so for Li than for Na. We therefore fitted the data to the 
EMTZ, adjusting the one parameter z  to get a best fit. The

results are also shown in Figures 11 and 12 for the best fit 
with z  = 2.5 for Li while at least-squares analysis results in 
z  = 5.3 ±  0.6 for Na. Also shown is EMTZ for z  = 1 for 
comparison. From these values of 2 a rough estimate of b 
can be obtained. Using the weak scattering, nearly free 
electron form for ero, we estimate the mean free path to be 
12 A for Li and Na. The corresponding values of b from eq 
VIII.8 are

6 = 15 A Li-NH3, T  = 223 K
. (IX.6)

b =  32 A Na-NH3, T  = 240 K

The fit to the EMT breaks down seriously at low concen
tration, and the EMTZ is little different there. According
ly, we have compared the experimental data with various 
numerical simulations in Figures 13 and 14 for Li and for 
Na. One sees that as the range of correlation is increased so 
that continuum percolation is approached, the fit becomes 
excellent over three orders of magnitude of variation in a. 
It should be recognized that the theoretical curve is fixed to 
the experimental data at the C = 0 and C  = 1 end points of 
the inhomogeneous range but that otherwise there are no 
adjustable parameters. (We have ignored the EMTZ cor
rections in the present context.) The simulations should be 
regarded, therefore, as interpolations between the end 
points and they serve excellently as such. There should be 
little doubt now as to the existence of an inhomogeneous 
transport regime for 2.3 MPM <  M  < 9  MPM.

Next, we consider the Hall data for this system. Since we 
have been unable to go beyond the EMT for the galva
nomagnetic properties, we have compared the available Li 
Hall data32"35 to the effective medium theory. As we have 
already noted, in this material the boundary scattering cor-
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C(Ep)

Figure 13. Analysis o f the e lectrica l conductivity da ta  o f L i-N H 3 solu
tions at 2 2 3  K (re f 3 2 -3 7 )  throughout th e  entire inhom ogeneous re
gim e C  =  1 a t 9 M PM  and C  =  0  a t 2 .3 3  M PM : solid curve (C  >  
0 .5 ), EMT; dotted-dashed curve, num erical simulation with nearest 
neighbor bond correlation (x  =  1 .2 X  1 0 ~ 3); dashed curvè, num eri
cal sim ulation w ith second n e arest neighbor bond correlation (x  =  
1.2  X  1 0 ~ 3). C irc les  represent experim enta l data.

2 ‘ 3 4 5 6 7 8 9

M (MPV)

Figure 14. Analysis o f the e lectrica l conductivity da ta  o f N a -N H 3 so
lutions a t 2 4 0  K (re f 2 8  and 2 9 ) throughout the entire inhom o
geneous regim e C  =  1 a t 9  M PM  and C =  0  a t 2 .3 3  MPM: solid 
curve, E M T for C  >  0.5  and num erical simulations with second near
est neighbor bond correlation (x  =  2 .4  and 1 0 ~ 3) fo r C  <  0 .5 . C ir
cles rep resen t experim enta l results.

rections to R  are negligible for C > 0.4, while in the low C  
range (0 < C <  0.4) the EMT is inaccurate and there is lit
tle point to introduce the modified EMTZ version of the 
theory. In Figure 15 we portray the available Li Hall effect 
data together with the EMT curve using the experimental 
data at C  = 0 and C  = 1 from Table II. In the pseudometal- 
lic regime down to C  = 0.4 the agreement between theory

C
0  0  2 0 4  0 .6  0 .8  1.0

Figure 15. Analysis o f Hall e ffe c t data (ref 3 3  and  34) of L i-N H 3 so
lutions a t 2 2 3  K in te rm s o f th e  EMT.

Figure 16. Analysis o f th e  Hall mobility d a ta  (ref 33 and 34) fo r L i-  
N H 3 solutions a t 2 2 3  K in te rm s o f th e  e ffective-m edium  theory  
(dashed line) and the SB EM T (solid line).

and experiment is good, while for 0 < C  < 0.4 the EMT 
curve provides just an approximate interpolation formula.

In view of the quantitative agreement of a and the rea
sonable agreement of R  with the predictions of the EMT 
(and EMTZ) in the range 0.4 < C <  1 it is apparent that a 
good fit can be obtained for the concentration dependence 
of the Hall mobility, n, in this range as is evident from Fig
ure 16. The small negative deviations of n from the EMT 
curve in the concentration range 5 MPM <  M  <  9 MPM 
can be readily accounted for in terms of boundary scatter
ing effects; however, the experimental Hall mobility data 
are not accurate enough to warrant a detailed analysis in 
terms of the EMTZ. In the lower concentration range C <
0.4 the experimental data exhibit a marked deviation from 
the EMT curve. This is not surprising as the EMT for a  re
veals deviations in that range. In the absence of a numeri
cal simulation scheme for R  and ¡x, we have compromised 
by taking for n the product of R  obtained from EMT and p 
as derived from the numerical simulation. The resulting 
curve, labeled as SBEMT in Figure 16, substantially im
proves the agreement with experiment.

We now turn to the analysis of the thermal conductivi
ty43 and the thermoelectric power44-45 for Li and Na solu
tions. The available thermal conductivity data for Na-NHs
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c

Figure 17. Analysis of the available thermal conductivity data (ref 
43) for Na-NH3 solutions in terms of the EMT.

c

Figure 18. Analysis of the thermoelectric power data (ref 44 and 45) 
for Na-NH3 and for Li-NH3 solutions. The solid EMT curve is drawn 
for St/S 0 =  20, k, / k0 =  0.35, and 0 =  1.2 X 10“ 3. Increasing 
x by a factor of 2 has small (~1% ) effect in the range C <  0.4 
where the EMT is inaccurate.

can be fitted by the EMT equation with k\/k0 = 0.35-0.40. 
The available experimental data,43 Figure 17, are too 
sparse and inaccurate to attempt a quantitative correction 
for boundary scattering. Finally, it is worthwhile to note 
that for this system the high kJ ko ratio implies that the 
EMT for the thermal conductivity is valid throughout the 
whole C  range.

The thermoelectric power data for Li and Na solu
tions,4445 Figure 18, are in reasonable agreement with the 
EMT curve calculated from eq VIII.21 and VIII.22 with the 
parameters shown in Table II. We note in passing that as 
the general EMT expression, eq VIII.21 and VIII.22 for S , 
involves the local conductivity <ri, which exhibits a large 
fluctuation for this system, we do not expect the EMT for 
S  to be accurate as for k for C < 0.4. It is important to note 
that the very weak variation of S with C  in the range 0.4 < 
C < 1 predicted by EMT and found in the data is a feature 
of the bimodal distribution of M  values. A unimodal distri
bution would give a more nearly linear interpolation be
tween C  = 0 and C  = 1.

We now turn to the optical data of MAS. At concentra
tions above 8 MPM t; (to) and (-¿(io) differ for Li-NH.j and 
Na-NH3 solutions only in details from the behavior expect
ed for a Drude, free-electron system. In the concentration 
range 8-2 MPM, which corresponds approximately to the 
inhomogeneous regime, fj(oj) exhibits a continuous varia
tion from metallic toward a behavior characteristic of a 
very broad resonance at ~0.6 eV. This is consistent with 
the behavior of ( ‘¿(co), which is Drude-like and shows a slow 
variation with M  in the range 4-8 MPM, with an indication 
of a resonance around 0.6 eV at 2-3 MPM. Thompson and 
colleagues47’48 point out that there are signs of persistence 
of the bound-electron absorption to quite high concentra
tions, 6 MPM. This mixed behavjor of optical properties is 
consistent with our model for microscopic inhomogeneities 
in these solutions in that concentration range and lends 
further point to our attempts to account for the optical 
data in terms of our theory. As in these systems |x(<o)|, eq 
VIII.28, is in the range 0.1-10 the condition for the applica
bility of the EMT, eq VIII.26-VIII.29 are well met. We now 
turn to the analysis of Li-NH3 optical data at 213 K in 
terms of the EMT. We choose a Drude-Lorentz form for

t ° ( « )  =  i.
o)(oj + i/r) (IX.7)

with the parameters e„ =  1.35, h w p =  1.8 eV, and h / r  =  0.5 
eV. eHo;) at 2.3 MPM (C = 0) is not available, and we had 
to follow an indirect route in evaluating tMw). e1(o>) was de
termined by inserting (IX.7) and the experimental values 
of e(<o) into (VIII.26)-(VIII.29) for M  = 3 MPM (i.e., C =
0.1) and solving for ^(oj). The results for e°(o>) and (̂co) are 
shown in Figure 19. Next, calculations for e(a>) were made 
for M  = 4 MPM (C  = 0.25), M  = 5 MPM (C = 0.4), and M  
— 8 MPM (C  = 0.85). The comparison between theory and 
experiment (Figures 20 and 21) is as good as can be expect
ed. We therefore believe that bound-electron absorption 
persists well into the intermediate range and that this per- 
istence is a strong evidence for compositional inhomogenei
ties in this composition range.

Finally, we consider the sound velocity data for Bowen et 
aj xoi,io2 The sound velocity c0 at 9 MPM is taken as 1678 
m sec-1 for Li-NH3 at 223 K and 1376.2 m sec-1 for Na- 
NH3 at 240 K, while for ci we take 1678 m sec-1 for Li-
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low T  — T c are unimodally or bimodally distributed re
mains open, providing a challenging theoretical and experi
mental problem.

At higher temperatures for Li and Na solutions as well as 
for Cs solutions over the entire temperature range a nor
mal, unimodal distribution of density fluctuations will in
termediate the MNMT. The physical situation is analogous 
to the case of the MNMT in expanded liquid Hg, briefly 
considered in section III.

The lower limit of the inhomogeneous regime in Li-NHa 
and Na-NH3 at 2.3 MPM requires a reinterpretation of the 
transport properties in the range between ~1 and 2.3 
MPM, which we have already considered in section IV. We 
propose that a pseudointrinsic semiconductivity mecha
nism prevails. The valence and the conduction bands corre
spond to <jg and tju orbitals of electron cavity pairs, respec
tively. In view of the low (~0.6-0.7 eV) rrg-<ru separation 
within a single cavity pair reduction of the band gap due to 
the broadening of the valence and conduction bands will 
occur at much lower number density than in expanded 
semiconducting Hg below 7.8 g cm-3. In the intrinsic semi
conducting regime in MAS the major contribution to the 
conductivity and the paramagnetic susceptibility will result 
from electrons excited near the mobility edge E c. Thus x P 
is proportional to the conductivity. We expect that in the 
concentration range 1-2.3 MPM, Xp = A a J ~2, where A is a 
constant and J  is the transfer integral in Friedman’s theo
ry.70 The sparse experimental data available are not yet 
sufficient to test this hypothesis. Regarding the galva- 
nomagnetic properties in that concentration range we ex
pect that according to the Friedman relations70 for a disor
dered semiconductor p. J n (E c) so that the Hall mobility 
will decrease with decreasing M  due to the reduction of the 
transfer integral J.

From the foregoing discussion a coherent picture 
emerges for the electrical transport properties and the 
MNMT of MAS in the intermediate concentration range
1-9 MPM. We predict that the Hall coefficient for MAS 
will decrease throughout the entire concentration range 9-1 
MPM which spans the inhomogeneous regime and the sem
iconducting regime. Furthermore, the microwave proper
ties of MAS would provide extremely useful information on 
the state of these systems in the transition region. We have 
treated the microwave dielectric constant by numerical 
simulations. The results are sensitive to the difference be
tween unimodal and bimodal distributions of density fluc
tuations. Uncertainty in the available experimental data103 : 
prevents a comparison with theory. Detailed experimental 
evidence on the microwave properties of MAS will be of 
considerable importance.
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Discussion
G. LEPOUTRE. What would be the crucial experiment which 

would discriminate between the bimodal and unimodal models?
J. JORTNER. Structural data such as those of Chieux, but at 

smaller angles.
S. 0. NIELSEN. Could you elaborate on the tunneling correction 

to your model and its dependence on 6?
J. JORTNER. The validity of our physical picture of a continuous 

metal-nonmetal transition via the inhomogeneous transport re
gime was challenged by Mott, who argued that tunneling effects 
will erode local electronic structure and local transport properties. 
Indeed, if tunneling effects across nonmetallic regions were impor
tant, the local nonmetallic conductivity would be shortened by 
tunneling and the quantitative details in our theory would be 
wrong. We have advanced two complementary treatments of the 
tunneling problem. First, we have demonstrated that for a disor
dered model system characterized either by large potential fluctu
ation or by a large correlation length b , tunneling effects are negli
gible. In this context we have treated an electron in the field of a 
Gaussian distribution of local potentials [M. H. Cohen and J. Jort
ner, J. Phys., 35, C4-345 (1974)]. Tunneling corrections are negligi
ble provided that

(6/A)(f/eV)2 > 4  (1)

where f2 is the rms of the potential fluctuations. Thus for f  = 0.1 
eV tunneling effects can be disregarded provided that b > 6 A, 
while for larger potential fluctuations the correlation length which 
satisfies eq 1 is even smaller. Second, we have explicitly considered 
tunneling corrections for the specific systems treated by us in de
tail. In that process we have utilized the values of b extracted from 
the analysis of the transport data and found that tunneling effects 
are indeed negligible. We assert that Mott’s objection to our ap
proach can be refuted.

The Metal-Insulator Transition in Metal-Ammonia Solutions

N. F. Mott

Cavendish Laboratory, University o f Cambridge, Cambridge, England 

Publication costs assisted by Cavendish Laboratory

An outline of our present knowledge of the behavior of the electrical properties of noncrystalline systems is 
given, and an attempt is made to apply it fo metal-ammonia solutions. The solubility gap in metal-ammo
nia is, we believe, a direct and riecessary consequence of any metal-insulator transition of band-crossing or 
Mott type; but above the consolute temperature the transition becomes of the Anderson type. In the range 
of concentration where d log o/dT is large, an extra electron is thought to jump from one diamagnetic pair 
to another. A model is proposed in which the activation energy is partly of polaron type.

Metal-insulator transitions have now been studied.in 
many noncrystalline systems, and it seems to the present 
author that, in spite of some unsolved problems relating for 
instance to the Hall effect, enough theoretical and experi
mental information is available to give us a fair idea of how 
such systems behave. Among these noncrystalline systems 
metal-ammonia solutions are perhaps the most complicat
ed. The available experimental information is exceptionally

extensive, but to interpret it the theory of electrons moving 
in a rigid noncrystalline medium may be insufficient, be
cause the electrons themselves create their own environ
ment. It was first shown by Jortner1 that, for low concen
trations of metal, each electron is trapped in a cavity of its 
own creation, the surrounding ammonia being polarized. 
For the interpretation of the metal-insulator transition, it 
may be necessary to assume that moving electrons carry
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Figure 1. Free energy F o f an alloy system plotted against composi
tion x  in the neighborhood of a metal-insulator transition (schematic). 
The discontinuity In n occurs at A.

some sort of polaron with them. A full description of the 
phenomenon must also include Anderson’s2 ideas on local
ization, those of Mott,3 Hubbard,4 and of Brinkman and 
Rice5’6 on the effect of interaction between electrons, and 
some adaptation of the concept of the polaron to electrons 
in fluids. My aim in this paper will be to give an outline of 
what has been deduced about these matters from the study 
of simpler systems, and to show how this information can 
be used to give a qualitative description of the transition in 
metal-ammonia. This differs from that3 put forward by the 
author earlier, mainly through the introduction of the po
laron concept for moving electrons. It is not my aim to try 
to produce detailed agreement wbh experiment, and in
deed we think this would be a very difficult computational 
task; my aim is rather to compare metal-ammonia with 
other systems and to see where they are similar and where 
they differ.

Inevitably this paper must be controversial; Cohen and 
coworkers have put forward a number of papers, some ap
plied specifically to metal-ammonia (Cohen and Thomp
son,7 Jortner and Cohen,8 Webman, Jortner, and Cohen9) 
and others applied to noncrystalline systems in general, in 
which it is claimed that under certain conditions, and spe
cifically for metal-ammonia, a treatment of conductivity 
by classical percolation theory is possible. I believe that for 
metal-ammonia this is unlikely to be so, and that their 
error lies in a failure to take account of the nature of tun
nelling near an “Anderson transition”;3 indeed their latest 
paper makes no reference to the many papers43 where this 
is considered.10-131 shall come back to their work later.

I shall first discuss metal-insulator transitions in crystal
line systems. These are of two kinds, which I designate as 
“band-crossing” and “Mott-Hubbard”. If a transition oc
curs as the volume changes or in an alloy system as a func
tion of composition, the transition is believed to be first 
order. Though I14 proposed this as long ago as 1949, the full 
understanding comes from a paper by Brinkman and Rice,6 
which considers electron-hole droplets in crystalline ger
manium. Taking the case of band-crossing transitions, 
these authors imagine a situation where the band-gap A E  
is varied, for instance, due to a change of composition. As 
soon as AE  becomes comparable with the energy needed to 
form an exciton (constant-me4/ 2h2/c2, k = dielectric con
stant), some sort of excitonic phase will form, and this is 
usually a condensed gas of electrons and holes, the number 
n  of each per unit volume being given by the equation

íi1/3oh — constant

where ah = ich2/m e2 and the constant depends on the form 
of the energy surfaces in k-space and is of order 0.2. Exact
ly the same is true for one-electron centers, where the

B B

(¡) (¡)
Hole Electron

B

Figure 2. Showing Brinkman-Rice model of highly correlated elec
tron gas; the arrows represent spin directions. A is a “ hole” ; B's are 
resonating spins; C is an electron.

“bands” are Hubbard bands. The transition can be from an 
antiferromagnetic metal (NiS2, Gautier et al.15) or from a 
metal without magnetic order (V2O3, McWhan and Rice16).

An example of a discontinuous transition with change of 
composition from nonmetallic to metallic behavior is pro
vided by the work of Endo et al.17 on evaporated amor
phous films of Cu-Ar. This system is noncrystalline. In 
some other noncrystalline systems (Si:P) there is no dis
continuity, for a reason which is not entirely clear, though 
it seems that if the disorder is great enough the discontinu
ity disappears. When there is a discontinuity, the free en
ergy-volume curve must n ecessa r ily  show a kink as in Fig
ure 1. Thus in an alloy system there m u st be $ two-phase 
region (between P and Q in Figure 1), and the discontin
uous change in n  as a function of x  can only be'observed in 
the unstable region. We have little doubt that the solubility 
gap in metal-ammonia solutions must be due in principle 
to this cause. Unfortunately, no quantitative estimate ex
ists of the form or magnitude of the solubility gap expect
ed, except that if Tc is the temperature of the consolute 
point, k T c should be of the order of the degeneracy temper
ature of the electron gas. Since, if m *  is the effective mass, 
this is

Q fe 2 „ 2 / 3  0 * 2

t--------— r (0.2/an)2 ~  0 .0 5m *e4/2h2K2
5 m * 5m *

The experimental value (0.02 eV) would imply k ~5.5 
(m */ m )l/2. Here k should be some mean of the high fre
quency and static dielectric constant.

In materials containing centers each with a single local
ized electron, the tendency to form pairs is very marked. In 
TiiOv, where there is an equal number of Ti3+ and Ti4+, a 
range of temperature exists where mobile diamagnetic 
pairs carry a current (Schlenker et al.18). In VO2 the inter
pretation of the metal-insulator transition given by Zyl- 
berzstejn and Mott19 is that the band gap is determined by 
the Hubbard44 U, and in some alloys of type (V1_xCrI)02 a 
“Mott transition” occurs, but that normally an “antifer
romagnetic insulator” is not observed because the V4+ ions 
form pairs. In metal-ammonia the drop in the ESR signal 
and in the magnetic susceptibility with increasing concen
tration is well known, and it is widely recognized that elec
trons in cavities form diamagnetic pairs.

Another important contribution to the theory also due to 
Brinkman and Rice5 is that of the “highly correlated 
metal”. According to them, an array of one-electron atoms, 
as it approaches the concentration for the (Mott) metal- 
insulator transition, has the configuration shown in Figure
2. Only a few of the sites carry two (or no) electrons and 
most contain only one, of which the spin resonates between 
its two positions. Such an electron gas has a highly en
hanced paramagnetism; one way of understanding this is to 
say that each of the “carriers” forms a spin polaron of mo
ment n/x, where x  is the proportion of doubly occupied
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Figure 3. Pressure and temperature variation of the conductivity of 
NaNH3. (Top) in atm- ' X 104; (bottom) in deg- 1  X 102. Reproduced 
from ref 3.

sites, and thé Pauli susceptibility is N x(p ./ x)2/Ep, which in
creases for small x . This enhancement of the magnetism is 
observed for Si:P near the transition and explained in this 
way by Chao and Berggren.20 But the susceptibility of Na- 
NH3 in the metallic region d ecrea ses  as we approach the 
transition, as shown by direct measurements and by the 
Knight shift. This can only mean that, as soon as the elec
tron gas becomes highly correlated, diamagnetic pairs 
begin to form. In fact, we must probably think of the me
tallic electron gas as consisting of an assembly of diamag
netic paired cavities, some of which contain an extra elec
tron which can move from one to another and provide the 
metallic carriers. So the transition will have the electrical 
and magnetic characteristics rather of a band-crossing 
transition than a Mott transition, though a Hubbard U (as 
in VO2) plays a major role in determining the gap, and is 
responsible for the two-phase region.

We are chiefly interested in this paper in the characteris
tics of the metal-insulator transition at temperatures above 
Tc and in particular the dependence of conductivity and 
thermopower21 on concentration shown in Figure 3. To un
derstand this we must examine the effects of disorder on a 
band-crossing transition. Disorder allows the occurrence of 
a kind of transition known as the “Anderson transition”. 
According to Mott,22 Cohen, Fritzsche, and Ovshinsky,23 
and quantitative calculations by Abou-Chacra and Thou- 
less,24 any form of disorder introduces into an energy band 
a range of loca lized  states in the Anderson sense, which are 
separated from nonlocalized states by a “mobility edge” E c 
(Figure 4). An Anderson transition occurs if the band is 
fdled up to a limiting (Fermi) energy E p, which can be var
ied so that E f — E c changes sign. This can be done in the 
impurity band of doped and compensated germanium or 
silicon by varying the compensation, or at the Si/Si02 in
terface in a MOSFET device by varying the gate volt
age.25'26 The behavior of the resistivity is then as in Figure 
5. If E f < E c, conductivity is of the form, at high tempera
tures,

cro exp(—i/xT) e = E c — E p  (1)

Figure 4. Conduction band, with mobility edge Ec and localized 
states shaded.

Figure 5. Typical behavior of resistivity p at an Anderson transition. 
The dotted line shows the transition between transport by carriers at 
mobility edge [p =  C exp(+i/X7)j and variable-range hopping [p — 
C e x p l+ X /T 174)].

and at low temperatures

<ti exp(—X/T1/4) tr0 = <rmin (2)

(in two dimensions T1/4 becomes T1/3). If E c >  E p , conduc
tion is metallic. A “minimum metallic conductivity”3-27 ap
pears, given by

CTrnin ~  constant X e 2/ha (3)

with the constant in the range 0.026-0.1, or 0.1e2M in two 
dimensions.25 Essentially this is obtained from the idea 
that the mean free path L cannot be less than the distance 
between atoms, so that the conductivity n e 2L/mu becomes 
proportional to e 2/ha, when n is taken proportional to k p :\ 
mu to h k p, and k p  to 1/a; kp  is the Fermi wavenumber; the 
numerical factor in (3) depends on the Anderson localiza
tion criterion and other considerations, but is probably a 
universal constant in two dimensions.

The existence of a “minimum metallic conductivity”, of 
order 1000 if-1 cm-1 if a 4 A, seems to be confirmed by a 
great many measurements as the lowest nonzero value of 
the conductivity as T  —► 0. Its existence is queried by 
Cohen and coworkers on the following grounds. They sup
pose that statistical fluctuations must, near the Anderson 
transition, produce opaque regions through which there is 
no tunnelling, so that classical percolation theory can be 
applied. The limiting value of the conductivity as T —* 0 
will thus drop continuously to zero as E p — E c -*  0, instead 
of discontinuously as in Figure 5. In making this predic
tion, they appear not to accept theoretical results8’10-13 on 
the behavior of the loca lized  wave functions when E c — E p  
is small. We write one of these functions

= e~°""Zan4>n (4)

where in a tight-binding approximation <pn are atomic wave 
functions and the an have random phases. Mott and
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Figure 6. Density of states for noncrystalline semimetal with over
lapping bands.

Davis28 first suggested that a  must tend to zero as t —*• 0, 
and the investigations quoted show that

a/ao t* \(EC -  E F)/E C\™ (5)

(the index is 0.7 in two dimensions13); ao is here the value 
for an isolated center, for the small fluctuations of the con
centration likely between one large volume and another 
will be very small, and it is easy to show27 that aR  «  1 for 
all but improbable fluctuations. In metal-ammonia, Jort- 
ner and Cohen make use of experimental data for the ex
tent and magnitude of the fluctuations, and suppose that 
the nonmetallic regions have values of a  equal effectively to 
a o. Since the fluctuations are of order 5%, we think that a 
should be a t m ost

a  ~  (0.05)a6Qfo

~  0.2ao

which means, contrary to what they say, that tunnelling 
through the “nonmetallic” fluctuations would be quite
easy.

Of course, for large  fluctuations, the theory must go over 
continuously to a situation when classical percolation does 
apply; how this will occur I have discussed elsewhere,3’29 
but it seems to me that Jortner and Cohen have left out of 
account an important property of the wave functions near a 
mobility edge, and the excellent agreement with some of 
the experimental evidence that they obtain I personally 
would regard as fortuitous.

We now go on to examine the effect of disorder on a 
band-crossing transition. The two bands will have localized 
tails, as in Figure 4, giving a pseudogap (shown in Figure 6). 
The conductivity is expected to behave as in Figure 5. The 
present author has defined the quantity

g = N (E F)/ N (E F){ree (6)

as giving the depth of the pseudogap. If states at the Fermi 
energy are not localized, but the mean free path has its 
minimum value a, the conductivity is given by

cr = S p e2a g 2/I2ir3h = e 2g 2/3ha

One can estimate the value of g  at which localization sets in 
by equating this to <rm¡n, which one can write in the form

o m\n = 0.1(e2/  h a )(B / V )crit2 (7)

where (B / V )cril is the ratio of the bandwidth to the disorder 
parameter in the Anderson localization criterion. Thus

g  =  (B / V )„ ¡i X 3 1 / 2

The “best” value of (B / V )cril is so for localization45 g  ~
%

Figure 7. Hall mobility of expanded fluid mercury (Even and Jort
ner33).

Friedman31 has discussed the Hall effect under these 
conditions and finds: (1) if conduction is metallic

R h = 0.7/necg (8)

(2) if conduction is due to electrons excited to the mobility 
edge, the Hall mobility is

MH = O.lea 2/h (9)

A system in which these predictions are in quite surprising 
agreement with experiment is expanded fluid mercury, 
which has been investigated at high temperatures by Hen- 
sel and coworkers32 and by Even and Jortner.33 For an in
terpretation, see Mott.34 As thte specific volume increases, a 
pseudogap forms and there is a “metallic” range where a °c 
g 2, mh g- There is a sudden change in the behavior of hh 
when g  (as deduced from the observed conductivity) be
comes equal to %; this is shown in Figure 7. This we inter
pret as the Anderson transition, occurring when states first 
become localized at E p, and the constant Hall mobility as 
given by (9), the variation of a being small in this range.

We turn now to the metal-insulator transition in NaNHa. 
Figure 4 shows the well-known results of Schindewolf et 
al.21 on the pressure and temperature dependence of the 
conductivity. We think that we have here a straightforward 
Anderson transition; at 2-3 mol l.-1, d log o / d T  begins to 
rise, and we could interpret this as the opening up of a gap, 
t = E c — E p  becoming positive. Since d In <r/d In T  is in the 
range 5 to 10, t must be about 5-10 k T , or ye to % eV. This 
interpretation is confirmed by the change of sign35 of d S/ 
dT, where S is the thermopower, shown in Figure 8. For S  
in the semiconducting region we expect

S =  (k/e)\t/kT +  A\ (10)

where A =  1 for electrons at a mobility edge.28 Figure 8 
suggests that t is only of order kT, much smaller than for 
the conductivity.

A discrepancy between the thermopower activation ener
gy and that deduced from the conductivity in semiconduc
tors often occurs in the literature (e.g., for MnO),3fi and is 
usually ascribed to the formation of polarons, so that the 
activation energy for conduction includes the polaron hop
ping energy W h, while that for the thermopower does not. 
If this is the correct description for NaNH:i, we could pro
pose the following model in the region of the maximum of d
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Figure 8 . Thermopower of NaNH3. Reproduced from ref 3.

log ff/dT . The ground state of the system consists of paired 
cavities. A small activation energy (that for the thermo
power) is needed to form a pair carrying an extra electron. 
This electron is free to jump from one pair to another; but 
since it distorts the pair, by expanding the cavity, a po- 
laron-type energy Wh is needed for the jump. The pres
sure-dependence (Figure 4) will arise because the extra 
electron will expand the two cavities, and therefore under 
pressure a greater energy is required to put the electron 
there. For a hopping process of this kind, probably A  =* 0 
in eq 10.

If this is a correct model, then for concentrations above 
that for the Anderson transition, the proportionality be
tween fin and g  proposed by Acrivos and Mott37 can still 
be maintained.,; But as soon as an excitation energy occurs 
in <r, conduction is by polaron hopping, and we can n o t ex
pect the range t)f constant mh observed in mercury; it is not 
observed, mh continuing to drop, as pointed out by Jortner 
and Cohen8 (but it is doubtful whether measurements at 
low enough concentrations have been made). The theory of 
the Hall effect in the case of polaron hopping has been in
vestigated by Friedman and Holstein,38 and they predict 
that mh should contain the term exp(% W u / k T ) ,  a formula 
tested by experiment, as far as we know, in only two cases 
(LiNbOs39 and cerium sulfide26-40’41). A drop in mh with de
creasing concentration might be due to this term.

In the low concentration region when d log a /d T  drops 
again, we suppose that conduction is by the drift of cavities 
and cavity pairs.

As I stated at the beginning, this treatment is far from 
giving any quantitative account of the phenomenon, such 
as is given so elegantly by the model of Jortner and Cohen. 
My aim has been to apply what one can learn from a wide

study of other noncrystalline systems; I believe that, while 
too many effects have a role for a quantitative theory to be 
possible, it is possible to make some predictions that could 
be tested.
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The complex ac conductivity of a 0.1 MPM lithium-ammonia solution has been measured in the frequency 
range 1.2-70 GHz at temperatures between 198 and 293 K. Two theories for the ac conductivity, random 
range hopping and random barrier hopping in disordered systems, are used to analyze the experimental 
data. It is found that random barrier hopping with a distribution of electron relaxation times peaked 
around 10“"10 sec gives good agreement between experimental and theoretical results.

I. Introduction

High-frequency conductivity measurements are an im
portant means for obtaining information about the nature 
of the charge transport in metal-ammonia solutions at con
centrations near the metal-nonmetal transition.1 For the 
analysis of the experimental data, the theories of electron 
hopping between localized states,2'3 which have been devel
oped for the charge transport in amorphous materials, may 
be applied. In the present work, resonator perturbation 
measurements of the ac conductivity of a 0.1 MPM (mol 
percent metal) lithium-ammonia solution in the frequency 
range 1.2-70 GHz at temperatures between 198 and 293 K 
are reported.

Since the measured losses in the metal-ammonia solu
tion consist of a number of contributions, corrections have 
to be made to obtain the electronic ac conductivity. The 
main contribution comes from the dc conductivity due to 
the electrons and ions in the solution. The dc conductivity 
of pure ammonia is comparatively small and may be ne
glected. The orientational polarization of the ammonia 
molecules causes a strong increase of the losses at frequen
cies near 1011 Hz. Experimentally only the sum of these 
losses can be measured, and the nonelectronic and dc con
tributions must be determined separately and subtracted 
from the total loss. Therefore the dc conductivity of the so
lutions had to be measured as well. The high-frequency 
losses of pure ammonia have been reported previously.4

II. Theory

Electron hopping between localized states in disordered 
systems may generally be described by a Debye model with 
a distribution of relaxation times.2'5’6 In the following, it is 
assumed that no multiple hopping occurs, i.e., that all the 
hopping which contributes to the ac conductivity is con
tained within pairs of localized states. If r is the distance 
between two localized states, AE  the potential difference, 
and W  the potential barrier between them, the contribu
tion of the electron hopping process to the complex con
ductivity is

er(o>) = [—i c v / ( l  — Iüjt)]D à / cos 8 (1)

where r is the relaxation time, D  -  'her (the dipole mo
ment), 8 the angle between the direction of the dipole and 
the electric field, and Af  the change in the occupation 
probability of either state caused by a unit field strength. 
For the case AE  «  kT , the difference A/  may be written as 
follows

A /  =
_______ 1_______ D  cos 8
1 + exp(AE /kT ) k T

(2)

Averaging over the directions of n  such independent pairs 
of possible electron sites per unit volume with a distribu
tion of r, AE, and D  yields the following expression for the 
complex conductivity

<r(o>) Ç  *> n D  2 x
J 1 -  iwT 3k T

_________ 1_________

1 + exp(AE/feT)
p ( t,A E ,D ) dr dAJS dD (3)

For small values of AE, the relaxation time r does not de
pend on AE , so that integration over AE  will only influence 
the temperature dependence of the conductivity but not 
the frequency dependence. Therefore, eq 3 can be written 
as follows: “

<r(«) = - i C ( T )  f  — -0>. —D 2p (r ,D )  dr dD (4) 
J  \  — l(t)T

Two cases may be considered for the charge transport due 
to localized electrons: random range hopping and random 
barrier hopping.7 In the case of random range hopping, the 
electron tunnels from one localized state to another. The 
tunneling probability is mainly determined by the overlap 
integral of the two localized wave functions. For an expo
nential decay of the wave functions with a decay constant 
a, the tunneling probability is proportional to exp(-2ar), 
and the corresponding relaxation time is r = r0 exp(2ar). 
The probability of finding another localized state at a dis
tance r is proportional to r2 for a random distribution of lo
calized states in three dimensions. Considering further that 
D2 is also proportional to r2, the real part of eq 4 is

Re <xM = C '(T ) C  -  f T r* dr (5)
» / 1 -r

Evaluation of the integrals yields the following results: for 
low frequencies, ojto < 10~5, the conductivity is Re a a or'-, 
with s »  0.8. Such a power law has been found for a number 
of disordered systems.8'9 At higher frequencies, wt0 >  10~2, 
the real part of conductivity is independent of frequency;
i.e., a saturation of Re o(w) occurs.

In the case of random barrier hopping, the hopping prob
ability is proportional to e x p ( -W / k T ) ,  where W  is the bar
rier height, and the corresponding relaxation time is t = r0 
exp(W / kT ). For a uniform distribution of barrier heights, 
the analysis of eq 4 yields for lower frequencies, to to < 10-1,
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f [Hz]

Figure 1. Conductivity Re <t(oj) and dielectric function e'(w) vs. fre
quency for a 0.1 MPM LI-NH3 and a 0.7 MPM Na-NH3 solution at 
238 K.

TABLE I: Conductivity Re a (cu) and Dielectric Function 
e'(co) for a 0.1 MPM Li—NH3 Solution

f, GHz

1.2 5.4 9.2 23.0 33.4 69.4

T ,°  K Re o  X 10 " cm " ‘ )
198 10.5 165 307 499 597 612
208 9.62 155 305 508 571 630
218 6.08 140 275 512 563 576
238 5.88 104 224 453 516 556
253 4.94 98.3 217 475 546 595
273 4.94 84.8 191 448 515 560
293 4.41 75.4 185 462

€'

541 634

198 11.8 8.5 5.5 1.4 0.7 0.2
208 11.8 9.0 6.1 1.7 0.9 0.2
218 10.9 8.5 5.9 1.7 1.0 0.2
238 8.9 7.5 5.8 2.0 1.0 0.3
253 8.9 7.5 5.7 2.0 1.1 0.3
273 7.9 6.9 5.4 2.0 1.1 0.3
293 7.9 7.0 5.7 2.3 1.2 0.3

a power law similar to that found for random range hop
ping; the exponent is s = 1, however. The transition to sat
uration occurs at higher frequencies, otto *  10, and in a nar
rower frequency range than in the case of random range 
hopping. For a peaked distribution of barrier heights, satu
ration begins at about u>rm = 10, where rm is the main re
laxation time, and at lower frequencies the exponent is s >
1. In the extreme case of a 6-function distribution, the ex
ponent is s = 2.

III. Results and Discussion

Real and imaginary parts of the electronic ac conductivi
ty for a sodium-ammonia solution10-11 and a lithium-am
monia solution are plotted vs. frequency in Figure 1. The 
imaginary part of <r(u>) is shown in the form of the dielectric 
function t ’ = Im <r(u))/a>eo- The complete results for the lith
ium-ammonia solutions are presented in Table I.

For both sodium-ammonia and lithium-ammonia solu
tions, the gradient of the conductivity curve is greater than 
1, and at the highest frequencies, saturation occurs. The di
electric function c'Cco) is constant at lower frequencies and 
decreases in the frequency range where saturation begins. 
A Kramers-Kronig analysis shows that these frequency de
pendences of the real and imaginary part of conductivity 
are consistent with one another.

According to the theory presented in section II, both ran
dom range hopping and random barrier hopping lead to a 
saturation of the real part of conductivity. A gradient of 
the conductivity curve greater than 1 before saturation is 
only possible in the case of random barrier hopping, with a 
nonuniform distribution of barrier heights. A quantitative 
analysis indicates that there is a maximum in the distribu
tion of barrier heights, so that relaxation times in the order 
of 1 0 "10 sec are favored. From the temperature dependence 
of the conductivity, the dominant barrier height W  is 
found to be approximately 0.03 eV. The frequency depen
dence of the conductivity at lower frequencies is required 
in order to determine the distribution of longer relaxation 
times, or larger barrier heights. The dielectric function 
e'(ui) is also in better agreement with random barrier hop
ping than with random range hopping. The latter model 
predicts a decrease of «'(or) at lower frequencies than ob
served experimentally.
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Experimental details of the technique for collecting conductivity and P V T  data of sodium-ammonia solu
tions up to 150° C and 1000 bars are given. The results can be summarized as follows: the specific conduc
tivity a of the solutions passes with increasing temperature through a maximum; the temperature of maxi
mum conductivity is higher, the lower the concentration of the solution (120°C for 0.45 mol % metal 
(MPM), 0°C for 16.9 MPM). Below 30°C the density p of the solution decreases; above 60°C it increases 
with metal concentration. From the combination of a and p data follows the molar conductivity A (~<i/c, c 
= molar concentration). The steep increase of the A/c curve, which is an indication of the nonmetal-metal 
transition (NMT). is shifted with increasing temperature to lower concentration (around 1.5 mol/1. at 
—30°C to around 0.3 mol/1. at 150°C); i.e., increasing temperature favors the NMT. Compression on the 
other hand, shifts the transition to higher concentrations; i.e., pressure disfavors the NMT. The tempera
ture coefficient of A (d In A/dT ) as a function of concentration passes through a maximum at that concen
tration, where also the steepest slope of the A/c curve is found. In the concentration range of the NMT 
under normal conditions (0.2 to 3 MPM), the plots of In a vs. thermopower S  and of d In a/dT vs. d S / d T  
(data taken from literature) have the slope of around e/k (e  =  electronic charge, k =  Boltzmann constant) 
as to be expected for activated conduction. The reported conductivity data, especially at temperatures up 
to 200° C above the consulate point, do not support the percolation model but rather the qualitative theory 
of Mott for the interpretation of the NMT of the metal-ammonia solutions.

Considerable interest has arisen during the last years 
about the nature of the nonmetal-metal transition1 (NMT) 
in semiconducting material, in fluid metals, and in metal- 
ammonia solutions (MAS), in which the electrical conduc
tivity and other electrical transport properties can be var
ied in a wide range by change in composition or in volume. 
In MAS equivalent conductivity, A [(~cr/c; a = specific 
conductivity, c =  molar concentration)], shows an increase 
by several powers of ten;2 at low concentrations (c < 0.1 m 
or < 0.2 mol % metal (MPM)) these solutions exhibit the 
characteristics of an electrolyte with more or less constant 
equivalent conductivity (500-1000 Q-1 cm2 equiv-1) as 
caused by the independent moving metal cations and sol
vated electrons, whereas at high concentrations (>5 m , >10 
MPM) a metal-like behavior is found with high equivalent 
conductivity (»105-106 A-1 cm2 equiv-1). The NMT is in 
the intermediate concentration range in which the equiva
lent conductivity increases strongly with concentration; it 
is accompanied, e.g., by abnormal, strong temperature and 
pressure dependencies of the conductivity, by a change of 
the thermoelectrical power, of the Hall coefficient, of heat 
conductivity, of light reflectivity, of magnetic susceptibili
ty, etc. (see ref 3-6).

Several hypotheses and theories have been advanced to 
understand the NMT in MAS although a quantitative de
scription explaining all experimental features is still miss
ing. The most recent attempts are based on the concept of 
percolation theory7 and on the theory of Mott on the An
derson transition,18 respectively, both contrasting each 
other.

In the present investigation we have studied by conduc
tivity measurements the temperature and pressure depen
dence of NMT in NaAS in the range up to 150°C and 1000

bars, hoping that the results might help to distinguish be
tween the two opposing theories. The conductivity data 
were supplemented by P V T  data.

The original goal was to go to supercritical conditions 
under which not only the metal but also the ammonia could 
be varied in a wide concentration range, thus learning 
about the influence of the dielectric ammonia on the NMT. 
This goal, however, had to be given up because the critical 
temperature of the binary system is so high that decompo
sition of the solutions cannot be controlled anymore.

Because of the decomposition catalyzed by metal sur
faces for measurements at 150°C, a special technique had 
to be developed to avoid direct contact of the hot solutions 
with the cooled electrodes of the conductivity cell. The 
high-frequency method without metal electrodes was not 
successful, because at higher temperatures we could not get 
unambiguous results, as also observed by Naiditch.9

Experimental Procedures
(a ) C o n d u ctiv ity  M ea su rem en ts  (F igure 1). In principle, 

a high alternating current was passed through the solution 
contained in capillary a by which it could be heated up 
from —50 to +150°C within a few minutes. The capillary 
was surrounded by a thermal insulator b. The resistance of 
the solution followed from the current and from the voltage 
drop along the capillary (10 cm long, 6 mm i.d.). Attached 
to each end of the capillary were two wider glass compart
ments (20 mm i.d.) with gold electrodes c connected to a 
low-voltage (20 V), high-current (up to 100 A) transformer
d. To obtain the voltage drop along capillary a, two plati
num point electrodes e were sealed in just outside the cap
illary. Highly concentric in the inner portion of capillary a 
another capillary f (4 mm o.d.) was adjusted and attached
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Figure 1. Conductivity cell (explanation in text).

to the upper electrode compartment. It could house three 
thermocouples g for temperature determination of the so
lution.

The cell was filled via h under vacuum with NaAS, pre
pared in a separate small glass container by multiple distil
lation of ammonia and sodiurii, and then was transferred to 
a cooled autoclave which with purified gas could be pressed 
up to 1500 bars. The electrodes and thermocouples were 
connected to insulated leads in the autoclave lit. Voltage 
drop and current signal were mixed in a divisor circuit i, 
the signal of which was recorded vs. the voltage of the ther
mocouple with an x-y recorder k, which so gave direct con
ductivity-temperature diagrams (error of resistivity read
ings 1%). The cell constant as measured with 0.1 m KC1 
and with mercury was 69.0 cm-1.

Since the cross section of the electrode compartments 
was large relative to that of the capillary, the dissipated en
ergy and therefore heating in the compartments was small. 
Because of the large cross section also, the potential drop 
between the platinum electrodes and capillary was small 
enough (less than 1% of that of the capillary) to be neglect
ed.

The reproducibility of the curves obtained with one solu
tion in several succeeding heating and cooling periods 
proves that decomposition of the solution or thermal de
mixing is negligible. Nevertheless, some error of the a/T 
data must be assumed because the temperature reading of 
the two thermocouples close to the ends of the capillary 
was up to 5° lower than that in the middle of the capillary.

Figure 2. Cell for PVT data with upper section of the high-pressure 
autoclave (explanation in text).

Also a radial temperature gradient should influence the 
data. In view of the relatively large temperature range cov
ered, we think the uncertainty of the temperature readings 
is not serious. Concentrations of the solutions were deter
mined by conventional analysis and controlled by conduc
tivity measurements under normal conditions2 (experimen
tal error 1%).

(6) P V T  D a ta  (F igu re 2). The solution was filled into a
4-ml glass vessel electrically heatable from the outside. 
Temperature was read with a thermocouple b sealed in. 
The upper end of the vessel was over a capillary attached 
to an open glass tube c (5 mm i.d.), which was cooled and 
into which the solution could expand upon heating. The 
shift of the meniscus in this tube, which is a measure of the 
expansion of the solution in the vessel, was probed with a 
platinum wire d closing an electrical circuit e when contact
ing the solution. The system was housed in the same auto
clave f in which the conductivity data were taken. The plat
inum wire was welded to a thin steel rod g, which at the 
upper end was attached to a ferrimagnet h. It could be 
moved without friction by an outside magnet i in the verti
cal stainless steel capillary k which was screwed in the au
toclave lit (1), the upper end of which was closed. The posi
tion of the platinum wire or the height of the meniscus 
could be read from the position of the magnet to a preci-
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Figure 3. Specific conductivity of NaAS vs. temperature (200 bars); 
parameter is the Na concentration in MPM.

sion of 0.1 mm. When thermal volume expansion was calcu
lated by following the shift of the meniscus, the fact that 
the hot solution expanding into the cold glass tube con
tracts again was taken into consideration.

Conductivity data and P V T  data were combined to give 
the equivalent conductance A of the solutions in the tem
perature and pressure ranges between —30 and 150°C and 
200 to 1000 bars, respectively. The lower pressure limit is 
given by the vapor pressure of the ammonia at higher tem
peratures, which had to be compensated to avoid formation 
of vapor bubbles in the capillary. (Because the electrical 
current through the capillary is interrupted at the moment 
when the vapor pressure of the ammonia exceeds the out
side pressure, the described cell also could be used for the 
determination of the vapor pressure curves of the metal- 
ammonia solutions at higher temperatures.) The error of 
the A data, e.g., in Figure 6, follows from the errors of a and 
p; it is in all cases below 30%. The high error must be seen 
relative to changes of A which in the temperature range 
from —30 to 150°C varies by a factor of up to 100! It there
fore does not invalidate any of the conclusions drawn from 
the experimental results.

Experimental Results

(a) S p ec ific  C on d u ctiv ity . Figure 3 displays the temper
ature dependence of the specific conductivity cr of 0.45 to
16.9 MPM sodium-ammonia solutions under a pressure of 
200 bars. At low concentrations, i.e., in nonmetallic solu
tions, the conductivity rises by a factor of around 10, reach
ing a maximum at the highest temperatures. For compari
son, solutions of normal electrolytes, like potassium nitrate, 
under identical conditions gave only a 60% rise in conduc
tivity, followed by a slight decrease. Here obviously the in
crease of the mobility of the ions due to decreased viscosity

Figure 4. Density of NaAS vs. concentration (200 bars); parameter 
is the temperature.

of the solvent is compensated by the decrease in volume 
concentration due to thermal expansion of the solutions. 
Since in the NaAS also the volume concentrations of the 
dissolved metal decreases with temperature, the observed 
conductivity increase is caused by a strong increase of the 
mobility of the electrons, indicating an activated conduc
tion mechanism of the electrons. In concentrated solutions, 
the specific conductivity passes through a slight maximum 
at low temperatures; i.e., a change from a positive to a neg
ative temperature coefficient of the conductivity is ob
served. Thus, the concentrated solutions display, at least at 
higher temperatures, the typical characteristics of a metal.

Our data taken at constant pressure are up to 70° C in 
fair agreement with the data of Naiditch9 taken under the 
vapor pressure of the solutions. Deviations at higher tem
peratures are due to concentration changes of the solutions 
in Naiditch’s experiments because of evaporation of ammo
nia.

Experimental data taken at 600 and 1000 bars are similar 
to those displayed in Figure 3 for 200 bars. However, in ac
cordance with earlier experiments10 at lower temperatures, 
pressure decreases the conductivity, the maximum negative 
pressure coefficient of the conductivity lying in the same 
concentration range as the maximum positive temperature 
coefficient. At higher temperatures, at which the thermally 
expanded solutions have a higher compressibility, a slight 
increase of conductivity is observed with pressure.

(6) P V T  D ata . The density-concentration relationship 
of the NaAS depends strongly on the temperature as fol
lows from Figure 4, taken at 200 bars. Up to 30°C in accor
dance with older data,11 density decreases with increasing 
concentration. This behavior which is in contrast to that of 
normal electrolytes is explained by the formation of cavi
ties (radius ca 3 to 3.5 Â) in which the electrons are caught.

At higher temperatures and relatively low pressures, the 
solvent already is so far expanded that the formation of 
cavities does not give rise to further volume expansion; the 
electrons can be housed in the structure holes of the sol
vent. Then the normal électrostriction effect of charged 
particles is effective; the solution density increases with 
concentration.

Under higher pressures, the density-concentration 
curves have the same tendency; they are, of course, shifted 
to higher densities and are lying closer together because 
pressure counteracts the structure-loosening effect of elec-
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Figure 5. Apparent molar volume of sodium in NaAS vs. concentra
tion ( 2 0 0  bars); parameter is the temperature.

tron cavity formation (compression of cavities) and of ther
mal expansion.

The apparent molar volume of the dissolved metal V M 
(Vm = (Vs — ua, Va)/mm; Vs = volume of the solution 
made up from n& and n u  moles of ammonia and metal, Va 
= molar volume of ammonia) in Figure 5 illustrates the 
counteraction of the main effects. At low temperatures it 
has the well-known value of ca. 65 cm3/mol, due to cavity 
formation of electrons in the dense structure of ammonia. 
With temperature increase, i.e., expansion of the ammonia, 
it becomes smaller,12 and finally negative, when the solvent 
structure is so loose that the electron gives no further ex
pansion upon cavity formation, in contrast with électro
striction becoming predominant, as with normal electro
lytes.

(c) E q u iv a len t C on d u cta n ce . The specific conductivity 
is proportional to the volume concentration and the mobili
ty of the charged particles, both of which change with vari
ation of outer conditions. To correct for the concentration 
changes, the specific conductivity is divided by the concen
tration to obtain the equivalent conductance A (= 100(Wc) 
which divided by the Faraday number (96500 A sec) gives 
the sum of the mobilities (cm2 V-1 sec-1) of the charged 
particles (electrons and sodium cations, provided, of 
course, the dissolved metal is completely dissociated). For 
200 bars the equivalent conductivity is plotted in Figure 6 
vs. concentration (as calculated from density) with the 
temperature as parameter. All curves show the steep in
crease in conductivity in a narrow concentration range, as 
first observed by Kraus.2 The concentration of this increase 
is lower the higher the temperature (»1.5 mol/I. at —30°C,
0.3 mol/1. at 150°C). It follows that the NMT is shifted 
with temperature to smaller concentration, or that it sets in 
at larger particle distances.

Figure 7 finally gives the temperature coefficient of the 
equivalent conductance in dependence of the concentra
tion, with the temperature as parameter. For all tempera
tures it passes through a maximum, which with higher tem
perature decreases and moves to lower concentrations. The 
concentration of the maximum coincides with that of the 
steepest increase of the equivalent conductivity in Figure 6. 
The temperature coefficient becomes negative at higher 
concentrations and higher temperatures.

Pressure has an adverse effect on the equivalent conduc
tivity. For all temperatures the A/c curves are shifted to 
higher concentrations; i.e., the pressure coefficient of the 
equivalent conductivity is negative. Its negative value pass-

mean distance of metal atoms [ A ]

*  c [m o t/l]

Figure 6. Equivalent conductance of NaAS vs. metal concentration 
in moles per liter (200 bars); parameter is the temperature. The 
scale on top gives the mean distance of the metal atoms.
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Figure 7. Temperature coefficient of the equivalent conductance of 
NaAS vs. molar concentration of sodium (200 bars); parameter is 
the temperature.

es through a maximum in that concentration range in 
which the steepest conductivity increase or the maximum 
temperature coefficient is found as reported previously10 
for low temperatures.

Discussion

Our discussion will be limited to a qualitative level only 
along the lines of the percolation theory and Mott treat
ment of the Anderson transition. From our data it follows 
that the NMT in NaAS is shifted to lower concentrations 
by increasing temperature and adversely to higher concen
trations with increasing pressure. This statement follows 
only from the effect of temperature and pressure on the 
electrical conductivity. It does not imply any definition of 
the NMT, which can be given only if its mechanism is 
known. Different theories might locate it to different metal 
concentrations.

The plot of the logarithm of the specific conductivity a 
vs. thermal power S of NaAS (data from Kraus2 and Lep-
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Figure 8 . Logarithm  o f the  specific  conductivity vs. the rm o p ow er of 
N aA S  (—3 5 ° C , 1 bar); da ta  taken  from  litera ture .213

outre13; —35°G, 1 bar) in Figure 8 might help to distinguish 
the transition range from the electrolytic range and from 
the metallic range, i.e., to locate the NMT. In this graph 
three sections with linear relationship can be distinguished:
(1) below 0.2 MPM with low a and high S (this section cov
ers .the electrolytic range with concentration-independent 
equivalent conductance); (2) between 0.2 and 3 MPM with 
intermediate u and S (here the steep increase of the equiv
alent conductance, the large positive temperature coeffi
cient, and the large negative pressure coefficient were ob
served); (3) above 3. MPM with the strong increase of a and 
the small decrease of S , both to metallic values. According 
to Thompson,14 the third range can he subdivided into two 
or three sections with different slopes. Thus the NMT 
might be located in the second or the beginning of the third 
range.

The application of the percolation theory7 to explain the 
NMT in Na- and LiAS is based on the idea that the macro
scopic homogeneous solutions of intermediate concentra
tions are separated microscopically into two phases: one of 
low concentration (~2 MPM) being nonmetallic, the other 
one of high concentration (^9 MPM) being metallic. The 
relative volume fraction of the metallic phase, varying lin
early with macroscopic concentration of the solution, deter
mines the transport properties of the solutions. Above a 
critical volume fraction (0.15 to 0.3; percolation limit) of 
the concentrated clusters, transport originates from contin
uous extended metallic paths. Below the limit extended 
states do not exist; the solution contains isolated finite me
tallic clusters.

Justification for the assumption of microscopic inhomo
geneity can, besides other experimental evidence, be de
rived from the miscibility gap of Li-, Na-, and KAS, the 
consulate concentration of which is around 4 MPM for all 
three with the consulate or critical temperature between 
—41 and —70°C (see ref 3-6).

With the percolation theory the electrical transport 
properties of Li- and NaAS close to the consulate tempera
ture could be described on a quantitative basis. According 
to this theory, the NMT would set in at the percolation 
limit, i.e., at 3 to 4 MPM and ranging up to 9 MPM, i.e.,

Figure 9. S chem atic  plot of density of s tates vs. e lectron en erg y  ( £ F 
=  Ferm i energy), (a ) O verlap  o f the bands by density fluctuations. In 
the pseudogap (shaded) electrons a re  localized; Ec  =  mobility edge , 
(b) Increased density fluctuations or concentration in crease  dimin
ishes the  pseudogap.

being located in the left section of Figure 8.
At higher temperature, i.e, far away from the miscibility 

gap, formation of clusters by density fluctuation hardly can 
be imagined. Therefore application of the percolation theo
ry to our data, taken at temperatures up to almost 200°C 
above the miscibility gap, does not seem appropriate. Here 
another mechanism of the NMT must be effective. How
ever, since at all temperatures covered in this study the A/c 
curves (Figure 6) are similar in shape, only shifted to small
er concentrations with increasing temperature, we cannot 
think of .two different mechanisms of the NMT, one being 
effective at low and the other at high temperatures. There
fore, we tend to exclude the percolation model also for low 
temperatures. We rather try to interpret our data accord
ing to the theory of Mott12 for the NMT in disordered sys- 
tems. . ■.

Since the solvated electrons of the MpS abqve 0.1 MPM 
are in the state of §pin-compensated, ’aiiiihagne.tic electron 
pairs (see ref 3-6), we may formulate'. ̂ hgi&iAS NMT as 
was done for divalent metals; li^e 'When the
electrons are approached from large;cli^^es^slency and 
conduction bands are formed,,, whrch Jh Afi ^ide’reid system 
start overlapping at a critical inihimiim 4i^aA0e^Jn a dis
ordered fluid system with dehsity fluctuations irf'which the 
bands are diffuse, the overlap (may-set in earlier '(Figure 
9a). The density of states ¡».the .overlap however is small. 
Therefore the states are'loCalized in the Anderson sense, 
separated from the nonlocaliaed. states by a mobility edge1 
(formation of a pseudogap). Localization of the states is ex
pected when the density of states at the Fermi energy is 
below one-third that of free electrons (Mott’s g  factor1 
N (E p )/ N (E f) [ree). The Anderson transition occurs if the 
band is filled up to the limiting Fermi energy which can be 
varied relative to the energy of the mobility edge, so that t 
= E c  — E p  changes sign, e.g., by varying concentration. For 
e > 0, conduction is possible by thermal activation of elec
trons over the mobility edge; conductivity is an activated 
process:

<r ~  exp(—e/fcT) (1)

Increasing concentration or increasing density fluctuations 
by temperature increase lead to a stronger band overlap 
with rising density of states in the pseudogap and therefore 
decreasing E c  (Figure 9b); i.e., the activation energy of the 
conductivity goes down. This can be taken from Figure 7,
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Figure 5. Apparent molar volume of sodium in NaAS vs. concentra
tion ( 2 0 0  bars); parameter is the temperature.

tron cavity formation (compression of cavities) and of ther
mal expansion.

The apparent molar volume of the dissolved metal Vm 
( V m  = (Vs — na, VA)/rcM; V s = volume of the solution 
made up from nA and n m moles of ammonia and metal, VA 
= molar volume of ammonia) in Figure 5 illustrates the 
counteraction of the main effects. At low temperatures it 
has the well-known value of ca. 65 cm3/mol, due to cavity 
formation of electrons in the dense structure of ammonia. 
With temperature increase, i.e., expansion of the ammonia, 
it becomes smaller,12 and finally negative, when the solvent 
structure is so loose that the electron gives no further ex
pansion upon cavity formation, in contrast with électro
striction becoming predominant, as with normal electro
lytes.

(c) E q u iv a len t C on d u cta n ce . The specific conductivity 
is proportional to the volume concentration and the mobili
ty of the charged particles, both of which change with vari
ation of outer conditions. To correct for the concentration 
changes, the specific conductivity is divided by the concen
tration to obtain the equivalent conductance A ( = 1 0 0 0 i t / c )  

which divided by the Faraday number (96500 A sec) gives 
the sum of the mobilities (cm2 V-1 sec-1) of the charged 
particles (electrons and sodium cations, provided, of 
course, the dissolved metal is completely dissociated). For 
200 bars the equivalent conductivity is plotted in Figure 6 
vs. concentration (as calculated from density) with the 
temperature as parameter. All curves show the steep in
crease in conductivity in a narrow concentration range, as 
first observed by Kraus.2 The concentration of this increase 
is lower the higher the temperature (»1.5 mol/1. at —30°C,
0.3 mol/1. at 150°C). It follows that the NMT is shifted 
with temperature to smaller concentration, or that it sets in 
at larger particle distances.

Figure 7 finally gives the temperature coefficient of the 
equivalent conductance in dependence of the concentra
tion, with the temperature as parameter. For all tempera
tures it passes through a maximum, which with higher tem
perature decreases and moves to lower concentrations. The 
concentration of the maximum coincides with that of the 
steepest increase of the equivalent conductivity in Figure 6. 
The temperature coefficient becomes negative at higher 
concentrations and higher temperatures.

Pressure has an adverse effect on the equivalent conduc
tivity. For all temperatures the A/c curves are shifted to 
higher concentrations; i.e., the pressure coefficient of the 
equivalent conductivity is negative. Its negative value pass-

mean distance of metal atoms [ A ]

♦ c [mol/l]

Figure 6 . Equivalent conductance of NaAS vs. metal concentration 
in moles per liter (200 bars); parameter is the temperature. The 
scale on top gives the mean distance of the metal atoms.
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Figure 7. Temperature coefficient of the equivalent conductance of 
NaAS vs. molar concentration of sodium (200 bars); parameter is 
the temperature.

es through a maximum in that concentration range in 
which the steepest conductivity increase or the maximum 
temperature coefficient is found as reported previously10 
for low temperatures.

Discussion

Our discussion will be limited to a qualitative level only 
along the lines of the percolation theory and Mott treat
ment of the Anderson transition. From our data it follows 
that the NMT in NaAS is shifted to lower concentrations 
by increasing temperature and adversely to higher concen
trations with increasing pressure. This statement follows 
only from the effect of temperature and pressure on the 
electrical conductivity. It does not imply any definition of 
the NMT, which can be given only if its mechanism is 
known. Different theories might locate it to different metal 
concentrations.

The plot of the logarithm of the specific conductivity a 
vs. thermal power S of NaAS (data from Kraus2 and Lep-
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Figure 8 . Logarithm of the specific conductivity vs. thermopower of 
NaAS (—35°C, 1 bar); data taken from literature.2 1 3

outre13; —35°C, 1 bar) in Figure 8 might help to distinguish 
the transition range from the electrolytic range and from 
the metallic range, i.e., to locate the NMT. In this graph 
three sections with linear relationship can be distinguished:
(1) below 0.2 MPM with low a and high S (this section cov
ers the electrolytic range with concentration-independent 
equivalent conductance); (2) between 0.2 and 3 MPM with 
intermediate a and S (here the steep increase of the equiv
alent conductance, the large positive temperature coeffi
cient, and the large negative pressure coefficient were ob
served); (3) above 3 MPM with the strong increase of a and 
the small decrease ©f S, both to metallic values. According 
to Thompson,14 the third range can be subdivided into two 
or three sections with different slopes. Thus the NMT 
might be located in the second or the beginning of the third 
range.

The application of the percolation theory7 to explain the 
NMT in Na- and LiAS is based on the idea that the macro
scopic homogeneous solutions of intermediate concentra
tions are separated microscopically into two phases: one of 
low concentration («2 MPM) being nonmetallic, the other 
one of high concentration (~9 MPM) being metallic. The 
relative volume fraction of the metallic phase, varying lin
early with macroscopic concentration of the solution, deter
mines the transport properties of the solutions. Above a 
critical volume fraction (0.15 to 0.3; percolation limit) of 
the concentrated clusters, transport originates from contin
uous extended metallic paths. Below the limit extended 
states do not exist; the solution contains isolated finite me
tallic clusters.

Justification for the assumption of microscopic inhomo
geneity can, besides other experimental evidence, be de
rived from the miscibility gap of Li-, Na-, and KAS, the 
consulate concentration of which is around 4 MPM for all 
three with the consulate or critical temperature between 
—41 and —70°C (see ref 3-6).

With the percolation theory the electrical transport 
properties of Li- and NaAS close to the consulate tempera
ture could be described on a quantitative basis. According 
to this theory, the NMT would set in at the percolation 
limit, i.e., at 3 to 4 MPM and ranging up to 9 MPM, i.e.,

Figure 9. Schematic plot of density of states vs. electron energy (£fF 
=  Fermi energy), (a) Overlap of the bands by density fluctuations. In 
the pseudogap (shaded) electrons are localized; Ec =  mobility edge, 
(b) Increased density fluctuations or concentration increase dimin
ishes the pseudogap.

being located in the left section of Figure 8.
At higher temperature, i.e, far away from the miscibility 

gap, formation of clusters by density fluctuation hardly can 
be imagined. Therefore application of the percolation theo
ry to our data, taken at temperatures up to almost 200° C 
above the miscibility gap, does not seem appropriate. Here 
another mechanism of the NMT must be effective. How
ever, since at all temperatures covered in this study the A/c 
curves (Figure 6) are similar in shape, only shifted to small
er concentrations with increasing temperature, we cannot 
think of two different mechanisms of the NMT, one being 
effective at low and the other at high temperatures. There
fore, we tend to exclude the percolation model also for low 
temperatures. We rather try to interpret our data accord
ing to the theory of Mott1'2 for the NMT in disordered sys
tems. , ;2V.

Since the solvated electrons of the MiAS abqye 0.1 MPM 
are in the state of spin-compensated, diihAagnetie electron 
pairs (see ref 3-6), we may formulate MAS NMT as 
was done for divalent metals) 'like m erp^Ty?^. When the 
electrons are approached from large'. diat&|ees)3^ency and 
conduction bands are formed % which in <ari prdersd system 
start overlapping at a critical minimum d^taripe^n a dis-. 
ordered fluid system with dehsity fluctuations irf'which the 
bands are diffuse, the overlap (may !set iri earliei ‘(Figure 
9a). The density of states in.the .overlap however is small. 
Therefore the states are localized in the Anderson sense, 
separated from the nonlocalized. states by a mobility edge1 
(formation of a pseudogap). Localization of the states is ex
pected when the density of states at the Fermi energy is 
below one-third that of free electrons (Mott’s g  factor1 
N {E y )/ N (E f){ree )■ The Anderson transition occurs if the 
band is filled up to the limiting Fermi energy which can be 
varied relative to the energy of the mobility edge, so that t 
= Ec -  Ep changes sign, e.g., by varying concentration. For 
e > 0, conduction is possible by thermal activation of elec
trons over the mobility edge; conductivity is an activated 
process:

a~exp ( - t / k T )  (1)

Increasing concentration or increasing density fluctuations 
by temperature increase lead to a stronger band overlap 
with rising density of states in the pseudogap and therefore 
decreasing Ec (Figure 9b); i.e., the activation energy of the 
conductivity goes down. This can be taken from Figure 7,
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Figure 10. Temperature coefficient of the specific conductivity vs. 
temperature dependence of thermopower of MAS (—35°C; 1 bar); 
data taken from literature. 16-13 The numbers give the metal concen
tration in MPM.

showing the steady decrease of the T  coefficient of A with 
temperature (at constant volume concentration, e.g.’, 1 m ) 
or with concentration (at constant temperature). The max
imum T  coefficients of Figure 7, moving to lower concen
trations with temperature, corresponds to about 0.1 eV.

When by further temperature or concentration increase, 
and therefore better band overlap, Mott’s g  factor rises 
above '/¡, c becomes zero or. negative, the pseudogap disap
pears, and thiBieoBfpuctivity shows the normal metallic be
havior, risifll' wiilt,#?. At room temperature g  is larger than 
'/i above ca. 3<-‘NffM^as deduced by Mott and Acrivos from 
a wealth of eil*esir(£ental data.1

According to ̂ his simplified-outline, the left range of Fig
ure 8 (a b ^ ^ ^ P ^ fw o u ld  be the range of metallic con- 
duction t|feT intermediate range (0.2 to 3 MPM)
that of .aciiVateii condytrtioiv (localized electrons, g <  %)• 
With inBfeasihg'tem^eratures both ranges are shifted to 
smaller concentrations. Pressure diminishes density fluctu
ations and therefore has an effect opposing temperature.

Some proof for the assumption that the middle range of 
Figure 8 corresponds to activated transport follows from 
the following argument. For activated transport the ther
mopower is given by

where e = E p  — E c, k Boltzmann constant, e  electron 
charge, and A a constant. Elimination of e in the last two 
equations leads to

In a =  —(e/ k)S  + constant (3)

with e/k = 1.16 X 104 deg K/V. The slope of the middle 
range of Figure 8 comes closest to this value. Furthermore, 
also the plot of d In o/dT vs. dS/dT gives for solutions in 
the concentration range from 0.2 to 3 MPM a slope ap
proximately —e/k, although data show a larger scatter (Fig
ure 10). The 8-MPM point, however, belonging to the me
tallic region is far outside.

Activated transport, however, does not necessarily mean 
excitation of the localized electrons to the mobility edge; it 
also could include transport by hopping. Mott8 has given 
some arguments for this, also explaining the negative pres
sure coefficient of conductivity by expected volume effects 
associated with hopping of an electron between electron 
pairs. In any case it seems to us that the NMT is clearly in 
the range of 0.2 to 3 MPM with the large observed anoma
lies of the temperature and pressure coefficient of conduc
tivity and of thermopower.
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Discussion
G. R. FREEMAN. The maximum in mobility temperature coeffi

cient as a function of metal concentration is a general phenomenon 
when a transport mechanism transition occurs. If one plots the 
mobilities of electrons for a series of alkanes and ethers at a given 
temperature against the corresponding temperature coefficients, 
one obtains a maximum in temperature coefficient similar to that 
shown in your work. The transport transition that occurs in ethers 
and alkanes (discussed in our paper) is not a metal-nonmetaj tran
sition. I simply wish to point out the maximum in activation ener
gy as a function of mobility is a general phenomenon that is not 
dependent upon the specific mechanisms involved.

J. V. Acrivos: In the debate of how the metal-insulator transi
tion is characterized in M- NH:l solutions, Mott proposes that the 
latter is characterized by the ratio g of the density of states at the 
Fermi energy relative to that of a free electron gas, whereas Cohen 
and Jortner propose the transition is continuous over an interval 
and that it is characterized by the composition at the extremes of 
the interval and by the volume fraction of the metallic extreme. 
They can explain the electromagnetic properties on the basis of a 
microscopic inhomogeneous distribution of the two extreme com
positions. There are several questions which need an answer before 
the controversy is resolved.

One, are the necessary and sufficient conditions for reversibility 
in the presence of an electromagnetic field satisfied?1

Two, in the trivariant system investigated by Hahne and Schin
dewolf is the transition characterized by the ratio g? If this is true 
and r is an average interatom separation then the change in en
thalpy for the localization of metallic states by the formation of ex- 
citons which bind n solvent molecules is
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AHe =* RT2\[kT + (a In r/aT)Ptg\/km + ot(n -  1)| < 0

where kr  and km are the temperature and mole ratio coefficients 
for the variations of conductivity (independent variables = T, P, 
(ft), and a is the coefficient of thermal expansivity.

Three, What are the equilibrium relations for a microscopic in
homogeneous system? Is the surface tension between the two liq
uid phases in contact known? The Einstein probability for fluctua
tions in a binary alloy have amplitudes: ~ 4 X 10-2 (for Na-NH3) 
and 2 X 10-4 (for K-NH3) near the boiling point of ammonia (as
suming the cluster size is similar to that measured near the conso- 
lute point2 which suggests Na-NH3 is different from K-NH3 at 
—33°C. However, the uncertainty principle imposes some demands 
on the lifetime of the fluctuations which determine the conductivi

ty, i.e., r > h/2Ep ~  10_l:i sec for Ey near the critical composi
tion.3 Unfortunately the lifetime of the solvated electron species is 
also being debated. Belloni, Saito, and Clerc (this issue) report the 
lifetimes are less than 10“ 13 sec whereas Rentzepis and Huppert 
report the lifetimes are greater than 10“ 13 sec. This question 
should be resolved and the implications of the uncertainty princi
ple should be considered.
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Phase Diagram for Liquid-Liquid Coexistence in the Li-ND3 System
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A phase diagram is presented for the liquid-liquid phase separation of lithium in liquid deuterioammonia. 
Phase separations occur at temperatures below —51.4°C for Li-ND3, compared to —63.5°C for Li-NH3. 
The replacement of NH3 by ND3 is not accompanied by a significant change of the critical concentration. 
No change in natural isotopic distribution was observed between the two liquid phases of Li-ammonia so
lutions.

Introduction

Phase diagrams for liquid-liquid coexistence in metal- 
ammonia solutions have been extensively studied by many 
authors,1 but in metal-deuterioammonia solutions, no 
phase diagram for liquid-liquid coexistence has been re
ported. U. Shindewolf pointed out at the Colloque Weyl II2 
that he found a large shift of the critical temperature, T c, 
caused by deuteration, not accompanied by a change in the 
critical concentration. Up to now, no explanation has been 
given of this phenomenom.

The present work attempts to determine the phase di
agram for liquid-liquid coexistence in Li-ND3 solutions 
and to obtain some information on the nature of the inter
action between the components from the isotopic distribu
tion in the two liquid phases of Li-ammonia solutions.

Experimental Section

P h a se  D iagram . A phase separation was detected by the 
conventional conductance method. Two types of cells were 
used. In the first type, the two electrodes were at the bot
tom of the cell. In the second type, the two electrodes were 
in the vicinity of the surface of the solution.

The electrodes were made as follows. Tungsten wires (0, 
5 mm, 99.9%) were sealed to Pyrex glass and totally covered 
by the glass. Then the glass was ground until the top of the 
tungsten wire was bare. The surface of the electrode was 
then plated with gold.

All glassware was cleaned by soaking in concentrated

HN03, rinsing with water, soaking in 30% HF-NH4F solu
tion, rinsing with water, drying in an oven, soaking in 1 N  
HN03 solution, rinsing, and drying in an oven.

The cell was degassed for 36-48 hr and submitted, from 
time to time, to a high frequency field.

99.8% deuterioammonia, provided by the French Atomic 
Energy Commission, was used. It was distilled onto a sodi
um mirror, measured quantitatively, and condensed onto a 
potassium mirror before being transferred to the degassed 
cell. After each run ND3 was recovered.

The lithium metal was cut from a Koch-Light 99.98% 
ingot, weighed on a microbalance (Sartorius 4102), and 
transferred in a tube containing a glass covered magnet 
with a break seal. The tube was then pumped out then 
sealed off. All these operations were performed in an atmo
sphere of evaporating liquid nitrogen. The tube was at
tached to the cell. The breakseal was broken in vacuo, and 
the lithium was transferred in the cell by dissolving and 
rinsing with ND3. Then this tube was sealed off.

The thermocontrolled bath was stable to 0.005° C.3a The 
temperature was measured by a platinum resistance ther
mometer and bridge. The conductance was measured by a 
Wayne-Keer autobalance universal bridge B641.

Isotopic Distribution

Matheson NH3 99.99% was used. The two phases ob
tained from a 4 MPM solution were analyzed for deuteri
um. The deuterium concentration was also measured in 
pure ammonia, and in ammonia gas evaporated from 18.7
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Figure 1. Phase diagram for liquid-liquid coexistence in Li-ND3 and 
Li-NH3. Li-NH3: (A) Loeffler; 13 (A) Schettler et al.1b Li-ND3: ( • )  De- 
baecker;5 (O) this work.

to 19.7 MPM Li solution, and in various saturated Li solu
tions. These measurements were performed by the Centre 
d’Etudes Nucléaires de Saclay, France.

Results

Figure 1 shows the coexistence curve for lithium-deuter- 
ioammonia as determined in this investigation. The coexis
tence curve for lithium-ammonia determined by Loeffler, 
Schettler, et al. is also shown for comparison. The T c for 
LÌ-ND3 is —51.4°C compared to —63.5°C for LÌ-NH3. Thè 
consolute concentrations of the two systems are not signifi
cantly different. The temperature shift is quite similar to 
those for Na-NH3 and Na-ND3 systems.

Mass spectroscopic analysis shows that in all phases the 
concentration of deuterium is the same as in pure NH3.

Discussion

The shift of Tc may be discussed on the basis of a two- 
components model where the solute is a solvated metal, 
M(NH3)„, while the solvent is pure NH3. One of the au
thors3 has shown that with such a model the thermody
namic properties in the transition range can be represented 
by an analytical function.

The critical temperature is expressed as

Tc = A 12 f (n, V nh 3 or ND3. Vlì, xc) (1)

where A12 is an interaction coefficient between the compo
nents of the solution, f is a function given in ref 3, n  is the 
solvation number, V  are the apparent molar volumes of 
ammonia and lithium in the solutions, and x c is the analyt
ical mole fraction at the critical point.

The analytical mole fraction at the critical point x c is not 
modified when NH3 is replaced by ND3. The apparent 
molar volumes of the solvent V n h 3 and V n d 3 are also prac
tically the same.4 If the number n of ammonia molecules in 
the solvated solute was modified when NH3 is replaced by 
ND3 the critical concentration xc would also be modified;3 
this is not the case. It is then clear that only V u  and A12 
can produce significant changes in Tc.

The apparent molar volumes Vu are not known in Li- 
ND3 systems. In the case of potassium the ratio Vk in 
[ND3]/Vk in NH3 increases with increasing concentration

and attains I.O85 at 2.3 MPM at -33.7°C. A similar change 
of 10% in V u  would cause an increase of 5°C on T c when 
NH3 is replaced by ND3. This may be a partial interpreta
tion of the Tc shift.

The interaction coefficient A12 depends on the binary in
teractions between solvent-solvent, solute-solute, and sol
vent-solute. The lack of changes in the isotopic distribu
tions when ammonia is extracted from concentrated or sat
urated solutions, and when it is distributed in two liquid 
phases, suggests that the solvent-solute interactions are 
not modified. However, solvent-solvent interactions are 
clearly modified. For instance the heat of vaporization for 
ND3 is 4% higher than that for NH3. Similarly an increase 
of 5% in A12 would yield an increase of 10° C.
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Discussion
J. JORTNER. Your observation of the increase of 7\ from Li- 

NH;j to Li-ND:i is explained by you in terms of a large isotope ef
fect on the molar volume of the metal. As I remember the molar 
volumes of ordinary ions in H20  and D20  are practically identical. 
Do you assign this volume change to different molar volumes of 
the electron cavity in ND3 relative to NH3?

P. Da m ay . Solvated electrons are not supposed to exist at these 
concentrations. The first question to answer would be to deter
mine why there is a large excess volume in the whole range of con
centrations in metal-ammonia systems.

J. L. Dye . Phase separation in Rb-NH3 solutions does occur. 
When the EPR spectra of Rb-NH:t solutions in this concentration 
region are obtained as a function of temperature, two signals occur 
as the tube is moved, one a narrow line from the dilute phase 
(more dense), the other a broad, asymmetric line from the concen
trated phase. (K. D. Vos, Ph.D. Thesis, Michigan State University, 
1962).

J. V. ACRIVOS. Are there any conductivity data for M-ND:I?

J. L. Dye . (Response) Yes, there are unpublished data of G. 
Smith (Ph.D. Thesis, Michigan State University, 1963). The re
sults can be summarized as follows. The conductance of Na in NH:i 
is higher than in ND3 as expected from the viscosity ratio. How
ever, as the concentration is increased the ratio (ANa)NH;t/(ÀNa)Nl).i 
increases while the inverse viscosity ratio decreases slightly. The 
conductivity ratio follows the expression

ratio = 1.22 + 0.7 \/C

up to C  = 0.6 M .  The intercept at zero concentration is equal to
bND./bNH.r

U. SCHINDEWOLF. What about Tc for Li in NH:I-N D :, mix
tures? Tc for Na increases linearly with the D/H ratio.

M. KATSUMOTO. We have not investigated the phase diagrams 
for solutions of Li in NH3-ND3 mixtures.
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Fluctuations in Metal-Ammonia Solutions
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Large fluctuations of concentration occur in the vicinity of the critical point in metal -ammonia solutions. 
Their existence is indicated by a plateau in the activity-concentration curve. If there is no pressure work 
associated with fluctuations, the probability of finding a concentration x2 different from the average con
centration x2 is given by P ( x 2) =  P o e x p \ -(n / k T )[x i (m  -  m i ) +  x 2( m2 -  M2)]! where m , n2, Mi.  M2 are the 
chemical potentials at concentrations x2 and x2, respectively. The number n is the total number of mole
cules inside a characteristic volume which is related to the Ornstein, Zernike, Debye coherence length. At 
each average concentration x2, a distribution curve can be computed. Static and transport properties of the 
solutions can be interpreted by use of the distributions of concentration.

Introduction

For a long time inhomogeneities or fluctuations have 
been supposed to exist in the intermediate range of concen
tration of metal-ammonia solutions (MAS).

Thompson1 and Cohen and Thompson2 proposed a qual
itative model of inhomogeneities based on the existence of 
large metallic clusters for x2 between 10-3 and 0.03 (x2 or x  
being the mole fraction for the metal and x\ for the sol
vent). At Colloque Weyl II, Sienko and Chieux,3 Damay, 
Depoorter, Chieux, and Lepoutre,4 and Lepoutre and Lel- 
ieur5 suggested the existence of metallic clusters in the in
termediate range of concentration (0.01 <  x  <  0.05).

Since Colloque Weyl II, many authors supposed the exis
tence of inhomogeneities to explain different properties in 
the same range of concentration. It is interesting to note 
that most of the authors used only qualitative arguments. 
General terms like aggregates, clusters, inhomogeneities, 
and density fluctuations were used. These authors were not 
so much interested in drawing a physical microscopic pic
ture of the structure of the solution as in using the conse
quences of microscopic inhomogeneities to interpret some 
general properties.

More recently, Jortner and Cohen6 used the same kind of 
ideas to explain the metal-nonmetal transition, but the re
finement needed by their theory brought them to propose a 
physical picture for the inhomogeneities. They suggested 
that only clusters of dilute (x2 = 0.023) and concentrated 
solutions (x = 0.09) of about 30 A in size coexist in the in
termediate range.

In the present paper we do not intend to discuss in detail 
all that has been published about inhomogeneities in MAS. 
Here we wish only to clarify the structure of microscopic 
fluctuations in the critical region from a thermodynamic 
and structural point of view.

It is possible to locate the fluctuations by observing the 
variation of chemical potential with concentration. Neu
tron scattering experiments conducted by Chieux7 have 
brought to light the structural features of these local inho
mogeneities. The thermodynamic quantities obtained from 
vapor pressure measurements provide another way to de
termine the extent of fluctuations. A characteristic length 
or a volume scale for correlated fluctuations can be ob
tained from neutron scattering data.

* Address correspondence to this author at the Department of 
Chemistry, Juniata College, Huntingdon, Pa. 16652.

After making a short survey of the different ways of con
sidering fluctuations, we shall proceed to derive a general 
relation which would enable us to calculate the distribution 
of concentration around the average concentration x.

Two quantities are needed to compute the distribution 
function, first the chemical potential of the two species as a 
function of concentration and a length scale which can be 
deduced from neutron scattering experiments.

Knowing the distribution of concentration it is possible 
to interpret some of the physical properties of MAS.

Concentration Fluctuation in a Two-Component 
Mixture

There are large fluctuations in the density of a fluid in 
the vicinity of its critical point. For a two-component sys
tem there are both density and concentration fluctuations 
near the liquid-liquid phase separation.

The density fluctuations are generally negligible com
pared to the concentration fluctuations. The two phases in 
equilibrium below the critical point are both liquid, and the 
change of density at the transition point is much less pro
nounced than in the case of the one-component critical 
transition. For a two-component system, concentration 
plays exactly the same role as density in the case of a sin
gle-component system.

In metal-ammonia solutions, the activity-concentration 
curve for NH3 would clearly reveal the existence of fluctua
tions. In the critical region at -35°C, i.e., about 6°C above 
the critical temperature Tc, the curve is almost flat for the 
sodium-ammonia system. By using the Gibbs-Duhem 
equation, it can be seen that the activity of the solute also 
remains nearly constant in the same region.

Thus, only a small amount of energy is required to sepa
rate a volume V  of concentration x into two volumes V/2 
with two compositions x + A x  and x — Ax. The energy 
needed to create fluctuations is provided by the tempera
ture.

An alternative but hardly different way of looking at the 
fluctuations is to consider the structure factor at infinite 
wavelength as q — 0 defined by Bhatia and Thornton.8 
The partial structure factor relative to the concentration 
fluctuations is

Scc(0) = N  ( (A x ) 2) (1)

where N  is the total number of molecules inside the volume
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V  and ((Ax)2) is the mean square fluctuation of concentra
tion. But at very large wavelength, as q -»• 0, S cc(0) is also a 
thermodynamic quantity:

S cc(0) =  N k bT  /  ( ~ )  (2)
/  \ d X 2 / T , P

where (a2G/ b x 2) t ,p  is the second derivative of the free ener
gy with respect to concentration.

Furthermore

( a 2 G ) , 1 1/3M 2)
 ̂T ,P\ a x2) ' T ,P  1 -  X 'K a x )

Hence a plateau in the activity-concentration plot would 
correspond to a peak for Scc(0), and these would be strong 
indications for the presence of fluctuations.

Unfortunately, it is about the only thing which can be 
said from the S cc(0) in a critical region. Indeed, the ther
modynamic character of S cc(0) can be derived from the sta
tistical thermodynamics of fluctuations. According to the 
treatment of Hill,9 if Ni and Nj are the number of mole
cules of the two species in a microscopic volume and AZV, 
and ANj the instantaneous deviations from the mean, the 
probability for such deviations is given by

where

p ( x )  = p  0exp - E f y
ANjANj

2 k bT
(4)

Fij  =  [d2F /d N i d N j ]T ,p

The term within brackets can be evaluated by expanding 
the Helmholtz free energy in series and keeping only the 
first nonvanishing term which happens to be the second 
derivative.

If, for the sake of simplicity, it is supposed that the vol
ume of the two components is the same and the compressi
bility term negligible, relation 4 becomes

p { x )  =  p 0 exp
N  /a2G\

2k bT  \ a x 2/T,p
(Ax)2 (5)

This relation gives a pure Gaussian distribution which can 
also be written as

p ( x )  = p0exp
N (Ax)2 I 
2 ((Ax)2)I

(6)

where ((Ax)2) = k bT/(a2G/dx2)p,T is the mean square de
viation.

Thus, this treatment keeps only the first term in the ex
pansion, and it can be regarded as correct as long as the 
fluctuations are small and N is large. The higher terms in 
the expansion must be negligible.

It is obvious that the third derivative vanishes when 
aScc (0)/ax =  0; the expansion treatment is exact, e.g., for an 
ideal solution with x = 1 — x = 0.5. The more Scc(0) varies 
with concentration, the more the approximate treatment 
becomes susceptible to error, and it becomes essentially in
correct when large fluctuations occur as, for instance, in a 
critical region and more generally when there is a peak in
S o c (0 ) .

In a region where large fluctuations occur, the problem 
has to be solved in a more exact way. The exact form for 
writing the probability p(x) is (Hill9)

p(x) = p 0exp n iM i  +  n 2H2 — F  

k T
(7)

where ¡i\ and /¿2 are the chemical potentials of the species

at the average concentration xi, x2. F  is the Helmholtz free 
energy of a system of n h n 2 molecules at the concentration
* 1 ,  *2 -

But the Helmholtz free energy is related to the Gibbs 
free energy by

G = ri\ni + « 2A2 = F  + P V  (8)

If the volume is held constant, the probability p(x) thus 
becomes:

f t l Q l l  ~ Ml) +  ^ 2 (^ 2  ~ M2) + VAp] 
k T  |

The main problem now is to evaluate V A p . Two cases 
ought to be considered. First, if there is an excess volume of 
mixing at constant pressure, a given amount of solution will 
have a different volume when there are fluctuations and 
when the mixture has the average concentration x. In this 
case, the pressure necessary to hold the volume constant 
can be very large and the term VAp in the exponential can 
be very important; there is thus a pressure work associated 
with the existence of fluctuations. On the other hand, if 
there is no excess volume of mixing, the same amount of 
mixture occupies the same volume with or without fluctua
tions. There is no pressure work associated with the exis
tence of fluctuations, and the term VAp is therefore negli
gible.

In a volume V, there are n\ and n 2 molecules. The total 
number n  is equal to n  1 + n 2 with m  -  xin  and n 2 = x2n. 
Relation 9 can be slightly modified

p(x) = po exp

p(x) = po exp
H r

-  T T , [ * i ( m i  -  Ai) + X 2(H2 -  M2)  + VAp]
R l

GO)
The number n is closely related to the volume V in which 
fluctuations occur. If Vm(x) is the volume occupied by one 
mole of mixture, n  is simply

n = NV/Vm(x) (11)

where N is the Avogadro number. The volume of 1 mol of 
mixture is

Vm(x) = xiVj + x2V2 + AV(x) (IV)

where Vj and V2 are the volumes of 1 mol of the pure com
ponents and AV(x) is the excess volume. All the chemical 
potentials can be evaluated by vapor pressure measure
ments.

Now only the choice of the total number of molecules n 
or the volume V remains to be determined. If the total vol
ume of the solution is considered, n is of the order of Avo- 
gadro’s number and p(x) is essentiallv equal to zero when x 
is different from x. The distribution curve is a 5 function. 
So, at the scale of the cell, i.e., for a thermodynamic mea
surement, no fluctuations appear. Indeed, all fluctuations 
which occur at a scale of a few angstroms are completely in
coherent and cancel each other when the overall solution is 
considered. The volume V cannot be chosen as the total 
volume of the solution.

However, at the scale of a few tenths of an angstrom, 
fluctuations are actually correlated. A small local perturba
tion, e.g., in concentration occurring at a given place inside 
the solution, perturbs the neighboring system to some ex
tent. The perturbation is propagated from the source to a 
given distance. A local perturbation in free energy is trans
mitted to the neighborhood in the same way. The decrease 
in the perturbation with distance must be exponential in
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some way. It is thus possible to define a characteristic cor
relation length L.

This correlation length has been introduced by Debye10 
to explain the angular dissymmetry of the critical opales
cence in liquid mixtures. At distances shorter than the 
length L , all fluctuations are correlated; at distances larger 
than L, all fluctuations are incoherent.

The solution can be conceptually split into small volume 
elements V  =  L3. Inside a given volume, fluctuations are 
correlated or “in phase”, but for molecules present in the 
characteristic volume, the remaining solution is subject to 
incoherent fluctuations which cancel out and have no effect 
on this volume. The solution is composed of an assembly of 
similar characteristic subvolumes fluctuating independent
ly. It must be emphasized that characteristic volumes are 
not localized in space, but each subvolume can be generat
ed around any point in the solution. Of course, such a split
ting of the solution is a thought experiment but it reflects 
well what actually happens at a submacroscopic level.

Thè subvolume V  =  L 3 is a characteristic of the solution 
and, at a given temperature, it cannot be chosen arbitrarily.

Another way to define this volume is to say that it repre
sents the smallest volume which possesses all the intensive 
properties of the solution. The average temperature, densi
ty, concentration, and free energy density of such a volume 
are just the same as for the overall solution. A smaller vol
ume would not have this property since some correlated 
fluctuations would have been left out.

The correlation length gives information about the struc
ture of the solution at a microscopic level. It is not a ther
modynamic quantity. It can be determined from experi
ments like light scattering or neutron scattering.

Debye introduced the correlation length,in the following 
way. Suppose that the potential energy between two mole
cules is only a function of their distance r. Let this energy 
be — £(r ). The range of molecular interaction between a 
molecule and the system is given by

l2 = / r 2e(r) dr/J^r) dr (12)
where dr is the volume element. The integration for r must 
be carried out from contact to, infinity. It is shown that the 
coherence length L  at a given temperature near the critical 
temperature T c is related to the range of molecular interac
tion l by

L (T )  = Z<r1/2 (13)
with e = (T — T c)/T c.

A similar relation has been used by Ornstein and Zer- 
nike.11 They assumed that the net pair correlation G(r) = 
g(r) — 1 takes the form

G (r ) = A (e~ * r/r) (14)

where g(r) is the radial distribution function and x the in
verse of a correlation length £.

The variation of £ with temperature is

£(T) = £0f_1/2 (15)

Except for a numerical constant equal to \/6, a dimension
al factor, £(T) can be assimilated to L (T )  and £o to 1. The 
constant V 6 comes out naturally from the theory; never
theless, this value raises some questions. Thus

L (T )  = V &  £(T) and / = V 6 £0 (16)

Application to Metal-Ammonia Solutions (MAS)

Two parameters are needed to compute the distribution

of concentrations from relation 10, the function \i = f(x ) 
and the total number of molecules inside the characteristic 
volume V.

The volume V  is supposed to be independent of concen
tration and change with temperature according to relation
13. Debye introduces the length l by taking into account 
only the pair interactions between the components. He 
ends up with a length l independent of co n cen tra tio n .

Neutron scattering experiments have been recently per
formed on the Li-ND3 system near the critical tempera
ture.7 The variation of the Ornstein-Zernike correlation 
length £(T) with temperature has been determined and £o 
is found to be equal to 4.7 Â. This makes it possible to cal
culate n  at any temperature and concentration using eq 16 
and 11.

The value of £o is supposed to be the same for Li-ND3 
and Na-NH3 systems. The two systems are sufficiently 
alike with regard to their critical phenomena so that the 
difference can be assumed to be negligible.

We are going to study the sodium-ammonia system at 
—35°C.

The variation of free energy with concentration can be 
determined from vapor pressure data.11 One of us showed12 
that the vapor pressure-concentration plot can be fitted by 
assuming that the solution is composed of free ammonia 
and solvated cations. The solvation number is close to 6 or 
7. The excess free energy can be written as

AGex =  A i2V mtpi<p2 (17)

where <pi,2 is the volume fraction, ipj =  x { V J (x \ V i  +  X2 V 2), 
V i and V 2 are the volumes of free ammonia on one side and 
the other of the solvated cation Na(NH3)„, A \2 is the coef
ficient of binary interaction, and Vm is the volume of 1 mol 
of mixture.

One analytical function for the activity vs. concentration 
is thus obtained. Relation 17 can be taken as a model for 
MAS or more simply as a semiempirical relation which en
ables us to fit vapor pressure data. Further, it also permits 
us to calculate thé critical temperature and concentration. 
The first derivative of relation 17 with respect to concen
tration gives the chemical potentials of components 1 and 
2 :

(dG/dx)r,p — A ^ V z tp i2 + R T  In X2 = ¿¿2 (18)

The second derivative gives the critical temperature

m _  2 [ ‘Plc<P2cVl
l c ~ R l x 1V l  +  x 2 V J  ( 1 9 )

where ipic, <p2c are the volume fraction at the critical point. 
The third derivative gives the critical concentration:

( V ^ V ^ - V . V ^ - V ,

V , - V,

There is a difference of less than 0.5% between the experi
mental and calculated value of the critical temperature and 
concentration.

Relation 17 is therefore a good analytical function for 
free energy in MAS in the intermediate range. The three 
derivatives of free energy needed to study the critical phe
nomena are thus in agreement with the three different ex
periments: vapor pressure, critical temperature, and criti
cal concentration.

Furthermore, the excess volume of mixing between pure 
ammonia and the solvated cation Na(NH3)„ is negligibly 
small. The excess volume A Vm is calculated from
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n i rtMi i u i i  x  --------------------
CONCENTRATION x—  j L  n1* n2

n1 + rt2
« „  , .. .. . .. .. . „  Figure 2. The same as Figure 1, but x2 =  0.0405.

Figure 1. Concentration distribution around the mean concentration
x2 =  0.022 for a sodium-ammonia system at —35°C.

Vm ~ x i V i  + X2V2 + A V m -  x j V i  + X2V2 (21)

Vi, V 2 being the partial molar volumes and Vi, V 2 the vol
umes of pure components.

In MAS the ratio

AVm * !( V i -  V i) +  x 2(V 2 -  V 2) 
vm X 1 V 1 +  X 2 V 2

is always smaller than 2 X 10-3. The pressure work in rela
tion 9 and excess volume in relation IT can be neglected.

D istr ib u tion  o f  C on cen tra tion s. From relation 10 it is 
now possible to compute p ( x )  for each average concentra
tion. The curves are skewed Gaussian, and the most proba
ble concentration may differ slightly from the average con
centration x. Some distribution functions are given in Fig
ures 1-3. '

It is interesting to note that the distribution curve calcu
lated at the critical concentration x c is broader than any 
other one. It corresponds to the minimum slope of the ac
tivity-concentration plot. Distribution curves are skewed 
on the right for concentration lower than critical concen
tration, and they are skewed on the left for concentrations 
larger than x c.

T em p era tu re  E ffe c t . We are more interested in evaluat
ing the temperature effect in terms of a power law in T  or 
T  — T c rather than studying the exact variation of the dis
tributions with temperature. Considering the less precise 
relation 5, the square of the standard deviation (or the 
square of the half width of the distribution curve) is given 
by

The temperature effect on the standard deviation will 
give the variation of the width of the distribution curve 
with temperature.

The characteristic length L ( T ) is a function of c~1/2; n is 
thus a function of t~3/2. Derivation of relation 18 gives

R T 2 A 12V 12V 22x 1 _ R  
(*iVi + x 2V 2)3 x 2

(23)

because

Y  _ 2 <Hc<P2cF i V2A12 
R Xic V i + x 2cV 2

•03 .04 .05 .06 .07 .08

CONCENTRATION x .  "7
nl * " 2

Figure 3. The same as Figure 1, but x2 =  0.0575.

Application to (22) gives

a2 =  f(T -  Tc) = k (T  -  T c) l/2T  (24)

and the standard deviation varies as (T  — T C) 1/4T 1/2.
There are two different scales of temperature, T  and T  -  

T c. Close to Tc, T  can be considered as a constant, and the 
width of the distribution curve varies slowly with tempera
ture according to the \  power of T  -  T c. Far from T c, the 
T1/2 contribution becomes larger than the (T  — Tc)1/4 con
tribution, and normal thermal fluctuations become more 
important than critical fluctuations.

Above, T  = % T C, the term T  -  Tc does not play a large 
role any more. At this temperature the derivative of the 
variance a(cr2)/aT will show a minimum.

Discussion

Local concentration fluctuations in MAS can be studied 
from two experimental quantities, one purely thermody
namic, the other structural. Free energy as a function of 
concentration is determined from vapor pressure data, and 
the correlation length is obtained from neutron scattering.

The distribution curves are skewed Gaussian. The mo
ment of skewness arises from the asymmetry of the activ-
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Figure 4. The calculated ESR line width of sodium-ammonia solu
tions at —35°C are compared with experimental data.14 .

ity-concentration function. In a critical region, concentra
tion fluctuations are very important, and it is no more suf
ficient to use the second moment of free energy.

The knowledge of the distribution curves can help to in
terpret different properties of MAS in the intermediate 
range, if these properties depend on the local order.

Static or mechanical properties seem to lend themselves 
to easier interpretation. Let us suppose that a theoretical 
function f(jc) can be derived for a physical property of a hy
pothetical MAS free from critical fluctuations. In the real 
fluctuating system, this property is changed into F(x) 
which can be derived from the relation

C  p(x)f(x) dx 
J o

F(x) = ----------- -----------  (25)

The function f(x) can present any kind of particularity. In 
many cases it is supposed to have a sharp transition at a 
given concentration xc. In the simplest case f(x) will be a 
step function centered on xc with f  \ = f(x) for x <xc and { 2  

=  f(x) for x< xc. Relation 25 can be simplified as

or as

F(x) =  f\ +  (A2/A )(/2 — f\) (27)

where A 2 is the area under the distribution curve for xc < x 
< 1, and A  is the total area under the curve.

The ESR line width seems to be one of the properties 
which are more likely to have a step function behavior in a 
system free of fluctuations. Indeed, it is a constant in dilute 
solutions, and it varies slowly in concentrated solutions. It 
can be seen from Figure 4 that the experimental and calcu

lated values are in good agreement. However, in the region 
above x = 0.05, the agreement is not so good, and this can 
be explained from the fact that a constant value has been 
chosen for concentrated solutions. Nevertheless, the two 
slopes are slightly different even in more dilute solutions. 
The two curves are found to fit perfectly on decreasing the 
correlation length by 10 to 15%. Other properties, like the 
paramagnetic susceptibility, can be interpreted in the same 
way.

It is less easy to use the results for interpreting transport 
properties. Landauer13 showed that neither the conductivi
ty nor the resistivity can be added up in a microscopically 
nonhomogeneous medium. He developed the effective me
dium theory (EMT) which gives good results for some al
loys.

In the simplest model, two conducting states are sup
posed to exist in MAS, one for dilute solutions and the 
other for concentrated solutions. At a critical concentra
tion, the nonmetal-metal transition occurs. EMT can be 
applied instead of relation 26. The results are not very dif
ferent from those obtained by Jortner and Cohen6 with 
their model. It comes from the fact that the ratio A 2/A 
gives a concentration scale not very different from that em
ployed by^Jortner and Coherv Yet it remains that the two 
models imply very different physical pictures.

However, it does not seem right to suppose that the value 
of conductivity remains constant in the dilute as well as in 
the concentrated solutions of a system free from fluctua
tions. Indeed, at temperatures and concentrations far re
moved from the critical point, the conductivity varies very 
rapidly at all concentrations. Hence the ajiove application 
of EMT appears to be an oversimplification difficult to jus
tify.

Nevertheless, it is possible to use EMT generalized to n 
conducting states. The distributions curves can be split 
into a large number of intervals Ax. The area under the 
curve for one interval Ax would be

J-» *  +  ( A * /2 )

p ( x )  dx (28)
x - ( A x / 2 )

and

%  =
A, (Ax) X.xi+Ax

p(x) dx
(29)

where y , is the fraction of the solution at concentration x,- 
±  Ax/2 or simply x, if Ax is small. A conductivity can be 
attributed to each concentration x,.

For two states of conductivity <ri, a% the conductivity of 
the solution must follow the relation

y  1
a i  — a <¡2 — 0------------h y  0 ----------

(J 1  +  2ff <T2 +  2cr

The extension to n states is quite direct

£  37(<n -  â )  

i  = 1 a ;  +  2 ä
=  0

(30)

(31)

Only one a will satisfy (31).
In conclusion we may say that if a good theory can be de

rived for transport properties in MAS free from fluctua
tions, our treatment for fluctuations would permit one to 
interpret data in the intermediate range of concentration.
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We want to emphasize the difference existing between 
the treatment of fluctuations itself, which is very close to 
experiment, and the application of this treatment to inter
pret physical properties, which requires a model for each 
property in an hypothetical MAS free from fluctuations.
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Photoelectron spectroscopic methods with variable photon energy («5.2 to 10 eV), which were developed in 
this laboratory, are applied to solutions of various photoionizable substances. A recently developed photo- 
electron spectrometer with continuous renewal of solution is briefly described. Experimental data include 
the quantum yield (per incident photon) for photoelectron emission sis a function of photon energy and en
ergy distribution curves (EDC) of emitted electrons at given photon energies over the full photon energy 
range. Photoionization cross sections are obtained by the method of EDC superposition as a function of 
photon energy. The photoionization spectra thus obtained are discussed, and mechanisms of photoioniza
tion are established: direct bound-continuum transitions and autoionization of bound excited states. The 
following systems are examined: lithium ferrocyanide in glycol, lithium iodide in tetraglyme, ferrocene in 
tetraglyme. The transfer of kinetic energy from quasi-free electrons (generated by optical excitation in the 
liquid phase) to the liquid medium is briefly treated. It is shown that the average loss of kinetic energy per 
scattering event in the liquid is constant and independent of kinetic energy. The present approach to the 
determination of photoionization spectra of solutions (and also pure liquids) is, to the writers’ knowledge, 
the only one of general scope that is available at the present.

Introduction
It was shown in recent work from this laboratory1̂ 5 that 

the photoionization (PI) spectra6 of pure liquids and solu
tions can be determined by photoelectron spectroscopy 
with variable photon energy. Basic experimental data thus 
obtained consist of (i) the photoelectron emission (PEE) 
quantum yield (per incident photon) as a function of pho
ton energy; (ii) the derivative of the photocurrent (at a 
given photon energy), with respect to the retarding poten
tial, as a function of retarding potential. The energy distri
bution curves (EDC), obtained under (ii), display the dis
tribution of electrons emitted into vacuum as a function of 
their kinetic energy. PI spectra, that is, plots of PI cross 
section (in arbitrary units) against photon energy, are ob
tained by the method of EDC superposition.1 A fairly de
tailed review of principles, methodology, and applications 
will be available soon.5

Initial applications, reviewed in ref 5, were made in the 
visible and ultraviolet ranges (anthracene monovalent 
anion radical,1 solvated electrons,3 sodium anion3). The

feasibility of extension to the vacuum ultraviolet range was 
recently demonstrated with relatively simple equipment.4 
Methodology and instrumentation in this range have now 
been developed to a high degree,7 and the number of poten
tial applications is much greater than in the visible and ul
traviolet ranges. Applications to three systems are present
ed here for photon energies up to 10 eV. Preliminary re
sults on energy transfer between quasi-free electrons and 
the liquid medium are also given and discussed.

Experimental Section

Experimental requirements for the determination of 
PEE quantum yields and EDC’s with a liquid emitting sur
face are analyzed in detail in ref 1 and 5. The new photo
electron spectrometer, used in this work, will be described 
and discussed elsewhere.7 Only a few essential points will 
be mentioned here.

The most significant novel feature of the instrument is a 
rotating disk target (diameter, 9 cm; thickness, 0.4 cm) 
whose axis of rotation (72 rpm.) is horizontal. The lower
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Figure 1. Quantum yield (expressed per incident photon) against 
photon energy for glycol and 0 .2  M lithium ferrocyanlde in glycol at 
—6 °C (vapor pressure, 4 /¿).

WAV EL E NGTHinml

Figure 3. Quantum yield against photon energy for tetraglyme and 
0.2 M ferrocene in tetraglyme at 6.5°C (vapor pressure, 0.3 /i).
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Figure 2. Quantum yield against photon energy for tetraglyme and 
0.4 M lithium iodide in tetraglyme at 6.5°C (vapor pressure, 0.3 n).

edge of the disk is immersed to a depth of «0.8 cm in the 
liquid or solution being studied. The latter is contained in a 
glass trough jacketed for a circulating coolant (to lower the 
vapor pressure). The liquid film on the upper edge of the 
disk is irradiated, and emitted electrons are collected on a 
cylindrical electrode made of metallic screen. The adjust
able retarding potential is applied between the liquid or so
lution and the collector electrode. Provisions are made 
(slits, etc.) to minimize the evaporation of the liquid. The 
vacuum-tight assembly is bolted to the base plate of a 30- 
in. high bell jar which is evacuated continuously. Moreover, 
the collector electrode is surmounted by a copper plate (di
ameter, 36 cm) with circulating liquid nitrogen to increase, 
by very efficient cryogenic pumping, the pumping speed 
above the upper edge of the rotating disk. Cryogenic pump
ing is essential as it results in the establishment of a very 
steep gradient of pressure in the gas phase near the surface 
of the emitting liquid surface. In this way, the distortion of 
EDO’s resulting from inelastic electron-gas molecule colli
sions is rendered negligible under correct experimental 
conditions.1

The rotating disk provides continuous renewal of the liq
uid emitting surface. This renewal is essential for the fol
lowing reasons: (i) to minimize the enrichment in solute 
and the possible formation of a solid crust as a result of in
tense solvent evaporation (in the study of solutions); (ii) to '

prevent freezing of the liquid because of evaporation; (iii) 
to prevent accumulation of the products of possible photo
chemical reactions. The rotating disk is much more conve
nient to use and more suited to experiments in the vacuum 
ultraviolet range than the overflow system utilized in previ
ous work.1’3’8

The light source in this work was a McPherson mono
chromator, Model 218, equipped either with a filament- 
type Hinteregger hydrogen lamp or a 250-W mercury lamp. 
Special attention was paid to the problems posed by stray 
light and calibration of the photon flux. Details on the per
formance of the instrument are given in ref 7. Suffice it to 
say that measurements can now be performed quite rou
tinely and reliably up to 9 to 10 eV.

Solvents were purified by vacuum distillation. A small 
amount (^lO-4 M) of lithium chloride was added in all 
cases, except for ferrocyanide and iodide, to achieve electri
cal conductivity of the liquid phase. Contribution to PEE 
by chloride was negligible under the prevailing experimen
tal conditions.

Absorption spectra were obtained with a Cary 15 spec
trometer (flushed with nitrogen) with 0.01- or 0.001-cm Su- 
prasil cells.

Quantum Yield and Energy Distribution Curves

Quantum Yields. Quantum yields, expressed as the 
number of emitted electrons per incident photon, are plot
ted on a logarithmic scale against photon energy in Figures
1-3 for the solutes and solvents studied here. These curves 
will be discussed below in conjunction with the correspond
ing PI spectra, and only the following points are noted now.

(i) Quantum yields extend over a wide range, i.e., more 
than 3 to 4 decades.

(ii) Quantum yields for the solute are low (;S10-3 elec
tron emitted per incident photon). This is to be expected 
for PEE by solutions for the following reasons. Electrons 
that are emitted originate from a layer of solution adjacent 
to the liquid-vacuum interface.5 The thickness of this 
emission layer is, on the average, of the order of magnitude 
of the range of quasi-free electrons at the photon energy 
being used. The incident photon flux is hardly attenuated 
over the depth of solution corresponding to the range of 
quasi-free electrons, and consequently the quantum yield 
per incident photon is very low for the solute. Most quasi- 
free electrons generated by optical excitation of the solute
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Figure 4. Energy distribution curves at photon energy of 8.9 eV for 
0.2 M lithium ferrocyanide in glycol (curve A) and glycol (curve B) at 
—6 °C (vapor pressure, 4 fi). Y, quantum yield; T, kinetic energy of 
electrons emitted Into vacuum.

are not emitted into vacuum but are solvated and ultimate
ly lost in the liquid by scavenging or geminate recombina
tion. At sufficiently high photon energies, the quantum 
yield for the solvent is higher than for the solute by a factor 
corresponding very roughly to the mole fractions of solvent 
and solute. This rule of thumb is very crude because the PI 
cross sections for the solvent and solute are not the same 
and, in fact, can be quite different.

(iii) The contribution of the solvent to PEE is quite neg
ligible over a range of 1-2 eV. Actually, we shall see in the 
next section that discrimination between PEE by the sol
vent and the solute extends further toward higher photon 
energies than one would surmise from the quantum yield 
curves of Figures 1-3.

Energy Distribution Curves. EDC’s plotted in Figure 4 
have the usual expected shape for PEE by a liquid or solu
tion.1’2’5 The zero of kinetic energy of the electrons emitted 
into vacuum was set in Figure 4, by convention, at the in
flection point of the ascending segment of the EDC’s.15 
This assignment of zero kinetic energy is somewhat arbi
trary, but it does not affect the interpretation whatsoever. 
The EDC of the solution is much richer in emitted elec
trons of high kinetic energy than the EDC of the pure sol
vent. This is the case because PI by the solvent requires 
higher photon energies than PI by the solution (quantum 
yield curves in Figure 1). Since PI spectra are obtained 
from the high-energy tail of EDC’s, as shown below, PI 
cross sections of the solute can be determined even when 
PEE by the solvent makes a major contribution to the total 
PEE, as in the case in Figure 4 (see quantum yield at 8.9 eV 
in Figure 1). This circumstance is most fortunate in ex
tending the range of photon energies that can be covered 
for given solvent and solute. Reading of EDC’s is rendered 
easier by the use of a logarithmic amplifier in the recording 
of the ordinates of EDC’s.

Method of EDC Superposition PI spectra are obtained 
by the method of EDC superposition, the theory of which is 
fully developed in ref 1. The principle of the method is as 
follows.

Consider two EDC’s for a given system measured at two 
different photon energies and plotted with logarithmic 
scale of ordinates. The EDC measured at the lower photon 
energy is shifted toward higher kinetic energies along the 
abscissa axis by an increment equal, in absolute value, to 
the difference in the photon energies at which the two

Figure 5. Superimposed EDC’s for 0.2 M lithium ferrocyanide in gly
col at —6 °C, plotted with a logarithmic scale of ordinates. Photon 
energy marked in electron volts on each curve. EDO's were normal
ized to EDC at 10 eV. Y and T defined In caption to Figure 4; E, pho
ton energy; k, proportionality factor in normalization. The zero of the 
abscissa was set arbitrarily at the tip of the EDC obtained at 10 eV. 
The logarithmic scale of ordinates is within an arbitrary constant.

EDC’s were obtained. The shifted EDC is move*d vertically 
until its high-energy region overlaps to the greatest feasible 
extent with the high-energy region of the unshifted EDC. 
At any given kinetic energy in the superposition range, the 
ratio of the ordinates of the two EDC’s is independent of 
kinetic energy. This ratio, after normalization for the pho
ton fluxes, is equal to the ratio of the PI cross sections at 
the two photon energies. The analysis is repeated for a se
ries of EDC’s at different photon energies, and the corre
sponding PI cross sections are obtained (in arbitrary units) 
as a function of photon energy.

This method of analysis was applied to all systems stud
ied in this paper, and an example is given in Figure 5 for 
lithium ferrocyanide. The superposition in Figure 5 is quite 
remarkable and extends over a range of kinetic energies of 
more than 2 eV at the high photon energies. The standard 
deviation for superposition was typically «8%. The step
wise appearance of the EDC’s of Figure 5 (plotted with log
arithmic scale of ordinates) is due to PEE by two sub
stances, namely lithium ferrocyanide and glycol. The EDC 
for the pure solvent does not exhibit any step (see section 
on Energy Transfer below).

The method of EDC superposition rests only on very 
general arguments1 and does not presuppose any detailed 
model for the PEE process. Its validity was verified in ref 1 
by comparison of the PI spectrum, obtained by this meth
od, with the PI spectrum surmised from totally indepen
dent evidence. This comparison was made for anthracene 
monovalent anion radical. Further evidence of the validity 
of the method is given below (in particular for ferrocene).

Photoionization Spectra

The PI spectra presented and discussed below pertain to 
PI in the liquid, that is, the process(es) involving the pro
duction of quasi-free electrons in the liquid phase upon ir
radiation. Thus, PEE into vacuum is measured in this ap
proach, but the method of EDC superposition yields the 
spectrum for PI in the liquid phase. This point is discussed 
in detail in ref 1.

Mechanisms of PI will be suggested in this section, but 
the spectroscopy of each substance will not be examined in
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Figure 6. Photoionization cross  section against photon energy for 
lithium ferrocyanide for the conditions o f Figure 1.

detail. The present results are intended to show what infor
mation can be obtained rather than to constitute a fairly 
complete study. More complete treatment of data for these 
and other systems is reserved for future work now being 
planned.

Lithium Ferrocyanide. The PI spectrum of lithium fer
rocyanide in glycol (Figure 6) exhibits two bands with max
ima at “ 5.8 and 7.2 eV, respectively. Scattering of data/or 
the band at “ 5.8 eV is pronounced because, of the low in
tensity of the light source in this spectral range and the low 
quantum yields. Experimental conditions were more favor
able, from this point of view, for the band at 7.2 eV. There 
is some indication of a third weak band at «8.6 eV, but this 
conclusion is very tentative. Cross sections above 8.8 eV are 
definitely uncertain because of the unfavorable spectral 
characteristic of the hydrogen lamp.

The PI spectrum of Figure 6 differs markedly from the 
quantum yield spectral response of Figure 1 for the fol
lowing reasons. The quantum yield is determined to a first 
approximation by the product of the PI cross section and 
the range of quasi-free electrons generated in the liquid by 
optical excitation.5 Matters are further complicated in the 
threshold region by the solution-vacuum interfacial bar
rier, but this complication need not be introduced here. 
The range of quasi-free electrons produced by a given PI' 
process increases with photon energy because of the con
comitant increase in kinetic energy available for transfer to 
the solvent. Consequently, the effect of the decrease in PI 
cross section on the quantum yield beyond each maximum 
in Figure 6 (toward higher photon energies) is minimized or 
eliminated in Figure 1 as a result of the increase in the 
range of quasi-free electrons. Further details on this matter 
are given in ref 5 and previous papers listed in ref 1.

The PI spectrum of Figure 6 has the appearance of the 
absorption spectrum of a solution. Thus, the two bands ap
pear quite symmetrical, and their width at half-intensity is 
of the order of 0.6 eV. In fact, the 5.8 eV PI band matches 
fairly well a corresponding band in the absorption spec
trum of lithium ferrocyanide in glycol. This observation 
was already noted in a preliminary study of ferrocyanide in 
glycerol with less elaborate equipment.4 Superposition of 
PI and absorption bands strongly suggests1-9 a mechanism 
of PI via autoionization of an excited bound state. In addi
tion, there is a low background due to PI by direct transi

WAVELENGTH ( nml

Figure 7. Sam e curve as Figure 6 for lithium iodide for the conditions 
o f Figure 2.

tion into the continuum. Autoionization can also be in
voked for the 7.2 eV PI band. The symmetric shape of this 
band rules out significant PI for this band by direct bound- 
continuum transitions. A markedly asymmetric band with 
drawn-out tail would he expected5-10, for this type of transi
tion (sèé lithium iodide below). * ‘

Direct observation of the 7.2-eV absorption band by ab
sorption or reflectance spectroscopy would, bë difficult be
cause of strong absorption by the solvent. This difficulty is 
avoided in PEE spectroscopy because the emission layer in 
the liquid (see section on Quantum Yields) is much thinner 
than the layer corresponding to major attenuation of the 
incident photon flux, even in the case of strong solvent ab
sorption. Thus, the present approach may pro*» useful in 
determining absorption bands in the vacuum*tiltraviolet 

. range when more conventional methods fail or are very dif
ficult to apply. This method foT obtaining, absorption 
bands is valid, of course, only when PI occurs almost solely 
via autoionization of excited bound states. In other .words, 
the cross section for direct bound-continuum transition, at 
a given photon energy, must be quite negligible in compari
son with the cross section for autoionization. If this'Cbndi- 
tion is not met,, th.e band shape may be too'distorted to 
allow reasonable identification of the PI spectrum with the 
absorption spectrum. Finally, it is noted that the resolution 
in PEE spectroscopy is somewhat lower than kriaBsorption 

. spectroscopy. This is the case primarily because much 
higher photon fluxes are needed in the present method 
than in absorption or reflectance spectroscopy.

Lithium Iodide. The PI spectrum of lithium iodide in 
tetraglyme (Figure 7) has a maximum at «6.2 eV and a 
highly asymmetric tail. The curve of Figure 7 is quite dif
ferent from the quantum yield curve of Figure 2, which 
rises gradually even when the contribution to PEE by the 
solvent is quite negligible. This difference between Figures 
2 and 7 arises from the increase in the range of quasi-free 
electrons with increasing photon energy, as was explained 
for lithium ferrocyanide. The shape of the PI band in Fig
ure 7 is quite similar to that for PI of solvated electrons3 
and suggests PI via bound-continuum transitions.

The uv absorption spectrum of Lil in tetraglyme exhibits 
the usual doublet at 5.37 and 6.35 eV. Our results, however, 
indicate that the process leading to photoelectron emission 
into vacuum should be identified with the higher energy 
absorption band only. This band, after subtraction of the
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Figure 8. Same curve as Figure 6  for ferrocene for the conditions of 
Figure 3.

contribution of the first band (assumed symmetrical), 
matphes quite well thqr corresponding part of the PI cross 
section of Figure 7, .Similar results were reported in a work 
on the photoproduction of solvated electrons by l ^ ” .11 Ac
cording to the authors of ref 11, the energy required for es
cape of an electrenf frpm the solvent cavity can be more eas
ily supplied by optical excitation within the higher photoh 
energy band. Moreover, the absence of any steps on the ex
perimental. EDC’s of Lil in tetragiyme indicâtés ‘that only 
one process results in emission into vacuum., •

In contrast, the photoelectron spectra of iodides in the 
gas phase exhibit two bands separated by Ca.' 1 eV,12 corre
sponding to fhe spin orbit splitting.

FerrocÉie.  ̂This substànce yielded .a PI band (Figure .8). 
which isjpiite symmetric and has the shape of an absorp- 
tion baiiw’TJhe corresponding absorption band of ferrocene 
in. tetj^^M e (measured up to «=6.5 eV) indeed matches" 
the FMiand very wrell, and this matching very strongly 
sugggglf^. via autajqnization of excited bound states. T he, 
low backgroundabovp 7 eV in Figure 8 probably corre-- 
spondslto a small contribution-to PI by direct bound-con- 
tinnum transitions,.This substance and others of the same 
typefippearto be excellent candidates for further system- , 
atic study o f  their PI spectroscopy.

The excellent agreement between the PI band of Figure 
8 and the absorption band, as far as the latter could be ' 
measured 0S6.5 eV), confirms our previous observations 
that the present method indeed yields correct PI spectral 
response curves.

Energy Transfer between Quasi-Free Electrons and 
the Liquid Medium

Superposition of EDC’s requires, according to the analy
sis of ref 1, that the average loss of kinetic energy by quasi- 
free electrons for any given net displacement in the liquid 
be independent of kinetic energy. This conclusion is based 
on the very general arguments of ref 1 and does not imply 
any detailed model for PEE by pure liquids or solutions. 
The foregoing implication can be stated in greater detail by 
application of the random walk theory of EDC’s in ref 2. 
EDC superposition then implies that the average loss of ki
netic energy by quasi-free electrons per scattering event is 
constant and independent of kinetic energy. This conclu
sion is at variance with the classical result, according to 
which the rate of loss of energy per unit of length along the

Figure 9. Superimposed EDC’s for tetragiyme at 6.5°C (vapor pres
sure, 0.3 fi), plotted with a logarithmic scale of ordinates. Same 
notations as in Figure 5.

tortuous path of the random walk is inversely proportional 
to the square of the kinetic energy of quasi-free electrons.

The EDC’s of Figure 9 are in agreement, in their range of 
.superposition, with the EDC’s calculated from the theory 

of ref 2. This analysis involves two assumptions: the rela
tionship for energy transfer, mentioned above, and a 
Gaussian distribution of quasi-free electrons according to 
their kinetic energy upon generation.
• EDC .superposition is an experimental fact which is ob

served oëer a wide range of kinetic energy (»2  eV in Figure
9). EDC’s are superposable only within experimental er
rors, but .except for this obvious limitation, EDC superposi
tion séëms quite general. It was observed for all the liquids 
Studied here and in previous work (hexamethylphosphoric 
triamide, glycerol, glyCol, and tetragiyme). The present re
sult is only preliminary, but it suggests some interesting 
possibilities: comparison of liquids with markedly different 
vibrational spectra, for instance. The range of energy losses 
could be extended to 1 0  13 eV by using rare-gas lamps 
(without monochromator and mirrors!) and a few fixed 
wavelengths. Iridèëd, the adjustment of photon energy by 
narrow increments, which is essential in obtaining reliable 
PI spectra, is not needed in energy transfer studies.

-Potentialities and Limitations
, i

Results reported here demonstrate the feasibility of ob
taining the PI Spectra of a wide variety of substances, ei
ther as pure liquids or in solutions in appropriate solvents. 
The PI spectroscopy of liquids and solutions seems ripe for 
systematic development. This was not the case up to now 
because PI spectra could be obtained by other methods 
(photoconductivity, electron spin resonance, production of 
solvated electrons, etc.) only under special favorable cir
cumstances. The approach followed here is much more gen
eral and is applicable even when there is strong optical ab
sorption or even PEE by the solvent (in the study of solu
tions). Moreover, the rotating disk target developed for this 
work7 should prove useful in photoelectron spectroscopy at 
fixed photon energy (e.g., He-I, ESCA).

Further work on the PI spectroscopy of liquids and solu
tions should prove of interest for a variety of reasons: ener
gy levels in liquids, ionization potentials, correlation with 
PI spectra for gases and solids, solvent effects, PI mecha
nisms, photochemistry at high photon energies, theoretical 
calculations of PI cross sections, etc.
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One limitation inherent to the method must be men
tioned. The vapor pressure of the liquid or the solution 
should not exceed the upper limit beyond which EDO’s are 
markedly distorted by inelastic collisions between electron 
and molecules of the liquid in the gas phase. Methods for 
increasing this limit by efficient pumping are discussed in 
ref 1, and the maximum allowable pressure was estimated 
in that paper. The matter should be settled experimentally 
with the equipment being used because estimates are based 
on simplified models. We set this limit at 0.1 Torr for the 
equilibrium vapor pressure of the liquid with present 
equipment, but this value is tentative. Solvents used in this 
work had much lower vapor pressures (<4 p) than this 
upper limit. Cooling of the liquid near its freezing point 
should help, of course, but some pure liquids undoubtedly 
will have to be excluded.

There is a second possible limitation which, however, has 
not been encountered thus far. It arises from the sign and 
value V0 of the ground-state energy of quasi-free electrons 
in the liquid. V0 is expressed with reference to the vacuum 
level of electrons taken as zero. A negative value of Vo indi
cates a positive affinity of the liquid for quasi-free elec
trons and vice versa. Values of Vo, or even its sign, are not 
known for liquids except for liquid rare gases. If V0 is posi
tive, it does not introduce any limitation on the determina
tion of PI spectra by the present method. However, if Vo is 
negative and quite large in absolute value (>1 eV), the PI 
spectrum may be truncated at the lower photon energies. 
Thus, PI may indeed occur in the liquid, but most quasi- 
free electrons generated by optical excitation do not have 
sufficient kinetic energy to overcome the barrier corre
sponding to Vo. This difficulty would be enhanced by a 
strong adverse surface potential arising from a layer of ori
ented dipoles at the liquid-vacuum interface. Significant 
PEE would then be observed only at sufficiently high pho
ton energies, e.g., in the tail of the PI band.
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Discussion
J. JORTNER. In the spectral region where the solvent absorbs di

rectly, electronic energy transfer from the solvent to the solute can 
take place resulting in photoionization of the solute. This effect 
will distort the solute photoionization line shapes at high energies. 
As solvent-solute energy transfer can occur on a fast 10-I2-10-l:l 
sec time scale (at appropriate solute concentrations), it can com
pete with intramolecular indirect decay processes of the solvent 
molecules, such as predissociation or internal conversion. A de
tailed study of these effects will lead to valuable information con 
cerning intramolecular dynamics.

P. DELAHAY. This indeed would be interesting, but it remains 
to be seen whether we can study the effect by our approach. The 
problem is as follows.

In the EDC superposition method we select the region of high 
kinetic energy where the contribution by the solute is overwhelm
ingly predominant in comparison with that of the solute. Now, en
ergy transfer from an excited state of the solvent to an excited 
state of the solute would have to occur with small energy losses (by 
relaxation of the excited state of the solvent) to cause photoioniza
tion of the solute with production of quasi-free electrons with suf
ficient kinetic energy to be “picked up” in EDC superposition. If 
this is not the case, the effect of this type of energy transfer would 
not be seen to any significant extent in our photoionization spec
tra. So far, our spectra for photoionization via autoionization do 
not show any significant distortion. This problem is certainly in
teresting, and we are well aware of it.

R. CATTERALL. There is a supposed similarity of the ground 
state of esoiv~ and the first excited state of Isoiv_. The analogy 
seems to be supported by the form of the photoionization peak?

P. De l a h a y . Both photoionization spectra for solvated elec
trons in hexamethylphosphoric triamide (HMPA) and iodide in 
tetraglyme indicate that a particle in a box gives'a fairly good but 
crude model. That is, the coulombic tail seems rather minor. The 
range of photon energies, however, are very different. In fact, Sy
mons proposed a square well model for iodide ca. 1960.

M. Sil v e r . Can photoemission give V0 if it is negative?

P. De l a h a y . The method of EDC superposition gives the pho
toionization spectrum for the internal photoelectric effect, that is, 
for emission of quasi-free electrons into the liquid. Thus, we elimi
nate the problem of Vo and cannot determine To by this approach. 
The fact that Vo is eliminated is clearly demonstrated by the iden
tity (position and width of bands) of the absorption band with the 
band for photoionization via autoionization. There is, however, a 
way of determining Vo by comparing the quantum yield spectral 
response curve for photoconductivity (of a neutral species!) with 
the quantum yield spectral response curve for photoelectron emis
sion into vacuum. Such a comparison, however, should be done 
very carefully because the quantum yield for the external photoef
fect is complicated by the range problem. Moreover, the result for 
Vo should be corrected for the surface potential which is generally 
unknown. Thus, only large negative Vo’s (say >0.5 V in absolute 
value) seem accessible from such a comparison. This would already 
be interesting! The question of Vo is further discussed in our paper 
published with the records of this conference.
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Continuous Registration of Optical Absorption Spectra 
of Periodically Produced Solvated Electrons

P. Krebs

Institut für Physikalische Chemie und Elektrochemie, Universität Karlsruhe, Karlsruhe, Germany (Received August 1, 1975)

Absorption spectra of unstable intermediates, such as sol
vated electrons, were usually taken point by point, record
ing the time-dependent light absorption after their produc
tion by a flash.

The experimental arrangement for continuous recording 
of the spectra consists of a conventional one beam spectral 
photometer with a stabilized white light source, a mono
chromator, and a light detector. The sample is located in 
the light beam of the photometer, the wavelength of which 
can be varied continuously. The dc signal of the light detec
tor after amplification is fed into a servo mechanism ad
justing the spectrometer slit to constant light detector out
put, thus compensating for the wavelength dependence of 
the light intensity, of the transmission of the monochroma
tor and the sample, and of the sensitivity of the detector.

By periodic production of light absorbing intermediates 
such as solvated electrons, e.g., by ac uv light, a small ac

signal is modulated on the light detector output which after 
amplification can be continuously recorded as a function of 
wavelength. Sensitivity of the arrangement can be im
proved by further amplification with a lock-in amplifier, 
which is locked to the frequency of the ac light source. 
Especially this method allows the detection of absorption 
spectra when disturbances from the outside provide a sig- 
nal-to-noise ratio smaller than 1. In this way the spectra of 
concentrations as low as 10~n M solvated electrons (life
time «  1 msec) in water-ammonia mixtures can be ob
tained, using a 200-W high-pressure mercury lamp 
chopped with a frequency of 10-1600 Hz.

The technique also can be applied in combination with 
other methods of periodic production of solvated electrons, 
such as flash photolysis, pulse radiolysis, ac electrolysis, 
etc.

Absorption Spectra of Excess Electrons in Alkali Halide Salt Melts

W. Schmitt and U. Schindewolf*

Institut fur Physikalische Chemie und Elektrochemie, Universität Karlsruhe, Karlsruhe, Germany (Received September 8, 1975)

The absorption spectra of excess electrons in melts of al
kali halide salts have been determined by a technique de
scribed in principal by Krebs. Instead of periodic uv-in- 
duced photoionization the electrons were produced period
ically by ac electrolysis on the surface of a platinum elec
trode. The wavelength \max of maximum absorption of dif
ferent salts and salt mixtures taken in the temperature in- 
tervall between 600 and 900°C is in the range between 700 
and 1150 nm. The relative half-width of the spectra (half- 
width/peak position) is almost 1.

For excess electrons in solid salts (F-centers) a quadratic 
relation between Amax and the lattice parameter d (Amax ~  
d‘2; as for an electron in a box) was given by Mollwo; d cal
culated from molecular weight and the density of the solids 
is a measure of the radius of the anion vacancy (cavity) oc
cupied by the electrons. In the salt melts also the quadratic 
relationship is obtained, however, with a wider spread of 
data and with a steeper slope than for solids. To squeeze 
data for solids and melts on a single curve, it has to be as
sumed that the cavity radius of the electrons in melts is 
about 15-18% larger than deduced from its “ lattice param

eter” . This is conceivable because in the melted state with 
its mobile particles the electron could expand the cavity 
(just as in ammonia) which is impossible in the rigid struc
ture of the solid crystal. The large relative half-width of the 
spectra in the melts (»1  as compared to «0.2 in the solids) 
hints of a wider distribution of cavity radius than in the 
solids.

Discussion
A. K. PlKAEV. I would mention that we have measured the opti

cal absorption spectra of es~ in molten alkaline halide compounds 
by the pulse radiolysis method and have obtained the same results 
on these spectra. Our data were published in Radiat. Eff., 22, 71 
(1974).

G. R. Fr e e m a n . If you use the random-close-packed formula to 
estimate the volume of the molecule, the estimated radius of the 
cavity will increase.

J. JORTNER. Your correction for the Ivey law for molten alkali 
halides is sensible. The relation d = (M/pNc)'/3 has to be modified 
to account for the packing in the molten salt which will result in an 
increase of d.
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U. SCHINDEW OLF. Yes; but of course it needs more corrections 
because, e.g., the effect of temperature is much larger than the 
thermal expansion would indicate. Our CNOE corrections are only 
the zeroth order approximation.

J. BELLONI. How were the solvated electrons formed?

P. KREBS. The solvated electrons were formed by uv photolysis 
of added methyl alcohol and potassium hydroxide which also act 
as scavengers for unwanted reactive photolysis products. So we ac
tually made use of the efficient technique introduced by Mme. 
Belloni some years ago.

M. J. Sienko . It would be interesting to look at +2 salts and 
find structure in the liquid.

U . SCHINDEW OLF. So far we studied only alkali metal halides. 
Nitrites, nitrates, sulfates, and others are being reduced at the 
cathode, so no electrons are injected. Studies with alkali earth salts 
will be taken up.

Discussion on paper by J. B. Weinstein and R. F. Firestone, J. 
Phys. Chem., 79, 1322 (1975).

M. SILVER. Your conclusion regarding the effect of preexisting 
sites and the correlation is not surprising. When one considers so 
simple a system as helium fluid, near where the localized electronic 
state as a function of density is becoming stable, the mobility of 
the electron is completely determined by preexisting density fluc
tuations. In this critical region, the mobility due to these preexist
ing “traps” can drop to 1/10 to 1/100 with only a small change in

R. HOLROYD. Your suggestion of reaction of the electron with 
preexisting aggregate rather than by reaction with an alcohol mo
nomer, followed by aggregation (Mozumder model), is in agree
ment with our electron rate constant study in alkanes since we find 
that the rate of reaction of the electron with the methanol mono
mer is slow (k  <  IO8 M -1 sec-1).

G. R. FREEMAN. Your work is a further indication that very 
long range polarization interactions are relatively unimportant in 
determining the observed properties of electrons in these liquids. 
Furthermore, you would not expect to observe spectral changes in 
the room temperature 50:50 mixed solvents after a microsecond. 
Molecular species diffuse hundreds of angstroms in that time.

J. C. THOMPSON. Do concentration variations of AE match 
those of AG?

R. FIRESTONE. There is no systematic relationship between the 
variation of AG vs. composition and that of AH  or of AS except 
within a single class of solutions over limited concentration ranges;
e.g., alcohols in alkanes. AE  values are not presently available. It 
seems unlikely that a single form for AG vs. c or AE vs. c exists, 
except perhaps within single classes of solutions in limited c 
ranges.

No systematic dependence exists, incidentally, between 
AÊ 'xmax.c and either AH or ASe nor among AGc, AH, and AS E at 
constant c.

density. Above the critical density, after trapping in the preexist
ing traps, one does get a distortion which further lowers the ener
gy-

Laser-Raman Investigation of Dilute Metal-Ammonia Solutions

T. R. White and W. S. Glaunsinger*

Department o f Chemistry, Arizona State University, Tempe, Arizona 85281 (Received July 18, 1975)

The temperature dependence of the Raman spectra of ammonia and 6 X 10-4 M  lithium- and 3 X 10-4 M  
calcium-ammonia solutions has been studied between 195 and 300 K. A careful study has been made of the 
low-frequency region, using an iodine filter below 50 cm-1, but no solvated-electron band was observed. 
Band positions, widths, and depolarization ratios have also been measured in the N-H stretching region 
(3100-3500 cm-1). All band maxima increase linearly with temperature, and the solution bands occur at 
lower frequencies than those of ammonia. Uncoupled line widths have been determined using the coupled- 
damped-oscillator model. The uncoupled line widths decrease linearly with temperature, and the line 
width in the solutions is less than that in ammonia. The band shift and line width data are interpreted in 
terms of hydrogen bonding and nonreorientational relaxation processes, respectively.

Introduction

The nature of the solvated electron in dilute metal- 
ammonia solutions has been the subject of several experi
mental and theoretical investigations.1-3 In very dilute so
lutions the solvated cations and electrons are unassociated, 
so that they may be treated independently. Copeland et al.4 
have proposed a configuration-coordinate model for the 
solvated electron, in which the electron is situated in a cav
ity surrounded by preferentially oriented ammonia mole
cules. They predict a totally symmetric, Raman-active vi

bration in the range 25-60 cm-1. Applying the treatment of 
Klick and Schulman5 to metal-ammonia solutions, Rusch6 
has'suggested that the symmetric vibration may be in the 
400-700-cm-1 region. However, Raman studies of dilute so
dium-3’6 and potassium-ammonia7 solutions have failed to 
detect the predicted solvated-electron band. Possible rea
sons for the failure to observe the predicted band could be 
(1) inapplicability of present theoretical models,4’6 (2) large 
band width, (3) insufficient concentration of solvated elec
trons, and (4) interference from intense Rayleigh scattering 
below 50 cm-1.
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Figure 1. Sample-preparation assembly. Dimensions are in cm.

In the present study, an iodine filter has been employed 
to attenuate the Rayleigh-scattered light]8’9 In order to 
check the possibility that the concentration of solvated 
electrons may be too low, dilute lithium- and calcium- 
ammonia solutions were employed, and a careful search 
conducted for symmetric metal-nitrogen stretching bands 
near 250 cm- 1 .10 If the solvated-cation bands can be de
tected, then there would be reason to believe that the 
Raman spectrometer has sufficient sensitivity to detect a 
solvated-electron band, if it exists and is not too broad, at 
the concentration used.

In addition, a careful study has been made of the band 
positions, widths, and depolarization ratios in the N-H 
stretching region in ammonia and dilute lithium- and cal
cium-ammonia solutions. An infrared study of lithium- 
and potassium-ammonia solutions indicates that the band 
positions shift to lower frequency with increasing concen
tration,11 whereas Raman spectra of sodium- 3-6 and potas
sium-ammonia7 solutions, which are of higher resolution 
than the infrared spectra, fail to show a shift in band posi
tions. However, the Raman spectra of lithium- and cal
cium-ammonia solutions may exhibit measurable shifts 
due to the greater cationic influence on the solvent.

Experimental Section
Sample Preparation. 6 X 10~4 M  lithium- and 3 X 10~4 

M  calcium-ammonia solutions were prepared by distilling 
a measured quantity of dry ammonia- (Matheson, anhy
drous, 99.99%) from a sodium-ammonia solution into the 
central tube of a special sample-preparation assembly, 
shown in Figure 1, containing the metal, which had been 
previously cut and weighed in an argon-filled glovebox, in 
amount sufficient to obtain the desired concentration. The 
entire assembly was then immersed in a dry ice-ethanol 
slush and the metal-ammonia solution poured into a spe
cially cleaned12 quartz sample cell, which consists of three 
quartz optical flats (0.5 in. dia X Vie in. thick) sealed at 90° 
to one another, and subsequently sealed. The accuracy of 
the sample concentration is about 10%. The cell design al-

lz Call ( 2)

Polarizer 

Collimator Lens 

Dove Prism

Collector Lens 
Sample

Figure 2 . Schematic diagram of the Raman spectrometer

lows quantitative polarization measurements and spectro- 
photometric determination of concentration.

Apparatus and Measurement Procedure. A schematic 
diagram of the Raman spectrometer, which uses the con
ventional 90° geometry, is shown in Figure 2. A Spectra 
Physics Model 165 argon ion laser operating at 5145 A was 
the source of the incident light. The scattered light was an
alyzed by a Spex 1402 double monochromator followed by 
an SSRI photon-counting detection system. The photomul
tiplier tube had a dark count of 20 cps at room tempera
ture. Prior to entering the monochromator, the scattered 
light was passed through a Dove prism to rotate the image 
90°, which makes the image compatible with the vertical 
entrance slit of the monochromator, and a scrambler to re
move the polarization dependence of the monochromator. 
In general, powers of about 100 mW were focused into the 
sample cell. Unpolarized, polarized, and depolarized spec
tra were recorded with a constant slit width (usually 200 m) 
and scanned typically at 5 cm- 1/min. The scanning drive of 
the spectrometer was calibrated using indene and the reso
lution checked with carbon tetrachloride. All frequencies 
are reported accurate to ±2 cm-1. The 225-, 312-. and 459- 
cm ' 1 bands of carbon tetrachloride were used to determine 
the accuracy of the polarization measurements reported in 
this work. Depolarization ratios for these bands were in ex
cellent agreement with predicted and previous experimen
tal values.13" 15

In order to attenuate the Rayleigh-scattered light, the 
laser was single moded by incorporation of an intra-cavity 
air-spaced etalon and an iodine filter installed before the 
monochromator (see Figure 2). The laser can be tuned to 
the iodine rotational line lying under the gain curve of the 
5145-A line of the argon-ion laser by the following proce
dure: (1 ) adjust the etalon for maximum power output 
causing the iodine cell to fluoresce; (2) tilt the etalon slight
ly, which causes the power to drop slowly and the fluores
cence to disappear; and (3) continue tilting the etalon until 
the fluorescence reappears and the power drops suddenly. 
The laser is now tuned to the iodine rotational line and 
maximum absorption of the Rayleigh-scattered light will 
occur. As shown in Figure 2, two iodine cells were employed 
in our setup. The first cell was 50 cm long, 2.3 cm i.d., and

O '

D -
X--- -( —  © « -

t
Focusing Lens 

Beam Splitter
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TABLE I: Observed Band Maxima (cm’ 1) and Depolarization Ratios in Liquid Ammonia at 2 9 8  K

»4 V 2^4

1061
1060 (0.15) 
1045 (0.5)

1645
1634 (0.5) 
1639 (0.2)

3215 (0.08) 
3218
3215 (*=0.01) 
3215 (0.04)

3301 (0.08) 
3303
3301 (=0.01) 
3298 (0.03)

3384 (0.4) 
3386
3380 (0.5) 
3386 (1.0)

Ref

18
19

6
This work

Figure 3. Typical Raman spectrum in the low-frequency region re
corded with and without the iodine filter.

had a mirror attached at the far end. This cell was main
tained at room temperature and used to indicate precise 
tuning of the laser to the iodine rotational line. The second 
cell was 5 cm long and 2.8 cm i.d. It was heated to 350 K 
and used to absorb the Rayleigh-scattered light. The iodine 
cell was most effective in attenuating the Rayleigh-scat
tered light in the range 5-50 cm“ 1.

Temperatures between 195 and 300 K were obtained by 
flowing chilled nitrogen gas over the sample. Temperatures 
were measured with a copper-constantan thermocouple at
tached to the outside of the cell. The temperature gradient 
across the sample dimension with the laser off was about 1
K. The spectral position and widths were independent of 
laser power up to 100 mW, which indicates that the sam
ples were not being heated appreciably by the laser at the 
powers employed in these experiments. The temperature 
was stabilized to within 0.5 K during the measurements.

Results and Discussion
This section is divided into two subdivisions: the first is 

concerned with a careful search for the solvated-electron 
band in dilute metal-ammonia solutions, and the second 
with the temperature-dependent Raman behavior in the 
N-H stretching region in ammonia and dilute lithium- and 
calcium-ammonia solutions.

Solvated-Electron Rand. A careful search was conducted 
for the solvated-electron band in the range 5-700 cm-1  in 
the lithium- and calcium-ammonia solutions using the io
dine filter in the low-frequency region to attenuate the 
Rayleigh-scattered light. A typical Raman spectrum in the 
low-frequency region is shown in Figure 3. The attenuation 
of the Rayleigh-scattered light is particularly evident in the 
range 5-50 cm“ 1. We were unable to detect a solvated-elec
tron band between 195 and 300 K in any of our studies. In 
addition, the solvated-cation bands detected in salt solu
tions at about 240 cm-1  (width about 35 cm“ 1) for lithium 
salts and about 265 cm“ 1 (width about 70 cm“ 1) for calci

um salts11 were not observed. Hence the solvated-electron 
band would have to be very narrow to be detected. Our fail
ure to detect solvated-cation and electron bands indicates 
that the concentration of scatterers is too low to be ob
served by conventional laser-Raman techniques. Due to ab
sorption problems, increasing the metallic concentration is 
not expected to result in a significant increase in the inten
sity of the Raman-scattered light.6

N-H Stretching Region. Five bands are observed in the 
Raman spectrum of liquid ammonia. At 298 K, the band 
maxima occur near 1045, 1640, 3215, 3300, and 3385 cm“ 1 
and are assigned to the symmetric bending mode (v2), 
asymmetric bend (1=4), symmetric stretch (iq), first overtone 
of the asymmetric bend (2t>4), and asymmetric stretch (1/3 ), 
respectively.10'16 The assignment of the 3215- and 3300- 
cm“ 1 bands to i>\ and 2i=4, respectively, is based on a recent 
Raman study16 of liquid ammonia using the coupled- 
damped-oscillator model to analyze quantitatively the 
Fermi resonance between d 1 and 2i/4. If Fermi resonance is 
neglected, then it is possible to resolve the Raman spec
trum in the N-H stretching region into four bands.10 In ad
dition to the vi, 2¡=4, and ¡=3 bands already mentioned, a very 
broad fourth band centered at 3270 cm“ 1 is found and as
signed to the symmetric stretch of an ammonia molecule 
associated through one of its hydrogens. However, neglect
ing the Fermi-resonance interaction in resolving the 
Raman spectrum into four bands in the N -H  stretching re
gion is clearly not justified. Unfortunately, after correcting 
a sign error in the original coupled-damped-oscillator cal
culation,16 we find that both the coupled-damped-oscilla
tor and four-band approaches provide excellent fits to the 
Raman spectrum of ammonia in the N-H  stretching region. 
Hence it appears that nothing will be gained by introducing 
a fourth band into the coupled-damped-oscillator model. 
Although isotope studies provide convincing evidence for 
the existence of a fourth band,17 inclusion of the Fermi-res
onance interaction between 1=1 and 21=4 into the resolution 
calculation will lead to a significant reduction in its intensi
ty. Hereafter, we adopt the coupled-damped-oscillator 
model and neglect the presence of the weak fourth band.

The observed band maxima and depolarization ratios in 
liquid ammonia at 298 K are summarized in Table I. The 
Dove prism was removed and the cell rotated 90° for the 
depolarization measurements. For comparison, data from 
recent Raman studies of liquid ammonia are also shown in 
Table I. The band maxima are in fair agreement with pre
vious reports, but the depolarization ratios differ markedly 
from those reported previously. Due to the cell design, we 
believe that our depolarization measurements are the most 
accurate to date. The small depolarization ratios for the v\ 
and 2i>4 bands means that only isotropic nonreorientational 
processes, such as vibrational and rotational mechanisms, 
contribute to the line width. In addition, the total depolar
ization of the 1=3 band and nonnegligible depolarization of 
the V2 and iq bands indicate that both reorientational and 
nonreorientational processes contribute to the line width.

Now we concentrate on comparing the Raman behavior 
of liquid ammonia to that of the 6 X 10“ 4 M  lithium- and 3
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A ¡/(cm-1)

Figure 4. Raman spectra recorded at two widely separated temper
atures In ammonia and 3 X 1CT4 A4 calcium-ammonia solution. The 
low-frequency band Is iq, the Intermediate-frequency band 2v4, and 
the high-frequency band v3.

X 10~4 M  calcium-ammonia solutions in the N-H stretch
ing region (3100-3500 cm-1). The metallic concentrations 
chosen were low enough to avoid appreciable absorption at 
5145 Â6 and, since the solvated-eiectron concentration is 
the same in both solutions, permit the influence of the lith
ium and calcium cations on the stretching bands of ammo
nia to be investigated.

Raman spectra recorded at two widely separated temper
atures in ammonia and the calcium-ammonia solution are 
shown in Figure 4. It is evident that the addition of calcium 
results in a narrowing of the v\ and 2v4 bands and a shift of 
all band maxima to lower frequencies. Similar, although 
less pronounced, behavior is observed in the lithium-am
monia solution. The observation of significant differences 
between the Raman spectra of ammonia and these dilute 
solutions is in sharp contrast to the behavior found in pre
vious Raman studies of dilute sodium-6 and potassium- 
ammonia7 solutions. Our results indicate that Li+, and to a 
larger extent Ca2+, have a greater effect on ammonia than 
Na+ and K+. The larger interaction of Li+ and Ca2+ with 
ammonia is reasonable in view of their higher charge densi
ties.

The temperature dependence of the band maxima in am
monia and the solutions is shown in Figure 5. The impor
tant features of Figure 5 can be summarized as follows: (1)
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Figure 5. Band maxima Ai> vs. temperature for the iq (bottom), 2i/4 

(middle), and v3  (top) bands in ammonia ( • ) ,  6  X 10- 4  M lithium- 
ammonia (O), and 3 X 10~ 4 M calcium-ammonia (A) solutions. The 
frequencies are accurate to ± 2  cm-1 . The lines represent least- 
squares fits to the data.

TABLE II: Slopes of the Band Maxima vs. 
Temperature Lines in Figure 5

Solution
dvJdT, 

cm-'/lOO K
d(2i>4)/dT, 

cm -7100 K
dvJdT, 

cm- 7 1 0 0  K

n h 3 6 + 2 4  ± 2 6 ± 2
6 X IO-4 M  

Li—NH3
10 ± 2 3  ± 2 8 + 2

3  X 1 0  -4M 
Ca—NH3

7  ± 2 3  ± 2 1 ± 2

all bands shift to higher frequencies linearly with increas
ing temperature, (2) the solution bands occur at lower 
frequencies than those of ammonia at all temperatures, and
(3) the calcium-ammonia bands occur at lower frequencies 
than those of the lithium-ammonia solution at all tempera
tures. The slopes of the band maxima vs. temperature lines 
in Figure 5 are summarized in Table II.

Since there is less thermal energy available to break hy
drogen bonds at lower temperatures, it is reasonable to ex
pect the extent of hydrogen bonding in these systems to de
crease with an increase in temperature. In general, in hy
drogen-bonded systems one finds that the frequency of 
stretching vibrations increases as the amount of hydrogen 
bonding decreases, whereas opposite, although less pro
nounced, behavior is observed for bending vibrations.20 
Similar behavior is found for overtones. Using these gener
al rules, the increase in the frequencies of the iq (symmetric 
stretch) and v3 (asymmetric stretch) bands with tempera
ture is expected, but the similar behavior observed for the 
2(<4 (asymmetric bend) band is perhaps unexpected. How
ever, the increase in frequency of the 2v4 band with tem
perature is smaller than the increase for the iq and v3 bands 
(see Table II). In addition, the fact that jq and 2v4 are in 
Fermi resonance means that the jq and 2 i>4 modes are 
mixed, so that the 2i>4 mode acquires some symmetric- 
stretching character. In view of the Fermi resonance be-

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



2946 T. R. White and W. S. Glaunsinger

Figure 6 . Uncoupled line widths T and r 2 vs. temperature for the v, 
(lower) and 2vA (upper) bands in ammonia ( • )  and 3 X 10- 4  M cal
cium-ammonia solution (A). The line widths are accurate to ± 2  
cm-1 . The lines represent least-squares fits to the data.

tween m and 2f4, it is not surprising that the temperature 
dependence of the frequency of the 2v4 band does not ex
hibit the characteristic behavior observed for some bending 
vibrations. In fact, if the Fermi resonance between m and 
2i»4 is analyzed on the basis of the coupled-damped-oscilla- 
tor model,16 then it is found that the uncoupled band maxi
ma (in)u and (2c4)u do indeed show the expected behavior, 
with (vi)u increasing with temperature more rapidly than 
(2v4)u decreases with temperature. The results are in good 
agreement with a previous report,16 which should be con
sulted for further details.

The fact that the lithium- and calcium-ammonia bands 
occur at lower frequencies than those of ammonia indicates 
that the N-H bond is weaker in the solutions. The weaker 
N-H  bond arises from the coordination of the lone electron 
pair of an ammonia molecule to a cation. Furthermore, the 
weakening of the N-H bond makes the proton more avail
able for hydrogen bonding, which in turn should result in 
stronger, and probably additional, hydrogen bonds in the 
solutions. As discussed previously, increased hydrogen 
bonding also causes the band maxima to shift to lower 
frequencies.

The occurrence of the calcium-ammonia bands at lower 
frequencies than those of the lithium-ammonia solution 
simply reflects the greater ability of Ca2+ to attract the 
lone electron pair of an ammonia molecule due to its higher 
charge density.

It is interesting to compare our results with those of a re
cent infrared study11 of dilute lithium-ammonia solutions 
at 203 K. Estimating the infrared shifts in a 6 X 10"4 M  
lithium-ammonia solution by interpolation, we find about 
0, —5, and —10 cm-1 for the shifts of the v\, 2 v4, and 1/3  

bands relative to those in ammonia, which should be com
pared to the Raman shifts of about —4, —2, and —4 cm-1.

We believe that the Raman shifts are more reliable due to 
the much higher resolution attained in the Raman spectra.

Uncoupled line widths of the and 2v4 bands, which we 
denote by Ti and r2, respectively, have been obtained from 
the experimental Raman spectra using the coupled- 
damped-oscillator model.16 The temperature dependence 
of and I’a in ammonia and the calcium-ammonia solu
tion is shown in Figure 6. The important features of Figure 
6 can be summarized as follows: (1) both r x and t'2 de
crease linearly with temperature in ammonia and in the 
calcium-ammonia solution, (2) the rate of decrease of the 
line width with temperature is the same in ammonia and in 
the calcium-ammonia solution, and (3) the line width in 
the calcium-ammonia solution is less than that in ammo
nia. Ti and F2 in the lithium-ammonia solution were be
tween the ammonia and calcium-ammonia data and exhib
ited a similar temperature dependence, but for clarity the 
lithium-ammonia data have been omitted from Figure 6. In 
ammonia, the r 2 data are in quantitative agreement and 
the Ti data are in qualitative agreement with a previous re
port.16

Before proceeding, it should be remembered that only 
nonreorientational processes contribute to Ti and r 2. The 
nonreorientational processes considered to be the most im
portant are vibrational relaxation, translational diffusion, 
collisional line broadening, inhomogeneous polymerization, 
and relaxation via low-frequency hydrogen-bond vibrations 
and solvent deformations; hereafter referred to as mecha
nisms 1-5, respectively.16

Mechanisms 1-3 result in an increase in line width with 
temperature, which is opposite to the observed behavior. In 
contrast, mechanisms 4 and 5 predict that the line width 
should decrease with temperature, as observed. Hence the 
decrease in the T’s with temperature in ammonia and the 
solutions is attributed to mechanisms 4 and 5; however, the 
dominant mechanism cannot be identified solely from the 
temperature dependence of the line width.

The similar temperature dependence of r x and r 2 in am
monia and in the solutions suggests that the same line
broadening mechanism is operative in both systems. In 
order to estimate the activation energy Ea for the process 
or processes causing the observed decrease in line width 
with temperature, the temperature dependence of Tx and 
r 2 have been fit to the Arrhenius equation

r = V()eE‘/RT (1)
Within experimental error, Ea ~ 0.2 kcal/mol for both 
and r2. It is significant that the experimental activation 
energy is much less than that for the hydrogen-bond
breaking process (5-10 kcal/mol). If one mechanism makes 
the dominant contribution to the line width, then this re
sult suggests that the mechanism causing Ti and I'2 to de
crease with temperature does not involve hydrogen-bond 
breaking, but rather perhaps a subtle structural change. 
However, several competing mechanisms may contribute to 
the line width, in which case the activation energy would 
have little quantitative significance.

The line narrowing observed when lithium or calcium is 
added to ammonia suggests that several competing mecha
nisms contribute to the line width. Dissolution of a metal in 
ammonia results in weaker N-H bonds, increased hydrogen 
bonding, less anharmonicity (causes vibrational relaxa
tion), slower translational diffusion, and less-frequent colli
sions. Mechanisms I, 4, and 5 predict, incorrectly, that the 
line should broaden upon the addition of metal. Further
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more, mechanisms 2 and 3 broaden the bands as the tem
perature is increased, but these mechanisms are consistent 
with the observed decrease in line width in the solutions. 
Hence it appears that (at least) mechanisms 2-5 are impor
tant in these systems.

It is now possible to understand the small activation en
ergy found above. Mechanisms 4 and 5 cause the bands to 
narrow as the temperature is increased, whereas mecha
nisms 2 and 3 cause the opposite behavior. The net result is 
a line width that decreases weakly temperature, indicating 
that mechanisms 4 and 5 are slightly more important, and a 
small activation energy.

Finally, we comment upon the observation of significant 
differences between the Raman spectra of ammonia and 
the solutions, when, on the basis of concentration, one 
might expect the differences to be too small to be observ
able. We offer two possible reasons for the large cation ef
fects observed in the Raman spectra of the solutions. First, 
the cation can influence a great number of ammonia mole
cules because the solvent is extensively polymerized,17 and 
second, the cation increases the polarizability of an ammo
nia molecule parallel to its principle axis a| and hence in
creases the intensity of the Raman-scattered light, which is 
proportional to ory2.
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Discussion
K. Plow m an . Over the concentration range at which the spec

tra were taken no cation-solvation mode is expected to be ob
served. The minimum concentration at which we were able to ob
serve the band was 0.2 M.

In addition we saw no metal-solvation effect to concentration 
two orders of magnitude greater than that of your experiments. 
The calcium work is interesting but perhaps it should be repeated 
for confirmation.

T. W h it e . We were aware of the concentration problem in de
tecting these bands. However, when operating at the 5145-A excit
ing line, where one can utilize the iodine filter, the method requires 
such concentrations to avoid absorption problems.

We too were surprised to see these effects from such a small 
amount of metal. We chose these metals for their small size and 
high charge density. We felt that if there was an effect on the spec
tra of the solvent, it would be greatest with these metals. I agree 
that the study should be repeated for confirmation, but I must add 
that frequency shifts reported are about the same as those we esti
mated from previous infrared data [P. F. Rusch and J. J. Lagow
ski, J. Phys. Chem., 77, 210 (1973)]. Also note that (1) the ammo
nia data were reproducible and agree well with previous studies 
[“Electrons in Fluids, The Nature of Metal-Ammonia Solutions”, 
Colloque Weyl III, W. A. Benjamin, New York, N.Y., 1973, p 145; 
G. Sellier, M. Ceccaldi, and J. P. Leicknam, Method Phys. Anal., 
4, 388 (1968); M. Schwartz and C. H. Wang, J. Chem. Phys., 59, 
5258 (1973)], and (2) although the lithium data are close to those 
for ammonia, the calcium data are well outside experimental error.
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Brillouin scattering measurements have been made on liquid ammonia and several dilute metal-ammonia 
solutions in the temperature range 195-300 K. Within experimental uncertainties, there are no differences 
in the results for pure ammonia and the dilute solutions. The hypersonic (near 6 GHz) velocities were com
puted from the measured Brillouin shifts and can be fitted by the relation v = vo — v\T, where u0 = 3166 
msec-1 and ui = 5.98 msec-1 K-1. The temperature dependence of the adiabatic compressibility was de
duced from the hypersonic velocities. The results agree with those obtained at 1 and 10 MHz using ultra
sonic techniques. Intensities of the Brillouin peaks were observed to increase more rapidly with tempera
ture than predicted by the theory outlined by Cummins and Gammon. The integrated intensities of the 
Rayleigh and Brillouin peaks were combined at 300 K to give a Landau-Placzek ratio ( /r/2 /b) of 0.83 ± 
0.06, in contrast to the value of 0.71 expected when the ratio is evaluated using static values of the relevant 
thermodynamic parameters.

Introduction

Brillouin spectroscopy offers an interesting new light
scattering approach to the study of the properties of 
fluids.1 In general, the light scattering spectrum of a liquid 
at small energy transfer consists of three main components, 
which can be identified by their frequency shift relative to 
the incident light. First is an unshifted component, called 
the Rayleigh component, which is due to scattering from 
nonpropagating concentration and isobaric entropy fluctu
ations. Second are two shifted components symmetrically 
placed about the Rayleigh component, called the Brillouin 
doublet, which arise from isentropic pressure fluctuations,
i.e., sound waves.2 The low- and high-frequency compo
nents of the doublet are termed the Stokes and anti-Stokes 
components, respectively. Normally all three components 
are relatively sharp and have widths significantly greater 
than the incident light, with the width of the Brillouin 
components being greater than the Rayleigh component. In 
addition, there can be another less-important contribution 
to the spectrum. This, typically weak fourth component, 
called the thermal-relaxation component, originates from 
the frequency dependence of the specific heats.3’4 Usually 
this contribution is small enough to be neglected in analyz
ing the Rayleigh and Brillouin components.

A great deal of information can be extracted from the 
Brillouin spectrum of a liquid. The hypersonic velocity and 
adiabatic compressibility can be determined by accurately 
measuring the frequency shift of the Brillouin components 
from the Rayleigh component.5 The absorption of hyper
sound can be studied by determining the excess width of 
the Brillouin components relative to the Rayleigh compo
nent.6 Dispersion in the thermodynamic properties of a liq
uid can be investigated by evaluating the ratio of intensity 
of the Rayleigh component 7 r  to that of the Brillouin dou
blet 2 / b , 5  which is referred to as the Landau-Placzek (LP) 
ratio. In addition, recently it has been shown that nonideal
ity of solutions can be studied by measuring the LP ratio.7.

Liquid ammonia is of interest because it is an important

solvent which exhibits strong hydrogen bonding. To our 
knowledge there have been no reports in the literature of 
Brillouin scattering in liquid ammonia nor ammoniacal so
lutions. We have become interested in Brillouin scattering 
in ammoniacal systems and have examined in detail in this 
study the hypersonic sound velocity and adiabatic com
pressibility of liquid ammonia and several dilute metal- 
ammonia solutions. We also report measurements of the 
LP ratio and Brillouin intensity with the purpose of com
paring theory and experiment for these systems.

Experimental Section

Sample Preparation. Metal-ammonia samples were pre
pared by distilling a measured quantity of dry ammonia 
(Matheson, anhydrous, 99.9%) from a sodium-ammonia so
lution into the central tube of a special sample-preparation 
assembly, depicted in Figure 1, containing the metal, which 
had been previously cut and weighted in an argon-filled 
glovebox, in an amount sufficient to obtain the desired con
centration. The entire assembly was then immersed in a 
dry ice-ethanol slush and the solution poured into a spe
cially cleaned8 quartz cell, which consisted of three quartz 
optical windows (0.5 in. diameter X yl6 in. thick) sealed at 
90° to one another, and subsequently sealed. Lithium- 
ammonia solutions of concentration 2 X 10-4, 4 X 10-4, and 
6 X 10-4 M, calcium-ammonia solutions of concentration
1.5 X 10-4 and 3 X 10-4 M, and a 2 X 10-4 M  sodium- 
ammonia solution were prepared in this manner. The accu
racy of the sample concentration is about 10%.

Liquid ammonia samples were prepared by distilling am
monia from a sodium-ammonia solution directly into a 
specially cleaned quartz cell described above. Near the 
completion of this study we discovered that rinsing the cell 
10-15 times with absolute methanol prior to distillation re
duces significantly the Tyndall scattering from particulates 
in the liquid. In an attempt to reduce Tyndall scattering, a 
nearly particulate-free sample was prepared by rinsing the 
cell with absolute methanol followed by double distillation 
of ammonia.
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Figure 1. Sample preparation assembly. Dimensions are in centime
ters.

Apparatus and Measurement Procedure. A schematic 
diagram of the Brillouin-scattering equipment is shown in 
Figure 2. A Spectra Physics Model 165 argon ion laser op
erating at 4880 A and in a single longitudinal mode was 
used as the light source for the measurements. Approxi
mately 15 mW of light, polarized perpendicular to the scat
tering plane, was focused into the sample cell. Earlier ex
periments with a laser intensity of 100 mW resulted in sig
nificant local heating of the solutions as observed by the 
Brillouin shifts. Scattered light was collected at 90° to the 
incident beam and passed through a piezoelectrically 
scanned Tropel Fabry-Perot interferometer. The interfer
ometer plates were set for a free spectral range (FSR) of 10 
GHz which ensured resolution of the Stokes and anti- 
Stokes Brillouin components in all samples between the 
freezing point of ammonia and room temperature and re
sulted in overlap of adjacent orders in all Brillouin spectra. 
A working finesse of 25 to 35 was typical, but for some 
spectra a finesse of 50 to 60 was attained. Light from the 
central spot of the fringe system was then focused onto a 
pinhole and detected by a Channeltron photomultiplier. 
The photomultiplier pulses were processed with PAR pho
ton-counting electronics and the resulting spectrum stored 
in a Nicolet 1070 signal averager. Typically 512 scans of 
500-msec duration were stored in the averager before final 
display of the spectrum on an X -Y  recorder.

In the present study, the uncertainty in the scattering 
angle was ±0.5° at most, which gave rise to a maximum 
error in the hypersonic velocity of ±0.5% at our scattering 
angle of »90°.

In general, relative intensities were determined by as
suming that the integrated intensity is proportional to the 
product of the amplitude of a component and its width. 
When accurate relative intensities were required, such as in 
the determination of the LP ratio, the area under a compo
nent was measured by numerical integration.

Temperatures between the freezing point of ammonia 
and room temperature were obtained by flowing chilled ni
trogen gas over the sample. Temperatures were measured

- Q -------------------Q  <—  Somple

<>
| . » J —  F a b ry -P e ro t

Figure 2. Schematic diagram of the Brillouin-scattering apparatus.

A  v  (GHz)

Figure 3. Brillouin spectra in a 2 X 10- 4  A4 lithium-ammonia solution
at 273, 208, and 195 K. The finesse is 30.

with a copper-constantan thermocouple attached to the 
outside of the cell. The temperature gradient across the 
sample dimension was about 1 K, which resulted in a maxi
mum error of 0.4% in the hypersonic velocity.

Results and Discussion
This section is divided into five subsections: Brillouin 

spectra, hypersonic velocity, adiabatic compressibility, 
Landau-Placzek ratio, and Brillouin intensity.

Brillouin Spectra. Figure 3 illustrates the temperature
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TABLE I: Brillouin Shifts and Hypersonic Velocities in 
Liquid Ammonia (6 = 94.8° )

X, K Air, GHz Ui,s> m sec-1

19 5.0 8.45 2007
198.0 8.33 1981
202.0 8.23 1961
207.5 8.07 1929
216.5 7.80 1874
226.0 7.41 1789
237.5 7.29 1770
246.0 6.95 1695
256.5 6.66 1634
267.5 6.36 1570
273.0 6.18 1530
278.0 6.03 1497
300.0 5.43 1365

dependence of the Brillouin spectra. Each spectrum is ov
erlapped, i.e., the Brillouin components associated with the 
Rayleigh line are separated from that line by the Brillouin 
component of the adjacent order. It is evident that the 
Brillouin shift increases with decreasing temperature, 
which implies a corresponding increase in hypersonic veloc
ity with decreasing temperature. The Rayleigh component 
is considerably more intense than the Brillouin compo
nents, indicating that the intensity of the Rayleigh compo
nent is dominated by Tyndall scattering. The origin of the 
particulates is either dust or insoluble metallic oxides or ni
trides resulting from the degradation of the surface of the 
metal prior to preparation of the solution. The latter source 
of particulates is particularly evident is calcium-ammonia 
solutions due to the difficulties involved in cleaning the 
surface of the metal. However, the intensity of the Bril
louin components is not affected by Tyndall scattering, so 
that the apparent increase in Brillouin intensity with tem
perature is an intrinsic property of the liquid. Although the 
Brillouin components appear to be broader than the Ray
leigh components, the finesse is too low to determine the 
excess width of the Brillouin components reliably.

Since the thermodynamic properties of the dilute metal- 
ammonia solutions used in our experiments should be in
distinguishable from those of ammonia, the information 
derived from the Brillouin spectra of these solutions should 
be the same as that obtained from pure ammonia. Within 
experimental uncertainty this was observed and hence the 
remainder of the discussion will be concerned only with liq
uid ammonia.

Hypersonic Velocity. The hypersonic velocity is given 
by9

° hs  - ± -  . — , . ( 1 )
2n sin (6/2)

where Ao is the vacuum wavelength of the incident light, 
±A r is the frequency shift of the Brillouin components 
from the central Rayleigh component, n is the refractive 
index of the scattering liquid, and 6 is the scattering angle. 
In order to compute Ohs from the Brillouin spectrum, n 
must be known. Refractive-index data at 5780 A for liquid 
ammonia are given in ref 10 and 1 1 , and can be fitted by a 
straight line in the temperature range 196-300 K. The re
sult is

n = n0 -  n\T (2)

where no = 1.539, nx = 7.32 X 10~4 K~l, and T is the tem
perature in Kelvin. Using eq 2 and neglecting dispersion in 
the refractive index,12 we calculate i>hs- The results are list-

Flgure 4. Hypersonic velocity vs. temperature in ammonia. The 
closed circles are our hypersound data, and the open circles and tri
angles are ultrasound data at 1 and 10 MHz from ref 13 and 14, re
spectively. The line represents a least-squares fit to the hypersound 
data.

ed in Table I along with the measured Brillouin shifts for 
pure ammonia. The magnitude and temperature depen
dence of the hypersonic velocity is compared with ultra
sound measurements conducted at l 13 and 1014 MHz in 
Figure 4. In the temperature range 196-300 K the hyper
sonic velocity decreases linearly with temperature and can 
be fitted by a straight line of the form

Vhs = v0 -v i T  (3)

where vo = 3166 m sec-1 and tq = 5.98 m sec-1  K“ 1. The 
close agreement between the hypersonic and ultrasonic ve
locities indicate a lack of dispersion in the sound velocity, 
within experimental error (<«1%), over nearly four orders of 
magnitude in frequency.

The lack of dispersion in the hypersonic velocity is con
sistent with small absorption, as observed by the absence of 
appreciable broadening of the Brillouin components over 
the instrumentally broadened Rayleigh line. From our data 
we estimate that the intrinsic Brillouin width (fwhh) is less 
than 185 MHz at 287 K. Extrapolation of the ultrasonic at
tenuation15 for ammonia at 50 MHz and 213 K, assuming a 
quadratic frequency dependence, gives a width equal to 60 
MHz.

Adiabatic Compressibility. The adiabatic compressibili
ty, defined by16

0 1 /aV\
/3'S V \dP)S (4)

where V is the volume and P the pressure, was computed 
for liquid ammonia by using our measured hypersonic ve
locity, published values of the density,17'18 and the rela
tion19

ds = 1/pUhs2 (5)
The density data for ammonia between 203 and 278 K are 
described by the equation

P = Po -  PiT -  p2T2 (6)

where p0 =  0.8899 g cm“ 3, px = 4.745 X 10“ 4 g cm“ 3 K“ 1, 
and p2 =  1.63 X 10“ 6 g cm-3 K-2.

The temperature dependence of the adiabatic compressi
bility between 195 and 300 K is shown in Figure 5. The 
compressibility is in good agreement with that determined
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Figure 5. Adiabatic compressibility vs. temperature in ammonia.

from ultrasound measurements14 in the temperature range 
195-240 K. By combining eq 3, 5, and 6 the following ana
lytical expression for the adiabatic compressibility between 
195 and 300 K is obtained:

(3s = (A0 +  A jT  + A 2T2 + A3T3 + A 4T4)-1 (7)

where Ao = pouo2 = 8-92 X 1010 dyn cm '2, Ai = — (2p0ooOi 
+ pibo2) = —3.84 X 10® dyn cm-2 K-1, A 2 = poVi2 + 
2piVoV\ — p2vo2 — 3.34 X 105 dyn cm-2 K-2, A3 = 2p2V{pi — 
P\V\2 = 4.48 X fO2 dyn cm-2 K~3, and A4 = — p2V\2 = 
—0.583 dyn cm-2 K~4.

From eq 5, it follows that the decrease in hypersonic ve
locity with temperature results because ds increases more 
rapidly than p decreases with temperature. It is interesting 
to note that at room temperature the adiabatic compressi
bility of ammonia is about twice that of water (45.7 X 10~12 
cm2 dyn-1), which reflects the more dense molecular pack
ing in water.

Landau-Placzek Ratio. Neglecting the effects of disper
sion and the intrinsic temperature dependence of the di
electric constant, viz., (de/aT)p = 0, the LP ratio is given by2

Ir/ 2/ b = 7 — 1 (8)

where 7  is the specific heat ratio Cp/Cv. Since 7  = 1.71 ± 
0.10 for liquid ammonia,20 in this model the LP ratio is pre
dicted to be 0.71 ±  0.10. To compare this with experiment a 
nearly particulate-free sample of ammonia was prepared by 
careful cleaning of the sample cell prior to distillation. The 
Brillouin spectrum for this sample at 300 K is shown in 
Figure 6 and the reduction in the Rayleigh intensity rela
tive to the Brillouin components is evident. The small dif
ference in the (peak) intensities of the Brillouin compo
nents is due to an instrumental scanning effect. The LP 
ratio / r / 2 / b  is determined from the integrated intensities 
and found to be 0.83 ±  0.06. The agreement between exper
iment and the classical theory is fairly close and within the 
experimental uncertainties given. There may however be 
some (small) contribution due to particulate scattering 
which would decrease our value. Alternatively, hypersonic 
dispersion correction of the classical LP ratio generally 
leads to larger values than 7  — l .5 Since the hypersonic and 
ultrasonic velocities are found to be the same, the correc
tion depends on a difference of the temperature depen
dence of the static and microwave (6 GHz) dielectric con
stants. An estimate shows that the correction is small; how
ever, owing to inaccuracies in existing dielectric constant 
data a meaningful calculation is not yet possible.

Figure 6. Brillouin spectrum of a nearly particulate-free sample of 
ammonia at 300 K. The finesse is 38.

Figure 7. Relative integrated Brillouin intensity vs. temperature in 
ammonia. The Brillouin intensity is normalized to unity at 195 K. The 
closed circles are experimental intensities, and the smooth curve 
represents intensities calculated from eq 1 0 .

Brillouin Intensity. Although the intensity of the Ray
leigh component was normally dominated by Tyndall scat
tering, it was possible to determine the intensity of the 
Brillouin components because their intensities are not af
fected by Tyndall scattering.5 The temperature depen
dence of the relative integrated Brillouin intensity in liquid 
ammonia is shown in Figure 7. The Brillouin intensity in
creases nonlinearly with temperature.

The intensity of the Brillouin component is given by5

7b =  A(pde/dp)s2T(is (9)

where A is a temperature-independent proportionality con
stant. Approximating (pdt/ap)s by ipae/dp)t , taking (pat/ 
ap)t = « — 1, and using the classical relationship between 
the dielectric constant and the optical index of refraction, t 
= n2, eq 9 becomes

7b = A(n2 — l ) 2T/3s GO)
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Using eq 2 and 7, relative Brillouin intensities have been 
computed from eq 10. The resulting theoretical intensities 
in liquid ammonia appear as the smooth curve in Figure 7. 
The experimental Brillouin intensities increase more rapid
ly with temperature than the theoretical ones. Whether the 
origin for the discrepancy is real or simply due to the ap
proximations used in deriving eq 10 from eq 9 is unclear at 
present. A determination of the temperature dependence of 
(pde/dp)s in the hypersonic range would be required to re
solve this question.
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Matrix rank analysis was applied to the broad 1500-nm band of sodium-ammonia solutions and sodium in 
sodium iodide-ammonia solution. The data used are those of Rubinstein at temperatures of —55, —65, and 
—75°C in the concentration ranges of 10~5 to 10-3 M  Na and 10-5 to 5 X  10-4 M  Na in 0.08 M  Nal. Two 
linearly independent absorbing species were found in each type of solution at each temperature. The salt 
and nonsalt solutions analyzed together at each temperature yielded a matrix rank of 3; three possible in
terpretations are discussed.

Introduction

Presently, models which describe the behavior of dilute 
metal-ammonia solutions include a specification of the 
number and the nature of two or more species related 
through equilibrium processes.2’3 For the most part, these 
models attempt to correlate experimental results obtained 
from several types of experiments. This, of course, should 
be the goal of any acceptable general theory of metal-am
monia solutions. In the development of such theories, there 
may be confusion between questions concerning the num
ber of species and those addressing the nature of the 
species. Indeed, in attempting to devise a general theory 
encompassing the results of several types of experiments, it 
is often difficult to separate these questions and to consider 
them independently of each other. In our attempt to sepa

rate these questions, it appeared logical to consider meth
ods which would lead to a statement of the number of 
species present in metal-ammonia solutions first, aind then 
to identify them, either by experimental or theoretical 
arguments. Accordingly, we address the problem here of 
determining the number of optically important species in 
metal-ammonia solutions.

The 1500-nm band observed for sodium-ammonia solu
tions and for sodium solutions containing Nal has been re
solved assuming a two species model.3 We are interested 
here in establishing the number of absorbing species 
present in such solutions directly from experimental evi
dence without recourse to a model. Consequently, we have 
applied the method of matrix rank analysis4’5 to the 1500- 
nm band exhibited by these solutions. The method, which 
has been well demonstrated to give the number of optically
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absorbing species in other chemical systems,6,7 depends 
only upon the linear independence of the concentrations of 
species in a series of metal-ammonia solutions at different 
concentrations (or, for the case of pulse radiolysis experi
ments, in the absorption spectra recorded as a function of 
time).

Outline of Method
The only assumption required for the matrix rank meth

od is that Beer’s law obtains at all wavelengths (eq 1). In eq 
1, D\i is the absorbance per unit cell length at the Xth 
wavelength in the ¿th solution, t\k is the extinction coeffi
cient of the kth species at the Xth wavelength, Cki is the 
concentration of the kth species in the ith solution, and nc 
is the total number of species that contribute to the ab
sorption of light at any wavelength studied. The term 
“ species” is taken to mean “ that entity which produces an 
absorption which obeys Beer’s Law” , which implies that 
band shapes attributed to individual species cannot change 
as a function of total metal concentration; no assumption
concerning line shapes needs to be made.

nc
D\i E  f\i?c&i 

k
(1)

In matrix form, Beer’s law is given by eq 2:

D = EC (2)

For

M  = DD (3)

where D is the transpose of D, the number of nonzero ei
genvalues of M  is the rank of M and of D. The rank of D is 
always less than or equal to the rank of C if the number of 
solutions (ns) and number of wavelengths (nw) are both 
greater than the number of species (nc). The rank of C is 
normally nc unless the concentration of one species is lin
early dependent upon the concentrations of the other 
species. In metal-ammonia solutions such a situation may 
occur as in reactions 4 and 6; the corresponding equilibri
um constants are given by eq 5 and 7. Even if the two dif
ferently solvated electrons had two distinct absorption 
bands, only one of the two species would contribute to the 
rank of C (and therefore of M ) since the ratio of their con
centrations would always be a constant (eq 5). Similarly, if 
the concentration of metal ion is essentially constant for all 
solutions studied, then reaction 6 would contribute only 
one species to the rank even if the monomer (or ion pair) 
and the!: electron both have separate absorption peaks. This 
situation could occur, for example, in concentrated salt- 
ammonia solutions containing a relatively small amount of
metal.

• e-(NH3), + ( y -  *)NH3 -  e-(N H 3)y (4)

Jf[NHs]>-* = [e“ (NH3)y]/[e*(NH3)i] (5)

M° — M+ + e~ (6)

K/[M +] = [e-]/[M°] (7)

If no error in the absorbance measurements occurred, an 
orthogonal transformation of M  would yield the number of 
linearly independent absorbing species contributing to the 
1500-nm band. However, because of experimental error, 
the number of eigenvalues will equal the order of matrix M. 
So statistical criteria must be developed to determine 
whether or not a given eigenvalue is zero. We have adapted

a program by Hugus and El-Awady to analyze the available 
data for metal-ammonia solutions. These investigators 
have developed three criteria for deciding whether an ei
genvalue is zero within experimental error.5

The first criterion Hugus and El-Awady developed is eq 
8, to determine the variance of the 1th eigenvalue:

<r*u2 = E Sji2Ski2<?Mjk2 (8)
j,k

Sji and Ski are the jth and kth components of the Ith ei
genvector of M  and

aM,k2 = E  [Dki2<TDj2 + Dji2<JDk?\ j  ^  k (9)
i

<?Mj2 = E  4 D jfr o / j = k (10)
i

where <td,, is the standard deviation of the j  th point in the 
ith solution. Thus, by comparing an eigenvalue to the 
square root of its variance, we have a statistical criterion 
for determining if an eigenvalue is zero within experimen
tal error. However, in deriving this equation, the correla
tion coefficients were set equal to zero, except for the case 
of self-correlation. Two additional criteria were therefore 
developed to test for the number of nonzero eigenvalues.

Since M  is symmetric and real it can be expressed in 
terms of its eigenvalues and eigenvectors. If the rank of ma
trix M is m then only m eigenvalues should be necessary to 
satisfactorily regenerate the absorbance data. Specifically, 
if the eigenvalues are arranged in order of decreasing value, 
Hugus and El-Awady showed that the approximation 
B u (m) to the measured absorbance at the 1th wavelength in 
the (th solution, Du, using the first m eigenvalues is given 
by eq 11 where T,; is defined by eq 12:

m
Bu{m) = E TijSj, (11)

j

Tij = E  b ikSkj (12)
k

In eq 11 and 12 the quantities Skj and Sji are the ;th  com
ponents of the kth and /th eigenvectors, respectively. Then, 
for each absorbance point one can compute the normalized 
residual du:

du =  \Bu — D u \ / o du (13)

As a whole the residuals should follow the normal probabil
ity density function if the errors, aDu, are really the stan
dard deviations for the absorbances. The distribution of re
siduals within various ranges can be compared to that ex
pected from the normal probability density function; the 
minimum number of eigenvalues required to achieve a sat
isfactory distribution would then be the rank of the matrix. 
Finally, an estimate of x2 using the first m eigenvalues to 
regenerate the data is given by eq 14. This value can be 
compared to the expectation value of x2, which, when the 
rank is m, is given by eq 15. (xm2) should be near Xm2 
when m  is the rank of matrix M .

Xm2 = E -  A l )2W ]  (14)I,/

<Xm2} = (nw -  m)(ns -  m) (15)

Results
Optical data for metal-ammonia solutions abound in the
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UD
on

Figure 1. The estimation of the photometric and chart reading errors: points are relative errors in nondecomposing solutions; lines are the 
error functions used in this analysis.

literature but we required data from only one experimenter 
as it has been shown that only well-calibrated spectropho
tometers will give the proper results when the data from 
two or more spectrophotometers are combined.7 Rubin
stein’s data8 which we employed in this analysis are the 
most extensive, consistent, and precise available. The Na- 
NH3 solutions encompass a concentration range of about 
10” ’’ to 1CT3 M  at three temperatures, —55, —65, and 
—175° C. Rubinstein also recorded the spectra of sodium in 
0.08 M  NaI-NH3 solutions. The concentration of sodium 
was about 10-5 to 5 X 10-4 M, again at the three tempera
tures. In most cases multiple scans were made so that the 
amount of decomposition during a run could be deter
mined.

We used 51 wavelengths from 450 to 1825 nm; those 
points at the highest energy recorded by Rubinstein were 
not used because some negative absorbances existed. There 
were seven, and in one instance six, solutions available for 
analysis in the concentration ranges at each temperature. 
Thus, six separate sets of data are available to test for the 
number of species. The data were normalized since multi
plying a row by a factor does not change the rank of the 
matrix. This process eliminates errors due to path length 
measurements and makes all the solutions of approximate
ly equal weight.

Since many different results can be obtained depending 
upon the error assumed, it is very important to properly

calculate the errors. Three types of errors exist: the thermal 
noise from the lead sulfide detector, chart reading error, 
and decomposition of the solutions.

The proper error for thermal noise for the Cary Model 14 
is given by eq 16:

AD = -0.434 X N1 X [1 + (1/T2)]1/2 (16)

where N1 is the root mean square noise at 100% T, in units 
of transmittance.9 For our own Cary Model 14, we calculate 
a value of 0.0006 for N1 with a reading error of ±0.0015. 
However, this may not be the error for Rubinstein’s instru
ment but it does provide a reasonable basis for comparison. 
Fortunately, among the 41 solutions reported by Rubin
stein, 9 did not appear to decompose during the three or 
four runs made on each solution. Thus, by averaging the 
runs and calculating a standard deviation based on the 
three or four points at each wavelength, a plot of relative 
error vs. absorbance was made. This plot is given in Figure 
1 and shows that, except at high absorbances, the error we 
found appears to be a good estimate for Rubinstein’s data. 
However, matrix rank analysis is not a least-squares proce
dure, and the high absorbances contribute more to the ei
genvalues and therefore to the standard errors than the 
lower absorbances. Thus, the correct error function at high 
absorbances is crucial. We chose to use a reading error of 
±0.002 and an N1 of 0.0001.

We must also deal with solution decomposition because
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the concentrations of the species changed as the spectrum 
of the solution was recorded. This phenomenon would af
fect the rank of the absorption matrix unless this error is 
accounted for. So a linearly graduated error, based on the 
estimated percent decomposition per spectrum, was added 
to each succeeding absorbance point recorded. However, 
this decomposition error is systematic, rather than random. 
Thus, the total calculated errors will not follow a x 2 distri
bution so standard statistical tests cannot properly be 
made.

TABLE I: Distribution of Normalized Residuals for 
Na—NH3 Solutions at - 6 5 °  C

No. of normalized residuals 
^  in the given ranges

eigenvectors 0 -1 1 -2 to 1 CO

1CO 4 -5 5 -6 6 -7 7+

1 161 60 26 14 26 16 14 40
2 294 53 8 1 1 0 0 0
3 305 46 6 0 0 0 0 0

Expected 244 97 15 1 0 0 0 0
distribution

Table I shows a typical result of our analysis of Rubin
stein’s data. The seven Na-NH3 solutions at —65°C have a 
distribution of residuals using only one eigenvalue and ei
genvector which is obviously insufficient. However, the use 
of two eigenvalues gives a distribution close to that expect
ed. So the residual distribution shows a rank of 2 for the M  
matrix.

Tables II and III show that X22 at each temperature is 
the closest to its expectation value. In fact, all the other 
Xm2 are far from their expectation values. Also, the first 
two eigenvalues are much greater than their errors, whereas 
the third and succeeding eigenvalues are much smaller 
than their errors and so are certainly zero within experi
mental error. Thus, for each set of data, all three error cri
teria show that two linearly independent bands are neces
sary and sufficient to regenerate the data. Furthermore, we 
have applied this analysis to the less extensive data of Gold 
and Jolly10 for Na-NH3 solutions at —65°C. Again, two 
species were found within the rather large experimental 
error.

If Na+ is involved in an equilibrium with one of the ab
sorbing species in Na-NH3 solutions, then the addition of

TABLE II: Results of the Matrix Rank Analysis for N a-NH 3 Solutions

Eigenvalue
Standard

error

No. of 
residuals

‘ 3 (Jest

Expected
no.

> 3 (Jest Xm2 ^Xm2 )

-5 5 ° C 107.0 0.0129 65 i 3884 300
(357 pts. ) 0.03920 0.0097 0 i 169 245

0.00054 0.0080 0 i 121 192
-6 5 ° C 104.7 0.0115 110 i 13224 300

(357 pts.) 0.10780 0.0082 2 i 237 245
0.00062 0.0078 0 i 173 192

-7  5° C 102.3 0.0155 137 i 29157 300
(357 pts.) 0.23786 0.0094 2 i 230 245

0.00071 0.0080 1 i 159 192

TABLE III: Results of the Matrix Rank Analysis for Nal/Na--NHj Solutions

No. of Expected
Standard residuals no.

Eigenvalue error > 30est > 3 (Jest Xm2 ^Xm2)

-5 5 ° C 91.9 0.0297 70 i 6215 250
(306 pts.) 0.08083 0.0210 1 i 236 196

0.00193 0.0060 0 i 42 144
-65° C 104.4 0.0422 86 i 10098 300

(357 pts.) 0.19523 0.0274 0 i 110 245
0.00098 0.0123 0 i 24 192

-75°C 100.7 0.0194 169 i 46746 300
(357 pts.) 0.31058 0.0125 0 i 192 245

0.00068 0.0128 0 i 134 192

TABLE IV: Results of the Matrix Rank Analysis for Nal/Na--NH3 with Na-NHj Solutions

No. of Expected
Standard residuals no.

Eigenvalue error > 3(7est > 3 (Jgst Xm2 {Xm.2}

-55 ° C 198.9 0.0324 165 2 11887 600
(663 pts.) 0.12393 0.0225 57 2 1841 539

0.00862 0.0093 1 2 355 480
0.001136 0.0242 0 2 229 423

-65° C 209.1 0.0437 241 2 25402 650
(714 pts.) 0.30387 0.0277 46 2 1927 588

0.00851 0.0142 7 2 578 528
0.00277 0.0313 0 2 275 470

-7 5 °C 203.1 0.0249 325 2 77470 650
(714 pts.) 0.54413 0.0155 63 2 2913 588

0.01133 0.0136 7 2 685 528
0.00304 0.0146 0 2 337 470
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sodium salts to these solutions might change the relative 
concentrations of species sufficiently so that one species 
would appear to predominate, or, if a third, very minor 
species existed in the relatively dilute Na-NH3 solutions 
studied by Rubinstein, which might be a major constituent 
of the more concentrated solutions of Gold and Jolly, the 
addition of sodium salts to the Na-NH:i solutions would 
also change the rank of the M  matrix. Yet, analysis of the 
NaI/Na-NH3 solution yields only two species. Therefore, 
an analysis of the NaI/Na-NH3 and Na-NH3 solutions at 
the same temperature was made. The results given in Table 
IV show the matrix M  no longer has a rank of 2, but rather 
it has a rank of 3. The third eigenvalues are slightly less 
than their errors but neglecting the correlation error in de
riving the formula for the standard error could account for 
the differences. The other two criteria discussed previously 
indicate two species to be insufficient, but three species 
will account for the spectrum.

There are three ways to interpret our results. First, it is 
possible that the band shapes and positions of the two 
species in ammonia are changed by the addition of salt, a 
suggestion originally made by Rubinstein;8 such behavior 
corresponds to a noncompliance of the system to Beer’s law 
and for small deviations could lead to a rank of 3. An alter
nate explanation is that one of the two species found in the 

' Na-NH3 solutions is not the same as either of the two 
species found in the salt solutions. Finally, the salt solu- 
tions may contain three species but one of them is equiva- 

ly  ■ lent to M° because a rank of two would be expected for the 
\ solutions containing only salt. However, upon adding solu- 

tions from the Na-NH3 set, the monomer would become 
•f, linearly independent of all other species because the metal 

ion concentration is variable for the added Na-NH3 solu
tions.

Our analysis of the Na-NH3 and NaI/Na-NH3 solutions 
together was an attempt to elucidate the nature of the 
species present. Unfortunately, a firm conclusion cannot be 
reached. Of course, with a sufficient number of solutions, it 
should be possible to find the band shapes and equilibrium 
constants by a least-squares procedure. However, Rubin
stein’s data do not contain enough solutions because there

are only about 2.5 degrees of freedom available per re
quired variable. In addition, the total metal concentrations 
are not known with sufficient accuracy to obtain good equi
librium constants. We hope to remedy this situation by ob
taining more spectral data, over a wider concentration 
range, than are currently available.

Although we are presently unable to identify the species 
present in Na-NHs and Nal/Na-NH;; solutions without re
sorting to other data, we have shown conclusively that two 
linearly independent absorbing species (possibly three 
species in the salt solutions) are necessary and sufficient to 
regenerate the data for Na-NH3 solutions in the concentra
tion range of 10-5 to 10~3 M  and for 0.08 M  Nal solutions 
with Na concentrations of about 10-5 to 5 X 10-4 M. This 
conclusion is independent of the band shape function.
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High-density digital Raman spectra of pure ammonia in the 3000-3500-cm-1 region have been collected as 
a function of temperature. The data were used to critically evaluate two previously suggested models. One 
model interprets the spectrum in terms of associated and unassociated species. Resolution of the N-H re
gion into four bands, three attributed to the unassociated (C3u) species and one attributed to the associ
ated (Cs) species, forms the basis for interpretation of the Raman spectrum of pure ammonia and ammonia 
solutions. This interpretation raises questions concerning line shapes due to the C, species, variation of 
line shapes with temperature, relative intensities of iq and v\, and coincidences necessary to explain the 
absence of other Cs bands. The second model, the damped, coupled oscillator model, attempts to interpret 
the spectrum in terms of coupling of vibrational states. Correction of a sign error in the original formula
tion and the use of only the isotropic Raman scattering resulted in a satisfactory explanation of the 
changes observed in the spectrum as temperature is varied. The band at ca. 3290 cm-1 (at high tempera
tures) is assigned to iq, the totally symmetric N-H stretching mode, and the same band is assigned to 2v4 at 
low temperatures (below 240 K). The change in assignments is due to a lowering in frequency of the nonre
sonating symmetric stretch with increased hydrogen bonding. Fermi resonance between iq and 2i/4 gives 
rise to an observed spectrum in which observed peak positions do not change appreciably.

Introduction
The Raman spectrum of liquid ammonia is characterized 

by weak scattering around 1060 and 1640 cm-1 and strong 
scattering around 3300 cm-1. The 1060- and 1640-cm~1 
bands have been unambiguously assigned as f2, symmetric 
bending mode, and iq, asymmetric bending mode, respec
tively. The 3300-cm-1 region is characterized by an enve
lope which appears to be three overlapping bands. Little 
doubt exists concerning the assignment of the highest ener
gy band (ca. 3380 cm-1) to v3, asymmetric stretching mode; 
however, controversy exists concerning the assignment of 
the two lower energy bands. It is not the purpose of this 
paper to review comprehensively all band assignments. 
Suffice it to say that various investigators1’2 have assigned 
the bands at ca. 3220 and 3305 cm-1 to 2iq and iq, symmet
ric stretching mode, respectively, whereas other investiga
tors3 have reversed these assignments. The problem of 
band assignments is complicated by the existence of Fermi 
resonance4 between 2iq and iq, and the intensity reversals 
which occur with increasing (decreasing) temperature.5 
The importance of the correct interpretation of the N-H 
stretching region cannot be minimized if meaningful con
clusions concerning solute-solute and solute-solvent inter
actions in liquid ammonia solutions are to be forthcoming.

Recently, two models have been proposed to explain the 
spectral features observed in the 3300-cm-1 region. One 
model, henceforth referred to as the four-band model, 
suggests that there are two types of ammonia molecules 
present in liquid ammonia.6,7 One type of ammonia mole
cule is unassociated and has C3u symmetry, whereas the 
second type is associated with another ammonia molecule 
via hydrogen bonding and has Cs symmetry. Resolution of 
the 3300-cm-1 envelope into three, four, and five bands re
vealed that a four-band fit was statistically more meaning
ful than either a three- or five-band fit.8 The fourth band 
at ca. 3265 cm-1 is polarized and has been assigned as iq', 
the totally symmetric stretching mode of the Cs species.

This band is reported to increase in intensity as the tern- ® t;1 
perature is decreased, and such an intensity change ac-v.l*J 
counts for the observed intensity reversals with tempera- « I  
ture. The four-band model has been used to explain the , 
bands observed in the N-H stretching region in salt solu
tions,6-8 in ND2H,7 and most recently in solutions of am
monia in deuteriobenzene.9

Inspection of the results presented by the aforemen
tioned investigators8 raises certain questions. Although 
complete band parameter data are not given, the shape of 
the band assigned to iq' appears significantly different than 
the shape of the band assigned to iq. If these are both due 
to totally symmetric vibrations, their band shapes might be 
expected to be more similar. The fact that the Cs species 
could have six Raman active modes yet only one is ob
served necessitates fortuitous coincidences. Finally, the in
tensity of n' is always less than that of tq. One of two con
clusions must be drawn: either the vibration giving rise to 
v\ is not as efficient a scattering center as the vibration 
giving rise to iq, and/or the concentration of associated 
molecules is less than that of the unassociated molecules.

An alternative model based on coupling of vibrational 
modes has been proposed.10 This model is an extension of 
the model used to explain the low-frequency photon cou
pling in solids.11 While a complete derivation will not be 
given here, the basic equations are presented for reference 
purposes:
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Figure 1. Laser Raman spectrometer.

In the above formulation / 22(a>) is the isotropic Raman 
intensity. j?(u>) is the Bose-Ejnstein population factor, b is 
the interaction energy or coupling parameter, Ci and C2 
are the relative scattering strengths of the uncoupled oscil
lators, Ti and V2 are the damping constants and are equiva
lent to the line widths normally observed for vibrations 
which are not in Fermi resonance, on and o>2 are the ob
served frequencies, and fix and fl2 are the frequencies of the 
uncoupled vibrations, ill and Sl2 are calculated as follows:

n ,2 = U ^ 2 + U22) + %[(<012 -  o>22)2 -  4fo2]l/2 (4)

and
q 22 =  +  o>22) -  U W  -  “ >22) 2 -  4 b 2] 1/ 2 (5 )

where u>i and a>2 are the observed peak frequencies.
Although the results of this model appear promising, it 

too raises questions. Some of the data are reported10 at 182 
K but ammonia solidifies at 193 K. In the original publica
tion, the sign preceding the term 2C1C2[b.B/(A2 + B2)] in 
eq 1 was reported as negative; however, an analysis of the 
deviation yields a positive sign.12 Close examination of the 
curve fitting reveals a deficiency in intensity in the valley 
between the peaks. This is the same region where the four- 
band model suggests v\ should be. Regardless of band as
signments C2/C i = 0.3 appears too large; such a ratio 
suggests that either the intrinsic scattering of 2p4 is greater 
than that of i>\ or that it is 30% of n- Certainly the intensity 
of the overtone would not be greater than the fundamental, 
and it is doubtful that it would be as large as 30%. Finally, 
the anisotropic scattering, although small, should be re
moved from the isotropic scattering since the model is ap
plicable only to isotropic scattering.

The four-band model results in assignment of the bands 
in the 3300-cm-1 region as 3214 (204), 3271 (iq'), 3300 (t»i), 
and 3385 cm-1  (1/3) at 25°C. The assignments based on the 
coupled oscillator model are 3220 (vi), 3305 (2 4̂), and 3388 
cm-1 (v3) at 25°C. Unfortunately the assignment dilemma 
remains unresolved. Because of the questions which have 
been raised, a review of both models seemed in order. High- 
density Raman scattering data obtained under carefully

controlled experimental conditions are necessary to criti
cally evaluate the proposed models. Only when the two 
models are subjected to analyses using the same data can 
meaningful conclusions be drawn. The acquisition of 
Raman scattering data, treatment of the data using the 
four-band model and a corrected version of the coupled os
cillator model, and assignment of the bands in the Raman 
spectrum of liquid ammonia form the subject of this work.

Experimental Section
A laser Raman spectrometer was constructed using five 

primary components: (1) control Laser-Orlando 1 -W Ar+ 
ion laser fitted with an optical feedback loop for power sta
bilization; (2) Spex 1403 double monochromator; (3) SSRI 
photon counting detection system with buffered binary 
scaler; (4) RCA 31034A photomultiplier tube housed in a 
Products for Research thermoelectric cooler (dark count 
~50 Hz at —30°C); and (5) PDP-11/20 minicomputer with 
magnetic tape drive. The instrument geometry is shown 
schematically in Figure 1 . The laser beam (4880 A, maxi
mum power 400 mW) was focused on the sample after de
flection into a vertical plane parallel to the monochromator 
entrance slit. The scattered light was focused on the en
trance slit by a 75 mm / / 1.0 lens. Prior to reaching the slit, 
the light passed through an analyzer followed by a calcite 
wedge scrambler. The analyzer permitted accurate depolar
ization measurements. Measured depolarization values for 
carbon tetrachloride were 0.0092, 0.740, and 0.752 for the 
459-, 314-, and 218-cm-1 bands, respectively, using the 
same slit width as for the ammonia spectra (10.7-cm-1 
band-pass). Comparison to literature values13 of 0.0039, 
0.751, and 0.758, which were obtained using narrower slits, 
demonstrated that the analyzer was satisfactory.

The monochromator drive motor was controlled by the 
minicomputer with spectral data accumulated only when 
the drive was stationary. Since the scaler input did not in
volve an RC time constant the effective time constant was 
zero, and there was no time constant distortion of the band 
contours. The Raman spectral data were written on mag
netic tape by the PDP-11 minicomputer for off-line pro-

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



Raman Spectra of Liquid Ammonia 2959

Figure 2. N-H stretching region (polarized) (22°C).

cessing on a Xerox Sigma 9 computer.
Samples were prepared by condensing ammonia (Mathe- 

son, 99.99%), which had been distilled twice from sodium 
metal, into glass Raman sample tubes on a vacuum line. 
The samples were frozen in liquid nitrogen and sealed off 
under vacuum. The samples were" held in a vertical orienta
tion in a metal block which was cooled by recirculating cold 
methanol. A plexiglass cube filled with dry nitrogen sur
rounded the sample block preventing condensation on the 
sample. Temperatures were monitored with a thermistor 
and are accurate to ±3°C.

Data Treatment
Any slit distortion was removed by deconvoluting14-16 

using an observed slit function for this instrument. This 
function was derived from a mercury emission line contour 
measured as a function of slit width. The Raman scattering 
polarized in the z direction is given17’18 by

U = fe(45(d')2 + 4{y')'2)Ey2 (6)

which corresponds to the matrix equation

a «  = (%)(Tr(a)) + <%)(3«„ -  Tr(a)) (7)

of Schwartz and Wang.10 Since these authors formulated a 
model in which only scattering due to the first term is con
sidered, it was necessary to isolate the Raman scattering 
due to the a' term in eq 6. This was accomplished by utiliz
ing the scattering polarized in the y direction1718 given by:

Iy = k(3y')2Ey2 (8)

and applying the relation shown by eq 9 at each frequency.

a' = k(Iz -  (4/3)/y) (9)

The resulting isotropic spectrum was resolved by a non
linear damped least-squares program19 into symmetrical 
bands described as a sum of a Gaussian and a Lorentzian 
having the same band centers and half-widths. The func
tion used is given by eq 10, where wo is the band center, h is 
the band half-width, and G and L are the Gaussian and Lo
rentzian intensities, respectively. This analysis was done 
using the same computer program used in references 8 and 
9.

/(w) = Ge- 41n2((“ - “ °)7h)2 + L /(l + 4[(w -  w0)/h]2) (10)
The coupled oscillator model was programmed so that all 

seven parameters (h, Fj, I'o, Ci, C2/C 1, wi, and W2) could be 
refined simultaneously. Due to the complexity of the 
model, the partial derivatives of intensity with respect to

Figure 3. N-H stretching region (depolarized) (22°C).

each parameter were approximated by relations of the type 
shown in eq 11, where A = 0.005(ri).

afGhl/alh = [f(Fi + A) -  f(r , -  A)]/2A (11)

The computer used, a Xerox Sigma 9, was capable of 
only six significant figures in floating point notation, and 
therefore all computations were performed in double preci
sion mode since significant figures were lost in the subtrac
tion step as well as during the solution of the matrix equa
tion in the least-squares iteration. It was found that the 
best results were obtained by constraining the observed 
peak maxima (which were found quite accurately using 
program RESOL19) and allowing only five parameters to be 
adjusted. If all seven parameters were varied, oscillation 
around the final solution occurred. A “ manual regression” 
was performed on the observed peak maxima by making 
small adjustments in these parameters. The values which 
gave the smallest weighted sum of squares of residuals were 
accepted as the final solution in all cases. The weighting 
scheme w = (number of counts)-1 , which is appropriate for 
counting experiments, was applied during all computa
tions.

Results and Discussion

Raman scattering data in liquid ammonia as a function 
of temperature were collected. Polarized and depolarized 
spectra in the 3300-cm-1 region are shown in Figures 2 and
3. Prior to any analysis, the data were deconvoluted with a 
slit function. The data in the 3300-cm-1 region were 
subjected to a curve fitting procedure using program 
RESOL.19 Using Hamilton’s R factors30 as a criteria of 
“ goodness” of fit, these analyses confirmed7 that a four- 
band fit was statistically better than either a three- or five- 
band fit. Results of the curve fitting for both the polarized 
and depolarized spectra are presented in Tables I and II, 
and representative plots of the data are shown in Figures 4 
and 5. The error curve shown at the bottom is on the same 
scale as the ordinate.

Inspection of Table I reveals several interesting and 
unexpected results. The bands at ca. 3205 and 3290 cm-1, 
assigned8 as and lq, respectively, exhibit a high percent
age of Lorentzian character. This is not unexpected be
cause a Lorentzian or Voigt function is generally regarded 
as a satisfactory description of most Raman bands.20-22 
The lower percentage of Lorentzian character observed in 
the 3380-cm-1 band, assigned to 1/3, seems reasonable, since 
studies23-25 have shown that line widths corresponding to 
non-totally symmetric vibrations are considerably greater 
than those corresponding to totally symmetric vibrations.
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TABLE I: Four-Band Model Parameters (Polarized)

Intensity, Hz Half
width,

Area,
Hz X %

Temp, K V, cm '1 Gaussian Lorentzian cm-1 cm-1 X 105 Lorentzian

295 3209 2650 12720 28 6.4 83
3258 3950 0 67 2.8 0
3294 2680 22150 29 10.9 89
3383 1350 790 66 1.8 37

258 3207 3370 15290 35 8.5 82
3256 5820 0 77 4.7 0
3293 3850 15490 35 9.9 80
3376 1240 1720 57 2.2 58

243 3204 4370 13050 32 8.1 75
3249 6150 0 92 6.0 0
3291 3250 11590 41 8.9 78
3374 1700 3080 51 3.4 64

228 3203 180 1190 32 0.7 87
3252 400 0 80 0.3 0
3291 40 1080 42 0.7 96
3375 0 350 19 0.3 100

Table II: Four Band Model Parameters (Depolarized)

Intensity, Hz Half
width,

Area, 
Hz X %

Temp, K V, cm-1 Gaussian Lorentzian cm-1 cm '1 X 10s Lorentzian

295 3213 170 140 50 2.0 44
3254 10 260 43 1.8 97
3294 10 470 44 3.3 98
3381 0 1920 77 23 100

258 3207 100 470 42 3.5 82
3254 380 170 65 4.3 31
3296 210 390 42 3.5 65
3377 0 3220 59 30 100

243 3208 380 500 46 5.5 57
3246 340 0 31 1.2 0
3287 720 160 63 6.4 18
3375 690 3090 52 29 82

228 3207 40 40 43 0.04 49
3256 30 1 45 0.01 4
3292 40 40 44 0.04 46
3374 60 110 49 0.11 64

Figure 4. Resolution of polarized N-H stretching region into four 
bands (22°C). Figure 5. Resolution of depolarized N-H stretching region into four 

bands (22°C).

The unexpected result is the total Gaussian character of 
the band at 3255 cm” 1. This band is assigned as v\, the to
tally symmetric stretching mode of the associated species. 
That the band parameters describing this totally symmet
ric vibration should differ so markedly from the parame
ters describing the totally symmetric vibration of the unas
sociated species is difficult to rationalize.

Although the parameters (Table I) describing the bands 
at 3205, 3290, and 3380 cm” 1 vary with temperature in a 
not unreasonable manner, the band parameters set forth in 
Table II seem to vary in a nonsystematic way with temper
ature. This variation may be due to the greater uncertainty 
caused by the lower intensities.

Examination of the spectra at various temperatures did
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Figure 6. Isotropic component of N-H stretching region fit with cou
pled oscillator model (22°C).

Figure 7. Coupling constant, b, as a function of temperature.

not reveal any new bands; changes in spectral features were 
limited to a sharpening of the band at 3380 cm-1 with de
creasing temperature and an intensity reversal involving 
the bands at 3205 and 3290 cm“ 1. These results are per
plexing if the four-band model is used to interpret the 
spectrum, since the associated species has Cs symmetry 
and could have six Raman active fundamental modes. Fur
thermore, the symmetry of the modes is such that Fermi 
resonance is allowed between any overtone and any A’ fun
damental. In light of the fact that at —30°C the band (i>i) 
attributed to the associated species accounts for ~23% of 
the area under the computed envelope, the absence of 
other bands attributable to the Cs species seems somewhat 
astonishing. To explain the apparent absence of these 
bands a great many fortuitous coincidences must be in
voked. The possibility of such coincidences raises questions 
involving the quality of the band parameters ascribed to 
the vi, 2i/4, and i>z of the unassociated species.

The coupled oscillator model10 was investigated using 
the same Raman scattering data as was used to evaluate 
the four-band model. Prior to fitting the data, a sign error 
in the second term of eq 11 in the original publication10 was

Figure 8. Damping factors, T ̂  and r 2, as a function of temperature.

Figure 9. Observed frequencies, a>i and u)2, and uncoupled frequen
cies, Q, and Q2, as a function of temperature.

changed.12 The data were deconvoluted with a slit function, 
and the anisotropic contribution to the spectrum was re
moved (vide supra). Although Schwartz and Wang held the 
ratio C2/C 1 constant after establishing a “ best” value of 0.3 
via a manual regression technique, C2/C 1 and C1 were 
treated as adjustable parameters during the present study. 
As a consequence five parameters were refined simulta
neously.

A representative result of the curve fitting procedure is 
shown in Figure 6. Variation of the parameters b, Ti and 
r2, and coi, a>2, Sli, and 122 with temperature is shown in Fig
ures 7, 8, and 9. In these figures, the line(s) shown are the 
result of a linear least-squares analysis. The data are pre
sented in tabular form in Table III. Comparison of these 
results with those presented by Schwartz and Wang reveals 
certain similarities and some distinct differences. In gener
al, the computed curve in this study fits the experimental 
data better in the region between the peaks than does the
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TABLE III: Coupled Oscillator Model Parameters
Temp, K

2 9 5 2 5 8 2 4 3 2 2 8

r ,, cm-1 1 5 . 8 9 . 6 1 8 . 5 1 4 .3
r 2, cm-1 4 3 . 7 5 8 .8 5 9 . 0 5 7 . 6
b, cm'" 2 . 7 8  X 3 . 0 3  X 2 . 9 7  X 2 . 9 8  X

1 0 s 1 0 5 1 0 s 1 0 s
CJC, 7 X 1 0 " 3 4  X 1 0 " 3 1 X 1 0 " 2 7 X 

1 0 " 3
uj j , cm"1 3 2 9 6 3 2 9 7 3 2 9 3 3 2 9 3
ù>2, cm '1 3 2 0 8 3 2 0 4 3 2 0 2 3 2 0 1
n ,, cm-1 3 2 6 2 3 2 5 4 3 2 4 8 3 2 4 5
n 2, cm-1 3 2 4 3 3 2 4 7 3 2 4 8 3 2 5 0

curve reported in the original publication;10 however, there 
is still some problem with the fit at the top of the peaks 
and on the wings. The values of b reported in this study are 
of similar magnitude to those previously reported, but b in
creases rather than decreases with decreasing temperature. 
Values of I\ and F2 agree quite well with those reported. 
The-variation of fli and fi2 with temperature is very signifi
cant in that they cross around 240 K. fix decreases with de
creasing temperature whereas Q2 appears to increase. 
Whether a variation of 5 cm-1 in the value of fi2 over 50°C 
can be considered a significant change is dubious. The vari
ation of 02 with temperature is very similar to the variation 
of the corresponding fundamental va with temperature 
(Figure 10). An unexpected but satisfying result concerns 
the ratio C2/Ci (Table III). Although treated as an adjust
able parameter, C2/Ci always converged to a value of 
~0.01. This value lends support to the conclusions which 
follow.

The results of this study indicate that the Raman spec
trum of liquid ammonia can be interpreted as follows. 
There is little question that the bands at ca. 1060, 1640, 
and 3380 cm-1 can be assigned to v2, v.u and respective
ly. The controversy has centered around the bands at 3205 
and 3290 cm“ 1. The two modes are coupled via Fermi reso
nance as indicated by a nonzero value of b, and as a result 
of this resonance, both bands are combinations of v\ and 
2i/4. At high temperatures (300 K) the band at 3290 cm-1 
has more v\ character than 2v4 character and likewise the 
3205-cm_1 band has more 2v4 character than v\ character. 
As the temperature is decreased the ammonia molecules 
are subjected to environmental changes, probably through 
increased hydrogen bonding, which perturb the molecules 
and shift Qi, the frequency of the uncoupled oscillator, to 
lower frequency with decreasing temperature. Such fre
quency shifts are expected as a result of increased hydro
gen bonding. The coupling between the two energy levels 
increases because they are now closer together. As a result 
of increased coupling the observed frequencies (o>x and a>2) 
appear relatively constant. The fact that fij decreases and 
ii2 remains constant or increases supports the supposition 
that at 300 K the band at 3290 cm-1 is primarily of iq char
acter and the band at 3205 cm-1 is primarily of 2t>4 charac
ter because a symmetric stretching mode should be more 
affected by hydrogen bonding than a bending mode. As 
coupling increases, the 3290-cm“ 1 band increases in 2v4 
character and the 3205-cm_1 band increases in v\ character. 
As a consequence of the increasing 2v4 character of the 
3290-cm“ 1 band, the intensity decreases, whereas the in
tensity of the 3205-cm“ 1 band increases because of increas
ing v\ character. Around 240 K, Q] has shifted such that it 
is equal to fi2 and, therefore, each band is of equal v\ and

T (KJ

Figure 10. Position of tq as a function of temperature.

2v4 character. This result confirms those previously re
ported.5 Below 240 K, the band at 3290 cm-1 has more 2i>4 
character, whereas the 3205-cm_1 band has more charac
ter. In other words, if definite labels must be placed on 
these bands, above 240 K, the higher energy band is v\ and 
the lower energy band is 2j/4; below 240 K the higher energy 
band is 2v4 and the lower energy band is iq. Such labels 
should be summarily rejected because the resonance phe
nomenon requires that both bands be combinations of 
states (modes) and only the degree of mixing holds any sig
nificance. The value of C2/Ci = 0.01 lends support to the 
aforementioned assignments. Intuitively an overtone is ex
pected to scatter much less than a fundamental, and a ratio 
of 0.01, C2„4/C„!, is more plausible than the reported ratio 
of 0.30.

In summary, the results of this study suggest that until 
questions involving band shapes and frequency coinciden
ces are resolved, interpreting the N-H stretching region in 
terms of two species of ammonia should be viewed with a 
great deal of skepticism. In addition to these questions, the 
four-band model requires 12 adjustable parameters (for the 
isotropic spectrum) whereas the coupled oscillator model 
requires only 7. Application of the coupled oscillator model 
permits a reasonable interpretation of the observed spec
trum. This model also fits the spectrum of ammonia in car
bon tetrachloride, benzene, and pentane26 as well as the 
spectrum of alkali halide-liquid ammonia solutions.27 Fur
ther refinement of the model is possible but in the present 
form it seems to offer a satisfying solution to the controver
sy involving band assignments in the N-H stretching re
gion.
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Correlation of Optical and Magnetic Data for Sodium-Ammonia Solutions
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School of Theoretical and Applied Science, Ramapo College, Mahwah, New Jersey 07430 (Received July 25, 1975)

The resolution of the optical spectra of Na-NH:i solutions into two bands,1“3 one of which may be associ
ated with a species incorporating two electrons, permits the correlation of the optical data with the mag
netic data of Huster4 and of Freed and Sugarman5, without reference to any particular model for the solu
tions. With the aid of the redox model,6 the optical data are shown also to correlate with the spin suscepti
bility data of Hutchinson and Pastor.7 The latter correlation requires identification of the diamagnetic 
species as one of stoichiometry M~.

The resolution of the broad infrared spectra of dilute 
(10“ 5-10~3 M ) solutions of Na-NH3 at —75, —65, and 
—55° C reveals the presence of two distinct, yet similar 
bands separated by about 600 cm-1. At —65°C their maxi
ma occur at 7067 and 6494 cm-1, respectively. The shape 
function fi(v) for the band occurring at the higher frequen
cies was obtained by extrapolation to infinite dilution and 
was assigned to a species composed of two electrons in 
some form.

Since the optical analysis revealed the presence of two 
bands and that f2(i/) is due to a species containing two elec
trons, it is natural to suppose that this species is diamag
netic. Figure 1 compares Huster’s4 static susceptibility data 
for Na-NH3 solutions with optical data at —75°C. As can 
be seen, a good correlation is obtained at the overlapping 
metal concentrations (about 10“ 3), and the trend estab
lished at low sodium concentrations (optical data) is car
ried over to the more concentrated metal solutions (mag
netic data).

The fraction of unpaired spins, Y, derived from the mag
netic data is obtained from thé ratio of the measured, net 
molar static susceptibility (x m )  to the theoretical magnetic 
susceptibility of a mole of free electrons (x t  = N°0/kT). 
The reported Xm values have been corrected for the sol
vent’s diamagnetism, while the relative diamagnetic-para
magnetic contributions from the other species is expected 
to be small for the more dilute solutions. Since Xm for 0.105

and 7.63 X 10“ 3 M  solutions were —19.0 X 10“ 6 and 202 X 
10“ 6 erg/(mol G2), the diamagnetic contributions are ex
pected to be less than 10% for the solutions more dilute 
than the latter concentration. It is assumed that the mini
mum negative Y values were characteristic of essentially 
100% diamagnetic solutions and that the molar diamagnet
ic susceptibility decreases with decreasing metal concentra
tions.

Since the sodium metal concentrations were not experi
mentally determined, the Y values obtained from the opti
cal data were calculated from

Y =C i/[N a]
where

[Nâ] — Aixn/flm^ T A2m/i2mT
A im and A2m are the absorbances at the maximum for each 
band determined in this work, while the extinction coeffi
cients at the maxima are those calculated by other investi
gators8,9 (iim = 5.0 X 104 and C2m = 4.5 X 104 M “ 1 cm“ 1) 
and were both based on total metal concentrations. It is 
reasonable to assume that both ilm and t2m were deter
mined for solutions characterized mainly by either species 
1 or species 2, respectively. C i represents the concentration 
of all paramagnetic species and is equal to Aim/(imL, where 
L is the path length (cm).

Figure 2 correlates Freed and Sugarman’s5 static suscep-
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Figure 2. Comparison of the fraction of paramagnetic species de
rived from optical and static susceptibility data at —55°C.

tibility data for K-NH3 solutions at -53  ±  1°C with Y 
values derived from the optical data for Na-NH3 solutions 
investigated at —55 ±  0.1°C. It is quite reasonable to com
pare these to metals (in ammonia), since other investiga
tions have shown that their optical9,10 and magnetic7,11 
characteristics differ very little.

In order to obtain the spin-pairing equilibrium constant, 
the following equilibria were assumed:

Na+ + S“  — Na+-S- (1)
Na+ + 2S- ^  Na“  + 2S (2)

Na+ + Na“  — Na+-Na~ (3)

S~ and Na+-S~ (ion pair) are the paramagnetic species 
while the Na~ and Na+-Na_ (ion pair) entities are diamag
netic.

By assuming that the ion-pairing dissociation constants 
for equilibria 1 and 3 have the same value,6 and that the re
spective anions and their ion pairs with Na+ absorb light 
identically, the following expression can be derived:3

A jtMHI  -  a) = (h(V)tlmL)2A2T/(f2(v)t2mL)KKsp

where A it(v),A2t{i>) — total absorbance of each anion and 
their respective ion pairs at frequency v\ f iM ^ M  = nor
malized shape function for the paramagnetic and diamag-

Figure 3. Test for Na (stoichiometry) equilibria at —65°C.

Figure 4. Van’t Hoff plot for the spin-pairing reaction 2e_ +  Na+ 
Na".

TABLE I: Calculated Ion-pairing Dissociation (K) and 
Spin-Pairing Constants (Ksp ) Obtained from Optical Data

T,°C K Ksp
—75 9.0 X 10“3 3.0 X 106
—65 4.7 X 1 0 '3 1.3 X 106
—55 7.5 X 10’ 3 4.8 X 10s

netic species, respectively; a,K = degree of ion pair disso
ciation and dissociation constants; Kap = spin-pairing con
stant for equilibrium 2; elm = 5.0 X 104 M _1 cm-1. Extinc
tion coefficient for dilute solutions;8 e2m = 9.0 X 104 M~l 
cm-1 = 2 X 4.5 X 104, where 4.5 X 104 was obtained9 for so
lutions characterized by diamagnetic species and was based 
on total metal concentration.

By choosing the proper values of K  (and thus a), linear 
plots of Air(v)2(l — a) vs. A2t M  were obtained for Na- 
NH;i and Na-NH3-NaI (0.08 M) solutions at each temper
ature investigated (Figure 3). Ksp was then calculated from 
the slopes of the lines. The values for K  and K sp obtained 
are summarized in Table I.

The values of K  thus obtained are typical of ion-pairing 
dissociation constants for Na+-S_ in liquid ammonia as cal
culated from conductance data.12

The van’t Hoff plot in Figure 4 compares the optically 
derived Ksp with those calculated by Golden, Guttman, 
and Tuttle6 based on spin paramagnetic susceptibility data 
of Hutchinson and Pastor7 (-33 , +1, and +25°C). A linear
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correlation is obtained yielding the expected negative spin
pairing enthalpy change (—7.55 kcal/mol).

These observations substantiate the assignment of the 
two optical bands found in Na-NH3 solutions, fi(v) and 
hM , to paramagnetic and diamagnetic species, respective
ly-
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Discussion
R. CATERALL (to Rubinstein). In your plot of log K 2 against 

1000/T you seem to have used the Hutchinson and Pastor magnet
ic data for Na or potassium. The Na and K data differ at higher 
temperatures. A. Demortier measured some spin-pairing fraction 
in our laboratory for Na-NH3 found close agreement for Na and
K.

(To Peer). The possibility of a third species in the Na—NaI-NH.3 
solutions is interesting. At Colloque Weyl I, I reported a strong in
teraction between the unpaired electron spin and solvated iodide 
ions, this showing up as a strong g shift and increase in line width. 
At Colloque Weyl II, I reported some measurements of I Knight 
shifts in these systems (confirmed by O’Reilly). Both these factors 
confirm a tendency for e“-I _ interactions, and we have attributed 
the species responsible to the triple ion rN a +esof .

Martyn Symons (1959) reported a band at 12500 cm-1 in Na- 
NaI-NH3 which has been the subject of considerable controversy.

J. L. DYE (to Rubinstein). In response to the comment of R. Ca- 
terall on the magnetic susceptibility data of Demortier et al., let 
me note that our ESR studies (Abstracts, Dallas ACS meeting 
1964) from —60 to —5°C for solutions of Na, K, Rb, and Cs in NHj 
show that there is no apparent effect of the cation on the tempera
ture dependence of the spin susceptibility.

W. A. SEDDON (to Rubinstein). Using pulse radiolysis we have 
detected two absorption bands in basic solutions of liquid ND3. 
Immediately after the pulse, the spectrum corresponds to that re
ported at infinite dilution by Hurley et al. at Colloque Weyl II. On

a longer time scale, the band maximum is shifted to the infrared 
by about 140 nm. This I believe corresponds to the difference cal
culated by Rubinstein et al.

G. RUBINSTEIN. The difference in rmax of the two bands of Na- 
NH3 solutions at —65°C is 573 cm-1 (7067 and 6494 cm-1) or 125 
nm.

S. Go l d e n  (to Peer and Lagowski). The matrix rank analysis 
serves to provide an elegant way of establishing the number of dis
tinct and independent line shapes needed to account for the spec
tral data, two in the present case of added salt or no added salt. If 
the effect of adding salt is to produce only a shift in the two line 
shapes that obtain in the absence of salt, and the shift in both 
cases is the same, it seems to me that the combined data of both 
salt-containing and salt-absent metal-ammonia solutions will re
quire only three independent line shapes but four distinct ones. I 
wonder if the result that three independent line shapes are needed 
for the combined data is not, in fact, in accord with the foregoing 
possibility. This is what the experimental results of Rubinstein did 
turn out to be.

T. TUTTLE. Rubinstein’s data are consistent with the idea that 
the spectra are the superposition of two components each of which 
is shifted slightly by a salt effect. The spectra have been interpret
ed successfully, quantitatively on this basis (see G. Rubinstein, T. 
R. Tuttle, Jr., and S. Golden, J. Phys. Chem., 77, 2872 (1973)). 
These salt shifts are directly obtained from Rubinstein’s data. 
Such salt shifts are well known for charge-transfer-to-solvent tran
sitions and on this account may be anticipated for these absorp
tions in Na-NH3 solutions containing Nal. Consequently, it would 
not appear necessary to introduce a third independent species in 
order to analyze the spectra.

W. PEER. Without data from more measurements, we cannot 
decide what the result of a rank of 3 for the Na plus Nal/Na solu
tions means. However, it seems to us that if there are the same two 
species in both types of solutions but that the band shapes shift for 
Nal/Na solutions, then either a rank of 2 or a rank of 4 for M 
should be expected. We are only presenting some possibilities 
other than band shifts to explain the rank of 3 which was found. 
You may be right, but a decision is impossible now.

B. DEBETTIGNIES. Your calculation and assignment are a nice 
confirmation of the assignment we have suggested from spectra 
obtained under the same conditions (C. R. Acad. Sci., Ser. B, 271, 
640 (1970)).

Ke it h  P l o w m a n . Our resolution statistics are only supportive 
of a fourth band in the N-H stretching region. The primary species 
arguments are the spectra of ND2H and NH2D where a second 
band is definitely observed. If species arguments are valid, a Fermi 
resonance study is not a reasonable method if only a diad is con
sidered. I think the isotopic data must be explained before the 
Fermi resonance arguments can be accepted to explain the tem
perature dependence.
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The experimental observations dealing with trapped electrons in organic glasses which are most revealing 
as to the nature of the trapping process are discussed, and a model of trapping which they suggest is out
lined. Data from optical and ESR spectrometry, differential thermal analysis, bleaching, decay, and scav
enger studies are cited. It appears that after mobile electrons produced by y irradiation or photoionization 
of solutes are thermalized they first become stabilized in weak traps through polarization and dipole inter
actions and then deepen these traps by molecular orientation at rates dependent on the polarity of the ma
trix molecules and the temperature. The data suggest that the stabilized condition at any temperature in
volves a continuum of trap depths in which the electrons give optical spectra of different Xmax which add 
up to give the broad observed spectrum. The energy of a photon absorbed by an electron in excess of the 
detrapping threshold for that electron determines whether the electron can migrate far enough to encoun
ter a capturing entity. If the energy is too low the electron is retrapped rather than being bleached. Evi
dence for capture of epithermal subexcitation electrons by some scavengers and on the heats of solvation of 
electrons and cations in organic glasses is also noted.

Introduction
Starting in 1962 it was demonstrated2 that electrons lib

erated by ionizing radiation in several glassy matrices at 
cryogenic temperatures can be stabilized in chemically un
combined states observable by optical and ESR spectra. 
Such trapping has now been observed in such widely differ
ent glasses as alkaline ices (e.g., 10 M  NaOH), aqueous 
sugar solutions, alcohols, ethers, amines, alkenes, and al
kanes. By contrast, significant yields of trapped electrons 
have not been found in similar crystalline systems.3

This paper evaluates the current understanding of the 
electron trapping process in glasses, as deduced from ex
periments in many laboratories, including the author’s. Il
lustrations will be taken largely from pure hydrocarbon 
and methyltetrahydrofuran matrices.

Electron spin resonance and optical absorption spec
trometry are the most direct methods of detecting trapped 
electrons (et_) in glasses and give some of the most reveal
ing evidence as to the nature of the interaction of electrons 
with the matrix molecules. Significant corollary evidence 
has been obtained from luminescence, electrical conductiv
ity, and differential thermal analysis studies; from investi
gations of photobleaching and thermal decay; and from 
comparative studies with different matrices and different 
electron scavengers. Endeavors to provide a theoretical un
derstanding of the observed phenomena are in progress in 
several groups.4

Among the questions raised by the trapping of electrons 
in the glasses are the following. Does the stabilization occur 
at preexisting sites or are the traps formed by electronic 
polarization and bond dipole interaction with the coulomb 
field of the electron (i.e., does the electron “ dig its own 
hole” )? Are all electrons in a given matrix trapped with the 
same energy? What accounts for the broad optical spectra 
of the trapped electrons? What are the distances between 
cations and electrons? Does photoexcitation promote to a 
bound state of the trap cr to the conduction band? How far 
do mobilized electrons travel? Do they inevitably combine

with the geminate cation? Can trapped electrons tunnel to 
deeper traps, cations, and scavengers? What are the heats 
of solvation of trapped ion pairs? Some of these questions 
are now answered and others are under continuing investi
gation. The step-by-step evolution of understanding of the 
phenomena may be traced in review articles dealing with 
irradiated glassy solids.5

Physical Properties of Organic Glasses

In general glasses used in the study of trapped electrons 
are formed by immersing a tube of the liquid at room tem
perature in liquid nitrogen. Typically this results in a den
sity increase of ~30%.6 As the viscosity increases on cool
ing, the glass transition temperature (Tg) is reached (typi
cally at. 1012 to 1013 P), below which the rate of molecular 
relaxation becomes too slow for the enthalpy and free vol
ume to keep up with the rate of cooling in maintaining 
their equilibrium value (Figure 1). Glasses formed by rapid 
cooling to below Tg anneal toward the equilibrium state 
with time. This is evidenced by an increase in the endo
thermic differential thermal analysis (DTA) peak which 
appears on warming the sample8 and by a decrease in the 
decay rate of trapped electrons.9 Annealing is much slower 
at temperatures considerably below Tg than near Tg.8

Partial orientation of the molecules of 3-methylpentane 
(3MP), methylcyclohexane (MCHx), and 2-methylte- 
trahydrofuran (MTHF) glasses in electric fields as low as 
104 V cm-1 has been demonstrated10 at temperatures near 
Tg, suggesting that the much more intense field in the vi
cinity of a trapped electron may aid it in producing molec
ular orientations which result in trapping. The orientation 
is much greater in MTHF, which has a molecular dipole, 
than in the hydrocarbons where interaction with bond di
poles must predominate.

The glasses are transparent to visible light. If cooled 
much below the glass transition temperature, they often 
crack. Some (e.g., MCHx and ethyl alcohol) crystallize on 
warming while others (e.g., 3MP and MTHF) do not.
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Production of Electrons in Glassy Solids
Free electrons may be produced in glassy solids by expo

sure to high energy electrons from accelerators or the high 
energy electrons ejected by y rays or x rays. These elec
trons (e.g., >0.1 MeV) eject secondary electrons every 1000 
A or so along their tracks and each secondary electron 
ejects some two to four electrons which are trapped within 
“spurs” of some 150 A or less radius in the glasses.

Electrons may also be formed in glasses by photoioniza
tion of solutes (e.g., /V.N./V'.N'-tetramethyl-p-phenylene- 
diamine (TMPD)og or sodium metal11). In contrast to y  ir
radiation, this method gives random distribution, the na
ture of the cation is definitively known, and if monochro
matic light is used the energy given to the electron is 
known. Also, if the ionization potential of the solute is less 
than that of the solvent, it may be assumed that the posi
tive charge does not migrate.

A chemical method has proved effective for generating 
electrons in water and alcohols deposited from the vapor 
phase on a rotating metal drum in vacuo. When sodium or 
potassium vapor is allowed to condense on such a deposit 
at 77 K, trapped electrons are produced. 12

Trapped Electron Yields as a Function of Matrix and 
Dose i

Hydrocarbon glasses typically give G  values for trapped 
electrons (number of electrons trapped per 100 eV of ioniz
ing radiation absorbed) of <0.8 at 77 and 4 K, whereas the 
values for more polar molecules are commonly >2 . 13 These 
values are lower than the values of 3 to 414 for the yield of 
primary ionization events determined by charge collection 
in the gas phase, but higher than the G(free electrons) de
tectable by charge collection in the liquid phase (e.g., 
G(et~) in glassy 3MP at 77 K is 0.65 while (7 (free electron) 
in the liquid at 300 K is 0.1515). In the gas, the long mean 
free path of the electron precludes geminate recombination 
with the parent cation following thermalization; in the 
much more dense liquid, thermalization occurs within a 
relatively short distance and geminate recombination is 
probable. In glasses the densities, and hence the thermali
zation distances, are similar to the liquid case (unless the 
probability of energy loss per collision is less in the glass 
because of fewer vibrational and rotational degrees of free
dom), but return of the electron to the cation is often pre
vented by trapping. Similar traps in the liquid are mobile, 
allowing rapid neutralization, and are also less stable to 
thermal destruction.

Although the yields of trapped electrons are uniformly 
higher in polar compounds than hydrocarbons, molecular 
structure plays a role independent of polarity. For example, 
the G ( e t~) values in 3-methylheptane (3MHp), 3-methyl- 
hexane (3MHx), and 3MP glasses are about 0.5, 0.7, and 
0.7, whereas in 2,4-dimethylpentane (2,4-DMP) and 2,4- 
dimethylhexane (2,4-DMHx) they are 0.09 and 0.17, and in 
polycrystalline hydrocarbons negligible trapping of e oc
curs.

In hydrocarbon glasses some of the electrons produced 
by ionizing radiation are chemically trapped by radicals, 
forming carbanions. 16 Since no method has yet been devel
oped for determining the yields of either the carbanions or 
cations, it is possible that G  (total charged pairs) is similar 
for all hydrocarbon matrices. In this case the differences in 
G(et_ ) between different hydrocarbons would be accounted 
for by the effect of differences in the pathlength for ther
malization of the electrons on the competition between

To Tqh
TEMPERATURE

Figure 1. Schematic diagram of enthalpy and volume changes dur
ing cooling, heating, and annealing of glasses near the glass transi
tion temperature: (curve A) rapid cooling; (curve B) slower cooling; 
(line C) equilibrium enthalpy and volume achieved after prolonged
annealing from A or B; (---------- ) direction of change on annealing;
(......... ) changes on warming after different extents of annealing; (- -
— ) extrapolated behavior of liquid.

physical trapping and carbanion formation. Large differ
ences in thermalization distances are suggested by the ob
servation that electron mobilities in liquids of spherical 
molecular structure (e.g., CH4 and neopentane) are as 
much as 1 0 3 greater than for molecules of linear structure 
(e.g., n-pentane) . 17

In principle an attractive method for determining the 
relative electron trapping efficiency of different matrices 
without interference from electron capture by radicals 
would be to determine the quantum yields for production 
of et~ in glasses by photoionization of solutes. However, 
factors such as bleaching of the et_ by the photoionizing 
light, absorption of activating light by the cation product 
and radical formation by photosensitized mechanisms com
plicate the interpretation of such studies.

With increasing y  dose to organic glasses at 77 K, the 
concentration of et~ passes through a maximum (at about 
1020 eV g" 1 for hydrocarbons and higher for polar glasses) 
and then decreases. 163’18 This must result from increasing 
probability of electron reaction with cations and radicals as 
the concentration increases to a value where the spurs 
overlap. Thus studies of the mechanisms of trap formation 
can best be made at lower doses.

Characteristics of the Trapping Process Deduced 
from Optical Spectra

Electrons trapped in organic and alkaline ice glasses all 
give broad (>3 eV) absorption spectra in the visible or near 
infrared. 19 These spectra have bandwidths at half-height 
ranging from ~0.5 eV for hydrocarbons to > 1  eV for some 
alcohols, long tails on the high energy side of Amax and 
shorter tails on the low energy side, and extinction coeffi
cients at Amax of 103 to 104. They have been the single most 
fruitful source of evidence on the properties of the traps 
and the dynamics of trapping.

E f f e c t s  o f  P o la r i t y  a n d  P h a s e . A plot of the photon ener
gy at Amax at 77 K vs. the static dielectric constant (Ds) of 
the matrix compound for D s values for 12 compounds, from 
2 for the hydrocarbons to 42 for glycerol, gives a smooth 
curve.20 This suggests that trap depths increase with in
creasing polarity of the matrix molecules, as do similar data 
on blue shifts with increasing polarity in a series of glassy 
alcohols,21 in liquid alcohols,22 and in liquid ethers as com-
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Figure 2. (A) Spectra of et_ produced in MTHF glass by photoioniza
tion of TMPD at different temperatures. At 97 K, the 3-min photoion
ization was followed by 10 min in the dark prior to cooling to 50 K for 
measurement. The othe' spectra, produced by 3-min illuminations, 
were measured at the temperature of production after 1 0 -min stabi
lization. (B) Spectra of trapped electrons in 3MP-d14 at 23 K: (A) 
electrons produced by photoionization of TMPD at 72 K and cooled 
to 23 K; (B) after partial photobleaching of A at 23 K with 700- 
1 0 0 0 -nm light.

pared to alcohols.215 The spectra of et-  in glassy alcohols are 
similar to those in liquid alcohols but are blue shifted and 
narrowed20 in a manner suggesting that the trapping con
figuration in the glass at 77 K is of the same type responsi
ble for solvation in the liquid but is contracted and stabi
lized. The optical spectra of electrons in liquid hydrocar
bons,24 measured on the nanosecond time scale, appear to 
be shifted relative to the et"  spectra in glasses in a manner 
similar to the shifts in liquid alcohols relative to the glass
es.

While recognizing the correlations of Amax with polarity, 
it is important to note that molecular structure may play 
an equally important role in determining the solvation 
energies and spectra of electrons. This is indicated by data 
on longer chain and branched chain liquid alcohols,23b and 
is also illustrated by noting that Xmax for the absorption by 
solvated electrons in liquid dimethyl sulfoxide (Ds = 48) is 
>1500 nm25 which is more similar to Xmax values observed 
in hydrocarbons (D s =2 2 ) than in the more polar com
pounds such as glycerol (Ds = 42) for which Xmax of esoiv_ is 
~510 nm at 300 K.

When electrons are produced in glasses made from mix
tures of similar types of molecules such as isopropyl alcohol 
and ethylene glycol, there is a single absorption peak and 
Xmax shifts from its value in the less polar compound 
toward that in the more polar as the concentration of the 
latter is increased,20’26 suggesting that each et~ is interact

ing with the two types of molecules to an extent dependent 
on their concentration. By contrast, when a glassy matrix is 
prepared from such dissimilar molecules as 3MP and n -  
ChHtOH,2026 two well-separated et_ absorption peaks 
characteristic of the two components are found, indicating 
aggregation of each type of molecule with others of the 
same kind. The fraction of the trapped electrons which are 
in the alcohol is greater than the alcohol mole fraction, and 
the et~ concentration in the alcohol increases as thermal 
decay of the et_ in the 3MP occurs, indicating that the e-  
born in the 3MP can move to the alcohol regions. Preferen
tial solvation by the alcohol environment has also been ob
served in methanol and ethanol solutions in several l iq u id  
hydrocarbons. 27

E v id e n c e  f o r  S e l f - I n d u c e d  T r a p s  w ith  a  C o n t in u u m  o f  
T r a p p in g  E n e r g ie s . Three types of evidence, (1) the time 
dependence of spectral shapes, (2 ) the temperature depen
dence of spectral shapes, and (3) preferential bleaching of 
narrow regions of the spectra by monochromatic light, indi
cate that electrons which become trapped in organic glasses 
are first localized in weak traps and then deepen their traps 
by orientation of molecules through polarization forces and 
interaction with bond or molecular dipoles.28 The same evi
dence indicates that the observed broad spectra are enve
lopes of the spectra of electrons in a continuum of trap 
depths. Some examples will be cited.

The spectra of et~ produced in alcohols at 77 K by a <40 
nsec pulse of 13-MeV electrons31 are not stable but under
go continual blue shifting during the interval from 1 0 ~ 7 to 
2 sec after production. The rate of shifting (i.e., of molecu
lar orientation at 77 K) is ~105 faster in CH3OH than 
C2H5OH and C3H7OH.31 Similar observations on alcohol 
glasses have been made in several laboratories29’32’33 and 
analogous changes have also been found in liquid 1 -propa
nol at 152 K on the time scale of 5 nsec to 1 Msec.34 As with 
alcohols, the initial spectra of electrons produced in the 
glassy hydrocarbons 3MP and 3MHx at 76 K by short elec
tron pulses undergo major blue shifts, but on a slower time 
scale.30 Change continues for as much as 380 sec.30 Elec
trons trapped in 3MP at 72 K long enough to achieve their 
“stable” spectra and then detrapped by exposure to 700- 
1 0 0 0 -nm light are retrapped in weaker traps as indicated 
by an increase in OD of the spectrum at wavelengths >1900 
nm and a decrease at lower wavelengths.35 When the light 
is turned off, the OD at <1900 nm grows back over a period 
of several minutes as the traps deepen.

If the blue shifting of the spectra of et~ in organic glasses 
at ~77 K with increasing time after e~ formation is the re
sult of molecular orientation by the Coulombic field of the 
electrons, it should be possible to more nearly capture the 
“original” spectra by producing the electrons at lower tem
peratures where the ease of molecular orientation is re
duced and subsequent warming should allow trap deepen
ing to occur with an accompanying blue shift in the spec
trum. Such effects are illustrated in Figure 2 for MTHF 
and MCHx.36 They have also been observed in C2H5OH37 

and C2H5OD.
The shifts in the spectra of et~ with time and tempera

ture strongly suggest that each spectrum represents a con
tinuum of trap depths rather than electrons all trapped 
with the same energy. Even more convincing is the revers
ible partial photobleaching of the blue side of spectra ac
companied by enhancement of the red side.35 The most 
conclusive evidence is the selective reduction of the OD of 
spectra at wavelengths in the region of monochromatic
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Figure 3. (A) Effect of bleaching with 1338- and 1064-nm light on 
the spectrum of e,_ in MTHF: (solid lines I before bleaching; (upper 
three lines) 1338-nm experiment, et~ produced and bleached at 20 
K; (lower three lines) 1064-nm experiment, 25 K. Intensities ~30 
mW cm-2 . (B) Effect of bleaching with 2450- and 2080-nm light on 
the spectrum of et~ produced and bleached in 3 MP-di4 at 25 K. 
Dashed line shows unbleached spectrum (scale at right); solid lines 
show the AOD caused by 2-min bleaching at ~0.3 mW cm - 2  at the 
indicated wavelengths (scale at left).

bleaching light in MTHF, 3MP (Fig. 3) ,36 and C2H5OH,a7f: 
and selective bleaching of the red end of the et~ spectrum 
in C2H5OH at 4 K . 19’37 Selective wavelength bleaching of a 
more complex type has been observed in MTHF glass at 77 
K on fast time scales using pulsed laser light.38

T h r e s h o ld s , Q u a n tu m  Y ie ld s , a n d  L ig h t  I n t e n s i t y  D e 
p e n d e n c e  f o r  P h o to d e t r a p p in g . Electrons trapped in hy
drocarbon glasses can be detrapped by a monophotonic 
process39 at all wavelengths of their absorption spectra 
from far on the low energy side36 (~2500 nm, 0.5 eV) to far 
on the high energy side (<400 nm)40 as indicated by photo- 
bleaching36 and photoconductivity.40 This implies that the 
absorbed photon raises the electron to the conduction band 
of the matrix. However, not all electrons so activated move 
far enough to react with a cation or radical (and so be 
“bleached”) or contribute significantly to conductivity be
fore being retrapped, since the quantum yields for photo- 
bleaching at wavelengths on the red tail are low.41 These 
yields increase with increasing photon energy.41 In the 
slightly more polar matrix MTHF, for which Xmax at 77 K is 
at 1 2 0 0  nm, monophotonic photobleaching36 and photocon
ductivity40 occur up to ~ 1 2 0 0  nm but not at longer wave
lengths. This implies that the amount of energy given to 
the electrons by the longer wavelengths in excess of that 
necessary to reach the conduction band is insufficient to 
prevent prompt return to the oriented coulomb well of the 
parent trap, or formation of a new trap without appreciable 
migration. The relatively high probability of prompt trap
ping in MTHF as compared to hydrocarbons is reflected in 
its G  (et~) value of 2.6 as compared to that of 0.65 for 3MP 
glass.

S p e c t r a  o f  In d iv id u a l  e t ~. If, as indicated above, the ob
served spectra of trapped electron populations are enve
lopes of the spectra of individual electrons with a contin
uum of trapping energies, it is important to deduce, if pos-

4  4  4 0  3.6 3.2 2 .8  2.4 2.0 16 12 0.8 0 .4  «V
270 3 3 0  4  30  600 1000 3 0 0 0  nm

3 0 0  375 5 00  750 1500

Figure 4. Schematic representation of hypothetical spectra of indi
vidual electrons in different trap depths (lower lines), the summation 
of which gives the envelope (upper line) typical of the observed ab
sorption by 6 t~ in alkanes at 77 K.

sible, the shape of the individual spectra. The experimental 
data available allow only a speculative hypothesis, illus
trated formalistically in Figure 4. The hypothesis is capable 
of rationalizing the four main relevant observations. (1 ) 
The initial rate of hole burning in the spectrum of MTHF 
at 1338 nm at 20 K (Figure 3A) decreases rapidly as the 
hole deepens. (2) The same MTHF spectrum bleaches 
nearly uniformly when 1064-nm rather than 1338-nm light 
is used. (3) The quantum yield at 1064 nm for bleaching of 
electrons produced in MTHF at 25 K (Figure 2A) and- 
bleached at 25 K is several fold greater than for electrons' 
produced at 67 K and bleached at 67 or 25 K .36 (4) The • 
quantum yields of photobleaching of et~ in 3MP42 and”, 
MTHF43 with broad band light decrease rapidly with frac
tion bleached (reversible spectral shifting35 may also con
tribute to this effect).

It is assumed that the red end of the spectrum of each 
et_ is the photoionization threshold for the trap but that a 
photon of energy on the blue side of the maximum is re
quired to give the electron enough energy to move far 
enough to “encounter” a cation or radical with which it can 
react rather than being retrapped. To account for the uni
form bleaching of the spectrum of Figure 3A at 1064 nm, all 
of the spectra of individual electrons must extend at least 
that far on the short wavelength side of the observed spec
tral maximum. The selective bleaching at 1338 nm, which 
decreases in rate with fraction bleached, indicates that (1 ) 
a portion of the 1338-nm optical density is due to electrons 
which have a significant quantum yield for bleaching at 
this wavelength; (2 ) another portion is due to et~ for which 
1338 nm is too far on the red side of their spectra to give a 
significant quantum yield of bleaching; (3) trapped elec
trons which have their Xmax substantially to the longer 
wavelength side of 1338 nm make only minor contributions 
to the optical density at 1338 nm relative to the contribu
tions of the other populations. Similar considerations may 
account for observation (4) above. The failure of et~ pro
duced at 67 K to bleach as readily with 1064,pm photons as 
those produced at 23 K is ascribed to the production of 
deeper traps on the average at 67 K than 23 K, with a more 
homogeneous and blue-shifted continuum of spectra, such 
that 1064-nm photons have insufficient energy relative to 
most of the trapping energies to remove the electrons far 
enough from their traps to be captured by electrons or rad
icals.

Characteristics of Traps Deduced from ESR 
Techniques

P r o x im i t y  a n d  C o n fig u r a t io n  o f  T r a p  W a lls . Consistent
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with the trapping model suggested by the evidence from 
optical spectra discussed above, the line widths of the ESR 
singlet of the trapped electron in glasses at 77 K in general 
increase with increasing polarity of the matrix molecules,20 

indicating increasing hyperfine interaction with atoms in 
the walls as the traps become deeper.

More specific information on the orientation of mole
cules around trapped electrons in alcohol glasses comes 
from the observation that the width of the ESR singlet in 
C2H5OD is smaller than that in C2H5OH by a factor ap
proximating the ratio predicted if hyperfine interaction 
with deuterons replaces that with protons, indicating that 
the alcohol molecules in the walls of the traps are aligned 
with the hydroxyl groups toward the electrons.2*’45

A quantitative model of the organization of molecules 
around trapped electrons in MTHF glass at 77 K, based on 
electron spin echo studies, indicates that three or four 
MTHF molecules are oriented around each electron with 
the plane of each molecule facing the electron at a distance 
of ~3.7 A and the CH3 group on the side away from the 
electron.46 The shortest electron to proton distance is ~3.1 
A. If this model is correct, the randomly oriented MTHF 
molecules in glassy MTHF at 77 K can be readily convert
ed to the suggested configuration by the field of an electron 
and the electron becomes centered in a hole of ~6 A diame
ter, the walls of which have large gaps. The model does not 
assist in explaining the three peaks in the optical spectrum 
of e C  in MTHF at 77 K (Figure 2A) which have been as
cribed2666 to different discrete preferred orientations of 
MTHF molecules giving different trap depths. Similar spin 
echo results on electrons trapped in MTHF at 4 K where 
the optical spectra indicate that the traps are much weaker 
arid more homogeneous would be valuable.

S p a t ia l  D i s t r ib u t i o n  o f  e t ~ a n d  C a tio n s . Concentrations 
of trapped electrons > 1 0 17 g~! (> 1 0 ~ 5 mole fraction) in 
MCHx47 and 3MP16a and >1019 g_I (>10- 3  mole fraction) 
in ethanol186 can be produced by 7  irradiation of the glass
es at 77 K. If cations were evenly spaced in the glass and 
the et randomly distributed, the nearest neighbor cation- 
cation distance for 3MP sould be ~ 2 0 0  A and the average 
electron-cation distance ~60 A. The corresponding dis
tances for C2H5OH would be ~40 and 1 2  A. For isolated ion 
pairs with these intrapair separations (i.e., with no influ
ence from the other charges present), and assuming dielec
tric constants of 2 and 25, respectively, the Coulombic en
ergy of separation between the e t~ and cation would be 0 .1 2  

and 0.05 eV. In actual 7 -irradiated organic glasses the 
upper limit of et“ concentration achievable is determined 
as much or more by the growth in concentration of radi
cals, 16 with which the electrons can react to form carban- 
ions, as by the cations.

The above considerations of charge separation were re
lated to glasses which have received sufficiently high radia
tion doses so that the spurs in which the radiation energy is 
deposited overlap. Studies of the spin-spin relaxation 
times (T2) of et“ and trapped radicals as a function of dose 
give indication of the minimum doses at which spur overlap 
is significant and allow estimates of the spur sizes. The 
upper limits of the “spur radii” for e t~ in MTHF, triethyl- 
amine, and 3MP so obtained are 60,100, and 130 A, respec
tively. 18“ 48 Earlier ESR saturation studies in MTHF give 
~45 A. The intraspur separations of the radicals are less,49 

consistent with the expectation that the latter are trapped 
at the site of formation whereas the electrons migrate while 
being thermalized before trapping.

Spontaneous removal of et_ by combination with cations, 
radicals, or additives in 7 -irradiated organic glasses and al
kaline ice occurs with half-lives of the order of tens of min
utes near the glass transition temperature. The rates in
crease rapidly with increase in temperature and decrease 
rapidly with decrease in temperature. Possible mechanisms 
of the electron migration include: (1 ) thermal detrapping 
and movement to a reaction partner by a hopping mecha
nism (This appears improbable since the photodetrapping 
thresholds are ~0.5 eV in hydrocarbons and much higher in 
more polar matrices, while k T  at 77 K is 0.006 eV); (2) dif
fusion of the et~ coupled with its “solvation shell” of sur
rounding molecules; (3) diffusion of et“ without molecular 
movement, the polarization passing to new molecules as the 
et~ moves; (4) quantum mechanical tunneling to a cation, a 
radical, or added scavenger of greater electron affinity than 
the trap.

E l e c t r o n  T u n n e lin g . Present evidence50 suggests that 
diffusion is the rate-controlling step in et ~ decay observed 
on the time scale of tens "of minutes in 3MP near the glass 
transition temperature but that tunneling predominates as 
the inode of removal of Te~ which are trapped relatively 
close to a cation, radical, or scavenger molecule and disap
pear on the time scale' of lCT9 to 1 0 2 sec, and also of elec
trons trapped at greater distances at temperatures far 
below Tg.

Convincing evidence for tunneling includes (1) tempera
ture independent decay over wide temperature ranges from 
4 K up; (2) transfer of et~ to scavengers at rates which de
crease linearly with increase in the log of the time over 
many decades in the range of 10- 9  to 1 sec; (3) enhance
ment of the yield of the anion of a strong scavenger by the 
added presence of a weaker scavenger; (4) linear depen
dence of the log of trapped electron yields on the concen
tration of scavengers as contrasted to the linear depen
dence of the reciprocal yields on the scavenger concentra
tion expected for competitive diffusive encounters. The re
sults seem to indicate that scavenging in glasses occurs to a 
great extent by tunneling after trapping rather than by 
competition between traps and scavengers for mobile elec
trons.

E le c t r o n  D e c a y  in  3 M P  a n d  M T H F  a t  77 K  a t  L o n g e r  
T im e s . Electron decay in pure 3MP and MTHF at 77 K 
observed on the time scale of minutes and longer appears 
to involve diffusion and the kinetics are revealing as to the 
distribution of the et_ relative to cations and radicals.

Several types of evidence56’“ indicate that a substantial 
fraction (perhaps 50%) of the et-  present after 7  irradiation 
of organic glasses combine with a positive ion or radical 
within the parent spur when they are detrapped by absorp
tion of light or diffuse. Likewise, there is evidence that 
many et~ produced by photoionization of TMPD in 3MP 
combine with the geminate TMPD+ cation.6̂  The evidence 
includes the following. (1 ) The fractional rates of electron 
decay after short irradiations are independent of the radia
tion dose, and hence of the concentration of electrons, cat
ions, and radicals.50-48 ( 2) The decrease in the quantum 
yields for photobleaching of et~ with increasing fraction 
bleached is independent of the initial electron (and hence 
cation and radical) concentration.42*43 (3) When et~ pro
duced in 3MP glass by photoionization of TMPD by verti
cally polarized light are photobleached in the presence of a 
large population of cations produced by horizontally polar

Electron Decay Processes
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ized light, the fluorescence is predominately vertically po
larized.5^ 51 (4) Application of an electric field to a pho- 
toionized sample of TMPD in 3MP causes a burst of lumi
nescence, which is repeated with a second application of 
the field with reversed polarity,5®'52 indicating that some or 
all the electrons are trapped within the coulomb field of the 
geminate cation and overcome the potential barrier for re
combination with the aid of the external field.

Despite the pattern of predestined combination indicat
ed by the above evidence, all of the electrons that can be 
physically trapped in the pure matrices are captured to 
form biphenylide ion when as little as 1 0 - 3  mole fraction of 
biphenyl solute is present.50’53 Furthermore, many of the 
et_ in pure matrices can be detrapped by photon absorp
tion and retrapped many times without capture by a cation 
or radical. 165’35 From the combined data it may be conclud
ed that about 50% of the et_ react within the parent spur, 
the fractional rate of thermal decay decreasing as the spur 
population is depleted, and that the remaining et~ escape 
intraspur combination. If the molecules of the 10- 3  mole 
fraction biphenyl which remove all trapped electrons were 
uniformly distributed, they would be ~ 1 0  molecular diame
ters apart, the maximum distance of a trapped electron 
from a scavenger molecule would be ~7 molecular diame
ters and the average distance ~3 molecular diameters (~15 
A). These are distances over which tunneling may he ex
pected to occur50 before observations of 7 -irradiated sam
ples are started.

In both 3MP53 and MTHF48 at 77 K, the fractional 
decay rates of et_ produced by 7  irradiation show compos
ite first-order kinetics, i.e., they decrease as the fraction de
cayed increases, but are independent of 7  dose (i.e., of ini
tial concentration). After 40-50% decay the rates are dis- 
continuously slower than for the earlier decay. This pattern 
is similar to that of the decay of 3-methylpentyl radicals54 

in 3MP at 77 K, for which intraspur radical-radical reac
tion accounts for the composite first-order fast portion of 
the decay (57%) and random radical-radical reaction after 
diffusion accounts for a second-order slow portion. The 
second-order rate constant for the slow portion is indepen
dent of dose. The electron decay kinetics differ from the 
radical decay kinetics in that the rate of the slow portion is 
not proportional to the square of the dose.55 Several factors 
may cause the slow electron decay kinetics to be different 
than those for radicals: (1 ) coulomb interactions may result 
in a larger fraction decaying by intraspur reaction; (2 ) elec
trons may decay by reaction with radicals to form carban- 
ions as well as by reaction with cations, so the concentra
tion of potential reaction partners is much greater than the 
concentration of et- , leading, in the limiting case, to 
pseudo-first-order kinetics; (3) tunneling may contribute to 
the decay.

Since the decreases in quantum yields of photobleaching 
of et~ in 3MP42 and MTHF43 with fraction bleached are in
dependent of dose, they indicate that the initial bleaching 
involves intraspur reactions of the e~ with cations and radi
cals rather than reactions dependent on the average accep
tor concentration in the matrix.

Presumably geminate recombination with the sibling 
cation occurs for some et-  produced by 7  irradiation as it 
appears to for some formed by photoionization of 
TMPD.5 1 ’52 One feature of 7 -irradiated hydrocarbons 
which reduces the probability of the geminate process is 
the ability of positive charge to migrate,50 whereas this can
not occur when the charge is initially on TMPD, which has

a lower ionization potential than the hydrocarbon. The mi
gration of positive charge to a localizing center is indicated 
by increases in G(et- ) and by slow decay rates of et-  when 
positive charge scavengers such as alkenes, ethers, or alco
hols are present as solutes in the hydrocarbon.215

Trapped electrons produced by photoionization of 
TMPD in 3MP at 77 K have characteristics strikingly simi
lar to et-  formed by 7  irradiation53’56 (infrared absorption, 
decay rates, saturation of their ESR signal, and photo- 
bleaching). However, prolonged illumination of TMPD 
produces a relatively randomized steady state popula
tion,5®’56 with a lower fraction of geminate pairs and slower 
decay rate.57

The characteristics of the ESR singlet and decay of et-  
formed by photoionization of Na in 3MP are similar to 
those of et" produced by 7  irradiation, 11 again indicating 
that the nature of the cation is not a dominant factor in de
termining the properties of the traps.

E f f e c t  o f  A n n e a l in g  o n  D e c a y  R a te s . Differential ther
mal analysis measurements on 3MP glass held at 77 K (i.e., 
near the glass transition temperature) for different lengths 
of time following quenching of the liquid to 77 K show that 
free volume and enthalpy are progressively lost over a peri
od of several hours.8 Parallel experiments on the rate of 
decay of et-  produced in such glass following different 
times of annealing show initial half-lives ranging from 6  

miri for minimal annealing of 3MP to a limit of 60 min for 
completely relaxed samples, but no change in G(e,- ) or the 
shape of the optical spectrum of the et - .9 This implies that 
in 3MP at 77 K annealing does not change the probability 
of trapping or the characteristics of the traps formed but 
decreases the rate of diffusion of the et~ (and perhaps also 
of positive holes).

Preirradiation annealing has also been found to cause a 
decrease in luminescence intensity58 and in radical decay 
rates54 in 3MP, a lengthening of the phosphorescence life
time of deuteriobenzene solute,59 and spectral shifts in lu
minescence photoexcitation spectra.60 Preirradiation an
nealing of the polar glass C2H5OH at 77 K for 500 hr causes 
decrease in G(et~), a red shift in the et~ spectrum, and an 
increase in the decay rate, 185 in contrast to the effects in 
3MP.
Epithermal Electron Capture

Enhanced yields of C6H13 radicals during 7  irradiation of 
3MP glass containing HC1, HI, CH3CI, CH^Br, or CH3I as 
compared to the yields in pure 3MP imply that electrons 
are captured by the solutes before complete thermalization. 
The increase in radical production is presumed to occur by 
dissociative electron capture by the additive, followed by 
abstraction of H from 3MP by a hot H or CH3. Both the 
thermochemistry of the reactions and the similarities of 
electron capture cross sections for different additives in the 
glass as compared to the gas can be rationalized if electrons 
in the epithermal subexcitation energy range of the matrix 
are captured. Little is known about the migration distance 
of such electrons but it may be presumed to be consider
able. The first singlet excitation level of 3MP is at 7-8 eV; 
triplet levels at 6  eV and possibly 3 eV have been indicated 
by thin film studies.61

Heats of Reaction of et-  and Solvation Energies
The heat released when et~ produced in 3MP by 7  irra

diation at 77 K are photobleached is ~150 kcal mol- 1  when 
extrapolated to zero dose.8 This sets an upper limit of —80
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kcal mol- 1  on the heat of solvation of the cation plus any 
solvation of the mobilized electron. The heat of bleaching 
decreases with increasing dose, as the probability that the 
et~ can react with radicals rather than cations increases. 
This decrease, which implies increasing spur overlap, oc
curs in a dose range (>1 X 1019 eV g_1) where the ESR data 
on spin-spin relaxation times18® also indicate increasing 
overlap.

DTA measurements on -/-irradiated MTHF glass suggest 
that on warm-up et~ react predominately with radicals to 
form carbanions which then react with cations and indicate 
that the total heat of the et-  + radical + cation reaction -*  
products is ~80 kcal mol-1. From this it may be estimated 
that the sum of the heats of solvation of the et-  and cation 
is —120 to —150 kcal mol- 1 . 8 (The products and heat of 
neutralization of et-  via the carbanion may be different 
than via the direct e t~ + cation -*■ products reaction, but 
this cannot affect the estimated heat of solvation signifi
cantly.)

The energy released on bringing two charges together 
from infinity to a distance d  in a medium of dielectric con
stant t is - e 2/td . At distances < 1 0  A the effective dielectric 
constant changes due to dielectric saturation effects. It is 
also dependent on the extent to which dipoles can be satu
rated during the ion neutralization process. Assuming the 
heat of neutralization of MTHF+ in the gas phase is 220 
kcal/mol and that d , the charge separation after neutraliza
tion, is the same in the gas and solid phases and taking c0 as 
the permittivity of free space, (eff for the neutralization in 
MTHF glass may be estimated from the relation ceff = 
( e 2/ t0d ) / { e 2/d) =  220/80 = 2.8. This value is slightly great
er than the optical dielectric constant (~2.4) of MTHF, but 
60% less than the static dielectric constant (4.6). These es
timates neglect the possibility that the electron is trapped 
within the field of a positive ion. However, for the energy of 
combination to be reduced to 80 kcal mol- 1  the charged 
partners would have to be trapped within ~1 A of each 
other assuming a dielectric constant of only 2. For a trap
ping distance of 25 A, the reduction in energy of combina
tion from that at infinite separation would be only 8 kcal 
mol- 1  for f = 2 .
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Discussion
G. R. FREEMAN. D o you know whether the Kirkwood g factor of 

1-butanol is larger than that of 1-propanol or ethanol? If so, that 
might help to rationalize the slightly high absorption energy of 
electrons in 1-butanol.

J. E. WILLARD. No. It is of interest to note that the results of 
Hentz and Kenney-Wallace on E\m„  vs. Ds for liquid alcohols 
show “high” E Xma, values for all straight chain alcohols with more 
C atoms than propanol and that the values for the branched alco
hols are lower than the straight chain alcohols, emphasizing the 
importance of structural as well as polarity effects.

G. R. FREEMAN. Your bleaching experiments at different wave
lengths indicate that the experiments of Rentzepis and Struve 
(this conference), in which they bleached electrons in ammonia 
(Amnx 1.4 m) with 1.06 /¿-photons, referred in fact to homogeneous 
bleaching rather than to homogeneous broadening. The distinction 
is worth emphasizing.

J. E. WILLARD. It is a possibility that they might have observed 
hole burning with light on the long wavelength side of Xmax but it is 
also quite possible that the energy distribution of the traps is 
much narrower (more homogeneous) in liquid ammonia than in 
our work in the glassy state at below 25 K.

J. JORTNER. There is a close analogy between your interesting 
experimental results on the inhomogeneous broadening of the ab
sorption bands of trapped electrons in solid matrices and recent 
optical studies of organic molecules trapped in solid hydrocarbons. 
In the latter case irradiation by a laser source into a very broad, 
structureless, absorption band results in very sharp emission spec
trum, indicating that only a single trapping site of the guest mole
cule was optically selected.

I would like to inquire whether you have studied preparation 
conditions of the solid samples (annealing, etc.). In spectroscopic

absorption studies appropriate hydrocarbon samples prepared by 
slow cooling resulted in exceedingly narrow line widths in absorp
tion. Thus inhomogeneous broadening effects can be eliminated to 
a large extent.

J. E. WILLARD. When unannealed samples of 3MP and samples 
annealed for several days at 77 K, which is near the glass transition 
temperature, are 7 irradiated at 77 K the spectra of the et” pro
duced are similar. It would be interesting to see whether the same 
is true for irradiation at 4 K where molecular relaxation induced 
by the field of the electron is very slow so that the chance that the 
spectrum will indicate distribution of the virgin trapping sites is 
greater.

L. KEVAN. Does the amount of hole burning in the trapped elec
tron spectrum in MTHF depend on the temperature at which the 
electrons are produced or, in other words, on the degree of relaxa
tion of the molecules around the electron? The lack of hole burn
ing found for the electron in liquid ammonia reported by Struve 
and Rentzepis presumably refers to an equilibrium configuration 
around the electron.

J. E. WILLARD. The hole burning experiments reported from 
our work on MTHF and 3MP and Higashimura’s work with etha
nol were all done at 25 K or below. It is to be presumed that the 
bleaching characteristics at any wavelength will he different at 
higher temperatures where the average trap depths are greater be
cause of the greater ease of molecular relaxation. We have ob
served that electrons produced and trapped in MTHF at 23 K, and 
exposed to 1064-nm light, bleach readily throughout the spectrum, 
whereas electrons trapped at 67 K are not readily bleached by 
1064-nm light either at 67 K or when the same sample is lowered 
to 23 K.

R. CATTERALL. When you burn a hole in the optical absorption 
band you are presumably exciting an electron out of its trap into 
the continuum from where it finds a new home. You cannot rear
range solvent molecules by photolysis (Franck-Condon). If the 
spectrum than relaxes slowly back (the hole fills in), this has to 
correspond to a motion of molecular reorientation energy through 
the lattice. The recovery process should lead to information about 
the distribution of electron traps and to the transfer of energy— 
you are changing from a favorable distribution of trapping sites to 
an unfavorable one by photolysis, followed by a relaxation back to 
the favorable distribution. It is the distribution function of trap
ping sites which is changed by photolysis, not the structure around 
a specific trap. In order to get any recovery back to the original 
distribution function the system must respond cooperatively.

J. E. W illard . No detailed studies have yet been made of spec
tral changes in the dark following hole burning. All of the hole 
burning experiments have been done at 25 K or lower where re
moval of the bleaching effect is very slow. In experiments at 67 K 
the increase in absorption on the long wavelength side of the spec
trum caused by bleaching on the short wavelength side partially 
reverses within a few minutes in the dark. This is presumed to be 
because some of the e“ which are detrapped are retrapped at ran
dom in weak traps which deepen with time. The old trap is no 
longer involved in the spectrum. Its configuration relaxes on the 
time scale of thermal motions of the molecules in the matrix.
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The optically induced or “stimulated” neutralization lu
minescence (SL) following 7  irradiation of rigid matrices 
can provide two types of information: (1 ) the emission 
spectrum characterizes the neutralization process, i.e., the 
neutralized cation or one of its dissociation fragments; (2 ) 
the excitation spectrum gives information on the nature 
and depths of the electron traps and occasionally on the 
trapped electrons et_ spatial distribution.

Examples of type 2 experiments performed at 77 K on 
crystalline or glassy polar matrices will be presented and 
discussed.

(2a) The photodetrapping threshold values are found at
2.3 eV for ethanol glasses (Xan 345 nm) at 1.9 eV for crystal
line H20  or D20  ices (Xan 380 nm). No detrapping thresh
old appears in the SL spectra recorded from 7 -irradiated 
alkaline ices. These SL results confirm previously reported 
data obtained by photoconductivity and optical absorption 
or ESR spectroscopy.

(2b) In some particular cases, as alkaline ices for exam
ple, SL spectra may further lead to specific results. A com
parison of SL excitation spectrum with photoconductivity 
measurements indicates that only part of the detrapped 
electrons give rise to a luminescent cation neutralization. 
Additional photoionization experiments in presence or ab
sence of an electron scavenger substantiate the view that 
the red side of the et~ absorption band corresponds to et~ 
which are close to their parent cations and give rise to gem
inate recombination whereas et~ corresponding to the blue 
component of the absorption band disappear by reacting 
with 0 " .

Discussion
N. KLASSEN. I should like to suggest that the reaction of 

bleached electrons with H30 + occurs from a retrapped state rather 
than from a mobile state. H30 + is found to be a poor scavenger of 
“dry” electrons in aqueous solutions and we believe it is also a very 
poor scavenger of mobile electrons in LiCl and MgCl2 glasses at 77
K.

A. BERNAS. Prom our luminescence measurements, it is not pos
sible to determine whether charge neutralization occurs from a 
mobile state or from a retrapped state after successive hoppings of 
the electron toward the cation and, in the latter case, whether tun
nelling is operative or not—what I essentially meant to show was 
that an optical excitation of e8~, and hence an initial detrapping 
and “ mobilization” , was necessary for neutralization luminescence 
and that H30 + was the most probable neutralized cation in pure 
ice as well as in alkaline aqueous glasses.

S. A. R ice. Essentially electrons do not react with electron scav
engers in glasses until the electron has been trapped. Thereafter 
the electron tunnels to the scavenger. See F. 8. Dainton, M. J. Pill
ing, and S. A. Rice, J. Chem. Soc. Faraday Trans. 2 71, 1311
(1975).

A. BERNAS. From the experimental results I have just present
ed, one cannot conclude whether charge neutralization occurs 
through tunnelling or not.

However, in the tryptophan photoionization in alkaline glasses, 
we have observed that the two esoiv-  stimulated luminescence 
bands are affected differently upon N20  addition. This seems to 
imply that at least part of the N20  scavenging action occurs after 
the electron trapping and detrapping process.

R. Holroyd . T o what do you attribute the 380-nm emission in 
pure ice?

A. BERNAS. (1) From arguments developed previously and 
based on the low kinetic energy of the detrapped electrons (^1  
eV) we can be certain that the latter are unable to electronically 
excite stabilized radiolysis products, e.g., OH, HO2, OH-  . . . .  (2) 
Luminescent neutralization of alkali cation impurities seems also 
impossible on energetic grounds: in ice at 77 K alkali metal ► M+ 
+  esor  hence the inverse reaction neutralization would be endo
thermic. Besides, we find that adding NaCl or KC1 does not en
hance but quenches the stimulated luminescence of 7-irradiated 
ice. (3) From the value reported in the literature for the ionization 
potential of H30  (~4.0-4.2 eV for the isolated radical), a value 
which is expected to be lowered by almost 2 eV in ice, we think 
that we can also disregard H30  as the possible emitting species.

The most plausible species responsible for the emission remains 
a low-lying triplet state of water with unknown configuration since 
theoretical calculations predict that no vertical transition exists 
below about 6.7 eV.

(These remarks and conclusions have been published recently 
(A. Bernas and T. B. Truong, Chem. Phys. Lett., 29, 585 (1974)).
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This is a paper on the scavenging of the presolvated elec
tron. In many matrices, the secondary electron is stabilized 
in shallow traps at first, and then it becomes solvated to 
deepen the potential well. Because the tunneling rate de
pends strongly on the height of the potential, scavenging by 
tunneling from the presolvated state possibly overcomes 
the tunneling from the solvated state even if the lifetime of 
the presolvated state is very short.

Scavengers (benzene, fluorobenzene, chlorobenzene, bro- 
mobenzene, iodobenzene, o-chlorotoluene, o-bromotoluene, 
and o-dichlorobenzene) were added to alcohols (methanol, 
ethanol, 1 -propanol, and 2 -propanol) and were cooled rap
idly to make clear glasses. These glasses were irradiated by 
7  rays at 77 K with the dose of about 0.2 Mrad. The yield of 
the solvated electron was estimated from the optical densi
ty of the wavelength of the peak of the absorption spec
trum.

The scavenging efficiency is defined as 1/[S] 1/2 where

In order to explain the dependence on the electron affin
ity, one must introduce a factor F  (inefficiency factor called 
by J. Miller) into a usual equation for the tunneling rate. F  
is expressed as F  =  O p (E v) A E v, where 6 is the fractional 
solid angle within which the trapped electron sees the scav
enger molecule, and AE v is the width of the resonant vibra
tional level of the scavenger. p ( E v) is the probability densi
ty of the nuclear configuration of the scavenger molecule at 
which the difference of the energy between potential curves 
of the neutral molecule and that of the anion is equal to E v. 
E v is the energy which is given to the electron upon tunnel
ing and is expressed as E v =  V q — (V-E) — p_, where Vo is 
the energy of the quasi-free electron in the matrix and p_ 
is the polarization energy of the matrix. Taking E v =  0.5 
eV, 9 = 10~2, and A E V =  10~ 2 eV and using the Morse func
tion for the molecular potential (following Steelhammer 
and Wentworth), one can obtain the tunneling radius nu
merically. Calculated values are shown in Table I.

TABLE I: Data for l/[S]i/2 (M  1), Experimental Tunneling Radius, a, and Calculated One, a' (in A )
Solvent MeOH EtOH 1-PrOH
r 10 nsec ' . 2.5 ¿¿sec 14 ¿¿sec

l /[S ]./2 a a 1 l/[S ]yj a a ' l/[S]y2 a a '

o-PhCHjCl 9.0 1 2 . 1 6.4 16.4 16.6 1 0 . 2 34.9 23.3 12.7
PhCl 9.3 1 2 . 2 12.4 21.7 18.2 20.3 41.1 24.6 22.7
o-PhCH3Br 1 1 . 1 12.9 10.7 2-3.0 18.5 28.5 39.7 24.3 2 1 . 0
PhBr 11.7 13.2 13.1 25.0 19.1 2 1 . 0 46.0 25.5 23.4
o-PhCl2 12.4 13.4 15.5 31.9 20.7 23.4 52.3 26.6 25.9

[S] 1/2 is the concentration at which the yield of the solvated 
electron becomes half of that in pure matrices.

When the scavenging efficiency is plotted against the ad
iabatic electron affinity of the scavenger molecule (see 
Table I), we obtain the linear relationships for every ma- 
trice. For every scavenger, the efficiencies in the 1-propanol 
glasses are larger than those in the ethanol glass. This 
suggests that the electron tunneling does not occur from 
the solvated state but from the unsolvated state, because 
the absorption spectra of the solvated electrons in both ma
trices are very similar to each other. The solvation time of 
the trapped electron in 1 -propanol is larger than that in 
ethanol. Therefore, the former electron has larger chance of 
tunneling than that of the latter electron. If we assume the 
same depths of the trapped electron levels in both solvents, 
the difference between the tunneling distances in both ma
trices is expressed as

1 r(l-PrOH)
VV-E ” r(E:OH)

where V-E is the energy level of the trapped electron and 
t ’ s  are the solvation times. From the experimental values of 
the scavenging efficiencies, one obtains r(l-PrOH) = 175 
¿¿sec. Similar calculation gives 10 nsec for the solvation 
time of methanol.

Discussion
S. Rice. That semilogarithmic electron yields vs. scavenger con

centration give straight-line plots merely reflects the fact that the 
electron reaction is pseudo first order.

G. R. FREEMAN. The semilogarithmic relationship between sol
vated electron concentration and scavenger concentration could be 
obtained by several mechanisms. One is the tunneling process that 
you mentioned. Another is the stochastic model of nonhomo- 
geneous kinetics that is often used for charge scavenging in irradi
ated systems. What you have called tunneling distances might ac
tually be related to the migration distances of the electrons before 
becoming localized in deep traps. However, this would not affect 
the other conclusions in your interesting paper.

T .  H I G A S H IM U R A .  The semilogarithmic relationship can be ob
tained in the case of capture of the epithermal electron, as you say. 
What I wanted to emphasize in my talk is the strong correlation 
between the scavenging efficiency and the solvation time.

N. KLASSEN. Your estimate of 10 nsec for the solvation time in 
MeOH at 77 K agrees with our pulse radiolysis experiments in 
which we see very little ir absorption component to the absorption 
band at a time of ~20 nsec in a pure MeOH glass. Our pulse radiol
ysis results with ethanol glasses at 77 K show that the stable spec
trum of e, is largely reached only after milliseconds which is 
much slower than the 2.4 ¿¿sec reported by Richards and Thomas.
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A. K. PlK A E V . (1) Have you measured the scavenging effects at 
different temperatures? (2) Did you make any attempts to observe 
the spontaneous decay of etr~ after 7-irradiation in your systems?

T. HlGASHIMURA. (1) No, we have not obtained scavenging ef
ficiencies at different temperatures. In cases of solutions different 
from those which I mentioned, we obtained larger scavenging ef
ficiencies at 4.2 K than at 77 K. This phenomenon supports the 
tunneling mechanism. [J. Phys. Chem. 76, 3744 (1972) and Int. J. 
Radiat. Phys. Chem., 6, 393 (1974)]. (2) No, all data are at 5 min 
after radiolysis.

L. KEVAN. Would you predict the same S 1/2 values for a solute 
in EtOH and in 1-PrOH at 4 K where the trapped electron is un

solvated in both matrices? At 4 K the relaxation times in both ma
trices are so long that they should not enter in.

T. HlGASHIMURA. Yes. The tunneling distance at 4 K, 04', and 
that at 77 K, 077', satisfy the equation a/ — <277' = (l/\/V-E) In 
(T4/T77) for each solvent. Here, r4 must be taken as the time inter
val between irradiation and measurement. Taking 5 min for T4 and 
values in the table for 777, a4' becomes 26.3 Â larger than 077' in 
ethanol and 23.9 Â larger than <277' in 1-PrOH. In this simplifica
tion, the scavenging efficiency becomes dependent only on the 
depth of the trapped state, V-E, for the 4 K experiment. If we take 
the same depth in both EtOH and 1-PrOH, the scavenging effi
ciency at 4 K becomes the same in both matrices.

Proton Magnetic Resonance Study of Metal-Ammonia Compounds
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The proton magnetic resonance OH NMR) spectra of Ca(NH3)6, Ba(NH3)e, and Li(NH3 ) 4 have been re
corded in the temperature range 20-150 K using a broad-line, symmetrical-bridge spectrometer. In the 
hexaammines very narrow first-derivative line widths are observed (<2.5 G in the range 20-150 K). Signifi
cant changes occur in the ' H NMR spectra of Ca(NH3)« in the ranges 20-50, 60-80, and 100-130 K, where
as in Ba(NH3) 6 changes occur between 70 and 100 K and above 140 K. The line width and its temperature 
dependence are interpreted in terms of structure, phase transitions, and molecular motion. In the high- 
temperature region very large, temperature-independent, high-field shifts of about 0.3 G (160 ppm) have 
been measured in both Ca(NH3)6 and Ba(NH3)6. The shifts are tentatively interpreted in terms of indirect 
coupling of the type found in aromatic radicals.

Introduction

When Li, Ca, Sr, Ba, Eu, or Yb is dissolved in liquid am
monia and the resulting solution frozen, metallic com
pounds having the compositions Li(NH3)4 and M(NH3)6, 
where M is Ca, Sr, Ba, Eu, or Yb, are formed. The metallic 
nature of these compounds arises from the loss of one, in 
the case of Li(NH3)4, and two, in the case of M(NH3)6, 
electrons from the molecular complex to a conduction 
band. Preliminary x-ray studies1 4 indicate that the molec
ular ions thus formed are arranged in the solid state in ei
ther a cubic or hexagonal array. The large ionic radius of 
the molecular ions, as well as Brillouin-zone-contact ef
fects, lead to the classification of these materials as low- 
electron-density metals, and as such are of great theoretical 
interest. Electrical transport,6’6 magnetic susceptibility,7 ’8 

and electron spin resonance9 studies suggest that metal- 
ammonia compounds should also be experimentally suit
able model systems for investigating the electronic behav
ior of metals in the low-electron-density regime.

Previously, it was believed that in these compounds am
monia molecules were tetrahedrally arranged around Li 
and octahedrally disposed around Ca, Sr, Ba, Eu, and Yb in

a regular fashion. However, a recent neutron diffraction 
study of Ca(ND3)610 has disclosed that, although the calci
um atoms occupy body-centered-cubic positions, they are 
surrounded by a distorted octahedron of highly distorted 
ammonia molecules having C s .symmetry. Similar structur
al complexities are anticipated in other metal-ammonia 
compounds.

Recent research has suggested that molecular motion 
could play an important role in determining the properties 
of metal-ammonia compounds. Abrupt changes in electri
cal resistivity6’ 11 and Mossbauer resonant absorption12 

near 69 K in Li(NH3) 4 and Eu(NH3)6, respectively, may be 
due to a rotational transition. Since rotational lockup oc
curs near 65 K in pure ammonia,13 the observed transitions 
near 69 K in Li(NH3) 4 and Eu(NH3) 6 may be due to the 
onset of thermally activated rotation of the ammonia mole
cules in a molecular ion about their principal axes. If the 
transitions near 69 K in Li(NH3) 4 and Eu(NH3) 6 are in
deed due to ammonia rotational lockup, then the other" 
metal-ammonia compounds should exhibit similar rota
tional transitions.

One of the most direct ways to study molecular motion is 
proton magnetic resonance (4H NMR). Here we report the
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Figure 1. Block diagram of the NMR spectrometer.

first observation of 1H NMR in metal-ammonia com
pounds. Ca(NHa)6 and Ba(NHs)6 have been studied in de
tail, arid Li(NH3)4 has been studied over a narrow tempera
ture range. The results are interpreted in terms of struc
ture, phase transitions, and molecular motion.

Experimental Section
S a m p le  P r e p a r a t io n . Samples were prepared by distill

ing a measured quantity of dry ammonia (Matheson, anhy
drous, 99.99%) from a sodium-ammonia solution into a 
specially cleaned14 2 X 3  mm Pyrex tube containing the el
emental metal, which had been previously cut and weighed 
in an argon-filled glovebox, in amount sufficient to give a 
slight excess of the elemental metal. Metal-rich samples 
were used to eliminate the possibility of observing 1H 
NMR from pure ammonia. The tube was sealed and al
lowed to warm to room temperature to ensure complete re
action. The accuracy of the sample composition is about 
4%. Some of the samples studied she wed visible signs of de
composition near the top of the tube, but this caused no 
difficulty because the rf coil surrounded only the lower por
tion of the tube.

A p p a r a t u s  a n d  M e a s u r e m e n t  P r o c e d u r e . First-deriva
tive XH NMR spectra were obtained using field modulation 
and a symmetrical-bridge spectrometer. The spectrometer 
was interfaced to a PDP-11 minicomputer with graphics 
terminal to facilitate data analysis and processing. A block 
diagram of the spectrometer is shown in Figure 1. The rf 
bridge operates close to 8  MHz and is driven by a stable, 
crystal-controlled oscillator. An rf amplitude of 0.13 G was 
usually employed, but fields as high as 2 G could be used 
without degrading the signal-to-noise ratio. The field mod
ulation amplitude and frequency were about 0.10 G and 
460 Hz, respectively. Although some modulation broaden
ing is expected for the narrowest lines observed (0.4 G), the 
broadening is within the experimental error in measuring 
the line width, so that the line-width data have not been 
corrected for it. The magnetic field sweep was calibrated 
before each run using a separate XH NMR spectrometer of 
the marginal oscillator type, with a room-temperature 
water sample located in the magnet gap. Most spectra were 
recorded using a 45-min field sweep and 30-sec lock-in am
plifier time constant.

Figure 2. Cross-sectional view of the cryostat tail assembly.

A cross-sectional view of the cryostat tail assembly is 
shown in Figure 2 . The rf coil was wound around the Luca- 
lox sample chamber to maximize the filling factor. The 
epoxy used to seal the rf coil to the sample chamber pro
duced a broad, temperature-independent XH NMR line 
(about 14 G wide), which appears as background superim
posed on the sharp spectra of the metal-ammonia com
pounds. Good thermal contact was established between the 
sample tube and Lucalox chamber via a thin layer of Apie- 
zon N grease, which gave no XH NMR signal above back
ground in the range 20-150 K. Temperatures were mea
sured with a calibrated gallium arsenide thermometer 
mounted directly above the sample. Calibration of the 
thermometer was checked by using the large change in 
bridge balance that accompanied the melting of Li(NH3 )4 

at 8 8 .8  K and was found to be accurate to better than 0.5 K. 
Liquid nitrogen was placed in the central chamber of the 
cryostat for temperatures between 80 and 150 K, and liquid 
helium was used for the range 20-80 K. To avoid possible 
hysteresis, spectra were recorded as the sample was 
warmed from 20 to 150 K.

Results
C a lc iu m  H e x a a m m in e . Significant changes in the XH 

NMR spectra of Ca(NHs)6 occur in the ranges 20-50, 60- 
80, and 100-130 K. Typical spectra for these ranges are 
given in Figures 3-5. All spectra exhibit the asymmetry ex
pected for metallic samples having dimensions much larger 
than the skin depth. The apparent baseline drift is due to 
the proton background mentioned earlier. Between 2 0  and 
50 K, the line broadens with increasing temperature, and 
below 30 K the line shape and asymmetry parameter be
come temperature-dependent. In the ranges 60-80 and 
100-130 K, the line narrows with increasing temperature. 
Above 30 K, the spectra can be fitted to a Gaussian line- 
shape function, which is characterized by an asymmet
ry parameter of 1.82.15

The temperature dependence of the first-derivative 
peak-to-peak line width A //p_p is shown in Figure 6 . The 
line broadening in the range 20-50 K and line narrowing in 
the ranges 60-70 and 100-130 K are evident. Unfortunate
ly, the diffuse wings of the signals in these metals prevent
ed the determination of reliable second moments.

The temperature dependence of the proton shift fen is 
shown in Figure 7. Proton shifts were determined using the 
relation15
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a h  (G)

Figure 3. Low-temperature 1H NMR spectra of Ca(NH3)6.

=  # m a x  +  0 .2 A i i p _ p  ( 1 )

where H max is the field at the highest amplitude lobe of a 
first-derivative spectrum. Within our experimental error, 
eq 1 is valid for both Lorentzian and Gaussian metallic line 
shapes. We have assumed that eq 1 can be used below 30 K, 
where the line shape is not Gaussian. This is not unreason
able in view of the apparent insensitivity of the metallic 
shift to the details of the line shape. Since the resonant 
field is 1 .8 8  kG, the shifts can be converted from G to ppm 
by multiplying by 532, i.e., k y  (ppm) = 5 3 2 k n  (G). The 
shift is zero at lower temperatures within experimental 
error, but at higher temperatures where the accuracy is 
much greater, a very large shift to high fields of about 0.3G 
(160 ppm) has been measured.

B a r iu m  H e x a a m m in e . Significant changes occur in the 
*H NMR spectra of Ba(NHa)6 between 70 and 100 K and 
above 140 K. Typical spectra above 70 K are illustrated in 
Figure 8 . The line narrows between 70 and 100 K as the 
temperature is increased, and above 140 K it is evident that 
the spectrum is composed of at least three closely spaced 
lines.

Above 100 K the spectra exhibited saturation at an rf 
amplitude of 0.13 G, as shown in the trace at 99 K in Figure 
8 , so that lower rf amplitudes were required. At very large 
rf levels ( 1  G), it was possible to saturate the absorption 
component of the signal completely, so that a pure disper
sion signal was observed with the spectrometer adjusted for 
normal absorption. The line-shape asymmetry parameter 
was nearly Gaussian (i.e., approximately 1.8) for spectra 
consisting of a single line (below 140 K).

The temperature dependence of AH p_p is shown in Fig
ure 9. The line narrowing between 70 and 100 K is appar
ent, as well as a slight narrowing between 40 and 50 K. In 
contrast to Ca(NH3)6, the line width is independent of 
temperature between 20 and 40 K. Above 40 K, the line

AH(G)

Figure 4. Low-temperature line-narrowing transition in Ca(NH3)6.

-4  -2 0 2 4
AH <G)

Figure 5. High-temperature line-narrowing transition in Ca(NH3)6. 

widths in Ba(NH3)6 are even smaller than those in
Ca(NH3)6-

The temperature dependence of k a  is shown in Figure 
10. In analogy to Ca(NH3)6, the shift is zero at lower tem
peratures within experimental error, but at higher temper
atures the shift is about 0.3 G (160 ppm).

L ith iu m  T e tr a a m m in e . Spectra could be observed only 
in the cubic phase of Li(NH:i)4, i.e., between 82 and 8 8 K. 
The !H NMR line was too broad to be detected above 
background in the low-temperature hexagonal phase. Con
sidering the spectrometer sensitivity and difference in skin 
depth between the two phases, we estimate that the line 
width must exceed 4 G in the hexagonal phase.

A typical spectrum in the cubic phase is shown in Figure
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Figure 6 . Temperature dependence of the first-derivative peak-to-peak line width in Ca(NH3)6.

Figure 7. Temperature dependence of the proton shift in Ca(NH3)6.

11. The line shape is Gaussian, the width is temperature in
dependent and equal to 1.3 ±  0.2 G, and the shift is zero 
within experimental error.

Discussion
It is useful to review the results of a recent NMR study 

of solid ammonia13 before discussing the results of this 
study. In solid ammonia, A/7pp is about 10 G between 20 
and 60 K and shows a slight increase below 20 K. As the 
temperature is increased from 60 to 80 K, the line narrows 
from 10 to 7.5 G, and the line width remains about 7.5 G up 
to 160 K. Quantum-mechanical tunneling of the ammonia

molecule about its principal axis was required to explain 
the small line width observed below 60 K, and it was con
cluded that the line-width transition between 60 and 80 K 
reflected a transition from quantum-mechanical tunneling 
to thermally activated rotation of an ammonia molecule.

C a lc iu m  H e x a a m m in e . An important feature of the 
NMR spectra in Ca(NH3)6 is that they are very narrow 
(<2.5 G) compared to those in solid ammonia. The ob
served Gaussian line shape above 30 K indicates that dipo
lar interactions determine the line width. For a Gaussian 
line shape, the theoretical rigid-lattice first-derivative 
peak-to-peak line width can be obtained from the relation
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Figure 8 . 1H NMR spectra in Ba(NH3)6.

T (K)

Figure 9. Temperature dependence of the first-derivative peak-to-peak line width in Ba(NH3)6. Open circles and triangles represent data from 
two independent experiments.

AH p_pR = 2 V M ?  (2)

where M 2R is the rigid-lattice proton second moment. Ai2R 
is given by16

M 2R = (3/5)gH2d2̂ HUH + 1 ) --- T.rjk~6 +
n-H jk

(4/15)gx2d2/x ( /x  + 1) —  Zrjk - & (3)
«H  jk '

where n h is the number of protons per unit cell, rjk is the 
internuclear distance between nuclei j  and k, and /§, g, and 
I are the nuclear magneton, g-factor, and spin, respective
ly. In eq 3, the first term gives the contribution due to the 
proton-proton interactions, while the second term gives 
the contribution of proton-nitrogen interactions. The sec
ond term is very small for metal-ammonia compounds and 
has been neglected.

A complete calculation of the rigid lattice M 2R cannot be 
made without full knowledge of the crystal structure. A re-
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Figure 10. Temperature dependence of the proton shift in Ba(NH3)6. Open circles and triangles represent data from two indeoendent experi-

of the intra-ammonia protons, the intraionic-proton contri
bution to M 2R is then about 1.81 G2. Using eq 2, the rigid- 
lattice line width is estimated to be 5.61 G. This value is in 
poor agreement with the maximum low-temperature line 
width of 2.3 ±  0.3 G at about 50 K. Below about 60 K, ther
mally activated reorientation of ammonia molecules is slow 
on the NMR time scale, so that a line-narrowing process 
other than thermally activated reorientation must be 
present below 60 K. If the ammonia molecules tunnel about 
their principle axes through a potential barrier of less than 
3 kcal/mol at low temperatures, then the intra-ammonia 
proton contribution to the second moment will be reduced 
by a factor of y4, 19 and the intraionic-proton contribution 
will be reduced by a smaller factor. Assuming that the lat
ter contribution is reduced by a factor of as found for 
the intermolecular contribution in solid ammonia, 13 the 
calculated line width is 3.11 G, which is slightly larger than 
the experimental value. If the intraionic proton contribu
tion is neglected, then the predicted line width is 2.46 G, 
which is in excellent agreement with experiment. On this 
basis, we tentatively conclude that the ammonia molecules 
in CaiNHale quantum mechanically tunnel below 60 K.

We emphasize that the line-width results support the 
structure of CalND^)« determined by neutron diffraction. 111 

In particular, if the structural parameters for an ammonia 
molecule in solid ammonia were used, i.e., r(N-H) = 1.005 
Â and angle H-N-H = 110.4° , 20 then the calculated low- 
temperature line width in Ca(NH;i)6 is about 8  G, which is 
over a factor of 3 larger than the experimental value.

The increase in line width with temperature between 20 
and 50 K is unexpected. On the basis of dipolar interac
tions, the low-temperature line width should be indepen
dent of temperature. Since the expected behavior is found 
in solid ammonia13 and BafNkUle, the situation in 
Ca(NH;i)fi becomes even more puzzling. Magnetic suscepti
bility studies8 have indicated significant changes in elec
tronic behavior below 30 K, which coincides with the tem
perature below which the unusual changes in line width

merits.

A H  (G)

Figure 11. 1H NMR spectrum in the cubic phase of Li(NH3)4.

cent neutron diffraction study of Ca(ND3) 610 at 75 K leaves 
undetermined the relative orientation of neighboring NH3 

molecules, and thus allows only estimates of the longer 
range proton-proton interactions. This does not affect the 
contribution to M 211 from the nearest-neighbor protons in 
the ammonia molecule itself, i.e.. the “intra-ammonia” pro
tons. Their contribution, which will be seen to be domi
nant, is readily obtained from the neutron-diffraction pro
ton-proton distance. The other “intraionic” protons, con
tained within the near octahedron of NH3 molecules sur
rounding each calcium, contribute to M2R according to the 
relative NH3 orientations, which are about 46 in number, 
since each NH3 can have four orientations. A simple statis
tical estimate shows that the intraionic proton contribution 
is between 30 and 50% of that of the intra-ammonia pro
tons. More distant protons should make a very much small
er contribution to M2R, as found in solid ammonia13 and 
tétraméthylammonium compounds,17 '18 so that their con
tribution will be neglected.

Using the proton-proton distances 2.05 and 2.35 Â from 
the neutron diffraction study, 10 we get a contribution to 
M -2R of 6.05 G2 from the intraammonia protons. Taking the 
second moment of the intraionic protons to be 30% of that
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and line shape occur. This suggests that electron-nuclear 
interactions may play an important role in determining the 
>H NMR behavior at low temperatures. Data below 20 K 
would be very helpful in elucidating the interesting low- 
temperature behavior in Ca(NH3)6, and to this end a 'H 
NMR study below 20 K is being undertaken.

We know of no way to calculate the line narrowing ex
pected when the ammonia molecules go from the quantum - 
mechanical tunneling to the thermally activated reorienta
tion regime. However, in analogy to solid ammonia, where a 
similar transition has been observed,13 it is reasonable to 
attribute the line-narrowing transition between 60 and 80 
K to a transition from quantum-mechanical to classical be
havior. The changes in electrical resistivity6 '11 and Moss- 
bauer resonant absorption12 near 69 K in Li(NH3)4 and 
Eu(NH3)6, respectively, which have been attributed to the 
onset of thermally activated rotation of the ammonia mole
cules about their principal axes, further substantiates the 
interpretation of the line-narrowing transition given above.

The dramatic line narrowing between 100 and 130 K 
must be associated with a more general motion than ammo
nia-molecule rotation. The most likely possibilities are iso
tropic reorientation and perhaps diffusion of molecular 
ions. Isotropic reorientation averages the intraionic contri
bution to the second moment to zero, so that the second 
moment is entirely interionic in nature. The calculation of 
the interionic contribution is facilitated by noting that the 
effect of isotropic reorientation is to concentrate the 18 
protons of Ca(NH3)62+ at the calcium site.21’22 For a body- 
centered-cubic array of molecular ions having a o  — 9.01 
A , 10 we find a second moment of 0.34 G2 and line width of
1.17 G by summing over the four nearest shells of molecu
lar ions and then integrating to estimate the remaining 
contribution. About 70% of this value arises from the eight 
nearest neighbors at v/3ao/2. Since the observed line width 
above 130 K is a factor of 2 less than that calculated on the 
basis of isotropic reorientation of molecular ions, we con
clude that diffusion of molecular ions probably occurs 
above 130 K. The occurrence of diffusion at this relatively 
low temperature is not unreasonable in view of the large 
deviation from stoichiometry in the alkaline earth hexaam- 
mines,3 which should lower considerably the activation en
ergy for the diffusion process.

The motional activation energies can be estimated from 
the equation23

E a »  37Tc (4)

where E a is the activation energy in cal/mol and Tc is the 
temperature where the NMR begins to narrow in K. Since 
line narrowing begins near 60 and 100 K for ammonia-mol
ecule and molecular-ion rotations, respectively, the result
ing activation energies are 2 .2  and 3.7 kcal/mol. Since the 
activation energy for ammonia-molecule rotation is less 
than 3 kcal/mol, quantum-mechanical tunneling of ammo
nia molecules about their principal axes is expected to 
occur below 60 K, as assumed in computing the low-tem
perature line width.

The direction of the proton shift at higher temperatures 
is characteristic of a chemical shift, but it is about an order 
of magnitude larger than typical proton chemical shifts. Al
though a similar shift is observed in dilute metal-ammonia 
solutions, its magnitude is very small (7 ppm) .24 The direc
tion and magnitude of the shift can perhaps be accounted 
for by assuming, in analogy to indirect coupling through a 
C-H bond in aromatic radicals, appreciable 7r-electron spin
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density at nitrogen and indirect coupling to the proton via 
the N-H bond. The Tr-electron spin density at nitrogen 
could arise from the conduction electrons since a-recent 
conduction electron spin resonance study has shown that 
the conduction-electron wave function contains apprecia
ble ammonia character.9 In such a case, the spin density at 
the proton would be negative, which results in a high-field 
shift, and the resulting proton shift could be rather large. If 
this suggestion is valid, then the nitrogen nucleus should 
exhibit a rather large low-field shift. We are currently at
tempting to measure the nitrogen shift to test this hypoth
esis.

B a r iu m  H e x a a m m in e . An abrupt transition in the tem
perature dependence of the magnetic susceptibility of 
Ba(NH3)6 at 76 K may be associated with a crystallograph
ic transition,8 so that below 76 K the structure may not be 
body-centered cubic. If the structural parameters of 
Ba(NH3)62+ are the same as those of Ca(NH3)62+, then the 
low-temperature line-width estimate of 5.61 G in Ca(NH3)6 
should apply to Ba(NH3)6. The considerably narrower low- 
temperature line width in Ba(NH3)6 suggests that at least 
some of the intraionic proton-proton distances in 
Ba(NH3)fi are greater than those in Ca(NH3)6. In analogy 
to Ca(NH3)6, the narrow low-temperature line width prob
ably results from quantum-mechanical tunneling of the 
ammonia molecules about their principal axes, which re
quires an activation energy for rotation of less than 3 kcal/ 
mol.19 A significant difference between Ca(NH3)6 and 
Ba(NH3)6 is that the low-temperature line width in 
Ba(NH3)6 is independent of temperature within experi
mental error, as expected for a line width determined by 
dipolar interactions.

In analogy to Ca(NH3)e, decrease in line width between 
40 and 50 K probably reflects a transition from quantum- 
mechanical tunneling to classical rotation of ammonia mol
ecules.

The large decrease in line width between 70 and 100 K is 
most likely mainly due to isotropic reorientation and diffu
sion of molecular ions, since the line narrowing associated 
with the possible solid-solid transition at 76 K is only 
about 0.3 G. Using the same computational procedure as in 
Ca(NH3)6 and assuming a body-centered-cubic array of 
molecular ions having a0 = 9.77 A,3 we predict a second 
moment and line width of 0.21 G2 and 0.92 G, respectively, 
if the molecular ions undergo isotropic reorientation. Since 
the observed line width above 100 K is over a factor of 2 
less than the value predicted on the basis of isotropic orien
tation, we conclude that diffusion of molecular ions proba
bly occurs above 100 K.

Using eq 4, the activation energies for ammonia-mole
cule and molecular-ion rotations are estimated to be 1.5 
and 2.8 kcal/mol, respectively. Again the activation energy 
for ammonia-molecule rotation is less than 3 kcal/mol, as 
required for quantum-mechanical tunneling of ammonia 
molecules at low temperatures. These activation energies 
are both lower than those in Ca(NH3)6, indicating that the 
ammonia molecules and molecular ions in Ba(NH3)6 have 
greater rotational freedom than in Ca(NH3)6. Greater rota
tional freedom implies larger interionic proton-proton dis
tances, which is consistent with the smaller line widths 
found in Ba(NH3)6. The lower molecular-ion rotational ac
tivation energy is probably a consequence of the lower 
packing density of molecular ions in Ba(NH3)6, as indicat
ed by its 25% larger cell volume.

The origin of the three closely spaced lines observed in 
Ba(NH3)6 above 140 K is unclear. The splitting could be a
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result of anisotropy, or possibly the existance of three 
phases differing slightly in lattice parameter. A structural 
study above 140 K is required to elucidate this behavior.

The proton sh fts in Ba(NH3)e and Ca(NH3)6 are the 
same within experimental error. The discussion of the 
Ca(NHa)6 data should be consulted for a discussion of the 
proton shift.

L ith iu m  T e tr a a m m in e . In analogy to the behavior of 
Ca(NH3)6 and Ba(NH3)6 at higher temperatures, it is likely 
that the moleculer ions in the cubic phase of Li(NH3) 4 un
dergo isotropic reorientation and possibly diffusion. Using 
the same computational procedure as in Ca(NH3)6 and as
suming a face-ce itered-cubic array of molecular ions hav
ing a0 = 9.55 A , 1 for isotropic reorientation, a second mo
ment and line width of 0 .6 8  G2 and 1.65 G, respectively, are 
predicted. This value is close enough to the experimental 
one that it cannot be unequivocally established whether 
diffusion occurs or not.

In Ca(NH3)6 and Ba(NH3)6, the cessation of isotropic re
orientation resulted in about a threefold increase in line 
width. If isotropic reorientation ceases upon transforming 
to the hexagonal phase at 82 K and a similar increase in 
line width occurs, then the line width in the hexagonal 
phase would be about 4 G, which is too broad to be detect
ed with the present spectrometer.
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Discussion
M. H. COHEN. There can be a conduction-electron intermediat

ed interaction between the hydrogen nuclei, which can be quite 
long ranged—the so-called RKKY interaction. This could act so as 
to give an exchange narrowing, but there is no reason to expect the 
Ca2+ and Ba2+ compounds to differ significantly in this regard. An 
anomaly in the electron paramagnetic susceptibility, however, can 
in some circumstances show up in the RKKY interaction. Also 
temperature effects can enter through the mean free path, which 
limits the range of the interaction when it becomes as small as a 
few interatomic separations.

J. V. ACRIVOS. The negative 'H Knight shifts observed in 
Ca(NHs)6 and Ba(NH3)6 are greater than those reported by 
Hughes irt Na-NH,3 at Colloque Weyl I. This was assumed to be 
due to the fact that hydrogen bonds are broken in the solvation 
process. Therefore, since the ammonia molecules were found to be 
much, farther apart in the above compounds (Von Dreele, this 
meeting) than in pure ammonia, the effect may be of the same na
ture.
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The reflectivity has been measured at 0 and 45° angles of incidence on 10,12, and 20 mol % metal Li-NH3 

solutions and on Li(NH3) 4 at 77 and 87 K. The photon energies cover 0.25-5 eV. The results are compared 
with free-electron models.

I. Introduction
Previous reports on the optical properties1-5  of concen

trated metal-ammonia solutions have left out the spectral 
regions well outside the visible or have failed to provide a 
proper reference.6 In an attempt to rectify that situation, 
we have investigated the normal and 45° reflectance of sev
eral concentrated Li-NH3 solutions and of solid Li(NH3) 4 

over the spectral range 0.25-5.0 eV.
The apparatus used was that developed by Mueller7 and 

briefly described at Colloque Weyl II.3 The incident light is 
reflected (twice) at incident angles of either 0 or 45°, then 
analyzed, and the intensity compared with a signal derived 
from light totally internally reflected at a sapphire-air in
terface. The resultant, raw data is fío2 and ft4s2 as a func
tion of photon energy.

The frequency-dependent dielectric constant e(co) = 
éx(o>) +  it2<“ ) may then be computed using the Fresnel 
equations.8 Unfortunately, the equations used to derive íj 
and €2 from fío2 and fí4s2 contain terms where the two re
flectivities are subtracted. Since the original data are accu
rate to no more than two significant figures, the values of €i 
and 62 obtained when fío is near fí45 are meaningless. Fur
thermore, in a free electron metal wherein ci and 62 may be 
obtained from the Drude equations, 1 fío and fí45 become 
very close, indeed, at low energies. These problems in anal
ysis for certain values of fío and fí45 have obliged us to sim

Figure 1. Reflectance data (45°) for 10, 12, and 20 MPM Li-NH3 so
lutions at 195 K: (O) 10%, (-------) free electron calculation; (A)
1 2 %, (-------) free electron calculation; (□) 2 0 %, (------ -)  free elec
tron calculation.

ply report R o  and /?4s (in some cases) rather than analyzing 
the data to give the more useful dielectric constant. Other 
experimental details are treated more thoroughly in the 
dissertation of one of us.9

I I .  Liquid Results .
Data were obtained at 10, 1 2 , and 20 mol % metal 

(MPM) at 195 K in Li-NH3 solutions. The liquid reflec
tances (with respect to sapphire) at 45° and at 0° are 
shown in Figures 1 and 2, respectively, together with com
putations based on Drude parameters derived from dc 
values of conductivities and Hall coefficients.10 Though the 
observed reflectivities at 45° are somewhat lower than 
those calculated, the trend in the 45° reflectance data with 
respect to photon energy is in reasonable agreement with 
the free electron curves. The dip near 4.2 eV is, in our opin
ion, an artifact resulting from a contaminated sapphire 
prism.9 The normal reflectivities are again somewhat lower 
than those calculated, and perhaps the agreement with the 
free electron trends is not so good as in the case of the 4 5 ° 
reflectance. The reflectance of a 20 MPM Li-NH3 solution 
exceeds considerably that of liquid Hg.n

The plasma frequency, identified by the sharp drop in 
R o 2 in Figure 2 , is in substantial agreement with dc deter
minations of carrier densities. The value of the relaxation

Figure 2. R02 measurements (with respect to sapphire) at 195 K: (O)
10 MPM U - N H 3 , (-------) free electron calculation; (A) 12 MPM Li-
NH3, (-------) free electron calculation; (□) 20 MPM Li-NH3 (------------ )
free electron calculation.
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Figure 3. e-i vs. photon en ergy  for 10, 12, and 2 0  M PM  L i-N H 3 solu
tions at 195 K: ( □ )  2 0 % ,  ( - -  - - )  2 0 %  L i-N H ? a t 2 1 3  K (ref 1); (A )
1 2 % , (-------- ) 1 2 %  L i-N H 3 a t 2 1 3  K (re f 1); (Ô ) 1 0 % , (---------) 2 0 %
L i-N H 3 at 2 1 3  K (re f 2).

Figure 4. e2 vs. photon energy for 10, 12, and 2 0  M PM  L i-N H 3 solu
tions a t 195 K: ( □ )  2 0 % ;  (A )  1 2 % , (-------- ) 1 2 %  L i-N H 3 a t 2 1 3  K
(ref 1); (O ) 1 0 % , (-------- ) 1 0 %  N a -N H 3 a t 2 1 3  K (ref 2).

time at optical frequencies must be significantly lower than 
at dc to account for the smearing of the plasma edge. In ad
dition, there is some evidence of an extra loss at the lowest 
frequencies since the observed values of R  4s2 exceed the 
Drude values there.

For that frequency range over which R o  and R45 are not 
close to equality, cj and e2 may be computed. These results 
are shown in Figures 3 and 4, together with results pre
viously obtained by ellipsometric techniques. 1 '2 As there is 
a long literature displaying12 differences between ellipso
metric and reflectance results, the differences shown in 
Figure 3 and 4 are not to be regarded as significant. Reflec
tance results are generally regarded as less susceptible to 
surface effects. 12 Errors resulting from the near-equality of 
R 0 and R45 are the source of the scatter near 1 eV in the 10- 
and 12-MPM curves, while nothing could be computed 
from the 20-MPM data in this region.

Figure 5. R aw  4 5 °  reflec tan ce  (R 452) da ta  vs. photon energy: (O ) 
hexagonal phase of Li(NH3)4 a t 7 7  K; (A )  cubic phase o f Li(NH3)4 at
8 7  K; (-------- ) 2 0  MPM L i-N H 3 solution (liquid) a t 195 K; (---------) Drude
calculation for cubic phase; (--------- ) D rude calculation for hexagonal
phase.

Figure 6. R aw  norm al reflec tan ce  (R02) data vs. photon energy: (O ) 
hexagonal phase of Li(NH3)4 at 77  K; (A )  cubic phase o f Li(NH3)4 at
8 7  K; (-------- ) 2 0  M PM  L I-N H 3 solution (liquid) a t 195 K; (---------) D rude
calculation for cubic phase; (----------) D rude calculation for hexagonal
phase.

The qualitative trend of Drude behavior is maintained in 
these results, except at the lowest frequencies and where 
the prism contamination intervenes, as would be expected 
from Figures 1  and 2.

III. Solid Results
Data were taken on solid Li(NH3) 4 in the cubic phase14 

at 87 K and in the hexagonal phase at 77 K. Figure 5 shows 
the raw 45° reflectance data for both the cubic and hexago
nal phases and for a 20-MPM Li-NH3 solution at 195 K. 
The dashed curve represents a free electron calculation for 
the cubic phase, with the usual corrections for the fact that 
the sample is in contact with sapphire.9 Figure 6  shows 
similar data for normal reflectances. Clearly the hexagonal 
phase is not describable by a free-electron model. The 
cubic phase is similar in behavior to the 20-MPM liquid, 
when the higher conductivity is taken into account.
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IV. Discussion

The present results tend to confirm those obtained pre
viously on M-NH 3 solutions in the visible part of the spec
trum. Free electron parameters do, however, show some
what lower values of the relaxation times. Whether this is a 
consequence of the change from ellipsometric to reflec
tance techniques, or some other, effect, cannot be deter
mined from these data.

All the results show an extra loss at low energies (<0.8 
eV) which is most likely due to some level in the NH3 mole
cule. The solvated electron does not appear, at least not in 
the form familiar from dilute solutions.

The cubic solid is also describable by the conventional 
free-electron models, but the hexagonal phase shows the ef
fects of interband transition and deserves the kind of anal
ysis described by Ashcroft and Sturm. 15
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Electronic Band Structure in Solid Hexaamminecalcium(O)1
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In order to account for highly unusual magnetic and magnetic resonance properties observed in hexaammi- 
necalcium(O), band calculations have been carried out to order l = 2 by the KKR method. Due to the very 
unusual form of the Ca(NH3)6 potential it appears that convergence of the KKR method requires expan
sion of the trial wave function up to l =  4. By extension of the calculations to lmax = 4 at points F, H, N, 
and P in the bccub zone scheme a preliminary band scheme has been constructed for Ca(NH3)6 solid. Be
havior is different along the 2 direction compared to that along A and A. The lowest band, which lies en
tirely below the Fermi energy, is a very flat 24 band that joins the Fj state to the p-like state Ni'. A Aj band 
connecting I’i to Pi and a Ai band connecting T , to H12 intersect the Fermi level. Thus, the Fermi surface 
may deviate sensibly from a sphere. An upper band 2 j which comes down to point Nj may also intersect 
the Fermi level, in which case electron pockets would be generated around the point N. Extended Hiickel 
molecular orbital calculations are developed for the molecule Ca(NH3)6; the muffin-tin potential calcula
tion for Ca(NH3)6 solid is described.

The metal-ammonia compounds2 Li(NH3)4 and 
Ca(NH3)6 are of considerable interest as possible proto
types for expanded-metal systems on the verge of a metal- 
nonmetal transition. Recent studies of the magnetic sus
ceptibility and conduction electron spin resonance3' 5 have 
indeed confirmed that the thermal behavior of these com
pounds is quite unusual. In order to understand the origin 
of the thermal behavior, the present calculation of band 
structure was undertaken. The compound Ca(NH3)6 was 
chosen since its structural relations are relatively simple. In 
the hexagonal phase, Li(NH3)4 has a twofold screw axis 
that would considerably complicate a band-structure calcu
lation.

The crystal structure of Ca(NH3)6, as deduced from 
x-ray investigations of Cagle and Holland,6 consists of octa

hedral Ca(NH3) 6 molecules located at the body-centered 
cubic positions of a unit cell having edge length equal to 
0.91 nm. In this research molecular orbitals were calculated 
for an isolated Ca(NH3)6 molecule, the potential function 
sphericalized, and the molecules brought together in a muf
fin-tin potential. In the muffin-tin approximation, the po
tential is assumed to be spherically symmetric within a 
sphere of radius R  (equal to or less than half the nearest- 
neighbor distance) and very nearly equal to the electrostat
ic potential produced by all the nuclei and electrons of the 
neutral Ca(NH3) 6 molecule. Outside the spheres, the po
tential is assumed to be constant; it is adjusted to zero for 
convenience.

Two models were selected for calculation of the muffin- 
tin potential. In one, the electrostatic potential was derived
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from the whole neutral molecular unit CatNhf-Oe. In the 
other, separate consideration was given to the electrostatic 
potential created by the twice ionized entity Ca(NH3)62+ 
and the screening potential due to the conduction elec
trons, i.e., two electrons per molecule were assumed to have 
been set free through the molecular potential overlap. 
Clearly, the first model does not account for the observed 
metallic appearance of the material, since the valence elec
trons contribute to the potential as if they were localized. 
The second potential model was considered more appropri
ate for the band structure calculations.

EHMO Calculation and Results

The distribution of the electron cloud in the Ca(NH3)62+ 
ion was calculated by the extended Huckel molecular orbit
al (EHMO) approximation. Wave functions of the molecu
lar orbitals are expressed as linear combinations of atomic 
orbitals

ipi =  N i Y ,a tjtpj
j

where \pi is a molecular orbital wave function and the ipj’s 
are atomic wave functions. IV; is a normalizing factor such 
that

The Huckel molecular orbital approximation assumes each 
atomic orbital <pj is normalized and its overlap with neigh
boring (fj’s is negligible. This restriction that interaction is 
significant only between electrons on adjacent atoms is re
laxed in the EHMO theory as developed by Hoffman.7 All 
interactions are now considered and the full eigenvalue 
problem is solved. The input data fed into the EHMO pro
gram, which was kindly made available to us by Professor 
Hoffmann, were bond lengths and bond angles as follows: 
d(Ca-N), the Ca to N separation = 0.282 nm (from x-ray 
data); d(N-H), the N to H distance = 0.101 nm (as for 
NH3); 0 (Ca-N-H), the angle between the Ca-N bond and 
the N-H bond = 111° (chosen to be consistent with an 
angle of 107° between the N-H bonds in NH3). The 48 va
lence electrons of the Ca(NH3)62+ ion [18 from the 18 Is or
bitals of the 18 hydrogen atoms and 30 from the six 2s and 
18 2 p orbitals of the six nitrogen atoms] were to be distrib
uted in the 51 atomic orbitals considered in the expansion.
In. addition to the 42 atomic orbitals indicated above, one 
4s, three 4p, and five 3d orbitals of the calcium were in
cluded in the expansion. The atomic orbitals were Slater- 
type functions

ipAo(r, 6, <p) = Rn(r)Y/.m(M
where R n(r ) , the radial part of the atomic wave function, 
has the form

R n (r )
2 fn + 1/2 

(2 n!)1/2''
.71—1e

and <f) are the usual spherical harmonics. For the
atomic screening constants f and orbital energy levels E ,  
the following parameters were used: hydrogen Is, f = 1.3 
and E  =  —13.6 eV; nitrogen 2s, f = 1.95 and E  =  —26 eV; 
nitrogen 2p, f = 1.95 and E  = -13.4 eV; calcium 4s, f =
1.05 and E  = .—7.5 eV; calcium 4p, f = 0.95 and E  =  —■4 eV; 
calcium 3d, f = 1.05 and E  = —3.2 eV.

The results of the computation are represented schema
tically in Figure 1. The diagram has been simplified in

-7 .5 9 V

WiTITWITTl/-l3«V

ione p o irs  o f electron 
o rb ita ls  o f N H 3 (6)

Figure 1. Schematic representation of the molecular orbital energy 
levels in Ca(NH3)62+.

showing only the interactions between the highest energy 
levels: the six sp3-hybridized lone pairs of the ammonia 
molecules and the 4s, 4p, and 3d orbitals of the calcium. 
The character of the molecular orbitals is not so well de
fined as the picture indicates since the presence of the C3 
symmetry axis in the NH3 molecule destroys the perfect 
octahedral symmetry of the Ca(NH3)62+ ion, lifting all the 
remaining degeneracies. This fact, however, does not ap
pear to be a real problem as the molecular orbitals and 
energies proved relatively insensitive to change in the ori
entation of the hydrogen atoms in one ammonia relative to 
the orientation in another.

Electronic Charge Density Distribution
Twenty-four occupied molecular orbitals were obtained 

from the above calculation. To obtain the full electronic 
charge density, the 15 core orbitals of the calcium, left be
hind as unperturbed atomic orbitals in the EHMO approxi
mation, had to be added. The electronic charge density 
may be expressed as

P ( r ) =  £  |ft|2
¿(occupied levels)

where \pi are atomic or molecular wave functions. To spher- 
icalize the charge distribution, a surface S ( r )  was drawn at 
a given distance r from the center of the muffin-tin sphere, 
V48 of it (because of the cubic symmetry) cut into a thou
sand elementary solid angles, and the amplitude of the 
wave functions evaluated at each elementary surface d S (r ) .  
Finally, the sum of the properly weighted elementary con
tributions was obtained and the average electronic charge 
density at the position r determined. Figure 2 shows a plot 
of the resulting electronic charge density distribution.

Electronic Potential
Starting from the electronic charge density, the electron

ic potential Ve(r) can be calculated from Poisson’s equa
tion

V2Ve(r) =  —4 ir e 2p  ( r )

using a program from Loucks8 as extended to include ex
change contribution. The exchange contribution Vex(r) was 
treated in the Slater approximation9
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Figure 2. Radial electron density distribution in Ca(NH3)62+ (shown 
by solid curve) and in Ca(NH3)6° (shown by dashed curve).

T 3 11/3V„<D - - 6[—„'T'J
where p '(r )  is the crystal electronic density and differs from 
the atomic electronic density wherever the density from 
neighboring ions encroaches upon the particular muffin-tin 
sphere considered. The nuclear potential has the simple 
form

VN(r) = - e2L -
i r

Figure 3. Potential curve tor Ca(NH3)62+ ion (shown by dashed 
curve) and muffin-tin potential in bcc solid Ca(NH3)6 (shown by solid 
curve).

q  are conduction electron wave vectors. Once we have the 
electron density in terms of the total potential, we may 
compute through Poisson’s equation the screening poten
tial in terms of the electron density

WV =
47re2

Elimination of n q leads to

(k  +  q|W|k> = <k +  q|W°|k>/e(q)

where Zi, the nuclear charge, is 20, 7, and 1 for Ca, N, and 
H, respectively. The nuclear potential was evaluated rela
tive to the center of the muffin-tin sphere, then spherical- 
ized by averaging as for the electronic density.

The total potential for the Ca(NH3)62+ ion, obtained by 
summarizing V e (r ) , Vex(r), and VnO-), is shown (by the 
dashed curve) in Figure 3. Also shown in Figure 3 (full 
curve is the final form of the muffin-tin potential for solid 
Ca(NH3)6. Including a contribution for screening by con
duction electrons and a correction for neighboring poten
tial overlap, it can be written

VVr(r) = V '( r )  + A V  -  E ee + 2V'(a;/r)

V'(r) is the screened potential and can be derived from the 
unscreened potential, following Harrison, 10 as follows. If 
Iy°(r) is the sum of the potentials due to the positive ions 
W°(r) = 2 jV(r — r; ) and W1 (r) is the unknown potential 
due to the conduction electrons, then the total potential 
seen by the electrons is W (r )  = W ° (r )  + W^r). Assuming 
the wave functions of the conduction electrons to be repre
sented by plane waves, one may calculate the electronic 
density distribution by summing over all the occupied elec
tron states. For a particular Fourier component, the elec
tron density n q can be expressed in terms of the total po
tential

nq = - m k  p
(k  +  q| W|k) [  1 -  t?2

2 r 2ft2 t1 2u
In 1+7?

1 - 7
+ 1

where i? = q / 2 ky , k ?  is the Fermi wave number, and k and

with

f(q) = 1 + m e 2

2 ir k p h 2ri2
1 + 7  
1 -  7

+ 1 ]
where it may be noted that the screened potential may be 
derived from the unscreened potential by dividing with a 
simple function of wave number. The function e(q), the 
static Hartree dielectric function for free electrons, goes to 
infinity as q becomes infinite, corresponding, respectively, 
to strong screening of long-wavelength and weak screening 
of short-wavelength components of the potential. In the 
final calculation, e(q) is replaced by f* (q ), where t*(q) is 
the Hartree dielectric function corrected for exchange and 
correlation between the conduction electrons. The latter 
correction can be made by adding to the screening poten
tial a term X q which, according to the treatment of Heine 
and Abarenkov, 11 has the form

q 2 + k f 2 + fes2

where k s ~ 2 equals half the square of the Thomas-Fermi 
screening length feTF = (6 irrc0e2/eF)_1/2. The final screened 
potential as a function of r has the form

To compute it, we need to know, aside from V (r ) ,  the value 
of &F- For a bccub lattice, the volume of the first Brillouin 
zone is given by Vbz = (8 ir3/n0) = 16ir3/a3 where ü 0 is the
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volume of the direct lattice primitive cell. Since for 
Ca(NH3)6 there are two electrons per primitive cell, and 
since each state can accommodate two electrons, the vol
ume of the Fermi sphere will be given by

4tr 16ir3
—  *F3 = q

which leads to k p  =  1.56(ir/a), or 0.2855 au (atomic units). 
From k p , we can determine e*(q) as a function of q.

The correction term A V '  represents the average poten
tial due to the ions of valence z  and the uniform back
ground of conduction electrons. This average may be ap
proximated12 by the value computed for a uniform sphere 
of the molecular volume with z  electronic charges, viz. 
(-9/5)(ze2/r0), where r 0 is the radius of the molecular 
sphere. With r o = (300/47r)1/:i = 8.45 au and iio = 2544 au3, 
AV' = -0.8502 Ry.

The correction term E ee is needed because, by adding the 
electron-electron interaction and the Coulomb potential of 
the ions, we have computed the energy of each electron in 
the potential field of the ions and in the field of every other 
electron but, in so doing, we have counted the Coulomb in
teraction between any pair of electrons twice. The right 
measure may be reestablished by subtraction of an elec
tron-electron interaction energy as given by

_ Q o _  i„  2 .

ee 87re2 q q q Q

This extra term was evaluated to be +0.55 Ry.
The final correction term, that due to neighboring poten

tial overlap, was obtained in a way described by Loucks8 by 
expanding the neighboring potentials in spherical harmon
ics about the origin of the muffin-tin sphere. Since we had 
to retain only the spherically symmetric contributions, the 
expansion resulted in very simple form:

V '(a / r2)
1 s*a+T2
—  I r-iViri) drj

2ar2 « J \ a —

which gives the contribution at distance r%, measured from 
origin 2, due to the potential V '{ r i) centered at origin 1, the 
two origins being separated by the distance a.

The required constancy of the muffin-tin potential be
tween the muffin-tin spheres was determined by averaging 
the potential over the region between the muffin-tin sphere 
radius R  and the Wigner-Seitz sphere radius Rws-

v  _ o f fiws VM T (f)r2 dr

■ av J r  (Rwss -  R 3)

With Rws = 8.45 a and R  = 7.27 au, Vav comes out to be 
—0.983 Ry. For convenience in the band structure calcula
tion V m t ( f )  was set equal to zero at distances greater than 
the muffin-tin radius. Hence, in the discussion that follows, 
the potential was as follows:

UMT( r ) -  ^ m t (c) +  0.983 r <  R

=  0 r  >  R

Band Structure Calculation
The calculation method was the Green function or KKR 

method. The two names derive from the Green function 
formalism and from Korringa,13 Kohn, and Rostoker, 14 

who first worked out the application. The procedure actu
ally used, details of which are given elsewhere, 15 is essen
tially that of Segall and Ham. 16 Within the muffin-tin

sphere, the assumption of spherical symmetry dictates a
trial function of the form

¿max
m  = E E Mi jRiWYt j i r )

1=0 j

where Yij(r) are linear combinations of spherical harmon
ics of angular momentum /, chosen so as to transform 
under the irreducible representations of the symmetry 
group of the wave vector k and, in addition, be normalized, 
real, and mutually orthogonal. The Ri(r)  are radial func
tions for the same energy E  utilized in the construction of 
the Green function G(r, r'). The Green function has the 
form

1 exp[i(K„ +  k)-(r-r')] 
r „ (K„ + k Y  -  E

where r' is the volume of the unit cell, K„ is a reciprocal 
lattice vector, and E  is the energy eigenvalue for the Bloch 
function solution of the integral equation

G(r, r ' ) V ( r ' ) i ( r ' )  & r '

This integral equation is equivalent to the variational prin
ciple ¿A = 0 with

A = ^  i/+(r) V(r)^(r) o r  —

XX r ( r) V(r)G(r, r ' ) V ( r ' ) \ p ( r ' )  8 r  h r’

The conditions 8A/hdCij =  0 lead to a set of linear equa
tions which give a nontrivial solution if the determinant 
Aijj-j- is zero. The secular equation has a very simple form 
if expressed in terms of the scattering phase shifts tr of the 
muffin-tin potential.

d e t ( t a n  rjy + Khu'& jy | = 0

Roots of this determinant, where K  = E 1 /2 for E  > 0 and 
i( — £ ) 1/2 for E  <  0, approach quite closely to the eigenval
ues E ( k) of the Bloch-function Schrodinger equation, pro
vided the expansion of the trial function is carried to suffi
ciently large values of Zmax. According to Segall and Ham, 
convergence is extremely good and Zmax = 2  is sufficient, at 
least for crystals built up from elements belonging to the 
top half of the periodic table. For the heavier elements, in 
order to account for states generating from or hybridizing 
with f levels, they recommend extending the expansion up 
to (max = 3. As noted below, in the case of Ca(NH;x)6, con
vergence of the KKR method requires expansion up to (max 
= 4 at least.

The parameter R ijj'j' is a function of structure constants 
which are evaluated by use of an Ewald procedure that in
cludes summations in both coordinate and reciprocal space. 
A structure constant program written for an fccub lattice 
by Dr. Edwin Pollock was adapted to a bccub lattice in this 
work and extended at the T point (center of the Brillouin 
zone), at the point H[k = (1, 0, 0)], at the point N[k = (1, 1, 
0), and at the point P[k = (1, 1, 1)], to include structure 
constants up to L  =  8 . Details of the program as well as of 
that utilized to calculate the phase shift tangents are given 
elsewhere. 15 Figure 4, which shows the variation of phase 
shift tangent with energy, indicates that the convergence 
appears to be less rapid than usual. Since tan rji determines 
how far the eigenvalues deviate from their free-electron an
alog, there may be a problem arising from premature trun
cation of the wave function expansion.
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Figure  4 . Tangents  of the phase shifts vs. energy for I =  0  (------ ), /
! (...), /  =  2  (— ), / =  3 (---------), / =  4  (---------), and I =  5 (- -  -).

F igure  5 . First Brillouin zone of the bccub lattice with sym m etry  
points and axes  as shown.

The first Brillouin zone of the bccub lattice, together 
with the designations of the symmetry points and the sym
metry directions, is as shown in Figure 5. In the direction 
A([100]axis), the distance TH is 2ir/a; along A([lll] axis), 
TP is 1.7327r/a; along 2([110] axis), TN is 1.414x/a. As 
noted above, the Fermi wave number Icf is 1.56rr/a, so on a 
free-electron basis one might expect some spill-over of the 
Fermi sphere into the second Brillouin zone and possibly 
formation of hole pockets around the point H.

In the free-electron limit (i.e., when the periodic poten
tial of the lattice structure is made arbitrarily weak while 
the symmetry properties of the wave functions are pre
served) the energy bands of the bccub structure are as 
shown in Figure 6 . These have been calculated following 
the procedure of Callaway. 17 The energy roots at the sym
metry points have been labeled according to the symmetry

Therese David Pfeuty and M. J. S ienko

units of 4 ir2/a 2,-which for CalNFyg is 0.133 Ry.

of the wave function at these points.18 The parenthetical 
numbers on the curves are the degeneracies. Introduction 
of the Ca(NH3)6 periodic potential lifts some of the degen
eracy and changes the band structure. Successive calcula
tions were performed first up to Zmax = 2  for values of k  

along A, 2, A and at the symmetry points J\ H, N, and P 
and then for Zmax = 3, Zmax = 4 at the symmetry points T, 
H, N, and P. As shown in Figure 7, calculations carried out 
to lmax = 2 along A, 2, A and at P, H, N, P gave rise to ficti
tious bands corresponding to Z = 3, generated from mixing 
terms of order l = 2 and l =  1  or corresponding to l =  2 , 
generated from mixing terms of order l = 0  and l = 2 . 
Table I gives the results for points T, H, N. and P up to 
lmax 2, lmax 3, and lmax 4, respectively. For F, H, and 
N, extension to Zmax = 3 readjusted the roots corresponding 
to l = 1 (Tis, H15, H2', N3O, whereas extension to Zmax = 4 

corrected the roots corresponding to Z = 0 (T-, Hj, Ni) and 
z = 2 (r12, P25 , H12, H25/, N2) and generated the pure Z = 3 
state (r25). At point P, where Z = 1, Z = 2, Z = 3, and Z = 4 

states are admixed together, both Pi and P4 were per
turbed by extension to Zmax = 3 and Zmax = 4. Inasmuch as 
the domain of importance for tan i;; shifts toward higher 
energies as Z increases (see Figure 4), components in Z > 4 

are not expected to come into play, at least for the lowest 
bands.

From the results of the above calculations, the first band 
in Ca(NH3)6 solid is expected to have roughly the features 
shown in Figure 8.

Discussion
According to the calculations carried out to Zmax = 4, the 

first band along the A axis (Ai in Figure 8 ) should connect 
Ti to Hi2. Furthermore, if there is not much distortion 
from the free-electron band (Figure 6 ), we would expect 
along A a band width of 0.108 Ry. The next band, a A2 

band, would join Hi2 or H15 to T25; to be specific, one would 
need more points along that direction. In any case, if a
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Figure 7. Electronic bands in Ca(NH3)6 solid as calculated by expan
sion up to /max =  2.

TABLE I: Energy Eigenvalues (in Rydbergs) at the Points 
F, H, N, and P for Ca(NH3)6 Solid up to Order
1 = 2,1 = 3, l = 4

/ = 9‘max ^ imax 3 m̂ax 4

r, 0.269 0.269 0.302
0.571 0.571

rls 0.522 0.674 0.674
r„ 0.39 0.39 0.720

0.746 0.746
r 25- 0.648 0.648 0.682
i\s 0.579

H, 0.437 0.437
Hls 0.342 0.452 0.452

0.660 0.660 0.660
H, 2 0.406 0.406 0.410
h 25' 0.570 0.570

n ; 0.266 0.300 0.300
0.458 0.447 0.447

n ; 0.290 0.352 0.352
0.408

N, 0.367 0.367 0.346
0.391

N, 0.397 0.397 0.369
0.454

n ; 0.409 0.409 0.386
0.436 0.436

p4 0.304 0.392 0.468
p, 0.420 0.330 0.378

Fermi energy of 0.044 Ry (0.61 eV), as derived from mag-
netic susceptibility measurements,4 is not unreasonable, 
then we should not expect a second band close to the Fermi 
level in the A direction. Along the A direction, a free-elec- 
tron-like band connecting Ti to Pi would give a width of

Figure 8. Electronic band structure in Ca(NH3)6 solid as deduced 
from calculations up to order / =  4 at the symmetry points T, H, N, 
and P.

0.076 By, and a very large bandgap should exist between 
the first band and the next one starting at the point P4 sit
uated 0.09 Ry above Pi. We note that the features of the 
first band around the Fermi energy level appear very simi
lar in the directions A and A. Ih order to be more explicit, 
one would need to calculate the electronic energies between 
the symmetry points N, P, and H. However, consideration 
of only the symmetry points makes us anticipate a behavior 
of the solid drastically different along the 2  direction com
pared to the A and A directions. Indeed we find below the 
Fermi level a very flat band 2 4 joining the P, state to the 
p-like state Ni' and a second band Zi starting at the point 
Ni situated at an energy about equal to the Fermi level. 
The Fermi surface must then deviate sensibly from a 
sphere. If the Fermi energy level intersects the 2j band, 
electron pockets should be generated around the point N. 
Confirmation of our results could be afforded by measure
ments (conductivity, Hall effect, magnetic susceptibility) 
on monocrystals of Ca(NH3)6 solid. In order to interpret 
the anomalous thermal behavior of the magnetic suscepti
bility and conduction electron spin resonance observed on 
polycrystalline Ca(NH3)e solid, one should extend the 
present calculation to include all the k  vectors and derive 
the density of states.

In conclusion, a comparison might be noted between our 
M-NH3 system and the,elements Ca, Sr, and Ba. The elec
tronic band structure of these elements has been calculat
ed19 for the fccub phase as a function of atomic volume up 
to 60% compression. The band structure, which appears 
nearly free-electron-like, is dominated near the Fermi level 
by admixture of d components, the effect increasing with 
pressure and from Ca to Ba. Figure 8  suggests that an anal
ogous effect has occurred on introduction of the ammonias 
into the Ca lattice, since H12, a d-like state, has descended 
below Hj5 and Hi and the p-like state Nj' has been shifted 
down. Such an effect could be rationalized by considering 
that the ammonia lone-pair electrons, by donation to the 
empty 3d, 4s, and 4p states of the Ca, cause these states to 
depress so that the 4s and 4p states, which are partially 
filled, descend below the Fermi level and the partially filled 
d states merge at the Fermi level.

N o t e  Ad d ed  in  P r o o f. Data presented elsewhere in 
this symposium suggest that Ca(NH3)e has bond distances
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different from those used above. However, changes in H 
positions do not affect the major conclusion that expansion 
needs to be carried out to higher order than in normal met
als. The new neutron data are difficult to accept on a sim
ple chemical basis and raise a question as to the chemical 
identity of the sample investigated.
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Discussion
J. T hom pson . What do you believe would be the effect on the 

electrical resistivity of sphericalizing the potential of Ca(NH,-i)s?

M. J. SlENKO. I do not know. Sphericalizing was the only way 
we could handle the computation problem. We did find that trying 
various positions of the hydrogen atoms did not seem to make' 
much difference in the energy band eigenvalues. However, chang
ing the Ca -N distance did.

A Neutron Diffraction Study of Hexaammine-£f3-calcium(0) at 75 K1

R. B. Von Dreele,* W. S. Glaunsinger

Department o f Chemistry, Arizona State University, Tempe, Arizona, 85281

A. L. Bowman, and J. L. Yarnell
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The structure of Ca(ND3) 6 was determined by powder neutron diffraction at 75 K. The atomic parameters 
were refined by least-squares fitting of the diffraction profile. Ca(ND;!) 6 crystallizes in the space group 
Im3m with a =  9.0137(4) A and Z  -  2. The standard profile residual was 0.109 for eight parameters and a 
profile range 1 0 ° <  29 <  50° for X = 1.27963 A. Ca(ND3)6 has highly distorted ND3 molecules arranged in 
an exact octahedron around the Ca atoms with fourfold rotational disorder for each ND3. The Ca-N dis
tance is 2.69 A. One N-D bond is normal, 0.94 A, while the other two are extremely long, 1 .3 9  A. There is no 
hydrogen bonding in the structure and virtually all nonbonded contacts are greater than van der Waals dis
tances.

Introduction

Previous investigations of the alkaline earth and lan
thanide metal-liquid ammonia systems showed that a hex- 
ammine metal [M(NH3)e, M = Ca, Sr, Ba, Eu, and Yb] 
compound was formed and that it had unusual metallic 
properties similar to those of Li(NH3) 4.2 5 X ray powder 
diffraction studies6-7 of these compounds indicated that

they have a body-centered cubic structure which is main
tained down to at least 77 K. However, because of the high 
scattering power of the metal atoms, these studies could 
not establish in detail the structural arrangement of the 
ammonia molecules. It is clear that this detailed structural 
information for these compounds is required before their 
properties can be understood, therefore we have performed 
a neutron powder diffraction analysis of one of the hexam-
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Figure 1. Neutron powder diffraction pattern for Ca(ND3)6 taken at 
75 K.

mines, Ca(NDs)6, to establish the structure and thermal 
motion of the ammonia molecules at 75 K.

Experimental Section
S a m p le  P r e p a r a t i o n f D e u t e r a t e d  ammonia was prepared 

by allowing sodium cyanide to react with deuterated water 
at 140°C for 1 hr in a 75-ml stainless steel bomb capable of 
withstanding 300 atm.8 The ND3 thus prepared was dried 
and purified by repeated distillation onto sodium metal. A 
Ca(NDa)6 sample for neutron diffraction was prepared by 
distilling a stoichiometric quantity of ND3 onto freshly cut 
calcium metal placed in a specially cleaned9 2 X 4 cm cylin
drical quartz ampule. The ampule was sealed off and al
lowed to warm to room temperature to ensure complete re
action. This sample showed no visible signs of decomposi
tion during the preparation and subsequent neutron data 
collection.

N e u t r o n  D a ta  C o l le c t io n . Neutron powder diffraction 
data (Figure 1) were collected at 75 K on a modified triple
axis diffractometer at the Omega West Reactor, Los Ala
mos Scientific Laboratory. A mean neutron wavelength of
1.27963(8) A was obtained by reflection from the (2 2 0 ) 
planes of a Cu monochromator at a 26m of 60°. The flux at 
the sample was ~ 1 0 5 n cm- 2  sec-1. The wavelength was 
calculated from the diffraction pattern of a NbO standard; 
these diffraction peaks were accurately Gaussian in shape. 
The sample was cooled by conduction in the tail of a liquid 
nitrogen Dewar. (Liquid nitrogen boils at 75 K under ambi
ent pressure at Los Alamos, New Mexico.) The data were 
collected over the range 10.0 < 2 9 <  70.0° in steps of
O.1 O°2 0 .

The counting time at each step was determined by the 
time required for an incident beam monitor count of 100K 
obtained with a fission counter. Absorption and extinction 
effects proved to be negligible and no corrections were nec
essary. Since the peaks were completely resolved, back
ground corrections were made at points bracketing each 
peak with a linear interpolation across the base of each 
peak. The observed background can be entirely ascribed to 
scatter from the quartz sample tube.

S t r u c t u r e  A n a ly s i s  a n d  R e f in e m e n t . Since both the ob
served neutron diffraction pattern (Figure 1) and the x-ray 
results indicate a body centered structure with two 
Ca(ND;s)e molecules per cell,6 only the space groups 7m3, 
Im Z m , 123, and 743m are compatible with this result. The

Figure 2. View down the Ca-N bond (z  axis) showing the disposition 
of the disordered ND3 molecules for model a and model b. The lines 
marked m  denote the positions of the mirror planes for the space 
group Im3m.

two noncentrosymmetric space groups 723 and 743m were 
rejected because they required a disorder of the ammonia 
molecules which leads to a set of positions very nearly the 
same as those for the centrosymmetric space groups 7m 3 
and 7m3m, respectively, and hence would be indistinguish
able from them. A plausable model in the space group Im Z  
was subsequently shown to give a poorer refinement than 
the same model in Im Z m  and that space group was also re
jected.

Two models (Figure 2 ) for the orientation of a disordered 
ammonia molecule in the space group 7m 3m were devel
oped and refined. In both models the Ca atoms are in fixed 
positions at the origin and body center of the cell surround
ed by an exact octahedron of .nitrogen atoms. The nitrogen 
atoms are in the 1 2  e special positions (0 , 0 , ■Z ) with one 
variable coordinate. One deuterium atom occupies for 25% 
of thé time the special position 48j (0, Y , Z )  for the first 
model (Figure 2a) and 48k ( X ,  X ,  Z )  for the Second model 
(Figure 2b). In both models the two other deuteriums are 
accommodated in a general position with 50% occupancy 
placed such that the threefold symmetry of the ammonia 
molecule is maintained. Thus both models have a fourfold 
rotational disorder of the ammonia molecules with the ND3 

in the second model rotated 45° from the first.
These models were refined by a least-squares fitting of 

the diffraction profile, the details of which are described 
elsewhere.10,11 The computer program used in this analysis 
enabled the use of some simple constraints which allowed 
the testing of models of varying complexity. (A modified 
version of a Fortran program written by H. M. Rietveld was 
used in this analysis.) Since the diffraction pattern shows 
no identifiable peaks above 29 = 50° only the data in the 
range 10° < 2 6  <  50° wafe used in the analysis.

Initially the position of the idealized ND3 molecule was 
refined for the two models (three parameters). The ND3 

molecule was oriented with its threefold axis coincident 
with the Ca-N bond. Both models gave identical results 
with a diffraction profile residual11 Rp = 0.248, a weighted 
profile residual11 Rpw = 0.272, and a Ca-N distance of 2.45 
À for the first model and Rp = 0.249, Rpw = 0.272, and a 
Ca-N distance of 2.46 A for the second model. The two 
models had virtually identical overall temperature factors 
at 7.5 and 7.3 A2, respectively. A much better refinement 
for both models resulted when two additional parameters, 
which in effect describe the N-D bond distance and the 
Ca-N-D bond angle, were allowed to vary; the threefold 
symmetry of the ND3 molecules was still maintained. For 
the first model an N-D distance of 1.18 A, a Ca-N distance 
of 2.78 A, and a Ca-N-D angle of 83.8° was obtained with 
Rp = 0.155 and Rpw = 0.147. The second model gave ex-
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C A L C I U M !  0 ) HEX AMM I NE

Figure 3. Observed and calculated neutron powder diffraction profile 
from least-squares refinement of Ca(ND3)6- The points are the ob
served intensities corrected for background and the solid line is the 
calculated diffraction profile. A difference curve is also shown.

TABLE I :  Atomic Positions for Hexaammine-d3-calcium(0)a

Atom x  y  z

Ca 0 0 0
N O  0 0.298 (2)
D1 0 0.100 (4) 0.328 (6 )
D2 0.130 (2) —0.082 (2) 0.286 (2)

“Value in parentheses is the estimated standard deviation 
in the last significant figure.

actly the same results with a N-D bond length of 1.16 À, a 
Ca-N bond of 2.77 A, and a Ca-N-D angle of 84.1° for the 
residuals Rp = 0.159 and Rpw = 0.147. The temperature 
factors remained unchanged for this refinement and was
7 .4  Â2 for both models. A further significant improvement 
was obtained for the first model when the positions of each 
deuterium atom were allowed to refine independently 
(eight parameters) to give the residuals Rp = 0.109 and 
Rpw = 0.098. This breaks the threefold symmetry of the 
ND3 molecules. The attempt to refine the second model in 
the same way failed because the two deuterium atoms in 
the general position moved toward the special position 48j 
occupied in the first model whereupon the least-squares 
diverged. Because of this result, it seems clear that the first 
model more properly represents the distribution of deu- 
trium atoms in the structure and it will be discussed below.

Three other structural models were also refined. A model 
based on the first positional model with individual temper
ature factors for the atoms showed no change in the residu
als despite large changes in the temperature factors from 
the average value. Clearly, there is not enough diffraction 
data to be able to refine individual temperature factors. 
Another model which was a composite of both positional 
models was also refined. In this model the angular relation
ship of the deuterium atoms to each other was fixed while 
effectively allowing the N-D distance and the Ca-N-D 
angle for each to vary. This refinement did not significantly 
reduce the residuals from those obtained from the best re
finement of the first positional model. This result suggests 
that the first positional model better represents the true 
structure rather than a completely disordered model or one 
in which there is unhindered free rotation of the ammonia 
molecules about the Ca-N bond. A third model in which 
half of the possible positions in the first positional model

I

Figure 4. A perspective representation of the structure of Ca(ND3)6. 
One disordered ND3 molecule is shown with four adjacent ND3 mole
cules each in one of their possible orientations. A number of intera
tomic distances and angles are also shown.

was occupied according to the space group I m 3  was refined 
and gave higher residuals than the best refinement in 
I m 3 m . Because of the restrictions imposed by the space 
group 7m3, it requires a high correlation of possible disor
der positions for neighboring ammonia molecules. There 
are no restrictions for the space group Im S m ; this result is 
consistent with the fact that nearly all the nearest neighbor 
contacts between ammonia molecules are greater than the 
van der Waals distance regardless of their orientation.

Results and Discussion
The observed and calculated neutron powder diffraction 

profile intensities from the best refinement of the first pos
itional model for Ca(ND:>)(, are shown in Figure 3. A differ
ence curve is also shown. The atomic coordinates obtained 
in this refinement are given in Table I along with the esti
mated standard deviations given by the least-squares anal
ysis. Drawings showing the relative positions of the ammo
nia molecules about the calcium atom are shown in Figure
4. Pertinant bond lengths and angles are shown on this 
drawing. The lattice parameter obtained in this analysis is 
o0 = 9.0137(4) A at 75 K.

The most striking feature of the structure of Ca(ND3) 6 is 
the considerable distortion of the ammonia molecule. The 
principal distortion is an elongation of two of the N-D  
bonds to 1.39 A; the third N—D bond, 0.94 A, is essentially 
normal as compared to N-D bonds of 1 .0 0  A found12 in 
solid ND3. In addition, these ammonia molecules are much 
flatter with D-N-D angles of 122 and 115° as compared to 
solid ND3 where the D-N-D angles are 110°. This makes 
the D-D distances in each molecule much longer, 2.05 and 
2.35 A, than in normal ND3, 1.65 A. These results are en
tirely consistent with the very narrow proton NMR line- 
widths observed13 for Ca(NH3) 6 and Ba(NH3)6. The reduc
tion in dipolar coupling by the long N-D bonds and long 
D-D distances along with the indicated thermal motion 
provides a complete explanation of the line widths. These 
effects will be discussed in more detail in the accompanying 
paper.13

Although the ammonia molecules are coordinated to the 
calcium via the nitrogen, the pseudotrigonal axis of each 
ammonia is not coincident with the Ca-N bond but makes
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an angle of 13° with it. As a result the Ca-N-D bond angles 
are quite different. The angle for the normal N-D bond is 
106° which is close to the ideal tetrahedral angle of 109.5° 
but the two long N-D bonds are very nearly at right angles, 
8 6 °, to the Ca-N bond. The Ca-N distance is 2.69 A which 
is greater than the sum of the Ca metallic radius14 of 1.736 
A and the N tetrahedral covalent radius15 of 0.70 A. It is 
also longer than the Ca-NH2R coordinate bonds, 2.59 A, 
found16 in the eight-coordinate compound, 
Ca(NH2NHC0 0 )2'H'2 0 . The high degree of thermal mo
tion, Bov = 7.7(6) A2, as is evident in the rapid fall-off of in
tensity in the neutron diffraction pattern is consistent with 
the disorder required by the space group I m 3 m . A consid
eration of the possible intermolecular D-D contacts show 
that a pair of adjacent ND3 molecules are in contact, 1.98 
A, for only one of the positions allowed for each as com
pared to the van der Waals contact distance. This one re
striction in the relative positions of the ND3 molecules 
would prevent completely free rotation about the Ca-N 
bond hence the deuterium atoms are found in fixed but dis
ordered positions. However, it does appear from the narrow 
proton NMR line observed at this temperature13 that the 
ammonia molecules are undergoing hindered rotation or 
tunneling which is also consistent with these results. The 
intramolecular contacts between Ca(ND3)6 groups are all 
much greater than the van der Waals distances regardless 
of the orientation of any of the ND3 molecules. There ap
pears to be no hydrogen bonding in this structure, the clos
est nonbonded N---- D distance is 3.08 A.
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Discussion
M. J. SlENKO. What would be the effect on the neutron diffrac

tion results of a rotation or an oscillation of the ammonia group 
about an axis that is not the Ca-N axis? Could that account for the 
apparent two N-D bond lengths?

R. VON Dreele . Any oscillation or rotation of a normal ammo
nia molecule about an axis that passes through or near the nitro
gen, i.e., near the center of mass, will not result in longer apparent 
N-D distances. If anything the N-D distances in this situation 
would appear to be shorter than they actually are. In any case, for 
the degree of thermal motion indicated in this structure such cor
rections would be of the order of 0.01 A or less.

W. GLAUNSINGER. Experimental evidence in favor of the struc
ture of the ammonia molecule in Ca(NH:>)f; derived from our neu
tron diffraction study is provided by the observed low-temperatute 
proton NMR line width in Ca(NH?,)f;. Making the reasonable as
sumption that the intramolecular contribution to the proton line 
width is dominant and that the hydrogen atoms in an ammonia 
molecule tunnel rapidly at low temperatures, for the observed 
Gaussian line shapes the calculated line width is about 6 G for the 
conventional NH3 molecule and about 2 G for the NH3 geometry 
found by neutron diffraction. The experimental line width of 
about 2 G at 50 K in CaiNH.dfs is in very good agreement with our 
proposed neutron-diffraction structure.

I would like to point out that further evidence for the unusual 
ammonia-molecule geometry found in our neutron diffraction 
study could be obtained by investigating the N-H stretching re
gion for the ammonia molecules in CafNRdg.
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Low-temperature neutron-diffraction experiments have been carried out on the lithium-deuterated ammo
nia system in the vicinity of Li(ND3)4. In all the samples, there was observed a strong background scatter
ing similar to that displayed by the liquid, suggesting either highly strained regions or coexistence of an 
amorphous phase with the solid compound. The structure of the compound at 3 K was indexed as bccub 
with do = 14.80 ± 0 .0 1  A; at 85 K, ao = 15.03 A. No phase change was observed in the interval 60-85 K. 
Partial results are also presented for the Li-NH3 compound, where significant changes were observed in 
the neutron diffraction patterns between 60 and 85 K. Low temperature DTA on a 20 mol % Li-ND3 sam
ple showed a thermal effect at 27 ±  5 K, which may be related to appearance of a few additional neutron 
diffraction lines in all the Li-ND3 samples below 30 K.

Ammonia forms compounds with the alkali element lith
ium, the alkaline earth elements Ca, Sr, Ba, and the rare 
earth elements Eu and Yb. 1 The compounds are of special 
interest because they are metallic, are apparently com
posed of only ammoniated cations at the lattice points, and 
are relatively low in electron density compared to normal 
metals. The last point may be especially important as these 
materials may be on the verge of the metal-nonmetal tran
sition.

The lithium compound, Li(NH3)4, has been the one most 
extensively studied. From x-ray powder studies at 77 K, 
Mammano and Sienko2 suggested that the solid compound 
exists in two phases: a cubic form with ao = 9.55 A, stable 
between 82.2 and 8 8 .8  K, and a hexagonal form having a = 
7.0 A and c = 1 1 . 1  A, stable below 82.2 K. Kleinman et al.3 

also performed x-ray measurements at 77 K and found a = 
7 . 1 2  A and c = 11.29 A. Both sets of investigators found the 
same c/a ratio (1.585) for the hexagonal phase.

The magnetic susceptibility of Li(NH3)4 shows typical 
Pauli-Peierls metallic behavior in the cubic phase between 
82 and 89 K but a surprisingly strong temperature depen
dence below 82 K and a flattening out below 10 K .4 The ap
parent appearance of localized moments below 82 K, and 
their possible antiferromagnetic coupling below 10 K, was 
the driving motive behind this investigation. It was be
lieved that neutron diffraction study might disclose the or
dering of magnetic moments. However, because of the large 
incoherent scattering by protium atoms, it was not possible 
to examine Li(NH3)4. Therefore, Li(ND3) 4 was investi
gated instead.

I. The Experimental Setup
(a) T h e  S p e c t r o m e t e r .  The experiments were performed 

on the DIB Spectrometer of the Institut Laue Langevin 
(Grenoble). The spectrometer is installed on a thermal 
neutron guide-tube (see Figure 1). A pyrolytic graphite mo

nochromator gives a wavelength X of 2.398 A. A graphite 
filter prevents higher order contamination. The detection 
is assured by a BF3 Multidetector. Two different multide
tectors were employed for our work, covering respectively 
60 or 80 angular degrees (i.e., 300 or 400 cells of 0.2° steps). 
The detection efficiency is about 60% at X 2.4 A. The reso
lution accessible Ad/d is at best 0.8%. Two detector posi
tions were generally used in order to cover 1 0 0 ° (or 1 2 0 °) of 
scattering angle. The relative efficiency of each cell was al
ways calibrated from a vanadium run and stayed constant 
to 3% over several days. A typical run took from 1 to 6  hr.

(b ) T h e  C r y o s ta t . A variable-temperature liquid helium 
cryostat was employed for all the experiments. Cold helium 
gas was continuously pumped from the liquid helium reser
voir into the cryostat tail through a sintered metal disk. 
The helium gas temperature was monitored and stabilized 
to better than 0.1°C. The quartz sample container was in
serted in a 0.04-mm-thick vanadium sample holder. The 
temperature of the sample holder was recorded indepen
dently. The 20-mm diameter cryostat tail was also made 
out of a vanadium foil (0.2-mm thick). Since vanadium is 
essentially an incoherent scatterer, perturbing Bragg peaks 
are absent. The aluminum external wall of the cryostat as 
well as an aluminum thermal screen kept at liquid nitrogen 
temperature were both of large diameter (about 500 mm). 
Here again several cadmium masks could suppress all the 
aluminum Bragg peaks except for one around 70° (28) 
when the detector was at high 8 position.

II. Sample Preparation
The ammonia was either 99.99% pure Matheson or deu- 

terated (99.8% isotopic purity) ammonia from Saclay. Since 
6Li has a very strong neutron absorption cross section, we 
used 7Li isotope from Oak Ridge (sample no. 4726330). The 
solutions were prepared directly in the quartz sample cells. 
The cells were about 10 cm long and made mostly out of %o
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mm quartz tubing. The %  and % size were also occasionally 
prepared. The lithium was cut, weighed, and introduced 
bright in the sample cells mounted on the vacuum line, all 
operations being done under inert atmosphere. Its weight 
was measured with a Sartorius microbalance to 0.1% preci
sion. The ammonia was dried by the usual procedure (over 
alkali metal) and distilled on the lithium. Gas volumetric 
measurements allowed us to condense known quantities of 
solvent and thus prepare a priori calculated concentrations. 
The glassware was cleaned with great care (ammonium flu
oride treatment) and degassed. The vacuum could be as 
good as 10- 7  Torr. Some samples kept; at liquid nitrogen 
temperature and handled several times under various ex
perimental conditions, including periods at room tempera
ture, did not show any sign of decomposition or change in 
scattering pattern.

P r o b le m s  R e la t e d  t o  a P o w d e r  S a m p le  P r e p a r a t io n .  
“Prepare a good powder sample” was considered as being 
the major difficulty encountered in these experiments. The 
standard technique of cooling the liquid sample in the 
cryostat with various cooling speeds (we tried speeds as fast 
as 5 min from room temperature to liquid helium, and as 
slow as 3 hr to go from 90 to 80 K) gives very poor results. 
The powder always contained very large single crystals, 
and the problems of preferential orientation were over
whelming.

We therefore decided to rotate the sample in situ. The 
whole sample holder was rotated in the cryostat at turning 
speeds of 12 to 25 rpm, which is quite sufficient for the 
multidetector assembly. A double “0  ring” ensured the 
tightness of the low-pressure helium atmosphere of the 
cryostat tail. Rotating contacts allowed for a continuous re
cording of the sample holder temperature. It was thus pos
sible to achieve a 30% reproducibility on the peak intensi
ties of a given sample. No improvement could be made by

TABLE I; Sample Compositions
No. Formula MPM°

L1-ND 3 1 Li(ND3 )4 s 18.1
2 L'(ND3 )4 , 19.2
3 Li(ND3) 3 „ 25.2
5 Li(ND3) / 5 15.3
6 Li(ND3) / 0 2 0 .0
7 Li(ND3)4; 0 19.9

Li—NH3 G Li(NH3) 3 . 24.5
H Li(NH3)4;, 19.7

a MPM values accurate to at least 1%,

varying the size of the cells from 8 to 4 mm internal diame
ter. For the tests, as well as for all the subsequent experi
ments, the cooling rate was chosen as fast as possible. The 
tail of the cryostat was filled with liquid helium and the 
sample and sample holder were immersed directly in it.

S a m p le  C o n c e n tr a t io n s . Considering the complexity of 
the phase diagram, it was decided to p r e p a r e , as described 
above, a series of samples of different concentrations as 
listed in Table I. It must be emphasized that these are the 
concentrations of the ingredients, not necessarily of the liq
uid phase where we are limited by the saturation line at 
room temperature. (We always kept the solution for a while 
at room temperature with vigorous shaking to ensure com
plete dissolution of the metal.) On the other hand, it must 
also be noted that the solidification occurs always as the 
eutectic concentration.

III. Existence of an Amorphous Phase Coexisting with 
the Compound

We have already indicated that the knowledge of the 
ratio of metal and ammonia or of the liquid "Concentration 
was of little use for fixing the compound composition. 
Moreover, for all samples investigated we noticed in the 
background and extending over many Bragg peaks a quite 
strong scattering pattern similar to that displayed by these 
systems in the liquid state. (The strong incoherent scatter
ing of hydrogen atoms prevented a study of the hydroge
nated samples.) The pattern was corrected for the cryostat, 
sample holder, and quartz container5 as is usually done in 
liquid investigations.

The results are presented in Figure 2. The (a) line repre
sents the background (corrected for the cryostat and quartz 
container) for a pure ND3 sample at 80 K. Within the ex
perimental errors it is flat. The same background is ob
tained at 3 K when a Li-ND3 sample is cooled for the first 
time (the samples stored permanently in liquid nitrogen 
were defrosted at room temperature for 10-15 min before 
being introduced in the cryostat). There is little change of 
signal on warming from 3 to 20 K. At 30 K we get the (b) 
line, then (c) at 60 K, and (d) at 85 K. The central part of 
the signal between 1.9 and 2 .2  A- 1  is subject to a larger 
error because of the presence of several closely spaced 
Bragg peaks in that region. The overall reproducibility of 
the curves is, however, quite good and evaluated to 15% in 
area and 0.05 A- 1  in peak position. Within that accuracy, 
no significant difference could be observed between the 
samples 3, 5, 6 , and 7. Samples 3 and 7 were studied in 
greater detail for temperature cycling effects. When after a 
first run the samples were defrosted again at room temper
ature and rerun at 3 K, we never came back to the (a) curve 
but to at least the (b) curve level. Subsequent temperature 
cycling did not change that result. The cycling, however,
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Figure 2. Scattering signal observed in the background: (a) Pure ND3 
at 80 K or Li-ND3 sample cooled for the first time at 3 K, (b) Li-ND3 
samples at 30 K or Li-ND3 samples at 3 K after temperature cy
cling, (c) Li-ND3 samples at 60 K, (d) Li-ND3 samples at 85 K. 
Dashed line: scattering pattern (intensity X0.25) of a 20 MPM Li-ND3 
solution at 95 K.

had much less effect on the 60 and 80 K lines. These obser
vations give a structural support to the necessity noticed by 
several authors qf cycling the sample in order to get repro
ducible low-temperature measurements.

We have also drawn on Figure 2 a dashed line repre
senting the signal produced by Li(ND3)4 o (sample 6  or 7) 
at 95 K in the liquid state. The height of that signal was ac
tually reduced to one-quarter of its size and the (a) line 
taken as the origin for the drawing. We notice the similari
ty. A pure ND3 signal would have exactly the same shape 
but centered at 2.11 A-1. A 12.5 MPM solution 
(LifND'ib o) would give a signal centered at 2.00 ±  0.03
A '1.

We therefore must have here either an amorphous phase 
coexisting with the solid compound or highly strained re
gions in the compound. Since the lithium atoms contribute 
very little to the neutron scattering (about 1% at 20 MPM), 
we conclude that an amorphous phase would take up to 
about one-fourth of the ammonia molecules of the eutectic 
concentration. The reproducibility of the signal indepen
dent of the starting concentrations is understandable since 
we always reach the eutectic concentration while cooling 
along the liquidus lines after precipitation of excess ND3 or 
Li. It is not clear whether an amorphous phase would con
sist of pure ND:i or of a dilute solid solution of metal. We 
do not know either if we have concomitant precipitation of 
excess lithium. Furthermore, the cycling effects observed at 
very low temperatures are quite unique.

IV. Structure of the Solid Compound
Many runs were made on the solid compound as a func

tion of temperature (3 to 85 K), initial composition, and 
cooling techniques. As stated above, the rotation of the 
sample was necessary but could not, however, give a better 
reproducibility than about 30% on peak intensities for a

TABLE II: Comparison of Neutron Diffraction Spectra 
of Li(ND3)4 and Li(NH3)4

No.

Li—ND3 Li—NH3a

3 K 60 K 85 K

2 13.12 vw
6 22.85 m 22.8 V W 22.2 s
8 26.44 vw 26.0 vw

10 29.65 w
14 35.23 ms 35.4 vw
16 37.75 vw
20 42.42 m 42.0 vw
22 44.60 s 44.4 vw 44.0 w
24 46.72 ms
26 48.70 vs 48.6 s
30 52.62 w 52.3 w 52.0 s
32 54.47 w 54.2 w
34 55.8 s
36 57.4 vw
38 59.87 w 59.6 s 60.5 ms
40 61.50 ww
42 63.20 m 62.8 m
44 64.1 s
46 66.50 vw 66.2 m
48 67.8 m 66.0 vw
52 71.20 ww 70.8 vw 70.2 vw
54 73.00 w 72.4 ms 72.2 vw
56 74.50 vw 73.8 vw
58 76.00 w
62 79.20 w
66 82.20 w 81.8 ms
68
72 86.70 w
74 88.20 w 87.6 s
82 93.6 vw
84 95.80 ww
86 97.20 w 96.6 w
88 98.80 vw
90 100.3 w
94 103.4 w 102.8 w
96 105.0 ww
98 106.6 ww 105.6 w

102 109.6 vw
104 111.5 vw
106 113.4 ww
110 116.2 w

a Data of poor quality. Values listed are 26 values.

TABLE III: Unit Cell Parameters of Li(ND3)4

Temp, K a0 , A Temp, K aQ, A

3 14.80 30 14.83
10 14.80 60 14.93
20 14.80 85 15.03

given initial composition. A typical diagram is shown on 
Figure 3. A list of peak positions and intensities is given in 
Table II. The structure was indexed as bccub with parame
ter ao = 14.80 ±  0 .0 1  A at 3 K.

The concentration effect on the solid lithium compound 
was very small. No variation in the lattice parameter could 
be detected. A few peaks had, however, an apparent con
centration dependency of their intensities, sometimes twice 
as large as the recorded reproducibility. As expected, the 
dilute samples, but also to a lesser extent samples 6  and 7, 
presented small ND3 Bragg peaks. These peaks were not 
detectable in sample 3. Their identification was easily 
made since they almost did not shift with temperature. 
They corresponded to the known6 cubic ND3 structure 
with a parameter ao = 5.06 A at 3°K and 5.07 A at 60°K.
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Sample n* 7 
T = 3° K 
A= 2.398 Â

K3 20 30 40 50 60 70 80 90 100 110
, | j  DEGREES (26)
Figure 3. A typical diagram: sampie 7 at 3 K; raw data. The black peaks are ND3 peaks. The arrows show peaks disappearing at high temper
ature (7"> 30 K).

DIFFERENTIAL THERMAL ANALYSIS 

AT
L1-N D 3

AT LÌ-NH3

Figure 4. A differential thermal analysis of two typical samples.

The bccub solid lithium peaks7 could never be detected, 
which was expected considering their small scattering 
power.

On the other hand, the lithium compound has a notice
able temperature dependency of its a0 parameter as listed 
in Table III. It is interesting to note that below about 30 K 
the parameter is temperature independent.

V. Structure of the Hydrogenated Compound

The uniqueness of the structure found for the deuterated 
compound raises some questions about the hydrogenated 
one which was reported differently.2’3 It was possible to an
alyze the neutron diffraction pattern of some Li-NH3 sam
ples. The background is, however, extremely high in that 
case, and only the strongest lines could be significantly de
tected. The results are presented in Table II. Samples H 
and G were investigated at 60 K and gave the same peak 
positions as for Li-ND3. The variations of line intensities 
were expected since H and D have different scattering

lengths. The a0 parameter determined is a0 = 14.90 A at 60
K.

Sample G was also studied at 85 K. The pattern observed 
showed significant changes from the 60 K one (see Table
II). The transition reported at 82 K for the Li-NH3 com
pound is thus confirmed, but the structure at 85 K needs 
further investigation. . .

As we have said, no phase change on going from 60 to 
85°K was observed on the deuterated system. This is con
firmed by a differential thermal analysis of a series of 22 
deuterated and 6 hydrogenated lithium-ammonia samples 
of concentrations varying from 10 to 22.4 MPM over a tem
perature scale from 77.4 K to room temperature. That in
vestigation8 was made in order to get a better knowledge of 
the liquidus shape. A typical run is presented on Figure 4. 
The single peak obtained on the warming curves of Li-ND3 
is at 82.4 ±  0.3 K. However, for the concentrations around 
the eutectic composition, a metastable peak could also be 
obtained, but on cooling curves only, at 85.6 K.8

VI. Existence of a Low-Temperature Phase

Several peaks were detected at 3 K on the Li-ND3 sam
ples, especially at 26 = 20.80, 33.80, 43.50, 51.20, 55.40, and 
57.20° (see Figure 3). These peaks disappear at tempera
tures higher than 30 K. They indicate the existence of a 
new low-temperature phase.

A low-temperature differential thermal analysis made on 
a 20 MPM sample confirmed the existence of a thermal ef
fect at 27 ±  5 K, detected both on cooling and warming 
curves.

Considering the difficulty of sample preparation and the 
complexity of the phase diagram, it is clear that these find
ings need further investigation. A polarized neutron experi
ment would be of real interest to check the possibility of 
magnetic ordering. In any event, it is clear that Li(ND3)4 is 
a different material from Li(NH3)4, with different struc
ture and different transitions, perhaps because of subtle
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Discussion
C. S. J a i n . Some years ago Kleinman and others (Colloque Weyl 

II, 1969) reported an fccub structure of Li(NH3)4 compound above 
82 K (say between 82 and 89 K), with a transition to the hexagonal 
phase at 82 K. The same was also established by Mammano and 
Sienko (J. Am . Chem . Soc., 90, 6322 (1968)), although the space 
groups suggested in these two works were different. Results of your 
studies presented in this conference indicate a CsCl (bccub) struc
ture for this compound around 85 K. However, if the bccub struc
ture is correct, how would you fit NH3 molecules in this structure

differences in hydrogen bonding or small effects on rota
tional motions.

since there is a fourfold coordination of NH3 molecules around the 
Li+ ion? Existence of a fourfold coordination of NH:. around Li+ is 
fairly well established from our experience with the Li NH:( sys
tem. However, if you do not consider this to be the correct coordi
nation, what coordination do you think exists, and how would you 
explain the persistence of a bccub structure with this coordina
tion?

M. SIENKO. Von Dreele indicated there are sites in bccub that 
have tetrahedral symmetry.

P. CHIEUX. First of all I want to emphasize that the neutron dif
fraction study of the hydrogenated samples is of poor quality and 
that new x-ray work should really be made on that system. More
over, we must be careful when we speak of tetrahedral environ
ment, since nobody has ever determined experimentally the com
position of the compound.

L. V. COULTER. In an attempt to remove some of the ambiguity 
of the nature of the transition of the ~ 88.8 K transition in the solid 
Li-NH.-j system, we (Susan Lee and L. Coulter) have reexamined 
the thermal behavior of a 55 MPM (Li) system. Warming curves, 
into and out of the transition, at the rate of about 6 X 10-3 deg 
min-1 from about 86 to 90 K confirm the previously observed (by
N. Mammano and L. Coulter, J. Chem . Phys.-, 50, 393 (1969)) exis
tence of only a single sharp isothermal transition in this range. It is 
also relevant to note that the heat capacity of a 22.5 MPM system 
above the 88° transition rises smoothly up to 225 K with no indica
tion of additional transitions.

Conduction Electron Spin Resonance of Lithium Tetraammine, Li(NH3)4
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New results of electron spin resonance have been obtained for the hexagonal phase of solid Li(NH3)4; they 
are compared with previous data. Existence of stresses prevented obtainment of a narrow signal. The line is 
about 1 G wide, and the width decreases with temperature as expected for a metal. The spin-lattice relaxa
tion time is calculated as a function of temperature.

Introduction

Conduction electron spin resonance (CESR) of lithium- 
ammonia solutions and of solid compound Li(NH3)4 has 
been reported first by Levy.1 The lithium-ammonia phase 
diagram was not established at this time, and Levy attrib
uted the narrowing of the ESR line at 80 K to a transition 
in metallic lithium. More complete results have been pub
lished recently by Glaunsinger and Sienko.2

The Li-NH.] phase diagram is not yet completely under
stood. There exists a liquid-solid transition at 88 K and a 
solid-solid transition at 82 K. X-ray experiments3 indicat
ed that a hexagonal solid compound existed below 82 K. It 
was assumed that the solid is cubic between 82 and 88 K al
though no x-ray experiments have been performed in this

temperature range. From the liquid, the transition seems to 
be a simple eutectic, but the solid is actually a well-defined 
compound.

The recent results obtained by Glaunsinger and Sienko2 
indicate some interesting and puzzling effects. If the gener
ally accepted phase diagram is correct, the same resonance 
line should be observed when a Li-NH3 solution of any 
composition is frozen below 88 and 82 K.

The same signal was indeed observed for the so-called 
“ cubic compound” Li(NH3)4 for any composition between 
82 and 88 K. Below 82 K, however, Glaunsinger and Sienko 
observed a symmetric narrow line for frozen dilute solu
tions but a broader and not well-defined signal for frozen 
concentrated solutions. The authors attributed the first 
signal to persistence of the cubic phase below 82 K, assum-
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C o n c e n tra t io n  (M F M )

Figure 1. CESR line width of Li-NH3 solutions at —35°C: (□) previ
ous data reported by O’Reilly;5 (O) this work. The line width is the 
peak-to-peak width A Hpp of the second-derivative signal.

ing that solid ammonia stabilized the cubic phase below 82
K. As a possible mechanism, epitaxial growth of the com
pound at the surface of crystals of cubic ammonia at the 
freezing point was proposed.

In order to clarify this problem, a systematic investiga
tion of resonance experiments was carried out for a large 
number of mixtures with composition between 1 and 99 
MPM (Li) (MPM is 100 times the mole fraction). The con
centration range below 20 MPM was investigated more 
carefully.

Results for the “ cubic phase” , as well as for the liquid, 
were similar to those reported previously; nevertheless, 
somewhat narrower lines were systematically observed.

Two main differences from the previous work appeared 
for the hexagonal phase between 1 and 20 MPM. First, a 
single line was always observed for all concentrations in 
contrast to the mixture of two lines previously reported. 
Second, at the exact composition Li(NH3)4, depending on 
the sample and on the rate of cooling, either a very broad 
(15 G) asymmetric line or sometimes no line at all was ob
served. It was assumed that the line was broadened owing 
to stresses that occurred in the sample at the solid-solid 
transition, persisting to lower temperatures in the hexago
nal phase. This supposition was confirmed by the observa
tion that a narrow line (~1 G) was obtained when the 20 
MPM solution was finely dispersed in paraffin oil so as to 
remove'stresses in the crystals. The line observed was the 
same as that for the dilute mixtures.

Experimental Section
CESR measurements were performed at X-band fre

quency. First and second derivatives of absorption could be 
detected. Temperatures from 4 K to room temperature 
were attained using a cryogenic flow system based on liquid 
nitrogen or liquid helium.

The ammonia used was Matheson 99.99%; the lithium, 
which was obtained from Lithium Corporation of America, 
was 99.99%. Preparation of the samples, as well as detailed 
experimental techniques, have been reported elsewhere.4

Results and Data Analysis
Four different regions corresponding to different proper

ties must be considered; the liquid phase, the cubic phase 
between 82 and 88 K, the hexagonal phase below 82 K, and 
the very concentrated range above 99% lithium.

Figure 2. (a) Second-derivative ESR spectrum of 6.2 MPM lithium- 
ammonia at 60 K; (b) second-derivative ESR spectrum of 20 MPM 
lithium-ammonia dispersed in paraffin oil at 43 K.

(a) The Liquid Phase. Our results, compared with previ
ous data reported by O’Reilly5 at 7 MHz, are given in Fig
ure 1. The variation of line width with concentration shows 
the same trend as for the sodium-NH3 system.6 The width 
is almost constant in the dilute range as well as in the con
centrated range. In the intermediate range, the variation of 
the signal can be accounted for by assuming that the line is 
actually formed of two signals in rapid exchange, one line 
representing the dilute solutions and the other the metallic 
range. Damay and Schettler7 have recently studied concen
tration fluctuations in this region. They showed that the 
local concentration may be far from equal to the average 
concentration and calculated concentration distribution 
curves at each average composition. Assuming that the 
ESR line width is a step function in an hypothetical solu
tion free of fluctuations, the width being constant on each 
side of a critical concentration xc, the ESR line width can 
be calculated in the real fluctuating system using the con
centrations distribution. Calculated and experimental re
sults are in good agreement.

(b) Cubic Phase. Our results are very similar to those 
previously reported by Glaunsinger and Sienko for all con
centrations, although the line widths are systematically 
about 15% narrower. The signal is asymmetric in accord 
with Dyson’s theory for samples thicker than the skin 
depth.8

(c) Hexagonal Phase. All samples between 1 and 20 
MPM presented a single ESR line below 82 K. The signal 
was easy to obtain for frozen solutions between 1 and 12 
MPM. The line shape is typically dysonian; the signal for a
6.2 MPM frozen solution at 60 K is given in Figure 2. Line 
width decreases linearly with temperature. The signal was 
more difficult to observe for solutions just above 12 MPM; 
it was somewhat less intense and broader, probably be
cause amplitude modulation had to be increased.

A 15-G-wide line was observed for 16, 17, and 20 MPM 
mixtures. The width increased with decreasing tempera
ture, and the signal disappeared completely around 50 K. 
This effect was very reproducible though signal intensity 
could depend upon the cooling rate. For one 20 MPM sam
ple, no signal at all was detected below 82 K. This behavior
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Figure 3. Peak-to-peak line width AWPP of Li(NH3)4 as a function of 
temperature. Below 82 K, the data come from the compound dis
persed in paraffin oil.

Figure 4. Relaxation time T2 for the compound U(NH3)4 as a function 
of temperature.

seems to indicate that some inhomogeneous broadening oc
curs at the solid-solid transition. Such broadening could 
very well come from stresses that occur in the polycrystal 
at the transition. Stresses are known to broaden resonance 
lines in crystals, and it is likely that they could exist in the 
hexagonal phase. There is indeed a change of density at the 
transition, and several physical properties such as the elec
trical conductivity and the Hall effect show important hys
teresis effects that do not disappear completely on anneal
ing.

A dispersion of Li(NH3)4 in paraffin oil was prepared in 
order to get rid of the stresses. The emulsion was made in 
an ultrasonic bath at — 30°C. Small droplets of bronze solu
tions of size less than a tenth of a millimeter were formed. 
The signals of the liquid and the cubic phases remained 
unchanged, but a narrow (~1 G) asymmetric line appeared 
below 82 K. The ESR spectrum at 43 K is given in Figure 
2b. Resemblance with Figure 2a is striking; hence, there is 
little doubt that stresses are the broadening factor in the 
pure hexagonal compound. The effect of stresses does not 
occur in more dilute mixtures because the compound there 
is actually dispersed in excess ammonia.

P. Damay and M. J. Sienko

Figure 5. Second-derivative ESR signal for a 99% solution of lithium 
in ammonia. The second line is due to excess metallic lithium.

Our conclusion, then, is that only the hexagonal phase 
compound, Li(NH3)4, exists in the frozen solutions be
tween 1 and 20 MPM below 82 K. As expected for metals, 
the line width of the hexagonal phase decreases with tem
perature. The line width for a 20 MPM [i.e., exact 
Li(NHa)4] sample as a function of temperature is given in 
Figure 3, and the relaxation time T% in Figure 4.

(d) Very Concentrated Range. Between 20 and 90 MPM, 
the CESR signal was the same as that for a saturated solu
tion or the cubic phase below 88 K, as expected from the 
phase diagram. For concentration around 99 MPM, the line 
of excess metallic lithium appeared, and at the same time 
the liquid or solid signal was replaced by a much narrower 
line. The line width was 220 mG at 184 K. The g shift was 
—2.30 X 10~4 compared with —8 X 10~4 as observed for the 
compound Li(NH3)4. The sample signal was obtained at all 
temperatures investigated from 200 to 50 K. Too large am
plitude modulation prevented reliable determination of the 
temperature effect on the line width. The new line is re
ported in Figure 5.

The observed effect could be accounted for by formation 
of a compound for concentrations larger than 90 MPM. 
The exact composition of the compound could not be de
termined because there was a large amount of excess metal
lic lithium in the three samples that presented the effect 
(97, 99, and 99.5 MPM). Only a few drops of bronze solu
tion were visible on the metallic lithium when the new line 
was observed. Other mechanisms could also be involved, 
such as slow exchange of electrons between Li(NH3)4 com
pound and metallic lithium.

Discussion
It has been shown that for concentrations between 1 and 

20 MPM, only a single line was observed below 82 K. Fur
thermore, the intrinsic line of the hexagonal phase could be 
obtained by dispersing the compound in paraffin oil. Its 
line width decreased linearly with temperature as expected 
for a metal.

According to Dyson,8 if the asymmetry parameter of the 
line is constant with temperature, the relaxation time 
should vary with temperature as the square o f the electrical 
conductivity a2. The temperature dependence of the elec
trical conductivity of Li(NH3)4 presents some anomalies 
between 60 and 80 K .9 These anomalies are not observed 
for the relaxation time T2, which decreases linearly over 
the whole temperature range. The anomalies in the conduc
tivity could be explained by the fact that the experiments 
were performed on polycrystals produced from freezing of a
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concentrated solution and not on single crystals. This dis
advantage does not affect ESR measurements.

Glaunsinger and Sienko attributed the line observed in 
the very dilute range (0.05 and 0.001 MPM) to stabilization 
of a cubic phase at low temperature by an epitaxial mecha
nism. In the light of the present results, this interpretation 
seems doubtful. There is not much difference between the 
cubic signed above 82 K and the hexagonal phase signal just 
below the transition. Both line widths are similar, and only 
the asymmetry parameter permits one to differentiate the 
two signals easily. In the very dilute range, however, the 
signal is symmetric because the particles are smaller than 
the skin depth. It would be very difficult to differentiate 
signals in such a case. Furthermore, the relaxation times 
observed for the hexagonal phase are very comparable to 
those reported in the more dilute range. Thus, it seems 
probable that the signal observed below 82 K by Glaunsin
ger and Sienko was indeed the line of hexagonal phase 
Li(NHa)4 dispersed in excess ammonia.
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Discussion
J. V. ACRIVOS. The additional ESR signal observed when excess 

Li is present is very similar to the signals observed when Pb is 
added to Na-NIK. (J. Azebu and J. V. Acrivos, unpublished re
sults and Colloque Weyl II).

Insertion of NH3 and N2H4 into Layer Disulfides

J. V. Acrivos,*1 C. Delos, N. Y- Tops<f>e, and J. R. Salem

San José State Unlversity, San José, California 95192 (Received June 18, 1975) «

The stoichiometry and mechanism for insertion of gases into a layer disulfide, 2H-TaS2 + 1(g) = 2Hi~TaS2- 
I„ (1), where I = NH3 and N2H4, have been investigated by gravimetry and by Cu Ka x-ray diffraction 
measurements. The results are one, the equilibrium weight gain is constant for I = N2H4 (n = 0.66 ±  0.03) 
but depends on temperature and pressure when I = NH3; two, the integrated intensities of the x-ray dif
fraction spectra lines of powdered samples interacting with both NH3 and N2H4 indicate the initial rate of 
disappearance of the reactant is at least one order of magnitude greater than the rate of appearance of the 
ordered first-stage intercalated product; and three, the rate of weight gain is first order in the number of 
sites remaining unoccupied by I = NH3 and N2H4 to within 10% accuracy. A rate mechanism consistent 
with the data is used to discuss the results.

I. Introduction
The changes produced in the optical absorbancy of layer

disulfides by the insertion of atoms and molecules suggest
the formation of a molecular complex.2'3 * The structural
changes are summarized in Figure l .4-6

At Colloque Weyl III a hypothesis was advanced to ex
plain the stability of intercalated compounds using the 
Mulliken concept of electron donor-acceptor (EDA) com
plexes7 since then the shifts produced on the optical absor
bancy of 2H-TaS2 by intercalating pyridine, IV-methylfor- 
mamide, cyclohexylamine, and hydrazine suggest that the 
former is the acceptor in the EDA complex.215’3 The 
changes produced by intercalation on the heat capacity and 
transport properties of TaS2 and NbSe2 polytypes60 also 
support the semiempirical model. However, the reaction is 
complex and the effects of structure, dipole moment, and 
ionization potential of the gas I on the process may give 
further information on the nature of the product.

The purpose of this work is to investigate the mechanism 
and stoichiometry of

2H-TaS2 + Kg) = 2Hi-TaS2 • In (1 )

This may be accomplished under conditions where (1) is 
the only process present as follows.

II. Experimental Section

A. Measurements. A McBain-Bakr8a'b type balance was 
constructed for quantitative measurements as a function of 
time (t), temperature, and pressure (T = 250 to 300 K and 
Pi = 10-3 Torr to 5 atm). The balance, enclosed in Lab- 
Crest pipe (Fisher and Porter 0.5 in. i.d.), consists of a 
Worden Quartz Products Spring No. 4501-E (with exten
sions of 1 mg/mm). The increase in weight is reported as 
the ratio x° of moles of I to the moles of T X 2(TaS2):

s° = [MW(TX2)/MW (I)][(/3 -  h)/(h ~ h)} (2)

where MW is the molecular weight and the /, are spring ex
tensions (i = 1 for the empty sample boat, i = 2 for the 
boat loaded with T X 2 after being pumped to 10~5 * Torr for 
24 hr, and i = 3 during the intercalation reaction) x „° is
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Figure 1. Effects produced by the Insertion reaction. The parameters 
hs and a do not change appreciably but hg increases to accommo
date the I molecules and produce a stacking rearrangement. The 
x-ray diffraction data given in ref 6b-d indicate the unit cell changes 
from | AbA| CbC| to l| BcB| l| BaB| I (capital and lower case letters iden
tify the hexagonal close-packed sites occupied by the sulfur and Ta 
atoms along the 110 axis, respectively, and the sites occupied by I 
are not known).

the extrapolated value as f —► The uncertainty Ax° was
determined by the reproducibility of k, i.e.8b

Ax° = 2[MW (TX2)/MW(I) + x°]M/(l2 -  h) (3)
where AZ/(Z2 — h) < 10-3 was estimated by measuring each 
extension three times with a Cenco (Model 72730) univer
sal type cathetometer. A calibration curve verified the lin
earity of the spring extension vs. weight. This was obtained 
using weights made of clean nichrome wire (calibrated on a 
Cahn electrobalance to within 0.01 mg). The effect of 
buoyancy was determined by calibrating in air and in vacuo 
and the deviation was found to be 0.05 mm in the total ex
tension of 3 X 102 mm at 1 atm of air relative to vacuum.

The fraction of a phase present in a powdered mixture 
may be determined from the integrated intensity of the 
corresponding x-ray diffraction lines.8c'd For powders with 
fid «  1 (m 103 cm-1  is the linear absorption coefficient 
and d is the normal dimension) the rate of change of the 
latter is then a measure of the rate of change of the corre
sponding phase. The reaction cell shown in Figure 2 was 
constructed for use with a GE XRD -6 x-ray diffractometer. 
The sequence of measurements involved (a) measurement 
of the x-ray spectrum of a blank cell (using a CA-8-S/Cu 
tube with a 0.4° slit and a Ni filter) from 26 = 3 to 80° at 
the highest spectrometer sensitivity, (b) loading and pump
ing of cell to 10~5 Torr overnight, (c) measurement of reac
tant spectrum in sams range as in (a), (d) starting the reac
tion by letting gas flow into the cell from an ampule or 
from a gas reservoir and measuring the time intervals with 
the synchronous motor of the recorder, and (e) scanning 
from 26 = 15 to 8° and back at the rate of 2°/min after ear
lier runs showed there were no base line changes from 3 to 
9° for both gases investigated within the first 3 min of the 
reaction. The Be line at 2d = 50.98° was used as a reference 
for intensity as well as alignment.

B. Chemicals. The 2H-TaS2 powder samples were pre
pared by heating reagent grade elements (Merck S and 
ESPI Ta) in quartz evacuated tubes below 800°C for sever
al weeks and annealing at 400°C; the phase present was de
termined by x-ray diffraction.fia c Single crystals grown by 
vapor transport were kindly given to us by Dr. S. F. Meyer. 
The powders were used as grown (or ground in vacuo) and 
then separated according to size using U.S.A. Standard 
Testing Sieves (ASTME-11) and stored in vacuo. The aver
age particle size is da-dCl where da is the basal dimension

n2h4
AMPOULE

AMPOULE 
8REAKER 
(OR GAS SUPPLY |

TO HIGH VACUUM 
f 9 / 7  BALL AND SOCKETS

Figure 2. Reaction cell used with Picker and GE x-ray diffractomet
ers.

(in the plane of the crystalline a-axis shown in Figure 1) se
lected by the sieve and dc is the mean of the dimension 
parallel to the c axis. Observation under the microscope 
shows that dc «  da.

The ammonia was purified by vacuum line procedures 
described elsewhere.9 The pressure was measured at the 
beginning and at the end of a reaction to within ± 1  Torr 
with a Hg manometer (which was isolated from the system 
by a gold dust trap) and/or a Wallace Tiernan gauge (0 to 
760 Torr). This remained constant during the reaction 
within the uncertainty limits because the manifold had a 
buffer volume v = 2 X 103 ml.

The 97% anhydrous hydrazine (reagent grade Matheson 
Coleman and Bell) was distilled in vacuo at room tempera
ture and stored in ampules at 0°C. These were later broken 
inside the reaction vessel (previously evacuated to 10-5 
Torr). The magnitude of the vapor pressure Pi was deter
mined by calibration curves of Pi vs. the liquid tempera
ture Ti where the latter was controlled to 0.1°C. The values 
reported in Table I are equal to those evaluated from the 
literature interpolation curves10 within the experimental 
uncertainty. Below 50° C the sample temperature (T ) was 
controlled by a 2095 Forma Scientific bath. A heated oil 
bath was used above 50° C.

C. Analyses. The intercalated gas removed from samples 
was analyzed in order to determine the stability of the com
plexes. After a sample was intercalated to equilibrium at 
(0°C, Pnh3 = 1 atm), the ammonia pressure was reduced to 
10“ 5 Torr without appreciable change in the composition of 
the intercalated compound. However, when the tempera
ture was raised at 10~5 Torr, the ammonia content de
creased to x° = 0.34 ±  0.02 at room temperature. The gas
eous mixtures removed at several temperature intervals 
were collected for mass spectrometer analysis. It was found 
that the samples were stable to at least room temperature, 
because only peaks due to fragments of NH3 and no trace 
of sulfur were observed in the mass spectra. However, when 
samples were heated to T > 66°C, the gas fraction revealed 
traces of sulfur. The same analyses carried out for the 
N2H4 complexes also revealed the presence of sulfur traces 
at T >  30°C. Therefore reaction 1 is assumed to be the only 
one present at or below these temperatures.

A BET surface area measurement was carried out on a 
constant volume apparatus in the laboratory of Professor 
M. Boudart of Stanford University. The maximum surface 
area measured for 2H-TaS2 (da < 75 /im) of 0.278 m2/g is 
(within the accuracy of the measurement) equal to the 
basal area of the powder, i.e., nitrogen gas was not interca-
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TABLE I: Parameters for the Rate of Insertion of Gases into 2H—TaS2fl"c

Run no.

dg >
1 0 '4 cm 

(powders)

T y ,a °C 
(+0.5 
max)

T ,  “C 
(+0.1 
max) T ,a min

100Ar/
Ta

t'/l>
min

(±0.1
max)

t0lT b
(±0.1
max)

Pl,a
Torr

(10‘ da/ 
V T P y ),c  
T orr'1 ( d a V T D „ y l

i = n h 3
T-l <38 24 0.84 X 103 1 —0.2 308 0.03 8 X 10 '6
T-2 <38 24 4.3 X 103 6 -0 .2 98

I = n 2h „
DP-11 38-53 5.6 17.2 1.56 6 1.3 0.1 4.2 (3.4)
DP-13 38-53 5.6 24.3 1.58 5 1.3 0.1 4.2 (3.4)
DP-14 38-53 5.6 52.7 1.4 5 0.9 -0 .4 4.2 (3.4)
DP-15 38-53 5.6 73.3 ' 2.8 5 1.5 -0 .2 4.2 (3.4)
DP-16 38-53 5.6 33.6 1.3 6 1.0 0.2 4.2 (3.4)
DP-17 38-53 5.6 42.3 1.3 5 1.0 0.1 4.2 (3.4)
DP-18 38-53 5.6 50.1 1.4 4 1.0 0 4.2 (3.4)
D-21 38-53 0 14.7 39.1 15 9.2 -0 .4 2.9 (2.7)
D-22 38-53 0 21.5 15.6 2 7.2 - 0 . 1 2.9 (2.7) 20 2 X 1 0 '3
D-23 38-53 0 33.67 2.5 2 2.0 0 .1 2.9 (2.7)
D-25 38-53 0 54.7 28.0 4 8.8 0.5 2.9 (2.7)
D-26 38-53 0 91.1 31.3 7 10.6 0.3 2.9 (2.7)
D-27 38-53 0 71.7 27.0 8.6 0.3 2.9 (2.7)
D-31 38-53 0 34.8 6.37 3 3.2 —0.2 2.9 (2.7)
D-32 38-53 0 33.9 5.13 3 2.5 -0 .2 2.9 (2.7)
D-33 38-53 0 29.1 7.8 3 3.6 -0 .2 2.9 (2.7)
D-34 38-53 0 30.5 4.1 2 2.3 —0.2 2.9 (2.7)
D-35 38-53 0 38.6 11.5 4 5.3 -0 .2 2.9 (2.7)
DP-1 38-53 —9.3 29.9 39.2 2 19.5 -0 .2 1.4 (1.2)
DP-2 38-53 -9 .6 24.6 64.0 3 46.2 —0 .1 1.4 (1.2)
DP-3 38-53 —9.4 25.9 18.9 8 3.0 -0 .5 1.4 (1.2)
DP-4 38-53 -9 .0 27.3 4.48 8 1.4 -0 .4 1.4 (1.2)
DP-5 38-53 -9 .4 30.5 37.3 5 17.5 -0 .2 1.4 (1.2)
DP-6 38-53 —9.0 17.10 53.2 3 27 -0 .2 1.4 (1.2)
DP-7 38-53 -9 .5 54.8 50 10 19.2 -0 .2 1.4 (1.2)

Single (d a 2) * ,
crystals6 cm
DX-6 0.45 24 24 4.3 X 103 10 0 .0 12
DX-7 0.30 24 24 1.8 X 103 1 -0 .4 12 28
DX-9 0.60 24 24 2.0 X 103 7 -0 .2 12 ±12 1 0 '1
a t  was determined using a weighted least-squares computer program of ref 16 to fit the data in Figures 5—9 to eq 8' when 

the uncertainty is A(ln (x^l(x^— x 0)) = 3Ax°/(2 — 3x°), r »  = 2/3 and Ax° is given in eq 3. lOOAr/r is the percent uncer
tainty. The values reported for P y  were obtained from calibration curves of P y  vs. T y  using N2H4 purified as described in the 
Experimental Section. The values in parentheses were obtained from the interpolation curves in the literature 10. 0 The lack 
of correlation between tjT and the experimentally controlled parameters suggests the intercept arises from crystal imper
fections. CV is the kinematic viscosity o f the liquid (v = 4 X 10“3 and 1 0 '2 St for NH3 and N2H4). d Assuming D\\ = 10~s cm2 
sec '1 for both NH3 and N2H4 during the insertion reaction. e The single crystals remained intact after intercalation. In ref 
3 and 21 electron micrographs indicate intercalation has created ridges on the surface and on cleaved lamellae from within 
the body of the crystal of dimensions 10-6 m.

lated. However, the intercalation of NH3 could not be car
ried out on the sample after the BET measurement. The 
reaction when I = N2H4 under the same conditions of sam
ple D-22 in Table I was slowed down by a factor greater 
than 10 after N2 at 760 Torr was adsorbed to TaS2 at 77 K 
and the sample subsequently pumped at 10~5 Torr for 24 
hr.

D. Results. Typical x-ray spectra are shown in Figures 3 
and 4. The weight increase vs. time is shown in Figures 5-9 
and the NH3 isotherms and isosteres in Figures 10 and 11.

For powder TaS2 (dQ <  38 (im and dc «  da) the rate of 
change of the phases present was estimated by measuring 
the relative areas under the 001 x-ray diffraction lines vs. 
time. The spectra of the product phases recorded within 30 
min after the start of reaction (Pi = 12 and 256 Torr for 
N2H4 and NH3, respectively, at room temperature) are 
similar to those obtained after the end of reaction and ex
posure to air of 2H-TaS2(NH))„ n = 1, 0.34, 0.36, and
0.136c’n except for the following reproducible observations: 
one, the rate of disappearance of the reactant phase in Fig
ure 3 is one order of magnitude greater than the rate of ap

pearance of the product phase but changes in the base line 
of the x-ray diffraction spectra as shown in Figures 3 and 4 
suggest the presence of an intermediate disordered phase; 
two, the magnitude of the c axis of the product does not re
main constant during the reaction, cy/2 changes from 9.3 A 
(30 min after the start of reaction for both bases) to 9.03 
and 9.04 ±  0.01 A when I = N2H4 and NH3, respectively, 
whereas ai remains at 3.32 A under the experimental con
ditions described above; and three, although when the 
sample is pumped to Pi < 10-5  Torr the ci axis remains the 
same, when the sample is exposed to air after pumping at 
the end of reaction ci/2 changes to 9.10 A as reported in 
earlier cases.6"1’11 This is unlike the effects of moisture61 be
cause our earlier work excluded moisture but the N2 atmos- 
phere6c was not purified of 0 2. The effects of both N2 and 
O2 are being investigated in our laboratory.

The value of x° vs. time at room temperature but differ
ent Pi(I = NH3) and sample size are shown in Figure 5. 
The rate of weight gain is: one, first order in the number of 
unreacted sites (1 — x°/x„°) to within 6% accuracy (as 
shown in Table I) and two, linear in Py. For I = N2H4 all
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Y

30 25 20 15 10 5 0

4--------------------------------- MINUTES--------------------------------

Figure 3. Typical variation of the integrated intensity of the 002 dif
fraction lines at 260 =  14.65° for the original phase and 20, =  9.4° 
for the product phase vs. f (I =  N2H4). The ordinate was normalized 
using the intensity of the original phase before the reaction Y -0 and 
that of the product as t —1- °°,

Figure 4. Sections of x-'ay diffraction spectra at f =  0.5 and 76 hr 
after I =  N2H4 was allowed into the evacuated vessel at room tem
perature and Pi =  12 Torr show only two phases are present. The 
0010 x-ray diffraction is compared with the Be reference (in an ex
periment where the cell remained in the diffractometer) to indicate 
the appreciable change in c, after the reaction is completed.

. « v °

Figure 5. Weight increase vs. time for I =  NH3 with the experimental 
conditions described in Table I. The ordinate was normalized to i 1/2 
in order to include ail the experimental points in the least number of 
plots.

the data points may be included in Figures 6-8 by plotting 
In (1 -  x°/x„0) v s . t/t i /2 where x°/x„° = 1/2 at f i / 2 . The 
rates of weight gain were found to be linear in Pi only for T 
> 50° C at the two lowest pressures as reported in Table I.

eOP-14 
v DP-15 
û DP-16 
*  DP-17 

6 - » DP 18

O 0.5 1.0 1.5 2.0 25 3.0

- in (1 - X0/  X° )

Figure 6. Weight increase vs. time for I =  N2H4. See caption to Fig
ure 5.

Figure 7. Weight increase vs. time for I =  N2H4. See caption to Fig
ure 5.

Figure 8. Weight increase vs. time for I =  N2H4. See caption to Fig
ure 5.

Although N2 does not intercalate 2H-TaS2, the adsorp
tion of a monolayer at 77 K slows the intercalation of other 
gases (beyond measurement when I = NH3 and by a factor 
of 10 when I = N2H4). The surface of a lamellar crystal is 
given by the basal planes and a monolayer of Na is expect
ed to affect the latter to the greatest extent. However, in 
order to answer the questions of how the lameallae (which 
are a distance from the basal plane) start to react the fol
lowing experiment was carried out. In powders (2H-TaS2, 
dc «  d a <  38 /am) the rate o f disappearance of the integrat
ed intensity of the 100 x-ray reflection {yhtd) is nearly 
equal to that for the 004 reflection of the reactant phase.
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w
Figure 9. Comparison of first-order rate law behavior of 1 =  NH3 and 
N2H4 with the experimental conditions described in Table I.

x°

Figure 10. Equilibrium data (isotherms) for 2H|-TaS2-(NH3)„ com
plexes. The presence of hysteresis Is indicated in the insert.

Two single crystals (2H-TaS2) of approximately equal 
weight (19 mg) and da2 ~  0.2-0.1 cm2 were allowed to react 
in separate cells as shown in Figure 2 with N2H4 (Pi = 5 
Torr at room temperature). One crystal was aligned with 
the c axis normal to the Be window, the other with the a 
axis normal to the window. For the former only the 00/ 
lines can be measured and the initial rate of disappearance 
of the integrated intensity for the 002 line is —(l/yoo2 ) (dyoo2/  
di = 0.02 min-1. For the latter only the hOO lines could be 
measured. The 100 and 200 lines had sufficient intensity 
but the 100 line was selected. The spectrometer was adjust
ed for 28 (maximum intensity of 100) = 31.14° and the re
action was carried out as described above except that 28 
was left constant. The rate of disappearance of the maxi
mum in the integrated intensity was recorded continuously 
over a 24-hr period. The rate of disappearance

1 dy 10q 
y loo di

< 2 X 10-3 min 1

is nearly an order of magnitude slower than that observed

Figure 11. Equilibrium data (isosteres) for 2H|-TaS?-(NH3)„ com
plexes. The isosteric heats were evaluated as follows: 7.49, 8.36, 
8.61, 9.16, 9.71, 10.29, and 10.83 kj-mol-1 for x„° = 0.1-0.7, re
spectively, and the total Increase (25%) is greater than the propa
gated uncertainty (Aqst/qst = 2 [AP/F\In (P/760)j +  A77(737)] <  
0.02 in the temperature interval 6 7 =  40°C).

for the 00/ lines. After 24 hr the integrated intensity for 
both the 100 and 200 reflections was reduced by more than 
80%. For single crystals with a dimension parallel to c axis 
dc > 102 fim gives fidc »  1. Therefore the 00/ x-ray diffrac
tions sample only the top layers of the crystal. When a 
crystal is oriented with the a* axis normal to the Be win
dow the x-ray diffractions do not sample the entire sample 
either but they do sample the edges of all the lamellae con
stituting the crystal. Thus the slower rate of disappearance 
of the ZiOO lines relative to the 00/ lines in single crystals is 
additional evidence in support that all the lamellae do not 
start to react simultaneously and that the reaction sta?te at 
the basal planes. -

The observed first-order rate laws are similar to those 
measured under very different conditions for the intercala
tion of TaS2 by alkaline hydroxides from aqueous solu
tions.12 These results may be discussed using the available 
rate theory for solid-gas reactions as follows.

III. Discussion of Results
The true mechanism of reaction 1 must be consistent 

with the above experimental observations. Thus using the 
concepts of absolute reaction rate theory8® the first step in 
the insertion reaction is assumed to be the formation of an 
activated complex and a mobile species on the top TaS2 
lamella of the reactant phase <t>i, i.e.

TaS2(</>i) + 1(g) £  (I • TaS2)o* £  (I*° • TaS2)0 (4a)
b- k-

At the lowest pressures measured, the deviations from 
first-order rate laws in Figure 8 suggest the evaporation of I 
as well as 1° is competing with the insertion of 1° between 
the TaS2 lamellae. Thus if the subindex i labels the TaS2 
lamellae starting at the basal planes, the intercalation must 
proceed in at least two steps: the separation of the TaS2 
lamellae to allow the diffusion of 1° and the formation of 
the ordered product phase <f>2 , he.

convective cooperative
(K°.TaS2)0 — *■ E (K °-T a S 2)

s. diffusion of 1° i 
b 0

K g)

reaction

TaS2 ■ In(</>2) (4b)
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The rate constants are identified in eq 4 and b = b+/b_ is 
the Langmuir adsorption coefficient.8f The general mass 
conservation relations13 must be satisfied by the fractions 
of basal surface covered by the activated complex and 1°, 08, 
and 80, respectively, i.e.

dSjdt = b+Piil - 80 -  8S) -  b -8s -  kda + k —$o = 0 (5)

and

d0o/dt = k8s + div D • [grad 60 + K  grad T] —
div 0ou — b -°80 — k -80 (5')

D is the diffusion tensor, K  is the coefficient for thermal 
diffusion, and u is the speed of convection created by the 
potential gradient under which 1° penetrates between the i 
— 1 and ith lamellae.

The diffusion time in the direction parallel to the plane 
of the lamellae (measured by Carr-Purcell-Meiboom-Gill 
proton NMR echoes) is t\\ = 2.3 X 10-1° sec for 2Hi-TaS2- 
NH-j.14 Here, the component of D parallel to the layers is of 
the same order of magnitude as that measured by the same 
technique for motion of liquids within a mica stack15 (e.g., 
D||(water) = 2.2 X 10-5  cm2 sec-1). However when (4b) is 
assumed to be the rate-determining step, the data for I = 
NH3 in Figure 5 give D ~  10-12 cm2 sec- 1 11 which is in
consistent with the NMR data and the fact that the NH3 
content of the complex is easily decreased by reducing P\ to 
10-5  Torr at room temperature. Thus, in a first-order ap
proximation eq 4a will be assumed to be the rate-determin
ing step. In this case 00 also achieves a steady state value 
which is equal to the bulk distribution (i.e., 0o = x°/x„°). 
From eq 5 it then follows that

0S = [1 +  bP\ + b /b_]-1 [(l — 8o)bPj + 8ok-/b-] (6)

and the excess 1° produced in (4a) reaches the edge of the 
basal plane at the rate

(d[I°]/dt)o = (k8a -  k - 8 0 -  b - ° 8 0)N o  (7)

where No is the total number of sites available for reaction 
on the top lamella. Intercalation between the lamellae 
within the body of the crystal occurs when a positive flux is 
created (by the concentration gradient and the attractive 
potential due to the affinity of 1° for the TaS2 lamellae) at 
the edge of the basal plane in the direction of the c axis.

The rate of weight gain is equal to the rate of excess 1° 
produced on the basal surface per site available for interca
lation in the entire crystalline particle. Thus for crystalline 
particles made-up by 2d j c  lamellae of equal dimensions 
~ d a2 (where c is the magnitude of the c axis in the reactant 
phase), the initial rate of weight gain is given by

dx°/dt = (d[I°]/dt)o[N0(dc/c)]-1  = k8s(d c/c)-1  (8)

and from eq 6-8 an initial rate of reaction which is first 
order in the number of unreacted sites in the bulk is ob
tained, i.e.

d|ln (1 — x°/xoo0)) — T - 1 d ( t  — to) (80

where
r b . 1 1 1 ,r — I ----------1-----1--------I d c/c
Lkb+Pi k b+Pii c

subject to the condition that the particle basal dimension is 
da «  4(rZ)||)1/2 because in step 4b the time of diffusion to 
the center between two lamellae of area d ,2, da2/16D||,

Figure 12. r  vs. I  for I =  N2H4 at different pressures for the data re
ported in Table I: (A ) P\ =  1.4 Torr; (□ )  2.9 Torr; (O ) 4 .2 Torr.

must be shorter than r. Thus da2/16rD\\ «  1 is satisfied in 
Table I. Here r was obtained by fitting the data in Figures
5-9 using a weighted least-squares analysis,16 and D\\ was 
estimated from the NMR data.14-15 The finite intercept in
dicates the integrating constant f0/r  is small but nonzero. 
However, the physical significance of to is hard to ascertain 
because crystalline imperfections on the surface can intro
duce a delay time for the start of reaction and induce evap
oration of 1°. A delay time for the start of diffusion between 
the lameallae in the order of their distance from the basal 
plane has already been suggested as a possibility.11’17 The 
experimental observation may be discussed using eq 4 as 
follows:

One, a correlation of r with the linear dimension of the 
reactant is consistent with (8'). Also the fact that straight 
lines are observed in Figure 9 for t/r > 1 suggests b-°, k -  
«  k in step (4a) for both I = NH3 and N2H4.

Two, the difference in the affinity of NH3 and N2H4 for 
TaS2 is indicated by the pressures at which measurable 
rates are observed. However at sufficiently high tempera
tures the rates are linear in Pi within the uncertainties re
ported in Table I suggesting that under these conditions 
b+Pi is the rate-determining step.

Three, the hysteresis effects observed in the isotherms 
shown in Figure 10 should be related to the variation in the 
magnitude of the c axis of the product during the reaction. 
No attempt will be made to interpret these results until ex
tensive rate of ci change vs. T,P is realized except to note 
that (4b) must involve at least two steps.

Four, careful rate studies reported in Figures 6-8 were 
used to test the mechanism postulated in eq 4a as follows. 
In Figure 12, r vs. T at constant Pi goes through a mini
mum value (r°). This follows from eq 4a assuming typical 
activation energies for b+ and k, —E+ and EJE+,KB > 0), 
and zero for 6_.8f A minimum is reached when E+(\ + 
k/b_) = Ea(l 4- bP\) because in (8')

(a In r/ad)p, = Ea-  E+ +
[E+bPi — Eak/b-][ 1 + bPi + k/b- ] - 1

and

(a2 In r/a/J2)p, = [(£+ +
Ea)2kbPi/b- + E+2bPi + Ea2k/b-] X

[1 + bP\ + k/b- ] ~ 2 > 0 (9)
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where

(T k )^) = (dc/c)[ 1 + (EJE+)(1 + 1 /bPi)]D= 0o

and = l/RT. The shift in the temperature T° = l/R@° at 
which the minima are observed vs. Pi is consistent with the 
relation

dd°/dPi = -bE+~Hk/b- + hPi) - 1 < 0 (10)

and

d ln ,  = ( i ^ ) d i + ( ^ ) dPl (11)

gives a pseudo-activation energy

E° = d In r°/d/3° = Ea[l + (d J c ^ b -^ P i2) - 1]^ (12)

which is estimated from the data in Figure 12 to be 
£ 0(N2H4) ~  70 kJ mol“ 1. A lower limit for (EaE +)1/2 of 7 X 
102 kJ mol-1  was estimated as follows. A Taylor series ex
pansion about the minimum r° leads to

(r -  t°)/t° = i  03 -  d°)2(a2 In T/a02)i3° +  . . .  (13)

where

(a2 In r/a /JV  = E+Ea[(k/b„ + bPi)/(l + bPi + k/b-)]0o 

and if r(/32) = 2r°

Ad = |d°-ft| = (2/£ aP +)1/2[(l +
bPi + k/b-)/(k/b- + bPi) ] ^ 2 (14)

defines a breadth which increases with P\ as indicated by 
the data in Figure 12. Also from (14) (EaE +)lt2 > T1'2/  Aft »  
7 X 102 kJ mol-1  and in (9) (rk)^ *  dc/c or Ea *  E°.

F iv e , the isotherms measured for I = NH3 in Figure 10 
led to the determination of the isosteres shown in Figure
11. Langmuir adsorption isotherms81 cannot explain the 
data because the isosteric heats reported in Figure 11

<7 st= -(a ln P i/3 j8 )x„o (15)

do not remain constant with r„°. These increase with x„°. 
This change is in the opposite direction predicted by the 
Temkin and Freundlich isotherms. However simple argu
ments based on Henry’s law for solid solutions can be used 
to discuss the data. Here the fugacity of the solute is

/ i = 7 i^ i =3Ci*~ ° /(1  +  *~ °) (16)

where 71 ~  exp[—/3Pi(Vjdeai ~ Ureal)] ~  exp/3Pi(5 — aff) 
when I behaves to first order as a van der Waals or Dieteri- 
ci gas with constants a and b and.JCiis the Henry law con
stant. Then

-< ?st =  [(a lnXi/a/O*.» -  2a/3Pi]/[l +  P P i ( b  -  ad)] (17)

Langmuir adsorption cannot explain the data because the 
correction terms for a nonideal gas in (17) are of the order 
of 2daPNH3 ~  10 J mol- 1 10 which is two orders of magni
tude smaller than the changes in q8t reported in Figure 11. 
Therefore, since the measurements on the superconducting 
transition temperature Tc indicate the presence of more 
than one well-defined complex (where Tc increases with 
the NH3 content7), the data suggest qst increases with xJ] 
because the change in enthalpy for ( 1 ) is negative and de
creases as n increases and that 3Ci is an average of several 
chemical equilibrium constants.

IV. Conclusions
The experimental observations lead to the following con

clusions and/or conjectures:
One, the self-consistency of eq 4 with all the phenomena 

observed suggest that the ratio greater than two orders of 
magnitude for the measured r when I = NH3 relative to I = 
N2H4 arises in step 4a.

Two, N2H4 is more tightly bound than NH3 in the TaS2 
complexes as shown by the fact that the NH3 content can 
be decreased by reducing Pi to lO“ 5 Torr at room tempera
ture whereas n = 2/3 remains constant with N2H4 under 
similar conditions. This supports the concept that EDA 
complexes are formed since the interaction with the latter 
is expected to be stronger than with the former because the 
respective dipole moments and ionization potentials are 
0.58 and 1.75 D and 10.2 and 8.7 eV for NH3 and N2H4. 
The 2% contraction in the c axis of the product phase at 
the end of reaction may also be the result of stabilization of 
the EDA complex. Thus, the magnitude of the interactions 
in the EDA complex18 determine whether the charge densi
ty waves found for the IT, 2H, and 4Hb polytypes of 
TaS219 are suppressed by intercalation and how the latter 
affect the physical properties.

Three, finally in the spirit of the Colloque Weyl it is im
portant to note that the interaction of gases with metals 
such as 2H-TaS2 lead to the formation of new types of 
compounds where even M-NH 3 can be intercalated up to 
the limiting solubility of M in NH3.20
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Discussion
M. J. SlENKO. (a) Where does the N2H4 go? Does it go between 

each pair of layers or leave some unchanged? (b) Does TaS2 stay in 
2H polytype? (c) NH3 on side in TaSi. Similar for N2H4. Lone pair 
avoids layer.

J. V. ACRIVOS. The complete x-ray diffraction spectra taken
0.50 and 76 hr after the start of reaction were analyzed by a 
weighted least-squares program [S. F. Meyer, R. E. Howard, G. R. 
Stewart, J. V. Acrivos, and T. H. Geballe, J. Chem . Phys., 62, 4411 
(1975)]. These show that there is only one ordered phase present at 
all times and that the sequence of the Ta and S layers is as indicat
ed in the figure shown. We have not determined the structure of 
the hydrazine layer. However the most important observation is 
that although the magnitude of the a axis in the hep 2H phase 
does not change appreciably, the magnitude of the c axis changes 
from 18.5 A at 0.5 hr after the start of reaction to 18.0 A 76 hr after 
the start of reaction. This is dramatically shown by comparing the 
0010 reflection with the Be reference given by the window of the 
cell in Figure 3. The changes in base line suggest also the presence 
of other disordered phases.

(c) We cannot answer the last question without doing a neutron 
diffraction study of N2D4 intercalated compounds. Please give ref
erence of NH3 intercalated compound. Our work with NH:1 + TaS;2 
indicates that the final product depends strongly on the pressure 
of the gas during the reaction.

Electron Spin Resonance Studies of Localized Excess Electron States 
in Frozen Solutions of Alkali Metals in Hexamethylphosphoramide

Ron Catterall* and Peter P. Edwards

Department o f Chemistry and Applied Chemistry, University o f Salford, Salford M5 4WT, England (Received July 25, 1975)

Electron spin resonance spectra of frozen solutions of sodium, potassium, rubidium, and cesium metals in 
HMPA are reported. Spectra at low microwave power levels (£1 mW) showed the existence of several, dis
crete, localized excess electron states with unpaired electron spin density lying between -~36 and ~80% of 
the free atom value. In potassium, rubidium, and cesium solutions, a localized state with spin density <1% 
of the free atom value was also identified. Magnetic parameters (hyperfine coupling constant, electronic g 
factor) for both the high and low atomic character states in frozen metal-HMPA solutions showed similari
ties with results for fluid metal-amine solutions. The relevance of our observations to current models for 
metal-amine solutions is discussed. The experimental distribution function for localized excess electron 
states provides strong support for a multistate model for fluid metal-amine solutions. The high atomic 
character states are described in terms of intermediate impurity states in the host (HMPA) matrix, while 
the low atomic character state approximates closely to a true Wannier-Mott impurity ground state.

Introduction
Fluid solutions of alkali metals in ammonia,1’2 HMPA,3 

amines,4 8 and ethers9-10 have electron spin resonance 
(ESR) spectra which can be classified into two groups: 
those for which only a single, time-averaged signal is ob
served, and those for which two signals are observed, a hy
perfine multiplet from electron-cation aggregates, and a 
central singlet from isolated solvated electrons. A quantita
tive explanation for these differences in spectra is possi
ble11 in terms of simple ion-pairing theory

Msoiv+ T es„iv - Msolv (1)

In solvents of high dielectric constant (ammonia, 
HMPA) the rate constants for (1) are such that the average

lifetime, (rm), of Msoiv is short compared to the inverse of 
the metal hyperfine coupling constant (Ajso-1), and 
( zm)Ajso «  1. A time averaging of signals from esoiv_ and 
MSoiv occurs and only a single absorption line is observed.

In solvents of low dielectric constant (amines, ethers) 
(TM)Aiso »  1 and signals from both paramagnetic centers 
are observed. Calculated values11 of (tm)A;so for a wide 
range of metal-solvent systems are illustrated in Figure 1.

Perhaps the most intriguing aspect of fluid amine and 
ether solutions lying above the critical region, (tm)A iso ~  
1, is the marked temperature dependence of the metal hy 
perfine coupling constants.4-10 In some cases Also varies by 
almost two orders of magnitude over a relatively small tem 
perature interval, and two conceptually different models 
have been proposed to explain this behavior.
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In a “ continuum” model, a single species is proposed 
whose structure is markedly temperature dependent,412 
while a “ multistate” model pictures a dynamic and temper
ature-dependent equilibrium between two (or more) 
species of the same stoichiometry whose structures are rel
atively insensitive to temperature.63’88 Both models are 
equally capable of explaining both the temperature depen
dence of Aiso and the strong dependence of line widths 
upon nuclear spin configuration. Again both models con
tain too many parameters for adequate testing to be carried 
out.

An unambiguous distinction between the models should 
be possible by examination of ESR spectra of frozen solu
tions,13 but unfortunately several factors have contributed 
to an almost complete failure to obtain frozen metal solu
tions which preserve the structure of the liquid state: (i) so
lutions in more polar solvents show a strong tendency to 
separate out on freezing into crystalline phases of pure 
metal and pure solvent;14-16 (ii) although crystallization is 
more readily avoided in the less polar amines and ethers, 
solubilities are much lower;10 (iii) the spin-pairing equilib
rium in less polar solvents is generally shifted strongly 
away from states involving unpaired electron spin.90 This 
problem is further enhanced at lower temperatures.4a>8a

Although the high static dielectric constant18 of fluid 
HMPA (Figure 1) ensures that only a single, time-averaged 
ESR absorption is found a room temperature,3 the pres
ence of metal-dependent bands in the visible region3'19 es
tablishes a strong link with amine and ether solutions. In 
addition, the high solubilities3 of alkali metals in HMPA, 
the high fraction of unpaired electron spins (—10%),3-9b and 
the high freezing point (~7°C) and viscosity20 of HMPA all 
suggest strongly that homogeneous frozen solutions might 
be obtained with sufficient concentrations of unpaired 
electron spins for practical study. In accord with these sug
gestions we have found that rapid freezing of solutions of 
alkali metals in HMPA does give rise to homogeneous blue 
glasses, and in this paper we report some preliminary re
sults of ESR investigations of frozen solutions of sodium, 
potassium, rubidium, and cesium metals in HMPA.

Experimental Section

Samples were prepared using conventional high vacuum 
techniques modified for use with a high boiling solvent. 
Spectra were recorded on a Varian V4502 spectrometer 
using standard accessories and operating at ~9.1 GHz. Mi
crowave power levels incident upon the cavity were ~1.0 
mW.

Results
Spectra (77 K) of frozen solutions of sodium, potassium, 

rubidium, and cesium are shown in Figure 2. The main 
characteristics of the spectra are summarized as follows, (i) 
Strong central singlets had line widths and g factors which 
varied from one metal to another, (ii) Isotropic multiplet 
signals consisted of 21 + 1 lines, where I is the nuclear spin 
of the alkali metal, (iii) Line width of multiplet spectra 
were dependent upon the nuclear magnetic quantum num
ber, mi, of the alkali metal. Line width variations were par
ticularly marked for rubidium and cesium solutions, (iv) 
Spectra at high machine amplification revealed a multitude 
of weaker signals (Figures 3, 6, and 7). (v) Both singlet and 
multiplet resonances had line shapes approximating closely 
to Gaussian, (vi) Microwave power saturation behavior of 
both singlet and multiplet resonances was characteristic of

< r  > a
iso

10“ -

C r it ic a l

re g ion

-C S -A M
-N a-A M

- K -  EDA 
-K  - MEA
-Rb-ED A 
■Cs-ECA- - - 

—p K  -12-PDA 
^ C s -M E A  
-K  -  DG 
-K  -  EA

Tim e-averaged
spectra

Strong
resonance
broadenirg

Resolved 
m eta l h.f.s

Figure 1. Classification of ESR spectra (~296 K) of fluid metal solu
tions on the basis of the product ( r m) Ais0: THF =  tetrahydrofuran, 
EA =  ethylamlne, DG = diglyme, MEA =  methylamlne (~220 K), 
1.2PDA =  1,2-propanediamine, EDA =  ethylenediamlne, AM = am
monia (~240 K).

inhomogeneously broadened lines.21 Saturation curves for 
the narrowest hyperfine components (AHms ~  4.4 G) of po
tassium, rubidium, and cesium spectra are compared in 
Figure 4. For potassium through cesium, the onset of satu
ration moves to higher microwave power in accord with en
hanced spin-orbit coupling for the heavier atoms, (vii) All 
line positions, widths and shapes, and all relative and abso
lute intensities were independent of temperature over the 
accessible range (77-180 K).

Analysis of Spectra. Singlet Resonances. Line widths 
showed a marked dependence upon the nature of the metal 
in solution (Table I) and spectra were simulated to first 
order to obtain metal hyperfine coupling constants. Assum
ing coupling to a single metal nucleus and an intrinsic 
width of 4.3 G, comparable to the narrowest of the hyper
fine components of multiplet spectra, the hyperfine cou
pling constant was adjusted to fit the observed line shapes. 
Results are given in Table I.

Multiplet Resonances. Experimental line positions for 
the dominant multiplets were fitted to the Breit-Rabi 
equation22

B2! F.mr)
— AVF ßjHomp A W

2 ( 2 / +  1) 7  ± _ 2_ y (2)

where VF(f mF) is the energy of a state with magnetic quan
tum numbers F and m/r, and

(3)

The zero field splitting, AW, is given by 
hA

. a VF = ^ £ ( 2 7  + 1) (4)

and

x = (ge - g , ) M / A W  (5)

where gi is the nuclear g factor and mb the Bohr magneton.
A comparison of observed and calculated line positions, 

together with the derived magnetic parameters (ge and 
Aiso), is given in Table II.
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Figure 2. Electron spin resonance spectra (77 K) of frozen solutions 
of (a) sodium, (b) potassium, (c) rubidium, and (d) cesium In HMPA.

Analysis of spectra obtained at high machine amplifica
tion was more complicated; spectra of rubidium and cesium 
solutions in particular gave resonance patterns which at 
first sight appeared unrelated. In these cases, analysis in 
the first instance relied heavily upon calculated plots such 
as that given in Figure 5 which show the variation of reso
nant field position of a given line as a function of the metal 
hyperfine coupling constant. Our identification of lines in

2 3  e
Na

Figure 3. Electron spin resonance spectra at higher amplification of 
frozen solutions of (a) potassium and (b) sodium in HMPA.

7 M ic ro w a ve  po w e r',! m W )

Figure 4. Microwave power saturation of the narrowest hyperfine 
components (AHms ~  4.4 G) of the species MG in potassium, rubidi
um, and cesium solutions In HMPA (77 K).

TABLE I: Magnetic Parameters for the Central Singlet 
Resonance in Frozen Solutions of Potassium, Rubidium, 
and Cesium Metals in HMPAa

Isotope AHms,G
Se

(±0.0004) yijso> g
% atomic 
character

39K 4.9 ± 0 .3 b 2.0018 0.80 ± 0.1 0.97 ± 0.10
a5Rb 9.4 ± 0.5C 2.0009 1.48 ± 0.1 0.41 ± 0.03

133Cs 14.9 ± 0.8<* 1.9994 1.85 ± 0.1 0.23 ± 0.02
aThe intense colloidal metal resonance from sodium solu

tions (Figure la) effectively obscures all other resonances in 
the g e ~  2 region (ca. 3200 G). b Average of five samples ex
amined. c Average of two samples examined. d Average of 
four samples examined.

rubidium and cesium spectra are given in Figures 6 and 7. 
Lines correlated in this manner were then subjected to a 
full least-squares analysis to yield final values of A;so and
g e -

The Journal o f Physical Chemistry, Vol. 79, No. 26, 1975



ESR Study of Alkali Metal-HMPA Solutions 3013

TABLE II: Magnetic Parameters Derived from the Dominant Multiplet Resonance in the ESR Spectra (77 K) of 
Frozen M—HMPA Solutions“

Magnetic
parameters*

Line Isotope, (frequency),
positions +7/2 +5/2 +3/2 + 1/2 - 1/2 —3/2 —5/2 -7 /2 sample GHz

Obsd“ 2946.2 3132.3 3329.3 3543.1 23Na 198.36
(2.0) (1.0) (1.0) (2.0) 2.00135

Caled 2945.6 3131.9 3330.4 3541.0 Na-3 (9.1138)
Obsd 3134.3 3238.3 3292.8 3348.7 39K 54.75

(0.3) (0.3) (0.3) (0.3) 2.00090
Caled 3184.4 3238.2 3238.2 3348.6 K-5 (9.1504)
Obsd 2626.8 2838.6 3072.2 3322.8 3594.0 3885.9 85Rb 251.34

(2.0) (0.5) (1.0) (0.1 ) (0.2) (1 .0) 1.99806
Caled 2626.6 2839.1 3071.1 3322.7 3594.2 3885.0 Rb-1 (9.1735)
Obsd 1815.8 2430 d 4406 87Rb 849.0

(1 .0) (1.5) (1.5) 1.99802
Caled 1816.7 2430.4 3293.4 4405.9 Rb-1 (9.1735)
Obsd 924.6 1153.8 1473.3 1936 2534 d 4200.5 5198.5 l33Cs 604.0

(5.0) (3.0) (3.0) (10) (3.0) (1 .0) (1.5) 1.99213
Caled 934.6 1156.2 1472.3 1920.5 2529.6 3299.8 4201.9 5198.5 Cs-3 (9.1019)

“ Calculated line positions are given by the Breit—Rabi equation (eq 2). * To conserve space we have adopted the following 
convention for tabulating parameters: e.g., 198.4, value of AjS0(G); 2.0014, g e derived from Breit Rabi analysis; (9.1134), 
experimental frequency, GHz. “Values in parentheses denote estimated error (G) in line positions. d Line obscured by strong 
central singlet.

TABLE III: Magnetic Parameters“ for the Localized States (Mg-My) in Frozen Solutions of the Alkali 
Metals in HMPA (77 K)

Isotope -̂ iso» G
l*( o)Im2
x 10'24

% atomic* 
character 8 e X 104“

Desig
nation

23Na 198.36 3.173 62.75 2.00135 9.6 23MGd
150.95 2.415 47.75 2.00119 11.0 23MC

39K 54.75 4.964 66.45 2.00090 15.1 39M Gd
~38 -3.51 -47 2.0009 15 ” MC

30.16 2.734 36.60 2.00082 14.9 39Mb
8SRb 277.3 12.153 76.8 1.99824 41.7 8SMj

268 11.74 74.2 1.9982 42 85m h
251.34 11.015 69.61 1.99806 43.5 85MG<i
233.2 10.223 64.6 1.9992 32 85Me
210 9.210 58.2 1.9985 39 85Md
179.1 7.851 49.6 1.9988 36.1 85MC

87Rb 849.0 10.978 69.63 1.99802 43.9 87MGd
706.3 9.134 57.93 1.9986 38 87Md

133Cs 655 21.16 80 -1.992 I33Mh
604.0 19.440 73.5 1.99213 104.5 ,33MGrf
595 19.18 72.5 -1.992 133Mf
555 17.91 67.7 -1.992 ,33Me
493 15.92 60.2 -1.992 ,33m d

“ Taken from experimental data at 77 K which gave the smallest rms deviation in the Breit--Rabi analysis. * Calculated
from free atom hyperfine coupling constants (A), given in P. Kusch and V. W. Hughes, “Handbuch der Physik’", Vol.
XXXVII/1, Springer-Verlag, Berlin, 1959, pp 100 and 117. c A g e = (ge(free atom) —g e ). Free atom values:

23Na 39K 85Rb 87Rb l33Cs
A, G 316.109 82.38 361.07 1219.25 819.84
g e 2.00231 2.00231 2.00241 2.00241 2.00258

d  Dominant states.

A full listing of magnetic parameters for states identified 
so far is given in Table III where we have provisionally clas
sified states on the basis of their percentage occupation of 
the outer metal ns orbital. We use a system24 which labels, 
for example, the lowest atomic character state ( 'M a), 
where x  denotes the mass number of the particular isotope. 
We stress that there are still some unidentified lines in the 
spectra; more complete analysis will be attempted else
where on the basis of further experimental studies.

L in e  W id th  V a r ia tio n s . The m i dependence of line 
widths in the solid state spectra (Figure 2) was superficially

similar to that observed for fluid solutions of alkali metals 
in amines.4-6 However, we stress that the interpretation of 
this behavior for fluid solutions (i.e., rapidly fluctuating 
structural changes) c a n n o t  be applied to our spectra ob
tained from rigid solutions. Likewise, the explanation we 
propose below cannot be applied to fluid solutions.

We first express the observed line width as sums of m \- 
dependent (AH m,)  and m/-independent (AHres) contribu
tions

A / W  = AHm;2 + AH res2 (6)
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Figure 5 . Variation in the resonant field positions with metal hyper- 
fine coupling constant for (a) 133Cs (/ = 7/2) and (b) 85Rb (/ =  5/2) 
and 87Rb (/ =  3/2). Calculated using eq 2.

Figure 6. Analysis of the ESR spectrum of a solution of rubidium in 
HMPA (77 K). Full lines show the variation of resonant field position 
with Aiso (eq 2) for ge =  1.99800 and a microwave frequency of 
9.1735 GHz. The lines are anchored at the crossovers of the MG 
species (Aiso =  251.3 G). Insert A shows the low-field (m, =  +3/2) 
8'Rb line; insert B gives a rerun of the high-field section.

and postulate the existence of normal (Gaussian) distribu
tions of hyperfine coupling constants to metal nuclei cen
tered on each of the derived Ajao values. The width of the 
distributions must be small to account for the narrow line 
widths and could, for example, arise from centers differing 
slightly in the orientation and density of HMPA molecules

Theory

Figure 7. Analysis of the ESR spectrum of a solution of cesium in 
HMPA (77 K). (A) is the observed spectrum and (B) the calculated 
stick spectrum for the five Cs states with Aiso values given in Table 
III. Resonant field positions as functions of A|SO were obtained from 
eq 2 with ge =  1.9921 at a microwave frequency of 0.1018 GHz.

Figure 8. Computer simulation of the ESR spectra of the 39MG state 
(potassium) for residual line widths (AHres) (a) 3.18, (b) 4.00, and (c) 
4.18 G.

about the metal atom. To first order, the mi-dependent 
contribution is given by

&Hm,=  2SA(aH/aAiso)m] (7)

where bA is the half-width at half-height of the Gaussian 
distribution.

Numerical convolution of the distribution function with 
a Gaussian line shape using gradients (dHUAiao) obtained 
from the Breit-Rabi equation, yielded a two-parameter 
model (¿A and AHres) capable of a precise simulation of 
ESR spectra. To illustrate the process, potassium spectra 
simulated for various values of AHTes are given in Figure 8. 
A least-squares fit yielded optimum values of AHrea and 
&A, and experimental and simulated spectra for potassium 
and rubidium solutions are compared in Figure 9. It should 
be stressed that the equations defining the fit are particu
larly well defined, and the minimum in the least-squares 
surface is both sharp and deep permitting considerable 
confidence to be placed on the derived parameters given in 
Table IV.

Variations in ge factors, while undoubtedly present, can
not account for the m7-dependence in the line widths since
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Figure 9. Comparison of observed (i) and simulated (ii) ESR spectra 
of (a) the 39Mg quartet in potassium solutions and (b) the 85MQ sextet 
in rubidium solutions in HMPA.

TABLE IV: Analysis of Multiplet Line Widths in the ESR 
Spectra of Frozen M—HMPA Solutions0

5 Ab

Isotope Species A ^ r e s i  G
Std dev, 
5A,G

(% atomic 
character)

23Na î3Mg 4.2 2.1 0.7
39R 55m g 4.12 0.92 1 .1
85Rb 8sm g 4.320 (+V2) 2.34 0.648

4.285 (—Vi) 2.66 0.737
85Rb 65m d 4.3 <5 <1.5
133Cs ,33Me 4.3 4.1 0.5
° Final estimates of the residual widths (AHres) and the 

standard deviations (5A) for the species Vm g d e. b 8A = 
(6A(G)M(free atom)) X 100%.

Figure 10. Temperature dependence of the metal hyperfine coupling 
constant in (a) fluid solutions of potassium in amines and ethers, and 
frozen potassium solutions in HMPA, and (b) solutions of cesium in 
amines (fluid) and HMPA (solid): (□) ethylamine (EA), ref 8d; (B) me- 
thylamine (MEA); (Q) butylamine (BUA), ref 8a; (E) n-propylamine 
(nPA) ref 6b and 8a; (D) isopropylamine (¡PA) ref 6b and 8a; (BIB)
1.2- and 1,3-propylenediamine (1,2- and 1,3-PDA), ref 6b; (□) tetra- 
hydrofuran (THF), ref 9 and 10; (■) HMPA, this work. Cesium solu
tions; MEA, ref 5b and 6b; EA, ref 4b and 6b; nPA, iPA, and 1,2- and
1.3- PDA, ref 6b.

gradients dH/age are approximately independent of m/. 
Any line width contributions from ge factor variations ap
pear in AHres.

Discussion
The significance of our solid state results lies first in 

their relevance to current models for solutions of alkali 
metals in amines, and secondly in the nature of the wide 
variety of solvated atoms detected.

Magnetic Parameters from Solid and Liquid Phase 
Spectra. In Figure 10 we compare available metal hyper- 
fine coupling constants, expressed in terms of percent 
atomic character, for fluid solutions of potassium and cesi
um in various amines and ethers together with our results

for frozen solutions of these metals in HMPA. Coupling 
constants in the fluid amine and ether solutions always lie 
intermediate between the values for the two dominant 
states in HMPA (Ma and Mg), but tend toward these 
values at low and high temperature, respectively.

In Figure 11 we show Age = ge(free atom) — ge as a func
tion of percent atomic character for the species Ma to Mh 
together with values for fluid solutions. For all systems a 
common trend emerges; as the Aiao factor moves toward the 
free atom value, so the ge factor moves away from the cor
responding atomic ge factor. This substantiates earlier 
predictions8130 that the limiting high atomic character state 
in fluid solutions is not the free alkali atom. However, for
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Figure 11. Correlation of percentage atomic character with Age for 
frozen solutions of sodium, potassium, rubidium, and cesium in 
HMPA and for fluid solutions in amines and ethers. Solvent identifica
tion as in Figure 10: (A) ammonia-ethylamine mixtures (ca. 40 mol 
% ammonia, ref 8b). Metal identification; (A) Na; (■) K; (♦ ) 8SRb; 
(♦ )  87Rb; ( • )  Cs.

High ( - - l a n d  lcw (— ) te m p e ra tu re  situations

Figure 12. Schematic representation of multistate and continuum 
models.

each metal there is a maximum Ag e which increases from 
sodium through cesium, in line with greater spin-orbit cou
pling in the higher alkali atoms (Table III).

The points made in Figures 10 and 11 are adequate con
firmation of the underlying similarity between fluid amine 
solutions and our frozen HMPA solutions and justify our 
use of results from rigid solutions to distinguish models for 
fluid solutions.

Relevance to Current Models for Fluid Amine Solu
tions. The two conceptually different models currently in 
vogue to explain the temperature dependence of A;so and 
the mi dependence of AHms for fluid solutions have been 
outlined in the Introduction. A schematic representation of 
the fundamental difference between the two models is 
given in Figure 12 where the distribution functions for the 
Aiso factor are shown at different temperatures. In Figure 
13 we present a typical distribution function obtained from 
a frozen rubidium-HMPA solution, independent of tem-

N (ac ) 
(a rb it ra ry )

G

MA

M

---------- 1-----------1-----------!

Mc

^ - U
m e M K  H I

W i -----------T-----------r --I------- 1------- 1------T ----Ì I I----------1------- r -
2 0  4 0  6 0  8 0  1 0 0

°/o A tom ic  c h a ra c te r

Figure 13. Observed density of states for solutions of rubidium in 
HMPA.

perature 77-180 K. The latter clearly provides strong sup
port for the multistate model6a’8b and is at variance with 
the postulates of the continuum model.4’12 We conclude 
that the spectra of fluid metal-amine and ether solutions 
arise from a dynamic equilibrium between several (three or 
more are required10’23) species whose structures are ap
proximately independent of temperature.

The High Percent Atomic Character States, Mb-M h. 
Strong matrix perturbations on gas-phase alkali atom 
eigenstates bring about large deviations in both A;so and ge 
factors from their free atom values (Table III). The param
eter AA defined by

A A = 100(Aiso — A (free atom) )/A (free atom) (8)

represents a quantitative measure of the perturbation of 
the alkali atom gas phase ns wave function by the sur
rounding matrix. Alkali atoms trapped in rare gas matrices 
have been reported,26 but in general deviations from free 
atom coupling constants are small |AA| < 10%, and nega
tive, i.e., Aiso < A(free atom), and arise from second-order 
dispersion-type interactions between the trapped alkali 
atom and the surrounding matrix. In marked contrast, our 
values of A A range from ~30 to ~99%. A description268 in 
terms of an atomic interaction potential between the 
trapped atom and a rare gas atom accounts semiquantita- 
tively27 for the observed shifts (AA), while similar calcula
tions24 for the interaction between an alkali atom and an 
HMPA “ atom” predict maximum shifts of ~3%

23Na 39K 85R b 133Cs
- A A cai c d . % 2.35 2.70 2.50 2.60

We may therefore rule out this mechanism for species 
Mb-M h and conclude that our species cannot be described 
as trapped atoms, but must involve more specific bonding 
interactions with the solvent. A general molecular orbital 
scheme, originally proposed28 to explain results for trapped 
silver atoms,29’30 gives a qualitative picture of the observed 
deviations in both Also and g e from free atom values.23

Alternatively we might describe the centers Mb-M h as 
“ intermediate impurity states” in the host (HMPA) ma
trix, that is, as states which retain a unique parentage in 
the states of the gas-phase alkali atoms, but are subject to 
large perturbations from the host. A theoretical descrip
tion31 of such states must be either in terms of a strongly 
perturbed Heitler-London scheme, or by a modified Wan-
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TABLE V: Unpaired Electron Spin Densities, li//(0)lD% 
at the Donor Nucleus in Shallow Impurity States

Donor Host
l’/,(0)lD2 

X 10“ , cm“3
P Si« 0.43
As 1.73
Sb 1.18
P Ge* 0.17
As 0.69
K HMPAC 0.073 ± 0.007
Rb 0.065 ± 0.005
Cs 0.060 ± 0.006

a See ref 32. * See ref 34. c This work.

nier-Mott formalism (see below). In any description of in
termediate impurity states dielectric screening reduces the 
electron-parent ion (M+) coulomb interaction and the un
paired donor electron moves in an expanded centrosymme- 
tric Bohr orbit about the parent ion.

The Low Atomic Character State, Ma■ The extremely 
low unpaired electron spin density on the metal nucleus in 
this state (Table V) suggests considerable dielectric screen
ing and a correspondingly large Bohr radius. However, the 
Gaussian line shape requires that the unpaired electron re
main associated with a particular metal nucleus for £10~6 
sec. The effective mass formalism for Wannier-Mott impu
rity states gives the ground state wave function for the 
donor electron33

M r )  = £  ctjFj(r)cpj{r) (9)
7 = 1

where Fy(r) is the hydrogenic envelope function at the yth 
conduction band minimum, of which there are N. 4>j(r) is 
the Bloch function at the same minimum and ay the rela
tive contribution from the yth valley. A wave function of 
the form (9) requires that |i/'(0)|d2, the unpaired electron 
spin density at the donor nucleus, be independent of the 
nature of the donor atom. Our observed values for the 
states labeled Ma are consistent with this (Table V).

To a first approximation, shallow impurity states in 
group 4 semiconductors are also described by (9), but in 
these systems |^(0)|d2 is dependent upon the donor 
atom,32’34 and the effective mass formalism obviously 
breaks down as r —*• 0 and requires a significant admixture 
of donor atom wave functions in the ground state. So far as 
we know, therefore, the states Ma characterized in this in
vestigation represent the closest approximation to true 
Wannier-Mott impurity ground states. Wannier-Mott ex
cited states (excitons) have been characterized in doped 
liquid and solid rare gases.31b,c
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Discussion
W. GLAUNSINGER. Your ESR analysis is very impressive, but is 

it not possible that these frozen solutions may contain a greater 
number of distinct localized centers than the solutions? In other 
words, do you believe that the spectra of quick-frozen solids really 
represent the state of affairs in the liquid state?

R. CATTERALL. First our spectra are reproducible from one 
preparation to another which argues against any accidental 
changes on freezing. Secondly a rough spin count from the area 
under the ESR lines shows, by comparison with the static suscepti
bility measurements on fluid solutions (reported at Colloque Weyl
II), that there is no great change in the concentration of unpaired 
spins on freezing. We believe that these two points, coupled with 
the observation of very precise states in the frozen solutions, pro
vide very strong evidence for the trapping out of fluid solution 
structure.
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In this paper we report the observation of delocalized excess electron states in frozen solutions of lithium, 
potassium, rubidium, and cesium in HMPA. The delocalized states are identified as mobile electrons resid
ing in a metallic impurity band within the host (HMPA) bandgap. In potassium, rubidium, and cesium so
lutions both delocalized (metallic) and localized (insulating) states coexist within the same sample. It is 
proposed that spin exchange between localized and delocalized electrons in these amorphous materials is 
very inefficient. The implications of these observations to an inhomogeneous model for metal solutions are 
discussed. A transition from delocalized to localized states was monitored in frozen lithium-HMPA solu
tions at metal concentrations of the order of 5 X 10-3 M. A simple criterion is proposed which relates the 
observed magnetic properties of localized Wannier-type impurity states to the critical density (nc) of free 
carriers at the metal-insulator (M-I) transition. Critical densities obtained from this relation are in good 
agreement with both experimental values and theoretical estimates (Hubbard model) for nc in doped group 
4 semiconductors and in frozen lithium-HMPA solutions. It is proposed that the M -I transition in a homo
geneous fluid metal-HMPA solution would proceed via a Mott transition, although the presence of micro
scopic inhomogeneities in the solution will almost certainly preclude its direct experimental verification at 
the predicted metal concentration.

Introduction
The presence of a metal-insulator (M-I) transition in 

fluid metal-ammonia solutions appears to have gained uni
versal acceptance,2-4 although considerable controversy5 
still surrounds the exact nature and critical concentration 
of the transition. Experimentally, both magnetic resonance 
and transport properties suggest4 delocalization of the elec
tronic wave function at high concentration although the 
critical metal concentration obtained from magnetic reso
nance studies6"7 (and in particular electron spin resonance,6 
ESR) is considerably lower than that determined from 
transport properties.311-7 In this connection Silsbee8 has 
emphasized the high intrinsic sensitivity of the ESR tech
nique when monitoring the onset of delocalization.

A simple model of a metal solution in which the excess 
electron centers are randomly (and hence uniformly) dis
tributed is almost certainly complicated by the presence of 
microscopic inhomogeneities which give rise to the coexis
tence of insulating (localized) and metallic (delocalized) re
gions within the sample. In fluid solutions electrons in both 
localized and delocalized states contribute to the observed 
ESR signal and only a time-averaged signal is recorded ex
perimentally.

A magnetic resonance study of frozen metal solutions is 
therefore attractive for the following reasons, (i) Any me
tallic and insulating regions which are present in the fluid 
metal-solution at temperatures just above the freezing 
point should be sufficiently isolated in the rigid solution to 
give rise to separate ESR spectra, (ii) If the concentration 
of metal is reduced sufficiently, a transition from delocal
ized to localized states should be amenable to experimental 
observation by ESR.

Electron spin resonance studies of frozen metal-solu
tions have been reported by several authors,10-14 but spec
tra are generally characteristic of colloidal metal. In general

the presence of deep eutectic points in the phase diagrams 
of lithium-, sodium-, and potassium-ammonia solutions15 
ensure that frozen solutions below the eutectic temperature 
(Li, 88 K; Na, 163 K; K, 116 K) consist predominantly of 
crystalline ammonia and either pure metal15 (in the case of 
sodium and potassium solutions) or the metallic com
pounds16 M(NH3), (M = Li, X = 4; M = Ca, Sr, Ba, Eu, or 
Yb, x = 6).

Catterall1' has obtained homogeneous blue solid solu
tions by rapid freezing of solutions (ca. 0.1-0.4 M) of sodi
um and potassium in ammonia in the presence of high con
centrations (ca. 1 M) of structure-breaking salts. In these 
vitreous samples, solvent and metal crystallization were re
duced considerably and the presence of a sharp, motionally 
narrowed singlet in the ESR spectra clearly demonstrated 
high intrinsic mobility in the solid state. Unfortunately, at
tempts17 to glassify more dilute solutions were unsuccessful 
and no transition to the localized state was observed.

Thus so far ESR studies of frozen metal solutions have 
been confined to systems which are trully metallic in na
ture, and only a very limited amount of information has 
been obtained13,17 about the M -I transition.

In this paper we report the observation of delocalized ex
cess electron states in frozen solutions of lithium, potassi
um, rubidium, and cesium in HMPA (often coexisting with 
spectra attributed to localized states) and demonstrate the 
existence of a concentration-dependent metal-insulator 
transition in lithium solutions.

Results

Electron Spin Resonance Spectra of Delocalized Elec
trons in Frozen Metal-HMPA Solutions. Concentrated 
Solutions, (i) Lithium Solutions. A typical ESR spectra of 
a frozen solution of lithium (7Li isotope) in HMPA (ca. 0.1 
M) is shown in Figure la and consisted of a single narrow
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Figure 1. Electron spin resonance spectra of frozen lithium-HMPA 
solutions (ca 77 K): (a) ca. 0.1 M 7Li solution; (b) ca. 0.1 M 6Li solu
tion; (c) ca. 5 X  10-3  M 7Li solution; (d) ca. 5 X  10-3  M 6Li solution. 
In all spectra the vertical arrow corresponds to ge =  2.0018. Shaded 
circles and open triangles represent respectively the theoretical Lo- 
rentzian and Gaussian line shapes for a resonance of this width.

Lorentzian line (AHms = 0.32 ±  0.05 G, g = 2.0019 ±
0.0004) which had saturation behavior characteristic of a 
homogeneously broadened line, both properties reminis
cent of a delocalized electron state.

Frozen solutions (ca. 0.1 M ) of lithium-6 (6Li) in HMPA 
gave a very similar Lorentzian absorption (Figure lb) with 
AHms = 0.32 ±  0.05 G, ge = 2.0017 ±  0.0004), and within 
experimental accuracy line widths and ge factors of the de
localized center are independent of magnetic moment al
though gN(7Li)/gN(6Li) = 2.65.

Conduction electron spin resonance (CESR) in metallic 
lithium has been observed in frozen lithium-ammonia solu- 
tions10’13,14,18 and in various other systems.19-22 Line 
widths vary considerably and depend strongly upon parti
cle size,18 purity of sample,18'19 etc., but one universal fea
ture of CESR in metallic lithium in all samples is the very 
small ge factor shift,21 Age(= 2.00231 — ge) —0.6 X 10~4. 
Accurate ge shifts for the resonance in frozen lithium- 
HMPA solutions were determined by comparison with a 
charred dextrose standard23 (ge = 2.0023 ±  0.0002) closely 
adjacent to the sample in the microwave cavity. Figure 2a 
shows a typical spectrum of the superimposed signals for a 
ca. 0.1 M lithium (6Li)-HMPA solution and the charred 
dextrose standard both at 90 K, while Figure 2b shows the 
corresponding 7Li spectra. The average ge shift for both 
isotopes was

Age(6Li) = +6.0 ±  1.0 X 10"4(ge = 2.00171 ±  0.0001) 

Age(7Li) = +5.1 ±  2.0 X 10"4(ge = 2.00180 ±  0.0002)

In contrast the ge shift in metallic lithium,21 (—0.61 ±  
0.02) X 10~4, is an order of magnitude smaller and of oppo
site sign.

We therefore conclude that the signal does not arise from 
particles of metallic lithium. We presume that the very 
high solvating power of Li+ prevents any precipitation of 
lithium metal.

(ii) Sodium Solutions. Samples at 77 K gave ESR spec
tra of localized excess electron centers and a strong Lorent
zian absorption (AHms = 2.5 G, ge = 2.0013 ±  0.0004) close 
to the free-spin position. The latter resonance has been 
identified as originating from colloidal sodium metal.12

Figure 2. Electron spin resonance spectra (90 K) of frozen lithium- 
HMPA solutions (ca. 0.1 M) with an evacuated charred dextrose 
standard; (a) 6Li solution; (b) 7Li solution.

Figure 3. Electron spin resonance spectra (77 K) of a frozen potas- 
sium-HMPA solution (ca. 0.1 M) recorded at (a) low microwave 
power (ca. 0.2 mW), (b) high microwave power (ca. 20 mW). The 
vertical arrows correspond to ge =  2.0018. *

This signal was generally very strong and sufficient to ob
scure any other resonances in the central region.

(iii) Potassium Solutions. The ESR spectrum (77 K), re
corded at low microwave power (~0.2 mW), of a frozen po- 
tassium-HMPA solution (ca. 0.1 M) is shown in Figure 3a. 
The corresponding spectrum obtained from the same sam
ple at higher power (~20 mW) is shown in Figure 3b. The 
isotropic quartet and narrow Gaussian absorption (Figure 
3a) originate from localized excess electron centers and are 
discussed in our previous paper.24 At high microwave 
power (Figure 3b), two new absorptions were recorded, 
both having line shapes approximating closely to Lorent
zian but differing markedly in their line widths (AHms = 
0.5 and 35 G) and to a lesser extent in their ge factors (ge = 
2.0014 ±  0.0004 and 1.9984 ± 0.0004, respectively). The 
line width and ge factor of the narrow line were indepen
dent of both temperature (77-133 K) and (over a very lim
ited range) metal concentration.

In contrast, the width of the broad Lorentzian line was 
markedly temperature dependent and we have identified12 
this signal as arising from CESR in colloidal potassium 
metal particles small compared to the microwave skin 
depth.

(iv) Rubidium and Cesium Solutions (ca. 0.1 M). At 
high microwave power (~6 mW (Rb), ~10 mW (Cs)), nar
row Lorentzian signals (A /ims(85Rb) = 0.8 ±  0.2 G; 
AHms(133Cs) = 1.0 ±  0.2 G; ge(85Rb) = 2.00073 ±  0.0002;
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8 5
Rb ( - 6 m W  )

133
Cs ( -1 O mW )

Figure 4. Electron spin resonance spectra (77 K) of frozen rubidi
um - and cesium-HMPA solutions (ca. 0.1 M] recorded at (a) high mi
crowave power, (b) low microwave power (specific values shown in 
the figure). In rubidium-HMPA spectra at high power (a) the reso
nance at g = 2.0023 arises from a signal in the Dewar.

ge(133Cs) = 2.0005 ±  0.0004, Figure 4a) were observed from 
samples prepared in both Pyrex and quartz vessels. ESR 
spectra of the same samples at low microwave power (Fig
ure 4b) (~0.5 mW) gave signals attributed to the localized 
centers Ma-M h-24 The observation of CESR in colloidal 
rubidium and cesium particles at 77 K is precluded by the 
large spin-orbit coupling in these metals. On the basis of a 
Block-Griineisen relation for T\~l in metallic particles,12 
we estimate (very approximateley) A //ms(85Rb) ~  300 G 
and A f/ms(133Cs) ~  2000 G at 77 K, from experimental 
data25 for these metals at 1.3 K.

Microwave Power Saturation. In Figure 5 we compare 
the power saturation behavior of the narrow (AHma = 0,5
G) Lorentzian resonance in frozen potassium-HMPA solu
tions (77 K) with that of the inhomogeneously broadened 
lines from the Mg localized centers24 in frozen potassium 
(AHm„ = 4.4 G), rubidium (4.4 G), and cesium (10.8 G) so
lutions (77 K). The narrow line starts to saturate at micro- 
wave powers in order of magnitude greater than for the 
broader resonances associated with the localized centers. 
The figure emphasizes the intrinsic differences between 
spin relaxation in the two species.

Concentration Dependence. Experimental difficulties 
have been encountered17 in freezing dilute metal-ammonia 
solutions and we have found similar problems in freezing 
dilute solutions of sodium, potassium, rubidium, and cesi
um in HMPA. However, dilute solutions of lithium in 
HMPA were found to glassify readily and samples with 
metal concentrations <5 X 10~3 M had ESR spectra com
prising a Gaussian singlet for both 7Li and 6Li solutions 
(Figure lc,d). Line widths were dependent on the isotope

v/Microwave powerj(mW) 2

Figure 5. Comparison of the saturation behavior (open triangles) of 
the 0.5-G resonance from a frozen potassium-HMPA solution (sam
ple K-5) with several inhomogeneously broadened resonances from 
potassium-, rubidium-, and cesium-HMPA spectra Values of AHms 
are given in brackets.

TABLE I: ESR Parameters from Spectra of Frozen 
Solutions of the Alkali Metals in HMPAa
Isotope T, K AHms,G
6 Li (i) 77 4.3 ± 0.3 2.0019 ± 0.0004
6 Li (ii) 77 0.32 ± 0.05 2.00171 ± 0.0001
7 Li (i) 77 6.4 ± 0.3 2.0020 ± 0.0004
7 Li (n) 77 0.32 ± 0.05 2.0018 ± 0.0002
Na-K 77 0.3 ± 0.1 2.0013 ± 0.0004

(alloy)
39K 77 0.5 ± 0.1 2.0015 ± 0.0004

133 0.5 ± 0.1 2.0014 ± 0.0004
85Rb 77 0.8 ± 0.2 2.00073 ± 0.0002

118 1.2 ± 0.2 2.C010 ± 0.0004
133Cs 77 0.8 ± 0.2 2.C005 ± 0.0004

93 1.1 ± 0.2 2.C009 ± 0.0004
a Parameters only for spectra showing no resolved hyper- 

fine coupling to metal. All parameters shown are for con
centrated (ca. 0.1—0.2 M) solutions with Lorentzian ESR 
absorptions, except for lithium solutions where (i) denotes 
metal concentration <5 X 10~3 M (Gaussian absorption) 
and (ii) denotes metal concentration ¿5 X 1 0 ~3 M 
(Lorentzian absorption).

with AHm3(BLi) = 4.3 ±  0.3 G, AHms(7Li) = 6.4 ±  0.3, while 
ge factors were isotope independent within experimental 
uncertainty (±0.0004) with ge(6Li) = 2.0019, ge(7Li) = 
2.0020.

The microwave power saturation characteristics of these 
signals from dilute solutions were markedly different from 
these of the narrow lines obtained from the more concen
trated solutions, and showed close affinities with the satu
ration properties observed for localized states.24

Results for all systems examined are collected in Table I.

Discussion

Delocalized Excess Electron States in Frozen Lithium-, 
Potassium-, Rubidium-, and Cesium-HMPA Solutions. 
We identify the narrow Lorentzian signal (Table I) as aris
ing from spin transitions of delocalized electron states in a 
narrow metallic-like impurity band within the host 
(HMPA) bandgap. Our assignment is based on the fol
lowing considerations.
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(i) Line Shape. The Lorentzian line shape (Figure 1) is 
characteristic of rapidly fluctuating electron-lattice inter
actions occurring on a time scale short compared to the 
electron spin relaxation time. This sets an upper limit to 
the electron-nuclear correlation time, r, as

r «  10~6 sec.

(ii) Power Saturation Behavior. In Figure 6 we compare 
the saturation behavior of the 0.5-G line from frozen potas- 
sium-HMPA solutions (77 K) with corresponding curves 
for the motionally narrowed solvated electron resonance in 
fluid (296 K) potassium-tetrahydrofuran solutions.26 Our 
solid-state results clearly show very close similarities with 
the fluid state studies, with the onset of saturation moving 
steadily to higher microwave power levels for the broader 
lines.

(iii) In contrast to spectra of localized states reported 
earlier,24 the present spectra show only a very minor de
pendence upon the nature of the cation.

Electron Relaxation Mechanism. Lattice-phonon mod
ulation of the electron spin-orbit coupling is the dominant 
relaxation mechanism in the localized centers in frozen po
tassium-, rubidium-, and cesium-HMPA solutions,24’37 
but this mechanism clearly cannot be responsible for the 
much faster electron relaxation observed in these studies 
(Figure 5). We propose that the dominant spin relaxation 
mechanism in this instance is via modulation either of the 
exchange coupling between electrons in the impurity band 
states,27 or (more likely) of the electron-metal nuclear hy- 
perfine interactions.

Alexander and Holcomb9 have pointed out that the na
ture of the impurity band in doped group 4 semiconductors 
is poorly understood. As a first approximation9'29 the impu
rity band is expected to possess the characteristics of the 
host material; this appears a reasonable hypothesis if the 
band is constructed by overlap of Wannier-Mott type lo
calized states (which are in fact composed predominantly 
of Bloch waves from the bottom of the host conduction 
band).24’28 Martino et al.29 have suggested that this simple 
viewpoint must only be taken as a first approximation. Our 
results (Table I) for the impurity band in the M-HMPA 
system require that in any realistic description of the band, 
contributions from both ns (ground state) and np (excited 
state) wave functions of the donor (alkali) atom must also 
be taken into consideration. Nevertheless, the relatively 
small cation dependence of the time-averaged signals 
suggests strongly that metal contributions to the band are 
only of minor importance.

Implications for an Imhomogeneous Model of Metal- 
Ammonia Solutions. An inhomogeneous model proposes 
the simultaneous existence, within a disordered system, of 
both metallic and nonmetallic regions. The specific form of 
the model was developed by Cohen and Jortner30 while 
Lelieur and Thompson31 have applied the model to an 
analysis o f transport properties in moderately concentrated 
metal-ammonia solutions. They31 suggest that in this con
centration region (1-9 MPM), the solution may be consid
ered as 1 MPM (ca. 0.3 M) dilute clusters embedded in a 9 
MPM (ca. 3 M) metallic matrix.

Our observations (Figures 3 and 4) of electron spin reso
nance signals from both metallic (delocalized) and insulat
ing (localized) states within the same sample are then con
sistent with an inhomogeneous model. The intrinsic differ
ences in electron spin-relaxation behavior for localized and 
delocalized states are responsible for their simultaneous

v^Microwave power (m W  )

Figure 6. Comparison of the saturation behavior (77 K) of the 0.5-G 
motionally narrowed resonance from a frozen potassium-HMPA so
lution (sample K-3, open circles) with several fluid-state (296 K) ho
mogeneously broadened resonances from fluid potassium-tetrahy
drofuran solutions.26

observation and highlight the possible future use of the 
ESR technique in this respect. The experimental distinc
tion between both types of relaxation behavior requires 
that spin exchange27. between localized and delocalized 
electrons in amorphous materials is very slow.

Although at first sight our results appear to provide 
strong support for an inhomogeneous model, a cautionary 
point must be noted. If the “ metallic” regions are the result 
of local fluctuations in the density of excess electron states, 
then one must consider that all the localized states ob
served in the “ insulator” regions are also present in the 
“ metallic”  clusters, and that the ESR signal from these me
tallic regions is a weighted time average over all states. 
Without doubt the most prominent features in the spectra 
of the localized states24 are those originating from species 
with approximately 1 (xM a ) and 70% (xM g ) outer metal ns 
character (see Figure 12b of ref 24), so that electron-relaxa
tion proceeding via rapid modulation of the electron-metal 
nuclear hyperfine coupling is given approximately32 by

A Hms g e g M ^ M ^ M  +  1 ) | ' / ' ( 0 ) | m g4 t m

and tk/ tcs — 280. Such a disparity between correlation 
times for electron motion in potassium and cesium clusters 
appears most unlikely, and we must conclude that the high 
percent atomic character states are not involved in the 
metal-insulator transition. If this is the case, then the ob
servation of the two types of signals cannot be used to sup
port the existence of microscopic inhomogeneities. It ap
pears that only states of low atomic character are capable 
of contributing to impurity band formation in the concen
tration range we have studied. Alternatively, electron re
laxation may be dominated by some mechanism other than 
the modulation of the hyperfine interactions, but we feel 
this is unlikely.

The Nature of the Localized State in Frozen Lithium 
Solutions. In contrast to results for concentrated (555 X 
10~3 M) lithium solutions, the isotope dependence of the 
observed line width in dilute solutions (S5 X 10“ 3 M, 
Table I) suggests a hyperfine interaction with lithium nu
clei, while the Gaussian lineshapes (Figure lc,d) require
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that the interaction between unpaired electrons and lithi
um nuclei is long lived. Assuming a pairwise interaction, 
computer simulation of spectra yielded a best fit for a re
sidual width24 (AHres) of ca. 4.3 G and a hyperfine coupling 
to 7Li of 1.45 G, giving |̂ (0)|Li2 — 0.016 (±0.006) X 1024 
cm '3.

Although the value of | r̂ (0)| Li2 is approximately four 
times smaller than corresponding values for the Ma local
ized states identified in frozen potassium-, rubidium-, and 
cesium-HMPA solutions,24 and although we might attrib
ute this difference to the solvating power of lithium cat
ions, we do not feel the difference is too significant. The lo
calized excess electron states are best described as Wan- 
nier-Mott impurity states,33 very similar to the Ma states 
defined in the previous paper.24

The Transition Region. We have monitored a transition 
from delocalized to localized states in frozen lithium solu
tions at metal concentrations of the order of ca. 5 X 10_,i
M . The experimental results are summarized below.

(i) For metal concentrations down to ca. 5 X 10-3 M  the 
sharp ESR signal attributed to mobile electrons in a metal
lic impurity band was observed in all lithium (both 6Li and 
7Li) samples examined.

(ii) For metal concentrations below ca. 5 X 10~3 M, an 
ESR absorption was observed in both 6Li and 7Li solutions 
which has been identified as a Wannier-Mott type local
ized impurity state.

This experimental data provides direct evidence for a 
M -I transition in these systems, the localized Wannier- 
type states being the source of electrons in the delocalized 
impurity band. In the following section we calculate critical 
donor concentrations assuming that frozen solutions of 
lithium in HMPA approximate closely to a homogeneous 
system.

Thomas-Fermi (T-F ) Screening of Wannier-Mott Im
purity States. Localized States. In Wannier-Mott type 
impurity states,24,33 the electron-parent core Coulomb at
traction is dielectrically screened. From simple effective 
mass theory28,34 (SEMT) the ground state wave function, 
\fj, satisfies the Schrodinger equation.

j - ( ^ )  V2+ V (r ) -E effmass|^(r) = 0 (1)

where V(r), the long-range electron-hole potential, is given 
by

V(r) = - e 2/yt  (2)

and y is the static dielectric constant of the host lattice. 
The lowest eigenvalue of (1) is then28,34

Lett mass = ~m*e4l2h2 (3)
and the corresponding eigenfunction28,34

'Pj(r) = £  ajFj(r)<t>j(r) (4)
7 =  1

where <pj(r) is the Bloch function at the j th conduction 
band minimum (of which there are N ), a, describes the rel
ative contribution from the yth valley, and Fy(r) is the hy- 
drogenic envelope function.

For an anisotropic conduction band, the function Fy(r) 
should be written28,34 as

Fj(x, y, z) = (ira2b)~112 exp|—[(x2 + y 2)/a2 + z2/b2]l72j (5)

The z axis is defined parallel to the axis containing the yth

minimum and a and b are the effective transverse and lon
gitudinal Bohr radii, respectively.

However, if we are interested purely in the unpaired 
electron spin density at the donor nucleus, 11//(0)(2, then a 
simpler version of (5) is given by the isotropic envelope 
function

Fy(r) = !l/(-7ra*3)1/2! exp(—r/a*) (6)

where a* is a mean Bohr radius of the order of

a* =5! h2y/m*e2 (7)

and m* is an appropriate average between the transverse 
and longitudinal effective masses. Hence

|*(0)| ̂ eff mass =  N|0; (O)|2|F; (O)|2 (8)

For group 5 shallow donor states in silicon and germanium, 
the SEMT approach (eq 8) predicts28,34 unpaired electron 
spin densities at the donor nuclei roughly an order-of-mag- 
nitude smaller than those observed experimentally. The 
discrepancy is attributed28,34 to the breakdown of the Cou
lomb potential (2) in the vicinity of the donor impurity. 
Kohn and Luttinger28 proposed a corrected effected mass 
formalism (CEMF) in which the corrected envelope func
tion, Fcorr(r), was obtained using the observed ionization 
potential £ 0bsd- For distances greater than a critical value 
(rws, the Wigner-Seitz radius enclosing an impurity atom) 
the envelope function is given28 by

FcorrR) = A !(n/2r)W„,i/2(2r/rc)j (9)

where A is a normalization constant, Wn,i/2(2r/n) is the 
Whittaker function, and

H ¡ F o b s d / F e f f  massP̂ 2 (10)
One disadvantage of this approximate solution is that 
Fcorri'- -*• 0) -»■ co and a direct evaluation of |Fcorr(0)|2 is 
thereby ruled out.34 However Kohn and Luttinger28 set 
i FCorr(0)|2 — |Fcorr(rws)|2 and the calculated value of |0(O)|2 
for phosphorus doped silicon is in good agreement with ex
perimental values.28,34 Therefore, on the CEMF, the cor
rected value of the unpaired electron spin density is given34 
by

I ¿(0)1 ̂ corr =  Nl0,(O)HFcorr(rWS)i2 (11)

In order to retain the physically attractive concept of an 
isotropic Bohr radius we rewrite (11) as

|WO)|2corr=^|0(O)|2effmass (12)

where the Kohn enhancement factor, Ti, is given by34

_ |FCorr(rWs)l2 , .
IFj (0)|2

Equation 12 then predicts values of |0(O)|2 which are in 
reasonable agreement with experimental values.28,34,37

Delocalized States. As the concentration of donors is in
creased, donor wave functions begin to overlap until at a 
critical concentration, nc, the long-range Coulomb poten
tial (2) is replaced by a short-range potential. In the 
Thomas-Fermi approximation this is given by

V(r) — ( - e2/yr) exp(-qr) (14)

where the screening length, q, is given by

q2 = 4m*e2(3n/ir)1/3/hy  (15)
and n corresponds to the free electron density. The ground 
state eigenfunctions are now described in terms of extend-
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TABLE II: Thomas—Fermi Screening of Wannier—Mott Impurity Ground States

Host Donor N
k (0 )i3obsd

X 1 0 |0/(O)|2 3C

Mott
constant,0

C
n„(calcd)e

(ESR)
nc(obsd)/

(empirical)
nc(calcd)?
(Hubbard)

Si 3 i p 6 0 . 4 3 ° 1 7 8 * 9 . 8 C>* 0 . 2 3 1 . 6  X 1 0 18
0 . 2 5 2 .0  X 1 0 18 3 X 1 0 18 3 .9  X 1 0 18
0 . 2 9 5 3 .3  X 1 0 18

Si ,5As 6 1 . 7 3 ° 1 7 8 1 2 . 3 * 0 . 2 3 5 .0  X 1 0 18
0 . 2 5 6 . 5  X 1 0 18 5 X 1 0 18 4 . 6  X 1 0 18
0 . 2 9 5 1 .1  X 1 0 19

Si " 'S b 6 1 .1 8 a 1 7 8 7 . 1 * 0 . 2 3 6  X 1 0 ,s
0 . 2 5 7 .7  X 1 0 18 3 . 2  X 1 0 "
0 . 2 9 5 1 .3  X 1 0 19

Ge 3 i p 4 0 . 1 7 * Î 7 0 0 * 2 7 . 1 * 0 . 2 3 3 . 5  X 1 0 18
0 . 2 5 4 . 6  X 1 0 " 2 . 5  X 1 0 ' 7 1 .3  X 1 0 ' 7
0 . 3 0 5 8 .2  X 1 0 "

Ge 75As 4 0 . 6 9 * 1 7 0 0 4 0 . 8 * 0 . 2 3 9 . 5  X 1 0 "
0 . 2 5 1 .2  X 1 0 17 3 .5  X 1 0 17 1 . 4  X 1 0 17
0 . 3 0 5 2 .2  X 1 0 17

HMPA 7 Li 4 0 . 0 1 6 / -1 0 0 / - 1 . 4 * - ' 0 . 2 3 1 .2  X 1 0 18
0 . 2 5 1 .5  X 1 0 18 - 3  X 1 0 1* / 1 .7  X 1 0 " /
0 . 3 0 5 2 .7  X 1 0 "

HMPA 7Li 6 0 . 0 1 6 -10 0 - 1 , 4 * . ' 0 . 2 3 7 .7  X 1 0 17
0 . 2 5 1 .0  X 1 0 18 - 3  X 1 0 ' 8 2 . 0  X 1 0 "
0 . 2 9 5 1 .6  X 1 0 "

a Reference 35. * Reference 36. c Reference 34. d Values taken from ref 29. e Equation 19. f  For donors in Si and Ge, 
taken from ref 9. % Reference 40. * Values of the Kohn enhancement factor, act, calculated from eq 5.11 o f W. Kohn and
J. M. Luttinger, Phys. Rev., 97, 1721 (1955). ' An estimate for n -*■ 1, eq 10. / This work.

ed Bloch functions and unpaired electrons propagate freely 
through the system. Approached from the metallic side, the 
transition from delocalized to localized states occurs38’39 
when

qa* =* 1 (16)
"in its more familiar form, the Mott criterion38’39 (17) re
lates the critical number of free carriers, nc, at the M-I 
transition to the isotropic Bohr radius

nc1/3o* C (17)

where C represents a constant, originally taken38 as 0.25. 
However, recent calculations29 have shown that C is partic
ularly sensitive to the number (N) of conduction band min
ima; ranging from 0.295 for N = 6 to 0.435 for N  = 1.

It is interesting to the relate the Mott criterion (17) to 
the basic observation of an ESR experiment on localized 
donor stakes, namely | (̂0)|2obsd- To a reasonable approxi
mation37 |̂ (0)|2obsd ~  |i/'(0)|2corr (eq 11) and from eq 6, 8, 
and 12 the isotropic Bohr radius is given by

N X |<M0)|2
TT I l/d O )) 2 0bsd

1/3
(18)

Substituting for a* in (17) leads to an expression which re
lates the observed magnetic properties of the localized cen
ters to the critical density at which short-range Thomas- 
Fermi screening overcomes the long-range Coulcomb po
tential between the localized electron-parent hole, viz.

values9 of nc. The calculations were performed for three 
values of C, namely, 0.23, 0.25, and 0.305 in germanium and 
0.23, 0.25, and 0.295 in silicon. Between the lowest and 
highest values of C, computed critical densities changed by 
a factor of ca. 2. In Table II we also give critical densities 
from calculations40 based on Hubbards model for the M -I 
transition.

The results obtained from eq 19 are in good agreement 
with both the experimental data9 and the values calculat
ed40 from Hubbards model, especially when one considers 
the order-of-magnitude difference in the function 10y (0)|2 
in silicon and germanium35’36 (178 and 1700, respectively).

Similar calculations (eq 19) for Wannier-Mott impurity 
states in HMPA are difficult in that the nature of the con
duction band wave function is at present unknown. An 
order-of-magnitude estimate of |</>; (0)|2 can be obtained 
from the tight-binding approximation28 as applied to the 
conduction band wave function in HMPA. In this approach 
we approximate the conduction band wave function by un
occupied atomic s functions from each of the atoms of the 
HMPA molecule, thus 

/ f l \ 1/2
<t>j(r) = W'Pi s(P) + dfeiN) + 7̂ 3s(0)i (20)

(as a first approximation we neglect contributions from the 
C (2s) and H (Is) functions) where fl/2 is the volume per 
atom and e.g., (p> is the 4s orbital on phosphorus. In ad
dition

nc
< T b # ( 0 ) | 2obsd

r NW|0,(O)|2 (19)
and we set

a2 + ß2 + y 2 = 1 ( 2 1 )

Before applying this relation to our system, we first test 
it on the well-documented properties of Wannier-type im
purity states in silicon and germanium. From experimental 
values28’34-36 of | (̂0)|2obsd^ and | (0)|2 in these systems
we use (19) to calculate the critical density at which T -F  
screening of shallow impurity states occurs. The results are 
given in Table II, together with available experimental

giving finally

M 2 = l $ 2 = It /2 =  %

I 0y(O)| 2 =« 100

(22)

(23)

Results of calculations for the HMPA system are given in 
Table II.
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As before the agreement between calculated (eq 19) and 
experimental critical densities is good, in view of the ap
proximations introduced, although this might be fortui
tous. However, as in the silicon and germanium calcula
tions we note that the value of nc calculated from the Hub
bard model compares well with both the experimental 
value and with our criterion (19) for T -F  screening of Wan- 
nier-type impurity states, and we must conclude that eq 19 
represents a useful empirical correlation between an ob
served quantity and nc.

The details of the Hubbard calculations are somewhat 
cumbersome and will be discussed elsewhere,41 but briefly 
a transition from delocalized to localized states occurs 
when the unperturbed band width (A) of a crystalline  ̂
array of isolated donors falls below the value of the repul
sion integral (U) associated with electron correlation. 
Berggren40 has shown that because of the common factor 
(e2/ya*) occurring in expressions for both A and U, the 
critical density is determined solely by the dimensionless 
parameter l /n 1/3a*, as in the Mott criterion (eq 17).

This correspondance with Motts criterion therefore es
tablishes a direct link between the Hubbard calculations 
and our interpretation of eq 17 in terms of the magnetic 
properties of isolated donor states.

On the basis of the good agreement between the experi
mental and calculated critical values we conclude that the 
M -I transition in a homogeneous fluid metal-HMPA solu
tion would proceed via a Mott transition although the pres
ence of microscopic inhomogeneities might preclude its di
rect experimental verification. Nevertheless, the model 
outlined is quite capable of accommodating the results of 
the present investigation, and the empirical relation (19) 
should find application elsewhere.
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Discussion
J. JORTNER. I am worried about the analogy between your 

HMPA solid solutions and doped Si and Ge, as the dielectric con
stant in the former case is lower by one order of magnitude. Thus 
metallic screening effects in the homogeneous low dielectric con 
stant HMPA-metal solid solution will set in at much higher donor 
concentration than in the case of Si or Ge. On the experimental 
side I would like to ask whether you have measured the electrical 
conductivity of your solids above 5 X  10~3 M  and whether is there 
any indication for metallic behavior?

R. CATTERALL. We can only get an insulator-metal transition if 
we assume all the valence electrons of the alkali medals are equally 
effective in the formation of the impurity band. Nevertheless, we 
only see about 1% of these electrons as area under the electron res
onance signal. The point is well made and the problem remains.

We have not yet measured any of the properties of these solids.
J. V. ACRIVOS. The lower than free electron value observed for 

the g factor of the ESR absorption of extended states suggests a 
spin-orbit coupling interaction which may allow its identification.

R. CATTERALL. The g  shifts observed correlate quantitatively 
with the spin-orbit coupling constants for the free alkali atoms in 
the case of the spectra of the Mg species and are qualitatively in 
accord with the observed shifts for the species o: lower atomic 
character. Spin relaxation studies (not reported in tne paper) show 
T i for Kg, Rbc, and Csg are also quantitatively correlated with 
spin-orbit coupling.

T . T u t t l e . (1) Could spin exchange be responsible for the nar
rowness of the single line resonance?

(2) Does the breadth of the single line resonance depend on 
metal concentration?

R. CATTERALL. (1) The concentration of unpaired spins is too 
low for significant spin exchange between the sites of the solids.

(2) Not significantly, but if the mobility were increasing further 
it would not have much effect on the line width since we are al
ready very close to the exchange narrowed limit.

M. H. COHEN. The possibility of a transition from localized 
states to more extended states at such low concentration remains 
even though the idea of a Mott transition in a uniform system is 
out if some clustering occurs during quenching. The transition 
could then take place within a locally dense region and would con
tribute a local conductivity. Such could be detectec by microwave 
dielectric constant and microwave conductivity measurements, 
which cannot fail to be interesting in any event.

R. CATTERALL. We hope to make further measurements and 
thank you for your suggestions.
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Influence of the Nature of a Matrix on the Reactivity of Electrons in Irradiated Systems
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In this paper experimental data on the reactivity of solvated and mobile electrons in different irradiated 
systems are considered and generalized. Special attention is paid to the reactivity of solvated electrons 
toward ions of transuranium elements in dilute and concentrated alkali and carbonate aqueous solutions, 
toward some compounds in alcohols and melted alkali halide salts, and to the reactivity of mobile electrons 
in some glassy systems. Also the results of a study of decay kinetics of P centers in alkali halide crystals at 
different temperatures by pulse radiolysis method are described. These data are discussed from the point 
of view of the influence of dielectric constant, viscosity of the medium, and other parameters on the reac
tion rate of solvated electrons. The problem of a tunnel mechanism of electron reactions in irradiated sys
tems is also considered.

1 . Introduction
Immediately after the detection of hydrated electrons 

(eaq~) in irradiated liquid water a great number of works on 
the reactivity of this particle were performed. Reviews of 
these works are available, for example, in book form.1’2 At 
that time the reactivity of solvated electrons (es_) in other 
liquids was studied occasionally. That was a reason why in 
radiation chemistry the idea of similar reactivity of e8~, in 
particular, in water and simple alcohols, was widespread. 
However, in a 1971 paper3 it was shown that the rate con
stants for the reactions between es_ and anions in methyl 
alcohol are considerably lower than the rate constants of 
the reactions of eaq~ with the same anions in water. The 
rate constants of the reactions of e8~ with electroneutral 
molecules, as was measured in cited work, are approximate
ly the same in water and methyl alcohol. A decrease of the 
rate constant of the reaction of e8_ with the NO3-  ion dur
ing the transition from water to methyl alcohol was also ob
served.4 Later a similar phenomenon was observed for 
ethyl alcohol.5 Due to lower dielectric constants, rate con
stants for the reactions of es~ with cations in simple alco
hols may be larger than in water; for example, it is true for 
k(es~ + Zn2+) in water-ethanol mixtures5 and for k(ea~ + 
ROH2+) in methanol6,7 and ethanol.6 According to work8 in 
glycerine rate constants for all the studied es~ reactions are 
much lower than the rate constants of the same reactions of 
eaq_ . This effect was explained by the high viscosity of gly
cerine.

The above-mentioned variation of e9_ reactivity during 
the transition from water to alcohols is illustrated in Table 
I. In this table literature data on absolute rate constants of 
es~ reactions in these liquids which were measured by pulse 
radiolysis method are listed.

In addition to the reactivity of e8~ in water and alcohols 
in the literature there are values of the rate constants of 
some reactions of e8~ in other irradiated liquids: ammo
nia,1314 amines,1516 hexamethylphosphoric triamide,17,18 
tetrahydrofuran19-22 and other ethers,19,23 water-ethanol,5 
water-dioxane,5 and water-dimethyl sulfoxide24 mixtures, 
etc. These data also testify to the influence of the matrix 
nature on es_ reactivity.

At sufficiently low temperatures the mobile solvated 
electron is stabilized; this is the trapped electron (etr~). In 
the case of etr~ the question about far electron transfer by a 
tunnel mechanism is widely discussed in the literature (see,

for example, ref 25-29). The tunnel mechanism is also pos
tulated by some authors2,28,30 for the reactions of eaq_ in 
liquid water.

In the present work data on the reactivity of e8-  toward 
ions of transuranium elements in dilute and concentrated 
alkali and carbonate aqueous solutions and toward some 
compounds in alcohols are presented and discussed. The 
choice of ions of transuranium elements is due to the vari
ety of forms of their existence and, as a consequence, to the 
possibility of the investigation of the eaq~ reactivity toward 
ions of these elements in different valence states.

Experiments with alcohols were undertaker, for two rea
sons. First there is the contradiction in literature data on 
the reactivity of es“  toward the NO3-  ion (see Table I). 
Second, recent new information on the properties of e8_ in 
alcohols has been published (for example, on the mobility 
of these species31,32). This makes possible more definite 
conclusions about the influence of solvent nature on es~ re
activity.

Also in this work the results of the investigation of elec
tron reactivity toward some acceptors during 7  radiolysis of 
glassy alcohols and water-alcohol mixtures at 77 K are de
scribed. The purposes of this investigation are the compari
son of the reactivity of electrons toward the same solutes in 
liquid and solid phases and the elucidation of the influence 
of electron trap depth on the probability of a tunnel trans
fer of an electron to the acceptor molecule.

Another type of electron center is the F center. It is an 
electron localized in an anion vacancy. F centers are 
formed, for example, during the irradiation of alkali halide 
crystals. Many years ago the important role of tunnel pro
cesses in the behavior of F-centers was noted.33 It is inter
esting to obtain experimental evidence for electron tunnel
ing in these systems. Alkali halide crystals are solids and 
for these systems the diffusion processes, under ordinary 
conditions, are slightly characteristic in the comparison 
with liquids. This circumstance favors the search of such 
evidence. To obtain this evidence the kinetics of F-center 
decay at different temperatures has been studied by the 
pulse radiolysis method.

Melts of alkali halide compounds were also an object of 
the investigation in the present work. It has been 
shown34,35 that irradiation of these systems results in the 
formation of short-lived solvated electrons. In this case the 
study of es_ reactivity was stimulated by specific peculiari-

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



3026 A. K. Pikaev, B. G. Ershov, and I. E. M akarov

TABLE I: Comparison of Reactivity of Solvated Electrons in Water and Alcohols at Room Temperature

k, M ' sec 1

Scavenger Water Methanol Ethanol Glycerine
Hydrogen ion 2.2 X 1010 b 3.9 X 1010;d 6.8 X 10 'V 2.0 X 10'°;d 2.8 X 2 X 109 1

5.2 X 1 0 '°/ 10,0;e 4.5 X 1010/
Cd2 + 5.2 X 1010 b 5.6 X 10s'
o 2 2 X 1010 b 1.9 X 10‘ °d 1.9 X 10'°d
Acetone (5.6-6.5) X 109 b .c (2 -3 ) X 109S 6 X 109 c 1.3 X 108/
Nitrobenzene 4.2 X 10'° c 1.5 X 10“>c
Naphthalene 5.4 X 109 b 2.7 X 109;g ~ 2 X 10 4.3 X 109 k
Benzyl alcohol 1.3 X 10s b 5.5 X 107 ‘
Benzyl chloride 5.5 X 109 b 5.0 X 109 d 5.1 X 10’ d
Chloroacetate ion 1.2 X 109 b 1.7 X 10s i 1.9 X 108'
NO.’ 8.5 X 109 b 4 X 107a,< 3 X 107 c

2.1 X 108«,'
n o 2- 3.7 X 109 b 9.1 X 107<M

a The correction caused by kinetic salt effect is introduced into the values of the rate constants shown in ref 3. b Reference
2. c Reference 5. d References 9 and 10. e Reference 6. / Reference 7. £ Reference 3. b Reference 12. ‘ Reference, 3. !  Ref
erence 4. k Reference 11. 1 Reference 8.

ties of these liquids (by their ionic character, high tempera
ture, etc.).

The results discussed in this work were partially pub
lished previously.36-40

2. Experimental Section
The pulse radiolysis method with optical registration of 

short-lived species was used for the measurement of rate 
constants of the es“  reactions in liquids and the kinetics of 
F-center decay in alkali halide crystals. The radiation 
source was a linear electron accelerator U-12 (the pulse du
ration is 2.3 sec; the energy of electrons is ca, 5 MeV; the 
current in the pulse is 0.2 A). The transient optical absorp
tion was recorded with a fast spectrophotometric appara
tus, which has been mainly described earlier.41’42 The small 
modification was that the signal from the exit of the photo
multiplier passed to the operational amplifier and then to 
the oscilloscope with a frequency range of 0-100 MHz. This 
equipment allowed one to record optical absorption signals 
from 10“ 6 to 10“ 2 sec duration.

For low-temperature radiolysis of glassy systems fi0Co y 
radiation was used. The dose rate was 5.5 X 1016 eV g“ 1 
sec“ 1. The concentration of etr“  formed was measured by 
an optical method using SF-4A and Specord uv-vis spectro
photometers which had special set for measurements at 77
K.

Aqueous solutions have been prepared using triply dis
tilled water. Alcohols have been purified by continuous re
fluxing with 2,4-dinitrophenylhydrazine and then by dou
ble distillation under reduced pressure in an atmosphere of 
nitrogen or argon. Sodium hydroxide (CP grade), which 
was used for the preparation of concentrated alkali solu
tions, was recrystallized from doubly distilled water. All 
salts used have been recrystallized also from doubly dis
tilled water. The kinetics of F-center decay in alkali halide 
compounds was measured using single crystals in which the 
impurity content had been determined earlier.42

In pulse radiolysis experiments, aqueous or alcoholic so
lutions were introduced for irradiation into the quartz cells 
with plane-parallel windows. The removal of the air from 
the solutions in the cases when it was necessary was accom
plished by continuous bubbling with purified argon. Solu
tions in the melts of alkaline halide crystals were prepared 
by the introduction of a known amount of aqueous solution 
of the compound under investigation into the cell and then

by the evaporation of water and the addition of alkali ha
lide compound. After these operations the mixture ob
tained was kept under vacuum for 2-3 days (for the remov
al of oxygen and moisture), and then the cell was sealed.

Irradiation of alkali halide single crystals at high temper
atures and of their melts has been performed in a special 
electric heater. Its construction has been described ear
lier.35 The temperature was maintained within ±5°C (for 
single crystals) and ±2°C (for melts).

3. Results and Discussion
Reactivity of eaq~ toward Ions of Neptunium and Pluto

nium. The measurement of rate constants of the reactions 
between eaq“  and these ions was performed in alkali and 
carbonate media. This choice results from the stability of 
different valence states of these ions in these media. Rate 
constants were determined from optical density decay 
curves at wavelengths which correspond to the optical ab
sorption band of eaq_, in the absence and in the presence of 
neptunium or plutonium ions. In alkaline solutions at OH“ 
concentrations more and less than 7.5 M, measurements 
were carried out respectively at 650 and 700 nm. In carbon
ate solutions the absorption of eaq“  was registered at 800 
nm because C03“  radical ions do not absorb light at this 
wavelength. Methanol (5 X 10“3 M) was added to <5 M so
lutions to increase the eaq“ lifetime.

Usually the eaq“  lifetime was decreased several fold as a 
result of the addition of transuranium element ions, and 
the eaq“  decay was followed in accordance with the pseudo- 
first-order kinetic equation. The correction because of eaq~ 
decay in the absence of transuranium element ions was in
troduced into the calculations of rate constants. In Tables 
II and III are shown the rate constants of the reactions be
tween eaq“  and ions of neptunium and plutonium deter
mined in such a way. From the values obtained it is possi
ble to make the following general conclusions.

In alkaline solutions Np(VI), Pu(VI), and especially 
Np(VII) and Pu(VII) are characterized by the high reactiv
ity toward eaq“ , the rate constants for Pu(VII) being higher 
than for Np(VII). Rate constants for Np(V) are less by a 
factor of 2-4 than for Np(VI) and Np(VII).

The reaction rate for all ions investigated is appreciably 
decreased at [OH“ ] > 7.5 M. Note that the decrease of the 
rate constants of the eaq“  reactions toward some com
pounds (NO;)“ , N2O, etc.) in very concentrated solutions of
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TABLE II: Rate Constants k o f Reactions between eaq -  and 
Ions of Neptunium and Plutonium in Alkali Aqueous Solu
tions at Room Temperature «•*

Ion Concn, M [OH 1,M k, M ' sec-1
Np(VII) 2 X 10 s 0.1 2.9 X 1010
Np(VII) 2 X HU5 0.5 3.2 X 10’ °
Np(VII) 4 x IO"5 1.0 2.0 X 10‘ °
Np(VII) 3 x 10 s 2.0 2.1 X 1010
Np(VII) 4 x KT5 5.0 1.7 X 10*°
Np(VII) 4 x 1(L5 7.5 1.3 X 10‘ °
Np(VII) 4 X IO'5 10.0 8.8 X 109
Np(VII) 4 X  10"s 12.5 6.0 x 109
Np(VII) 8 X 1(US 12.5 8.0 X 109
Np(VI) 1.5 X HU5 0.5 2.3 x 1010
Np(VI) 5.3 X HU5 1.0 1.3 x 10‘ °
Np(VI) 2 X 10"5 2.0 1.3 X 1010
Np(VI) 5.3 X HU5 2.0 1.1 X 10‘ °
Np(VI) 5.3 X 10“s 5.0 2.0 X 1010
Np(VI) 5.3 X 10'5 7.5 1.1 X 1010
Np(VI) 5.3 X IO"5 10.0 8.3 X 109
Np(VI) 5.3 X 10“5 12.5 6.8 X 109
Np(V) 4.4 x 1(U5 1.0 5.0 X 109
Np(V) 4.4 X 10-5 2.0 6.1 x 109
Np(V) 4.4 X IO“5 5.0 6.6 X 109
Np(V) 5.3 X IO“5 5.0 5.2 X 109
Np(V) 4.4 X 10~5 7.5 3.2 X 109
Np(V) 7.5 X 10-s 7.5 3.0 X 109
Pu(VII) 2 X 10"5 1.0 3.5 X 10‘ 0
Pu(VII) 2 x 10-s 2.0 4.2 X 10'°
Pu(VII) 2.7 X IO“5 5.0 2.3 X 1010
Pu(VII) 4 X 10 s 7.5 2.0 x 1010
Pu(VI) 2.6 X 10-s 2.0 1.9 X 1010
Pu(VI) 5.2 X IO’ 5 5.0 2.0 X 10‘ °
Pu(VI) 5.2 X 10-s 7.5 6.6 X 109

a Here and further (in the cases without special remarks) 
the errors in the rate constant measurements are ±10—12%. 
b Reference 36.

electrolyte (12.4 M solution of KP was used) was observed 
earlier.43 A similar effect was described44 for rate constants 
of the reactions eaq-  + eaq-  and eaq-  + 0 “ . It is possible to 
propose several explanations for such a decrease of the rate 
constants. Principally, they are the increase of the viscosity 
of the solutions and the capture of electrons in deeper 
traps.

It seems most probable45 that in alkaline solutions hep- 
tavalent neptunium and plutonium exist as the ions 
Me04(0H)23_ (Me is Np or Pu). On this basis it is possible 
by means of the well-known equation

h ,,1/2
log — = 1.02Zx M lh 

k0 1 + ap '
(1 )

where k is the rate constant at ionic strength n, k0 is the 
same at ¡x = 0; Zx is the charge of the ion X  reacting with 
eaq- , a = r/3 (r is the sum of the radii of eaq-  and the ion, 
in A), to introduce the kinetic salt effect correction in the 
rate constant of the reaction between eaq~ and Np(VII) in 
0.1 M  solution of KOH (at higher alkali concentrations eq 1 
obviously is not valid). If we take a = 1.8 A (see below), 
then k0 = 7.2 X 109 M -1 sec"1 (Zx = -3 )  or 1.1 X 1010 M -1 
sec-1 (Zx = ~2 if in 0.1 M solution of KOH there is ion- 
pair formation with K+).

Let us evaluate k [eaq-  + Np(VII)], if we propose that the 
rate of this reaction is limited by diffusion. The rate con
stants fedif of such reactions in the case of ions are ex
pressed by Debye equation:

4irN(re- + rx)(De- + D\)Q 
1000(e« -  1)

(2 )

TABLE III: Rate Constants k of Reactions between eaq-  
and Ions of Neptunium and Plutonium in Carbonate 
Aqueous Solutions at Room Temperature«

Carbonate k, M~'
Ion Conen, M concn, M sec-1

Np(VI) 2.7 X 10“5 0.05 M Na, C03 + 
0.05 M NaHCOj

1 .9 X 1010

Np(VI) 5.4 X IO"5 The same 1.7 X 10'°
Np(VI) 5.4 X 10-5 0.1 1 .9 X 1010
Np(VI) 2.7 X 10“5 1.0 1.3 X 10'°
Np(VI) 5.4 X 10-s 1.0 1.1 X 10'°
Np(VI) 5.4 X 10“5 5.0 6.2 X 109
Np(V) 2.0 X 10~4 0.1 2.5 X 109
Np(V) 2.0 X IO'4 1.0 2.0 X 109
Np( V) 2.0 X IO'4 5.0 2.0 X 109
Np(IV) 5.0 X 10 s 0.1 5.0 X 109
Np(IV) 5.0 X IO“5 1.0 4.0 X 109
Np(IV) 6.7 X IO'5 1.0 4.0 X 109
Np(IV) 6.7 x TO’ 5 4.3 4.0 X 109
Np(IV) 5.0 X 10“5 4.5 3.7 X 109
Pu(VI) 3.85 X 10-s 0.1 2.3 X 1010
Pu(VI) 4.85 X IO'5 0.1 2.2 X 1010
Pu(VI) 3.85 X IO'5 1.0 1.4 X 1010
Pu(VI) 3.85 X IO'5 5.0 6.3 X 109
Pu(VI) 4.85 X IO'5 5.0 7.2 X 109
a Reference 38.

where N is Avogadro’s number, re- and rx are the radii of 
es_ and X, De- and D\ are the diffusion coefficients of es~ 
and X, Q = —Z x e2/e&T(re- + rx) (Zx is the charge of X, e 
is the electron charge, c is dielectric constant of the medi
um, k is Boltzmann’s constant, and T is the temperature, 
K), and kdd is given in M-1 sec-1. For water De- = 4.9 X 
10-5 cm2 sec-1.46 Usually it is accepted47 that the radius of 
eaq-  is equal to 2.5 A. The values of rx and Dx for 
N p04(0H)23- are unknown. However, in analogy with 
other ions of similar structure it is possible to assume that 
in this case 2.5 < rx < 3.5 A and Dx ~  10-5 cm2 sec-1. 
Then for Np(VII) 1.4 X 109 «  kdi{ «  2.4 X 109 M-1 sec-1 
(Zx = -3 ) or 3.8 X 109 «  kdi{ «  6.5 X 109 M-1 sec-1 (Zx = 
—2). As is seen, Adif is considerably less than k3. From this 
it may be supposed that in the reactions of eaq-  with 
Np(VII) and, obviously with Pu(VII), as in the case of 
other effective oxidants, tunnel transfer of electrons plays 
an important role. It is interesting to note that fc[eaq-  + 
Pu(VII)] > fc[eaq-  + Np(VII)]. This is apparently because 
Pu(VII) is a stronger oxidant than Np(VII); the difference 
in redox potentials (1 M  OH- ) is 0.27 V.48-

Information on the structure of Np(VI), Pu(VI), and 
Np(V) ions in alkaline aqueous solutions is absent. There
fore it is impossible to make definite conclusions on the 
reasons for the different reactivity of these ions toward 
eaq- . It is possible only to suggest that the lower rate con
stants of Np(V) ions in comparison with the rate constants 
of Np(VI) and Np(VII) are caused by the necessity of the 
reconstruction of Np(V) anion into Np(IV) cation as a re
sult of eaq-  reaction.

The forms of neptunium and plutonium ions in carbon
ate aqueous solutions are known. Np(VI) and Pu(VI) exist 
as MeC>2(C03)34- ions.49’50 Np(V) and Np(IV) exist as the 
ions N p02(C03)23- and NpfCOals6-,49'50 respectively. To a 
certain extent this information favors the interpretation of 
the reactivity of Np(IV), Np(V), Np(VI), and Pu(VI) car
bonate complexes toward eaq- .

The rx values for the carbonate complexes under consid
eration are unknown. They have been calculated from the 
radii51 of Np4+, Np5+, Nps+, and Pu6+ and the bond
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TABLE IV: Evaluation of k0 and for Reactions of 
Carbonate Complex Ions of Neptunium and Plutonium 
with Hydrated Electrons

Ion sec 1 rx, A
Dx, cm2 

sec-1

kdif,
M-'
sec'1

NP0 2 (C03 )34 ~ 2.1 X 3.5 0.8 X 1.1 X
IQ9 i o - 5 109

Pu02(C 03)34' 2.2 X 3.5 0.8 X 1.1 X
109 IO’ 5 109

Np02 (C 03 )2 3~ 4.5 X 3.5 0.9 X 2.7 X
108 io - 5 109

Np(C03) / - 1.3 X 3.0 0.9 X 8.3 X
10* i o - 5 107

lengths in similar complexes of uranium52 (it has been as-
sumed that for neptunium and plutonium complexes the 
bond lengths are the same). The rx values obtained in such 
a way are given in Table IV. On the basis of these rx values 
the coefficients a for calculations of ko using eq 1 have been 
taken as 2 (for Me0 2(C03)34- and N p02(C03)23-) and 1.8 
(for Np(C03)5fi-). In these calculations rate constants for 
0.1 M solutions of K2C 03 and solution of the composition 
0.05 M Na2C 03 + 0.05 M  NaHC03 were used. To calculate 
kdn by means of eq 2 it is necessary to know Dx- Informa
tion on Dx values for the complex ions under consideration 
is absent. In the calculations of &dif the diffusion coeffi
cients shown in Table IV have been used, chosen by analo
gy with similar complex ions.

From the data of Table IV it is possible to conclude that 
the reaction rate of eaq-  with M e02(C03)34- seems to be 
limited by diffusion. For N p02(C03)23- k0 is less than ka(. 
Obviously it is caused by the necessity of considerable re
construction of ions during the transition from Np(V) to 
Np(IV). For the reaction between eaq-  and Np(C03)56- the 
values of ko and &dif are close to each other. The redox po
tential of the Np(IV)-Np(III) pair in carbonate solutions is 
considerably higher than that of the Np(VI)-Np(V) pair. 
However, the transition of Np(IV) into Np(III) occurs 
without a change in the ion structure.

It is necessary to stress that the ions under consideration 
can form the ion pairs with gegenions. Because of this ef
fect the charge of these ions may be more positive than is 
indicated in Table IV. However, this effect has no influence 
on the above-mentioned conclusions. For example, if the 
charge of Pu(VI) ion is —3 or —2 then ko and fedif are equal 
to 3.6 X 109 or 6.6 X 109 M -1 sec"1 and 2.6 X 109 or 6.2 X 
109 M -1 sec-1, respectively. In the case of Np(V) ion ko is
7.3 X 10s (for Zx = —2) or 1.4 X 109 M -1 sec-1 (for Zx = 
-1 )  and fedif is 6.3 X 109 (for Z x = -2 )  or 1.4 X 1010 M -1 
sec-1 (for Z x  = —1)- If the charge of Np(IV) ions is —5 or 
—4 then ko is 2.1 X 108 or 4 X 108 M -1 sec-1 and fedif is 2.3 
X 10s and 6.8 X 108 M -1 sec-1, 2.0 are respectively.

Apparently the decreases of the rate constants of the 
eaq-  reactions with carbonate complex ions of neptunium 
and plutonium in concentrated solutions of K2C 03 are due 
to the same reasons as in the case of alkaline solutions.

Reactivity of es~ in Alcohols. Almost all published 
values of absolute rate constants of es-  reactions in alcohols 
are shown in Table I. Because of contradictory data on the 
value of k(es~ + N 03- ) we have performed a redetermina
tion of this rate constant. Also this constant has been mea
sured for ethylene glycol.

The rate constants were determined using alcohols con
taining 5 X 10-2 M  KOH or NaOH. The addition of alkali 
increased the lifetime of es-  in alcohol and as a conse-

Flgure 1. Dependence of log k0 for the reaction of es w ithN 03 on 
1/e: (1) water; (2) ethylene glycol; (3) methanol; (4) ethanol.

quence favored the measurement of the rate constant. It 
was found that the rate constants of the reaction between 
eaq-  and N 0 3-  in methanol and ethylene glycol in the pres
ence of 5 X 10-2 M  KOH (the content of water in alcohols 
was ca. 1%) are the same and are 8 X 108 M -1 sec-1. The ki
netic salt effect correction was made by means of eq 1. The 
coefficient a in this equation is equal to 0.51r and 0.47r re
spectively for methanol and ethylene glycol; the coefficient 
preceding Z x  is equal to 3.84 and 2.98, respectively. As in 
the case with water47 it has been taken that r = 4 Ä. Then 
the k0 values are 2.0 X 108 and 2.7 X 108 M ~] sec-1 respec
tively for methanol and ethylene glycol. The ko value coin
cides with the value measured in an earlier work.3

The dependence of log ko on 1/e is shown in Figure 1 for 
the reaction of es-  with N 03-  in water and alcohols. The k0 
values for water and ethanol were taken from ref 2 and 5. It 
is seen that log k0 is almost linearly decreased with an in
crease of 1/e. The same dependence of log k0 on 1/e has 
been found earlier in work5 for this reaction in water, 
water-ethanol, and water-dioxane mixtures. As it follows 
from the theory of chemical kinetics (see, for example, ref 
53), such a dependence takes place for comparatively slow 
reactions.

The reaction rate of es-  with N 03-  is not limited by dif
fusion. It follows from the calculations using eq 2. It was 
supposed that the radius of e3-  is the same in water, meth
anol, ethanol, and ethylene glycol and equal to ~2.5 Ä. 
Such a supposition is confirmed by the almost linear de
pendence of log ko on 1 ft. Also, the proximity of the re
values in water and methanol were noted as well in an ear
lier work.54 According to recent data,3132 for methanol and 
ethylene glycol De-  is equal to 7 X 10-5 and 7 X 10-6 cm2 
sec-1, respectively. In accordance with previous conclu
sions23 for ethanol De- has been taken as 3.75 X 10-5 cm2 
sec-1. The choice of Dx values for methanol and rx values 
was based on a previous work.3 The D no3- values for etha
nol and ethylene glycol were taken respectively as 6.9 X 
10-6 5 and 1.5 X 10-6 cm2 sec-1. In the case of ethylene gly
col it was assumed that D no3-, like De~, is a factor of 10 
less than that in methanol. Results of the calculations are 
shown in Table V. In this table results of &dif calculations 
for some other solutes in methanol, chloroacetate ion in 
water, and for a comparison literature data47-55 on fedtf 
values for some solutes in water are also included. In the 
case of oxygen the &dif value was determined by means of
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TABLE V : Values of fej ¡f for es-  Reactions in Water and Alcohols12

Solvent Scavenger oc. A Dx, cm2 sec"1 fe0, M~' sec"1 fedii. M 1 sec"1
Water 0 2b 1.6 2.4 X HU5 2.0 X 1010 2.3 X 1010

H +b 2.5 9.3 X IO'5 2.2 X 1010 1.03 X 10“
NOjJc 1.4 1.8 X IO'5 8.5 X 109 6.7 X 109
N O,-c 1.1 1.4 X 10-5 4.6 X 109 5.2 X 109
ClCH2COO- 2.65 1.1 x 10-5 1.2 X 109 7.8 X 109

Methanol o 2 1.6 4.3 X IO'5 1.9 X 1010 3.5 X 1010
H+ 1.35 3.8 X IO'5 5.2 X 1010 1.4 X 1011
N CV c 1.4 1.5 X IO'5 2.2 X 108 1.3 X 109
no2- c 1.1 1.35 X IO'5 9.1 X 107 9 X 10s
C1CH. COO" 2.65 8 X IO“6 1.7 X 10s 3.6 X 109

Ethanol NO3- 1.4 6.9 X IO"6 3 X 107 2.5 X 108
Ethylene glycol NO3- 1.4 1.5 X IO“6 2.7 X 108 2.3 X 10s

a The references to the papers from which the values of fe0 have been taken for the reactions in water, methanol, and 
ethanol are presented in Table I. b From ref 55. c From ref 47.

Smoluchovsky equation: fedif = 4ir.N(re-  + rx)(De-  + D x)/
1000.

As it is seen from Table V, the reaction rate of e8~ with 
O2 is limited by diffusion both in water and methanol. For 
the reactions of es~ with H+ and C1CH2C 0 0 _ the feo values 
are less than the km values for both solvents. However feo 
< kdii for the reactions of es~ with NO3-  and N 02_ in 
methanol and with NO3-  in ethanol, while in water the rate 
of these reactions is diffusion controlled. For the reaction 
of es-  with NO3-  in ethylene glycol feo ~  fedif-

The sufficiently lower values of feo in comparison with 
k dif for the reactions of es_ with NO3-  in methanol and eth
anol seem to result from the fact that the radical ion NO32“  
has less solvation energy in alcohols.

Obviously a very similar phenomenon takes place in eth
ylene glycol. However, in ethylene glycol because of its high 
viscosity the reacting species (NO3-  and es~) can be in a 
“ solvent cage” for a comparatively long time, and they can 
suffer several encounters before diffusing away. Apparently 
this can draw together the values of ko and fedif. The impor
tant role of this effect has been noted earlier in work8 for 
the reactions of e9~ in glycerine.

Reactivity of Electrons in Glassy Alcohols and Water- 
Alcohol Mixtures at 77 K. In glassy systems the electron is 
stabilized under definite conditions. If in the system the 
electron acceptor is present, the following competition pro
cesses take place (T is trap, A is acceptor):

Then

e + T —•► etr (3)

e~ + A —»■ A- (4)

- ! M A ] (5)
G ä3[T]

where Go and G are the yields of etr_ in the absence and in 
the presence of an acceptor and ko and fe4 are the rate con
stants of reactions 3 and 4.

From eq 5 it follows that the ratio of Go/G should de
pend linearly on [A], However in many works (see, for ex
ample, ref 26 and 56-60) it has been shown that the devia
tion of this dependence from linearity is observed in aque
ous “ glasses” at sufficiently high concentrations of accep
tors. According to some authors56’58,59 this deviation is due 
to the decrese of electron trap concentration. In the opin
ion of other authors26,28’29,60 it is caused by tunneling of the 
electrons. In ref 37 the study of this effect has been extend
ed to glassy alcohols and water-alcohol mixtures.

It has been found that the linear dependence of the ratio 
Dq/D (Do and D are the optical densities of the irradiated 
system in the maximum of the etr~ band in the absence and 
in the presence of A), which is proportional to Go/G, on [A] 
up to 0.2 M  occurs in the 7  radiolysis of methanol for all ac
ceptors investigated (acetone, HCIO4, H20 2, biphenyl, and 
LiNOa). Do and D have been measured for 40 min after the 
irradiation. Such a dependence has also been observed in 
the above-mentioned range of concentrations for some 
other systems: H20 2, ClCH2COO~ and FCH2COO~ in 
water-methanol mixture (1 :1 ), ClCH2COO~ and 
FCH2COO-  in water-methanol mixture (2:1), and 
FCH2COO~ in 2-propanol (from here on the composition 
of mixtures is given in mole percent). At the same time the 
deviation of the dependence under consideration from lin
earity has been found for some systems: H2C*2 in water- 
methanol mixture (2:1), N 03~ in water-methanol mixture 
(1:1 and 2:1 ), 2-propanol, and 2-methyl-2-propanol, 
ClCH2COO~ and H20 2 in 2-propanol.

During the interpretation of the deviation under discus
sion it was suggested that the trapped électrons, which are 
inside the reaction volumes Veff of the acceptor molecules, 
decay via the reaction:

etr + A -*■ A (6)

Then it is easy to obtain that
Go
G

M A h
H T ] ) e

VefflA] (7)

It is possible to simplify eq 7 by the decomposition of its 
exponential term in a series. During this operation for 
small values of [A] it is possible to be limited by the first 
items of the series. As a result we have

(G q 
\ G

k 4
M T Ï

+ Vef( + MAI
M T] h eff ( 8)

We note that eq 7 is general. It takes into account the 
competition of reactions 3 and 4 and also the spontaneous 
decay of etr~ (reaction 6). At Vetf [A] —► 0 eq 7 is trans
formed into eq 5. Experimentally we observe such linear 
dependence at Veff [A] «  0.05. Therefore the linear depen
dence of Do/D on [A] at comparatively small values of 
Do/D (for example in the case of methanol) indicates only 
that here the spontaneous decay of etr~ after irradiation 
can be neglected.

Using eq 8 at small [A] the values of Veff and fe4/fe:![T] 
were found for systems in which the deviation of the de
pendence of Do/D on [A] from linearity takes place. For the
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TABLE VI: Values of fe4/fe3[T] in Different Glassy Systems at 77 K

k4/k 3\T ],M -'

Matrix n o 3- n o 2- h2o 2 ClCH2COO~
Ace
tone

Bi
phenyl HCIO,

Methanol 10 6 7 4 5 9 6
Methanol—water (1:1) 20 10
Methanol—water (1:2) 170 80 45 15 20
Ethanol 20
2-Propanol 180 105 30
2-Methyl-2-propanol 220
6 M NaOH 60 40

TABLE VII: Values of Veff and R  for Different Acceptors 
and Matrices

E\''■max’
Matrix Acceptor eV Veff,,A 3 R, A

Methanol—water NO,“ 2.3 7.7 X IO3 12
(1:1)

Ethanol n o 3- 2.4 6.7 X IO3 12
2-Propanol n o 3- 2.0 7.5 X IO4 26
2-Propanol h2o 2 2.0 3.3 X i o 4 19
2-Propanol cich2c o o - 2.0 1.4 X IO4 15
2-Methyl-2- n o 3- 1.7 1.3 X IO5 31

propanol
6 M NaOH Fe(CN)63- 2.2 1.1 X IO5 29
6 M NaOH n o 3- 2.2 5.0 X IO4 23
6 M NaOH n o 2- 2.2 4.6 X IO4 22

systems for which this deviation is not observed, the values 
of kjks[T] were determined via eq 5. The results obtained 
are shown in Tables VI and VII. From the values of Veff the 
radii R of the effective reaction volumes were calculated 
(see Table VII). In these tables for the purpose of compari
son the values of kJk^T], Veff, and R are listed for accep
tors in alkaline “ glass” , which have been calculated on the 
basis of the results of previous work.26

The radius R- determines the distance of electron trans
fer to a molecule of the acceptor. These large distance 
values (several tens of angstroms) testify to tunneling by 
the electron. This conclusion is confirmed by the fact that 
for the same acceptor the larger Veff and R the smaller the 
energy of optical transfer (EXmax) in the maximum of the 
etT~ band in the matrix. Since for solvated and trapped 
electrons the larger E Xmax the deeper the electron trap, the 
dependence obtained may be connected with the energy of 
the ground state of the electron. Obviously the deeper the 
electron trap the smaller the values of Veff and R.

There are other evidences of tunneling by the electron in 
irradiated glassy systems at low temperatures. Let us con
sider the evidence which has been obtained recently at our 
laboratory by the pulse radiolysis method. This investiga
tion will be described in detail in a separate paper. 61

Obviously, the probability of tunneling is increased with 
the increase of [A] and the time of the contact of the react
ing species. Therefore eq 5 characterizes the initial yields of 
etr~. Speaking in other words, in the general case, it is valid 
for times during which the reaction of etr_ with an acceptor 
does not occur at all. Apparently this time is smaller the 
larger the probability of tunneling by the electron from the 
trap to the acceptor molecule.

It was found by the pulse radiolysis method61 (glassy 10 
M aqueous solution of NaOH in the presence of different 
acceptors at 77 K) that eq 5 is valid for NO2-  and NO3-  for 
short times after pulse. As an example the dependence of

Figure 2. Dependence of 1/D (D is the optical density in the maxi
mum of the etr_ band) on N03~ concentration in glassy 10 M aque
ous solution of NaOH irradiated by an electron pulse of duration 2.3 
¿¿sec at 77 K: (1) immediately after the pulse; (2) for 400 ¿¿sec after 
the pulse.

1/D (D is the optical density in the maximum of the etr~ 
band at a given concentration of A and at a given time after 
the pulse) on [NO3- ] is shown in Figure 2. In the cases of 
Fe(CN)63_ and Cr042~ there was the same deviation from 
linearity if the yield of etr_ was measured immediately 
after the pulse. It is caused by the fact that these ions are 
more effective electron acceptors than NO2-  and N 03~. 
However, if we take into consideration the data in ref 62 
then for a time of 10-7 sec after the pulse the dependence 
for Cr042~ is also close to linearity. Equation 5 does not 
take into account the decay of efr-  after the pulse. Because 
of it the longer the period of time from the end of the pulse 
to the measurement the larger the deviation of above-men
tioned dependence from linearity. The fraction of etr~ at a 
given time t is determined by the probability that a mole
cule of the acceptor is absent in the reaction volume Veff:

Gt = Goe~v^  (9)

where G0 and Gt are the yields of etr_ at the initial and 
measured moments of time.

It has been obtained that for all four acceptors studied 
eq 9 is sufficiently valid. On the basis of this equation the 
distances of tunneling by the electrons were calculated, for 
example, for the time of 400 ¿¿sec after the pulse. They are 
equal to 9.5, 10.5, 14.4, and 17.3 A respectively for NO2", 
N 03-, Fe(CN)63-, and Cr042~.

Note that the rate of etr~ decay after the pulse in glassy 
10 M  aqueous solution of NaOH in the presence of accep
tors does not depend on temperature from 77 to 150 K. 
This fact testifies to the resonance tunnel mechanism of 
etr_ decay.

Other evidence of tunneling of electrons in irradiated 
glassy systems are presented in reviews28’29 and pa
pers,2r,-27’6H’62~67 including works25’26’66’67 which were car-
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TABLE VIII: Values of E, Tj, m , and k\lm for Single 
Crystals o f Alkaline Halide Compounds

Com
pound

E,
kcal/mol ■Him» C ^Hm* sec 1

NaCI 20.9 350 1.1 X 102
KCl 15.9 250 1.2 X 102
KBr 19.2 200 0.6 X 10*
Csl 25.6 170 0.6 X 102

ried out with the participation of the authors of the present 
paper.

Kinetics of Decay of F Centers in Alkali Halide Crystals 
at High Temperatures. According to the calculations de
scribed in a previous paper,33 in alkali halide crystals tun
neling of the electrons of F centers and the primary hole 
centers is possible up to distances of 30-40 A. We consider 
the results of work40 which can serve as evidence of F-cen- 
ter decay in alkali halide crystals under definite conditions 
via the tunnel mechanism.

It was found in a previous work42 that at room tempera
ture not all the F centers, which were formed in a single 
crystal of alkali halide compound as a result of the action of 
the electron pulse, are stable. There was a partial decay 
during the times which were on the order of milliseconds. 
As was obtained later40 practically all the F centers decay 
at high temperatures. The decay kinetics obey a complex 
law. Therefore it is necessary to mention the following 
main peculiarities of this process. First, the kinetic curve 
has at least two pronounced parts: fast decay ( 7- 1/2  is ca. 3 - 6  

Msec, its time depends on temperature slightly) and slower 
decay (its rate constant is determined by temperature). 
Second, the concentration contribution of the first part de
pends considerably on temperature and dose per pulse. 
This contribution is changed from 0 to 50%. Here the decay 
of the main fraction of F centers is considered which corre
sponds to the second kinetic part.

In Figure 3 the time dependences of the normalized opti
cal density of a KCl single crystal are shown in the maxi
mum F-center optical absorption band at 500, 550, and 
600°C. The linear dependence of log (D/D<f) on time t testi
fies to the occurrence of the process via the first-order law:
[F] = [F]oe-Ai. The dependences of k values on tempera
ture (plots of log k vs. 1/T) for single crystals of different 
alkali halide compounds are shown in Figure 4. As is seen 
in the case of each single crystal the rate of the F-center 
decay is constant when the temperature is lower than a cer
tain limit value (its designation is Tnm). In Table VIII 
values of activation energies E, Tijm, and rate constants 
knm not depending on the temperature are listed.

To determine whether the registering light influences the 
process under consideration or not, the action of light of 
different intensity on the decay kinetics was studied. Veri
fication was made in the case of KBr single crystals at 100, 
150, and 200°C. It was found that the kinetic curves mea
sured at full light intensity and light intensities reduced by 
a factor of 10 are the same.

Hence the spontaneous decay of F centers with a rate 
which did not depend on temperature has been observed. It 
is possible to assume that this process is due to tunneling 
by the F-center electrons. It is necessary to note that the 
primary hole centers at room and higher temperatures are 
mobile. Their decay is a fast process; there is no connection 
of this decay with the decay of F-centers. It is possible to 
suggest that during this fast process the hole centers are

t, psec

Figure 3. Dependence of normalized optical density of a KCl single 
crystal in the maximum of the F-center optical absorption band on 
time fa tte r the electron pulse at 500 (1), 550 (2), and 600°C (3).

Figure 4. Dependence of the rate constants of the F-center decay in 
single crystals of alkali halide compounds on temperature (Arrhenius 
plot): (1) KCl; (2) NaCI; (3) KBr; (4) Csl.

transformed into more stable centers (perhaps into aggre
gated centers) localized on dislocations of the crystal lat
tice. Obviously at T sS Tiim the mobility o f F centers is neg
ligible and the rate of their decay is determined by tunnel
ing of the electrons of F centers to the dislocations. Accord
ing to the conclusions of previous work33 the kum value of 
~102 sec"1 corresponds to the mean distance of tunneling 
which is equal to approximately 20-25 A (from unexcited 
state). Apparently the number of F centers decaying via 
this mechanism depends on the concentration and mobility 
of the dislocations in the sample at a given temperature.

Consequently in the case of single crystals of alkali ha
lide compounds, which are comparatively “ rigid”  systems, 
tunneling of the electrons can take place even at compara
tively high temperatures. However, it is necessary to stress 
that feiim does not describe the entire process because it has
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X, nm

Figure 5. Optical absorption spectra of a pure melt of KBr (1) and 
melts of KBr, containing 10~ 2 M Ca2+ (2) or Cd2+ (3) measured im
mediately after the electron pulse. The insert shows the optical ab
sorption of a pure melt of KBr during the electron pulse (duration 2.3 
Msec), monitored at 900 nm.

[A], M
0 O.l 0.2 0.3

Figure 6. Dependence of D0/D for KBr melt on the acceptor con- ’ 
centration: (1) Ca2+; (2) Cd2+; (3) Zn2+.

TABLE IX: Values of Relative Rate Constants kA/k for 
Melted Alkali Halide Compounds

kA/k, M '

Melt Ba2 + Sr2 + Ca2 + Cd2 + Zn2 + Ag+
KBr (800°C) 

NaCl (850° C)

7 16 37

7 . 6

2 .2  X 
1 0 4

5 . 2  X 
1 0 3

1 .1  X 
1 0 4 

1 . 3  X 
1 0 3

1 .4  X 
1 0 3

5 .4  X 
1 0 2

the limiting concentration of the solvated electron during 
the pulse time on acceptor concentration. An example of 
the optical absorption spectra of the pure melt of KBr and 
the melt of KBr with addition of Cd2+ or Ca2+ recorded at 
the end of the pulse is shown in Figure 5. It is seen that at 
the concentration of Cd2+ which is equal to 10-2 M  the for
mation of es_ is practically completely suppressed; how
ever, at the same concentration of Ca2+ there is only a 50% 
suppression. Quantitatively, although approximately, the 
reactivity of es-  was evaluated on the basis of the following 
considerations. The concentration of es_ at the end of the 
pulse is close to the steady-state concentration even in the 
absence of the acceptor (see an insert in Figure 5). Then

d[es“ ]/di = GI -  V([es—]) -  fcA[es_][A] = 0 (10)

where G is the yield of es~, /  is the dose rate, V([es- ]) is the 
rate of reaction between es_ and the matrix, kA is the rate 
constant of the reaction between es_ and the acceptor, and 
[es_] and [A] are the concentrations of es~ and the acceptor.

If we take

V([es ]) = fe[es ] (11)

where k is the rate constant of the pseudomonomolecular 
reaction of es-  decay, then

l , M A ]
k

( 12)

In eq 12 [es~]s° is the concentration of es-  in the absence of 
acceptor at the end of the pulse, [es~]s is the same at a 
given concentration of acceptor. After the transition to op
tical densities in the absence of acceptor (Do) and in the 
presence of acceptor (D) we have

Doml + &a[A] 
D k (13)

been determined from a small part of a plot of In [F] vs. 
time.

Reactivity of Solvated Electrons in Melted Alkali Ha
lide Compounds. As it follows from previous works34'35 
short-lived solvated electrons are formed in melted alkali 
halide compounds as a result of irradiation. According to 
previous work35 es~ in melted alkali halide compounds is 
an electron which is localized in a potential well formed by 
a displacement of positive charges of alkali metal cations. 
Apparently es~ is an electron surrounded by alkali metal 
cations and it can be considered as a peculiar F center of 
near order.

The reactivity of es~ was studied in the case of the melts 
of KBr (temperature 800°C) and NaCl (temperature 
850° C). In these systems the decay of es~ even in the ab
sence of an acceptor occurs very fast (during 1-2 Msec). 
Therefore it is impossible to study directly the influence of 
the acceptor concentration on the kinetics of the es~ decay 
by means of the apparatus used. The evaluation of the es~ 
reactivity was performed on the basis of the dependence of

The decay of es~ in the pure matrix via the pseudomono
molecular process (eq 11) may be explained by the occur
rence of the reaction (Me+ is the cation of the alkaline 
metal):

es-  + Me+ — Me (14)

or by transition into unbounded state, i.e., by transition 
into the conductivity zone.

Some of the observed dependences of Df)/D  on [A] are 
shown in Figure 6. These dependences are linear within 
sufficient accuracy. This confirms the foregoing consider
ation. The kA/k values obtained are listed in Table IX.

The data obtained indicate that there are the following 
peculiarities of the es~ reactivity in melts of alkali halide 
compounds. First there is a satisfactory correlation be
tween the electron affinity U of the cation and the rate 
constant of its reaction with es~ (see Figure 7). The values 
corresponding to the ionization potentials of Na and K and 
to the second ionization potentials of Ba, Sr, Ca, Cd, and 
Zn68 have been taken as the U values. The rate constant k'
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TABLE X: Rate Constants of Reactions o f es-with Cations in Melted Alkaline Halide Compounds

k, M 1 sec 1
Melt Na+ K+ Ba2+ Sr2+ Ca’ + Cd2+ Zn2+ Ag+

KBr (800°C) ~8 X 10* 1 x 1 0 ’ 2 . 2 x 1 0 ’ 5 . 2 x 1 0 ’ 3 x  1010 1.5 X 1 0 10 2 . 1 x 1 0 s
NaCl (850°C) ~5 X 104 1 X 10’ 7 X 10s 1.7 X 10s 7 X 10s

of the second-order reaction of es-  with the matrix (i.e., the 
ratio of fc/[K+] for KBr and fc/[Na+] for NaCl) has been 
taken as unity. As is seen the points for K+ and Na+ are 
not deviated from these dependences. This confirms the 
above-mentioned assumption about the decay of es-  in a 
pure matrix via reaction 14. The values of k for melts of 
KBr and NaCl are equal respectively to ~1.4  X 106 and 
~1.3 X 106 sec-1 . Then k(ea~ +  K+) * 8 X  104 and k(es~ + 
Na+) ~ 5 X 104 A/-1 sec-1. The absolute values of kA (see 
Table X) were determined on the basis of these consider
ations and from the experimental values of k jk . The rate 
constants of the e3-  reaction with Ag+ in both melts deviat
ed from the dependences shown in Figure 7. Apparently it 
is due to the peculiarities of the mechanism of this reac
tion.

Second the rate of the e8-  reaction depends on the na
ture of the matrix. In a melt of KBr the solvated electron 
reacts faster than in a melt of NaCl. It is interesting to note 
that in the second melt the electron is localized in a deeper 
trap (E\max for es-  in a melt of NaCl is larger than for es-  in 
a melt of KBr35). It is not excluded that the dependence 
under discussion is caused by a tunnel mechanism of the 
reactions of e8- .

Third in melts of alkali halide compounds the solvated 
electrons are characterized by the comparatively high reac
tivity toward the cations of alkaline earth elements. The 
ratio of the rate constants of the reactions of e8-  with Cd2+ 
and Ca2+ is equal to ~600 for a KBr melt and ~700 for a 
NaCl melt. In water these constants are greater by more 
than 5 orders of the magnitude.2 The higher reactivity of 
es-  in the melts investigated toward the cations under con
sideration is connected with the considerably smaller “ sol
vation” of the cations in comparison with aqueous solu
tions.

One of the peculiarities of the melts is that they are at 
very high temperatures. However, rate constants for the re
actions of es-  with such an effective acceptor as the Cd2+ 
ion in both melts are slightly less than the rate constant of 
this reaction in water at room temperature. This effect may 
be explained by two reasons. First the lower reactivity of 
es-  toward acceptor cations in the melt may be caused by 
the screening of the electron by the ions of alkali metal. 
Second it is possible to suggest that at such high tempera
tures reactions of e8-  are reversible. In this case the devia
tion of k(es~ + Ag+) from the foregoing correlation be
tween the rate constants and the electron affinity of the ac
ceptor molecule may be due to the considerable higher sta
bility of the Ag atom in comparison with the products of 
other reactions investigated.

4. Conclusion
From the considered experimental data on the reactivity 

of the electrons in different irradiated systems it is possible 
to make the following general conclusions. First many 
peculiarities of the behavior of trapped electrons in glassy 
systems are satisfactorily explained by electron transfer via 
the tunnel mechanism. Apparently this mechanism plays

U, eV

Figure 7. Dependence of k(es~ +  A)/fc(es-  +  Me+) (Me+ is Na+ in 
NaCl melt and K+ in KBr melt) on the electron affinity U of the ac
ceptor A: (1) KBr melt (800°C); (2) NaCl melt (850°C). The constant 
k(es-  +  Me4) has been taken as unity.

also an important role in the process of F-center decay in 
alkali halide crystals. Second data obtained do not contra
dict the hypothesis of the tunnel mechanism of the reac
tions of solvated electrons in liquids including such specific 
ionic liquids as the melts of alkali halide compounds. This 
mechanism explains the exceeding of the cross section of 
the reactions of eaq-  with the ions of Np(VII) and Pu(VII), 
which are strong oxidants, over the sum of the radii of re
acting species, the decrease of the rate in the case of the re
action with Np(V) ion in which the ion with the different 
structure in comparison with the initial ion is formed, the 
dependence of the reaction rate on the nature of alkali ha
lide compound in the case of the melts, etc. Third in some 
cases (for example in the case of reaction between e8-  and 
NO3 - ) considerable variation of the reaction rate takes 
place during the transition from one liquid to another. It 
may be due to the different solvation energy of the reaction 
product.
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Discussion
A. M. KOULKES-PUJO. Is the reaction of NOs-  with solvated 

electrons in ethylene glycol related only to viscosity? In the case of 
H2O-DMSO mixtures, it seems that this parameter is not the only 
one to be taken into account even if the effect of dielectric con
stant is added to it.

A. K. P ik a e v . Rate constants of diffusion-limited reactions of 
es~ in some solvents are approximately proportional to ri~1/2 where 
ri is viscosity (see T. Kajiwara and J. K. Thomas, J. Phys. Chem., 
76, 1200 (1972), and B. Cercek, Int. J. Radiat. Phys. Chem., issue 
dedicated to R. L. Platzman). In alcohols k(ea~ + N03~)’s are less 
than kd\{{. I explained this phenomenon by peculiarities of the re
action itself.

U . SCHINDEW OLF. What are the products of the reaction of e~ 
with cations like K+, Na+, in salt melts? Are neutral melt atoms 
formed? With this respect I would like to mention: in our experi
ments of injection of electrons by electrolysis into salt melts we ob
served slight changes of the absorption spectra with time, indicat
ing that some other light absorbing species are formed from elec
trons + cations in a consecutive reaction, e.g., neutral atoms as you 
also might have.

A. K. PIKAEV. We propose that they are metal atoms K, Na, etc. 
However, we do not have yet any direct evidences'for this proposi
tion. This is open for further investigation.

J. JORTN ER. You have stated that some rate constants of the 
solvated electron are slower than those expected on the basis of a 
diffusion-controlled reaction and interpreted this result in terms 
of configurational changes in the ion. Most of the rate constants 
are, however, close to the diffusion-limited rates. Large configura
tional changes occur as the solvated electron reacts and the solvent 
structure around it is drastically modified. I must admit that it is 
very surprising that these electron transfer rates are so fast. This 
can originate from the following possible factors: (1) large free en
ergy changes in the process; (2) vibrational excitation; (3) electron 
transfer to electronically excited states. The conventional theory of 
electron transfer processes in solutions is inadequate to describe 
the reactivity of the solvated electron.

A. K. PIKAEV. I talked about large structural changes in reac
tions which have comparatively low rate constants. For example, 
Me,uf + Np(V)] < ¿[eaq_ + Np(VI)]. In the reaction eaq_ + Np(V) 
the transition from Np02+ to Np4+ occurs. However, in the reac
tion eaq_ + Np(VI) the ion NpC>22+ is transformed into Np02+. 
From such general considerations it is obvious that &[eaq_ +  
Np(VI)] must be higher than £[eaq~ + Np(V)].
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Effect of the Charge of an Electron Scavenger on the 
Rate of Electron Tunneling in Glasses and Liquids

M. J. Pilling* and Stephen A. Rice
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A theoretical model for electron reactions with ions and molecules (scavengers) in liquids and glasses has 
been developed. To represent quantum mechanical tunneling an exponential sink term was added to Fick’s 
second law. The reaction path was analyzed in terms of encounter pair formation and direct electron tun
neling to the scavenger. Analytic expressions for the rate of these processes were obtained by using Gauss’s 
theorem. Electron reactions in glasses are not at steady state and are strongly influenced by the electron 
trap depth. In liquids, electron reactions rapidly reach the steady state and the rate of reaction is enhanced 
compared to the predictions of the Smoluchowski theory. The effect of scavenger’s charge on the rate of re
action in glasses was considered. As the dominant reaction path between electrons and scavengers is tun
neling even in mobile liquids, the Debye correction to the Smoluchowski theory is too large.

Introduction

Recently there has been considerable experimental evi
dence supporting the concept of electron tunneling to a 
scavenger molecule in both liquids and glasses.1-11 Time- 
resolved electron decays,1-5 isothermal luminescence de
cays,6-9 and electron yields in y irradiated1011 aqueous and 
organic glasses support the exponential dependence on dis
tance of the electron transfer probability through a poten
tial barrier.

The Gamow equation12-14 and Fermi’s golden rule15 pre
dict that the rate of electron tunneling through a potential 
barrier is of the form

ls(r) = ax(r) exp(-/3(r -  R)) (1)

where a is a frequency factor ~1014 sec-1, x(r) is a polyno
mial in the distance of separation between the electron and 
the scavenger r, R is the crystallographic encounter dis
tance and

(2/n*«V0> - E ) ) 1/2 (2)
n

ky,(t) =
AwR2D aS

So dr

and the total tunneling rate constant is16

4-7Tr2ls(r)S(r, t)
kr(t) = dr

(4)

(5)

where So is the bulk scavenger concentration. In the steady 
state, the total rate constant is the sum of the infinite time 
limit of eq 4 and 516

, . . .. / , .  4irr2DdS(r,t)\ ,&(<=) = limf-~„ (limr̂ » — --------- ) (6)
\ S0 dr /

It is the purpose of this paper to consider hew the charge 
of a scavenger modifies the rate of reaction with electrons 
in liquids and glasses. Both the rate of diffusion and tun
neling are altered, but to different degrees. The density of 
states and the symmetry of the acceptor orbital of the scav
enger (orbital overlap) also affect the rate of tunneling and 
the effect of these is briefly considered.

Here m* is the electron’s effective mass and (Vo) ~ E is 
the appropriately averaged barrier height, which is ap
proximately equal to the electron trap depth.14

In liquids, direct tunneling to a scavenger provides an al
ternative reaction path to the diffusive formation of en
counter pairs and their subsequent reaction. This situation 
can be described by adding a first-order sink term to Fick’s 
second law of diffusion16

aS

at
Dd2Sr , , N-------T ~  k(r)S(r, t)r arA

(3)

where D is the coefficient of relative diffusion, and S(r, t) 
is the ensemble averaged concentration of scavenger mole
cules around electrons. Gauss’s theorem equates the vol
ume integral of the divergence of the flux per unit area to 
the flux leaving that volume. Now the volume integral of 
the sink term in eq 3 is the total tunneling flux. The rate of 
reaction is the sum of the rate of formation of encounter 
pairs and the total tunneling flux.16 Following Smoluckow- 
ski,17 the rate constant for the diffusive formation of en
counter pairs js

Direct Electron Tunneling in Glasses

A. Uncharged Scavengers. The diffusion coefficient of 
glasses is so small that cooperative diffusion of reactants 
cannot be an important reaction path. Hence electrons may 
be expected to react only by tunneling.14 Thus, the solution 
of eq (3) is

S(r, t) = S(r, 0) exp(—Zs(r)t) (7)

where S(r, 0) is the initial ensemble averaged scavenger 
concentration around electrons.

Dainton et al.14 equated x(r) to <r2/4r2; that is, the solid 
angle subtended by a scavenger of electron capture cross 
sectional area trn2 at an electron distant r from the scaven
ger. Equation 7 was substituted into eq 5 and the integral 
evaluated numerically. Figure 1 shows the time dependence 
of the rate constant for a = 1015 sec-1, a = 0.5 nm, R = 0.6 
nm, with ¡3 = 7.0, 9.9, and 14.0 nm-1. For times greater 
than t\ = 4rc2 In 2/cur2 exp(/3R), where rc is an unspecified 
length ~R, the total tunneling rate constant (5) is approxi
mately
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Figure 1. The numerically evaluated rate constant, kT(t), for R =  0.6 
nm, a =  0.5 nm, a  =  1015 sec-1 , and /3 =  7.0 nm-1 , trap depth 0.5
eV (-------); 9.9 nm-1 , 1.0 eV (--------- ); and 14.0 nm-1 , 2.0 eV (------
.......... ). The analytic expression (eq 8 ) is also shown using the same
parameters as above (O).

ff.
4w /  t\ %

w , i = ^ ( ' t ) <8)
This is the rate constant for the psuedo-first-order reaction 
between scavengers and electrons, of bulk concentration 
C(t). If the electron concentration is Co at a time 10, which 
is greater than 11, then14

(9)

A similar expression has been derived by Miller10 and by 
Tachiya and Mozumder.18

B. Charged Scavengers. The Coulombic field of the scav
enger of charge Ze, where e is the electronic charge, alters 
the potential barrier shape and height through which the 
electron tunnels. The relative permittivity of the glass is ts 
which is approximately n2, with n the refractive index (as 
molecular orientations are frozen-in). If the electron and 
scavenger have square well potentials out to distances 
equal to their respective radii, re and rs, then the potential 
which the electron experiences is shown in Figure 2. For 
simplicity the long-range polarization field and the effect 
of molecular reorientation around the scavenger have been 
ignored. A distance y from the scavenger the potential is

V(y) = To - E - Ze2 
47reoes

1
y)

where to is the permittivity of free space. From the Gamow 
equation the electron tunneling rate constant is

Ur) r re (1 - - ^ -  + - ) 1/2dy
sy i V r - r e y / GO)

where b = Ze2/4irioe8( Vo ~ E). >q is the barrier limit nearer 
to the scavenger, being rs for negative and neutral scaven
gers, but may be greater than rs for positive scavengers (as 
shown in Figure 2) from the inequality

1 -
b b

-------+ - » 0
r -  re y

From eq 10 the total tunneling rate constant of eq 5 was

Electron

Figure 2. The potential energy diagram for an electron in the pres
ence of a positively charged scavenger.

Figure 3. Relative effect of (scavenger charge/relative permittivity) 
on the rate constant for electron tunneling in glasses with traps of
depth 1 eV, (3 = 9.9 nm-1 : (-------) 10- 3  sec, (------- ) 103 sec; and 2
eV, ¡3 =  14.0 nm-1 : (............... ) 10- 3  sec, (......... ) 103 sec.

computed. With the same parameters as used for Figure 1 
the ratio of the total tunneling rate constant for a charged 
vs. uncharged scavenger was found as a function of Z/es, 
and is shown in Figure 3. The rate constant is enhanced by 
positive scavengers but reduced by negative scavengers. As 
expected the effect of charge is also more noticeable with 
less deeply trapped electrons. Figure 3 compares the rate 
constant for electron tunneling from traps of depth 1 and 2 
eV. Except at times less than 1 tisec the ratio of the rate 
constant for charged vs. uncharged scavengers is essentially 
independent of time. Thus the same theory of tunneling 
may be used for uncharged and for charged scavengers but 
with the value of /3 replaced by an effective value.

The ratio \Z/t  ̂ is unlikely to be greater than unity, and 
may be significantly less than this because of the omission 
of the polarization potential and the effect of solvent reori
entation around the scavenger. Even for a trap depth of 1 
eV, the effect of charge is small; decreasing the rate con
stant by 50% for negative scavengers and increasing it by 
100% for positive scavengers. It should be emphasized that
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Figure 4. Steady-state density profile for electron tunneling and diffu
sion, with a  =  1014 sec-1 , D =  10- 1 6  m2 sec-1 , and (3 =  7.0 nm-1 ,
trap depth 0.5 eV (-------); 9.9 nm-1 , 1.0 eV ( - — ..........-); 12.1
nm-1 , 1.5 eV (......... ); 14.0 nm-1 , 2.0 eV (------------ ); and 15.7
nm-1 , 2.5 eV (— ). The Smoluchowski limit (1 — R/r) is also includ
ed (-------).

the observed rate of electron tunneling is proportional to 
the ensemble averaged rate constant (5) and not to the rate 
constant (1). The enseihble averaged rate constant depends 
on /3~3 whereas the barrier permeability depends on an ex
ponential of (3. Thus the observed rate of tunneling is very 
much less affected by scavenger change than is the barrier 
permeability.

Keiffer et al.19 chose a similar model for electrons tun
neling toward scavengers but only evaluated the rate con
stant ls(r ).

Miller2 and Marshall et al.11 have found that the effi
ciency of the electron scavengers CrC>42-, NO3- , acrylam
ide, and Tl+ in aqueous hydroxide glasses at 77 K decreases 
from chromate to thallous. This trend is more pronounced 
and in the opposite sense to that predicted by the above 
model for charged scavengers. The charge of the scavenger 
is not the most important factor controlling the rate of 
electron tunneling to different scavengers.

C. T h e D e n s ity  o f  S ta tes  and  A c c e p to r  O rb ita l S y m m e
try . From eq 9, the rate of electron decay is strongly depen
dent on (3 and thus on the electron trap depth. However, 
the term t i  affects the electron decay rate very much less 
strongly than (3. If the density of states of scavengers are 
different, the frequency factor will depend on the nature of 
the electron trap and the scavenger molecule.15 This in 
turn will make 11 dependent on the scavenger used. Equa
tion 9 indicates that a variation of ti will only alter the rel
ative time scales of the scavenging process when different 
scavengers are used, as Miller noted.2 On accepting an elec
tron the molecular geometry of the scavenger may change, 
so that the Franck-Condon factor15 should also be consid
ered; it will be different for each scavenger and will depend 
on the nature of the glass. Like the density of states, this 
only modifies £1, and so does not explain the observed dif
ferences in scavenger efficiency.

Marshall et al.11 suggested that the decrease in scaveng
ing efficiency of Cr042- through NO3-  to acrylamide (¡3 re
spectively 10, 16, and 19 nm-1) approximately correlates 
with the symmetry or “freedom of access to” the acceptor 
orbital of the scavenger molecule. The nitrate ion is planar 
and has a partial positive charge on the nitrogen.20 Pre
sumably the electron will enter the 2p like orbital centered

on the nitrogen. This orbital overlap factor affects a  and 
hence t\, but not (3. However, if the acceptor orbital of the 
scavenger is discontinuous, with the orbital overlap factor 
zero outside a cone of semiangle 80, the rate constant of eq 
8 must be multiplied by 28o/tt.21 This effectively increases 
the value of (3 and would account for the different efficien
cies of the electron scavengers CrCL2-, NO3- , and acrylam
ide.

Electron Reactions in Liquids

Equation 3 can be solved in the steady state if the poly
nomial x (r) is equated to unity.16 With a  = 1014 sec-1, D  =  
10-16 m2 sec-1, and an encounter distance of 0.4 nm, the 
steady-state density profile is as shown in Figure 4.16 The 
electron trap depths are 0.5, 1.0, 1.5, 2.0, and 2.5 eV (J3 ^
7.0, 9.9, 12.1,14.0, and 15.7 nm-1). The Smoluchowski limit 
is also shown and arises as (3 — °°. Both the steady-state 
diffusive and total rate constants can be evaluated16 from 
the eq 4 and 6

kni™ ) = 4ttR D / Iq(wq) (11)

fc(°°) = 4 w R D  r i + -^ ( 2 7  + l n ^ + 2Xo(Wo)) l  
L [3R \ 4 Io3w 0) /  J

„ = 4wRe(fD (12)

where wo2 =  4a/f32D , 7 is Euler’s constant (0.57721...) and 
Io(w o) and K 0(w o) are the modified first and second kind 
Bessel’s functions of zero order. The dimensionless param
eter wo compares the rate of tunneling to the rate of diffu
sion.

Buxton et al.4 found that the encounter distance in 10 M  
aqueous hydroxide in the region 190-260 K was 2.01 ±  0.54 
nm for Cr042- and 1.05 ±  0.37 nm for NO3- . They suggest
ed that in these concentrated ionic solutions ionic associa
tion occurs to such an extent that the Debye21 correction to 
the Smoluchowski theory is unnecessary. However, in 
aqueous hydroxide glasses at 77 K, the values of a  and ¡3 
are ~1013 sec-1 and 10 nm-1 for CrCL2- and 16 nm-1 for 
NOg- .10,11,14 The diffusion coefficient of 10 M  aqueous hy
droxide4 at 215 K is ~10-12 m2 sec-1. From eq 12 the effec
tive encounter distance is ~2 nm for Cr042- and ~1 nm for
N 0 3- .

To apply the Debye correction22 to eq 3 the Coulombic 
potential U (r ) should be incorporated

aS
at

D  a V a S  S  d t / ( r ) ~l

r 2 ar  L ar k T  ar  J
-  ls ( r )S (r , t)

where k is Boltzmann’s constant and T  is the absolute tem
perature. Since this equation cannot be solved except by 
numerical techniques, the importance of scavenger charge 
will only be assessed qualitatively. As the electron and 
scavenger diffuse nearer to each other, the probability of 
electron tunneling increases. This depletes the scavenger 
concentration, particularly at short distances (Figure 4) 
where the Coulombic interaction is strongest. When tun
neling is significant (wo > 3) the diffusive formation of en
counter pairs (eq 11) is a very much less important reaction 
path than the tunneling process (eq 12). In liquids |Z/es| <
0.1, so that for an electron trap depth of 1 eV the tunneling 
rate constant is altered by no more than 10%. However, the 
Debye-Smoluchowski theory predicts that with an encoun
ter distance of 0.4 nm the rate constant is altered by more 
than an order of magnitude. Thus the effect of the scaven
ger’s charge is less than that predicted by the Debye-Smo
luchowski theory.
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A ck n o w led g m en t. One of us (S.A.R.) thanks the Salters’
Company for a Scholarship.
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Discussion
J. JORTNER. During an American Chemical Society meeting at 

San Francisco in 1949 physical chemists were trying to understand

thermal electron transfer (ET) processes between simple ions in 
solutions. J. Franck, quoting Libby, pointed out that electron tun
neling at fixed nuclear configuration cannot be implied in this con
text. Such an approach violates the Franck-Condon principle and 
implies, in fact, that the nuclei follow the motion of the electron. 
The Franck-Condon principle has to be applied to ET processes as 
well as to optical excitation processes. Indeed, thermal ET can be 
considered as an optical process in the limit of zero photon energy. 
The electron tunneling concept was recently revived by biochem
ists in an attempt to rationalize ET in biological systems. I believe 
that this approach is wrong, violating the Franck-Condon princi
ple. The reactivity of the solvated electron as well as the quasifree 
electron in solutions and glasses has to be accounted for in terms of 
a theory which incorporates explicitly nuclear configurational 
changes.

J. W. Hu n t . In your tunneling model, I am interested in the his
tory of the electron yields, and how your analysis of J. R. Miller’s 
data is extrapolated back to ~100 psec. I believe that certain scav
engers reduce the yield of electrons at this time. This could be ex
plained by formation of the encounter pair as suggested by Czap- 
ski, or a fast initial rate of e_ decay. I wonder if you can discuss 
your present thoughts on this process.

S. A. R ic e . If the electron can be trapped about an encounter ra
dius away from the scavenger molecule then Czapski and Peled’s 
treatment is relevant and a further reduction in the electron yield 
occurs over the reduction due to dry electron scavenging, since 
such reactive pairs would react rapidly. Electrons trapped further 
away from scavengers would decay by electron tunneling. If the 
electron enters an unrelaxed trap the rate of tunneling from this 
will be faster than from the extrapolated long time decay. To as
sess what fraction of electrons decay by “dry” electron and en
counter pair formation it is necessary to determine whether or not 
the electron trap relaxes and over what time scale.

Kinetics Study of Selective Solvation of Electrons in Water-Dimethyl Sulfoxide Mixtures
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L. Gilles, and J. Sutton
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Dimethyl sulfoxide (DMSO) is known to solvate with difficulty anions including the electron and hence the 
addition of DMSO to a medium increases the anionic reaction rates. We attempted to study this effect in 
mixtures of H20-DM SO for specific reactions of the solvated electron using the pulse radiolysis technique. 
To begin with we chose different solutes among those known as good scavengers of electrons, neutral ones, 
N20 , and positive and negative ionic ones (N03~ and H+). The experiments were carried out with a Febe- 
tron delivering 10-nsec pulses of 1.8-MeV electrons. The rate of disappearance of the solvated electron 
formed by the pulse was measured by direct observation of the decay absorption at 870 or 600 nm. The ul- 
trapure products were used as supplied except for DMSO which was distilled before use.

We first of all determined the value of the rate constant 
+ dm so  as a function of the DMSO concentration. 

The reaction is pseudo-first order and the results obtained 
were in good agreement with those of Cooper, Walker, Gil- 
lis and Klassen.1 The mixture H20-DMSO has a viscosity 
and a density greater than water. The viscosity is maxi
mum for a concentration of 0.3 mole fraction.2 It is known

that for diffusion rate-controlled reactions, the diffusion 
coefficient is related to the reciprocal of the viscosity of the 
medium, by the Stokes-Einstein law (D = kT/6-rrrir). So the 
rate constant of the solvated electron with a solute must 
vary as 1/t] on addition of DMSO, if this parameter alone is 
taken into account.

With all the solutes investigated, the disappearance of
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the electron remained pseudo-first order, so the rate con
stant was calculated by subtracting from the total rate of 
disappearance the rate of disappearance of the electron 
with DMSO, then dividing by the concentration of the so
lute. The results are the following.

(1) N20. The rate constant is not always varying with 
the concentration of DMSO in the mixture, as the recipro
cal of the viscosity of the medium (theoretical curve).3 
Three zones may be distinguished.

Up to 50% volume of DMSO (0.21 mole fraction) the ex
perimental and the theoretical curves are identical, 
suggesting that the electron is solvated only by water. 
Above 90% of DMSO (0.68 mole fraction), the experimental 
rate constant increases too rapidly to be measured. The ef
fect of viscosity cannot only be taken into account and we 
suggest that the electron formed under these conditions is 
extremely reactive and is different from the hydrated elec
tron, this conclusion being borne out by the displacement 
of the absorption spectrum maximum from 720 to above 
1500 nm. Between 66 and 90% DMSO, the measured rate 
constant seems to be lower than that indicated by the theo
retical curve. Around 66% DMSO, the solution is known to 
be especially strongly structured by hydrogen bonding and 
under these conditions, one may expect that the electron is 
“ heavier” and is thus less mobile and also less reactive than 
the hydrated electron.

The existence of three zones as a function of the concen
tration of DMSO has already been seen particularly by 
Morel4 who studied the ionic conductivity of Cl in such 
media.

(2) NaN ():>,. This case is completely different from the 
previous one. The experimental curve is always below the 
theoretical one, contrary to what happens in the case of 
NoO. For low concentrations of DMSO, the rate constant of 
eaq-  + N2O was correctly correlated to the viscosity of the 
medium. In the case of the reaction of two anions, a second 
phenomena seems to be superimposed on the effect of vis
cosity.

For concentrations of DMSO equal to or greater than 
0.33 mole fraction, the rate of disappearance of the solvat
ed electron is the same as in absence of NO3” . We relate 
this effect to the desolvation of both the anions and to the 
increased repulsive coulombic interaction between NO3“  
and the electron. If this hypothesis is confirmed, this may 
have implications in the radioprotective properties of 
DMSO.

(3) HCIO4. In general, cations are more solvated in 
DMSO than in water. The case of the proton in HCIO4 
seemed interesting to investigate because HCIO4 is com
pletely dissociated in these mixtures.5 Moreover, this case 
seems simple because we can avoid complex formation with 
different cations in DMSO and which could have been used 
as good electron scavengers. Although this work is still in 
progress, we find that, for small concentrations of DMSO 
(<0.1 mole fraction) and H C 1 0 4 10” 3 M, the rate constant 
ke -  + h + is increased from 1.9 X 101() to 2.2 X 1010 M ” 1 
sec-1. The difference is not very large but it is significant if 
we take into account the effect of viscosity. We have very 
recently obtained results from a greater concentration of 
HCIO4 (5.6 X 10” 3 M). They confirm the shape of the curve 
but there is a shift of the maximum to 0.1 mole fraction 
DMSO and the rate becomes equal to 2.4 X 1010 M ” 1 sec” 1. 
As the curve passes through a maximum at low concentra
tions of DMSO, it seems difficult to correlate the increase 
in rate constant with an increase in the solvation of the

proton by DMSO. We suggest that an effect of structure 
breaking of water either by DMSO or CIO4”  may be in
volved. This property was already suggested by MacDonald 
et al.6 who studied the influence of DMSO on the tempera
ture of maximum density of water. They concluded that 
this compound destabilizes the structure of water over the 
entire concentration range studied (0.1-3 X 10” 2 mole frac
tion). However, Le Narvor et al.7 arrived at an opposite 
conclusion in their work on the ir spectrum of water con
taining low concentrations of DMSO, where they found no 
change in comparison with pure water. Our own results 
seem to support the conclusion of MacDonald et al. but we 
also suspect the effect of CIO4”  ions which are known as ef
fective structure breakers. It would be interesting to look at 
the ir spectrum of water-DMSO mixtures in presence of 
C104” .

In conclusion, these previous results show that the rate 
constant of a scavenger with solvated electrons is markedly 
affected by the presence of DMSO. In spite of the complex
ity of these solvent mixtures, it seems possible to obtain 
from them more informations than from the constituents 
taken separately. Particularly the effect of strength of hy
drogen bonding on the energy degradation of a slow elec
tron seems interesting to follow up.

References and Notes
(1) T. K. Cooper, D. C. Walker, H. A. Gillis, and N. V. Klassen, Can. J.

Chem., 51, 2195 (1973).
(2) J. M. G. Cowie, and P. M. Toporowskl, Can. J. Chem., 39, 2241 (1961).
(3) A. M. Koulkes-Pujo, L. Gilles, and J. Sutton, J. Chem. See., Chem. Com-

mun., 912 (1974).
(4) J. P. Morel, Bull. Soc. Chim. Fr„ 1408 (1967).
(5) J. Courtot-Coupez, and M. Le Demezet, Bull. Soc. Chim. Fr., 1033

(1969).
(6) D. D. MacDonald, M. D. Smith, and J. B. Hyne, Can. J. Chem., 49, 2817

(1971).
(7) A. Le Narvor, E. Gentric, and P. Saumagne, Can. J. Chem., 49, 1933

(1971).

Discussion
L. M. DORFMAN. T wo brief questions with regard to the rate 

constant. (1) Is the heat o f mixing known for the system and do 
values correlate with your “ structure-breaking” proposal? (2) Does 
the value of the rate constant come back down to lower values at
0.9 or 0.95 mole fraction of DMSO, or in pure DMSO?

A. M. KOULKES-PU JO. (1) Yes, they are known; after discussion 
with Dr. Firestone, he will look at this point to see if his correla
tions may be applied to this case. (2) No, in pure DMSO and 
around 0.9 mole fraction, N20  reacts too rapidly with electrons 
and the rate constant could not be measured.

G . R . FREEMAN. Y ou mentioned that the rapid increase in rate 
constant for reaction between electrons and N9O at mole fractions 
greater than 0.5 of DMSO might be due to dry electrons. In hydro
carbons the rate constant of reaction of quasi-free electrons with 
nitrous oxide is smaller than that of solvated electrons. The in
creased rate constant might be attributable to an increasing elec
tron mobility without involving reaction from the quasi-free state.

Your value of the rate constant for reaction of electrons with 
acid in water, 1.9 X 10I(> M~l sec-1, is lower than literature values, 
~2.2 X 10,n M” ' sec” 1. Your curve would extrapolate to near the 
latter value. Is the maximum real?

A. M. K o u l k e s -Pu jo . Yes, we think that the difference is sig
nificant; moreover, the viscosity effect is taken into account.

N. Ke s t n e r . How does the optical spectrum of DMSO-HvO 
mixtures change as a function of DMSO concentration? Does that 
spectrum indicate the same strong preference of the electron for 
coordination by water in accord with your kinetic data?

N. KLASSEN. The Amax of the es” in H^O-DMSO solutions 
changes smoothly between Amax in pure H9O to Amax in pure 
DMSO. This smooth change occurs at low DMSO concentrations.
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J. BELLONI. I would note an important point: in polar media 
where we have difficulty getting experimental values of the mobili
ties of esoiv- , the rate constant values of e" reactions give an indi
cation of the mobility. In your case, if I remember, the maximum 
of esoiv" spectrum is far away in the ir, despite the high static 
dielectric rate constants you observe for the decay in pure 
DMSO.

A. M. KOULKES-PUJO. We correlated the high rate constant we 
observed to the solvation (or nonsolvation) of the electrons; an 
electron which absorbs in the ir, as you say, is less solvated so more 
reactive, so I agree with you. But I do not agree completely to a 
correlation of any anomaly between high dielectric constant and 
maximum absorptions of the solvated electrons. Other parameters 
have to be taken into account.

The Solvated Electron as Reducing Species in the Submicrosecond 
Formation of Reactive Transients. Carbanions in Solution

Leon M. Dorfman* and Bradley Bockrath
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The solvated electron, generated by pulse radiolysis, has 
proved to be extremely useful in fast reaction studies as the 
primary reducing species which forms organic intermedi
ates of interest in other areas of chemistry. Organic free 
radicals1 have been generated by dissociative attachment 
to appropriate solutes in a variety of solvents.

es-  + RC1 —- R- + Cl”  (1)

Aromatic radical anions2 have been formed by nondissocia- 
tive attachment to aromatic compounds.

es"  4- A —*■ A--  (2)

In the work we report here, carbanions have been generat
ed3 by dissociative attachment to organomercury com
pounds in tetrahydrofuran.

es"  + R2Hg —»■ R " + RHg- (3)

In this way, the benzyl carbanion, PhCH2", has been 
formed and studied. It exhibits a uv absorption band with 
maximum at 362 nm. Absolute rate constants3 4 for its for
mation, as well as for the formation of (PhCH/ ,Na ' ), in
the following reactions, have been determined.

es-  + (PhCH2)2Hg — PhCH2" + PhCH,Hg- (4) 

k 4 =  2.7 X 1010M " ’ sec“ 1 

PhCH2-  + Na+ — PhCH2-,Na+ (5)

hr, =  1.5 X 1011 M " 1 sec "1 

es"  + Na+ (Na+,es") (6)

l!6 =  7 .9 X 1 0 IIM - 1sec-1

(Na+,es") + (PhCH2)2Hg — PhCH2",Na+ + PhCH2Hg- 

k’j = 7.9 X 109M _I sec"1 (7)

This is a convenient way of generating benzyl carbanion 
for fast reaction studies, and much information about its 
absolute reactivity has been obtained. The method may be 
extended to other carbanions5 and other solvents.
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Discussion
T. T u t t l e . While the stoichiometry of the species you identify 

as Na+,es"  is undoubtedly correct, in view of the very large shift in 
the optical spectrum attributed to the association, I wonder 
whether some more substantial interaction between the electron 
and Na+ is involved as for example in the solvated monomer. .

B. Bo c k r a t h . It would seem that the question of the structure 
of the 890-nm band cannot be answered solely upon the basis of 
the magnitude of the shift of the absorption maximum observed 
upon association.

L. M. DORFM AN. The question to which you are drawing atten
tion, the structure of the ion pair, involves the degree of interposi
tion of solvent, i.e., to what extent is it a solvent-separated ion 
pair? J. W. Fletcher's paper will likely deal with this, as will the 
comparison I shall make with other alkali metals, notably lithium. 
In our kinetic studies we refer only to the stoichiometry.

J. W. FLETCHER. We have attempted to correlate the position 
of the absorption of Na+-es"  in THF and other solvents with per
cent atomic character of the monomer as determined by ESR. This 
is considered in our paper.
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The rates of electron attachment to SF6 were measured in liquid methane, ethane, and propane as a func
tion of the temperature. The data are discussed with relation to the models proposed for the electron mo
tion in these liquids.

Introduction

Excess electron transport in nonpolar liquids for many 
years was an area of interest primarily restricted to studies 
of condensed rare gases.1 With the development of im
proved purification techniques and faster electronic re
cording devices, the observation of excess electrons was ex
tended to liquid hydrocarbons2-4 which resulted in an in
tense study of these species by radiation chemists. Using 
the techniques of pulse radiolysis5-11 and laser flash pho
tolysis,12’13 measurements of electron reaction rate con
stants for a large number of solute-solvent systems were 
carried out within the last few years. The rate constants 
obtained for good electron scavengers (e.g., SFg, N2O, bi
phenyl, etc.) depend strongly on the molecular structure of 
the solvent as does the electron mobility.4’10

Several models have been proposed for the explanation 
of the variation of the reaction rates in various liquids;10-14 
whereas Allen et al.10 assumed that reaction takes place 
when the electron is in the quasi-free state, Yakovlev et 
al.11 derived a model in which the reaction is thought to 
occur while the electron is in the trapped state.

From our investigations of the electron transport in liq
uid hydrocarbons, we conclude that at least two different 
cases should be distinguished: (a) liquids in which the elec
tron is strongly localized (e.g., ethane, propane, n-hexane) 
and (b) liquids in which the electron spends a larger frac
tion of its lifetime in the extended state. In addition, one 
must distinguish between purely diffusion-controlled reac
tions and reactions which require an activation energy.

Sulfur hexafluoride is one of the most efficient electron 
scavengers in gases and liquids, and in the gas phase the at
tachment cross section approaches the theoretical limit.10 
The attachment cross section for the reaction

e- + SF6 - S F 6-  (I)

shows a maximum at low electron energies and decreases 
rapidly with increasing electron energy.16,17

Here we report results on the scavenging of excess elec
trons in liquid ethane, propane, and methane by SF6.

2. Experimental Section

The measurements were carried out with conductivity 
cells and electronic circuits described earlier in detail.18 A 
short burst of Bremsstrahlung (10 nsec) generated by 15- 
MeV electrons from a linear accelerator was used to ionize 
the liquid and to generate an initial concentration of excess

electrons of ~108 cm-3. With [SF6] > 1012 cm-3, the decay 
of the electron current due to the transformation of highly 
mobile electrons into slow anions is pseudo first order and 
is given by

i(t) = i0e~k‘v‘ (1)

By varying the SFg concentration, the dependence of the 
apparent rate constant on the solute concentration was ob
tained, and from

M  = M S] (2)
the bimolecular rate constant k s was derived.

Liquid samples were prepared from Phillips Petroleum 
Co. research grade hydrocarbons. Gaseous ethane and pro
pane were passed through activated columns of charcoal, 
silica gel, and molecular sieve, and then condensed into an 
evacuated bottle containing activated silica gel. Cells were 
evacuated to pressures of <10-5 Torr and filled by vacuum 
condensation. Defined concentrations of SFg were prepared 
by filling a cell having a calibrated volume with SF6 to a 
specified pressure and then cooling the cell with liquid air 
and filling it with methane, ethane, or propane. The dead 
space above the liquid level was less than 20% of the total 
cell volume, and the quantity of solute in the gas phase was 
regarded as negligible. The cell was maintained at a de
fined temperature by storing it in a cooling bath during the 
measurement of k ap.

The decay of the electron current was measured with ex
ternal fields sufficiently low so that the condition

^ap” 1 «  ¿d (3)

was fulfilled (id, electron drift time to the electrode).

3. Results

The decay of the electron current was recorded with an 
oscilloscope; Figure la shows a typical oscillograph. In Fig
ure lb  this decay is shown in a semilogarithmic plot, and 
the straight line indicates that the decrease in electron con
centration was mainly due to attachment and not due to 
neutralization at the electrodes. The bimolecular rate con
stant was obtained from the dependence of the apparent 
rate constant on the scavenger concentration. Measure
ments were made as a function of the temperature, and in 
Figure 2 the data are presented in an Arrhenius plot. In liq
uid ethane and propane, activation energies, Ea, of 0.12 and
0.14 eV, respectively, were obtained. The data for a mix-
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time [2 0 0  ns/div]

Figure 1. (a) Oscilloscopic trace of the electron current in liquid eth
ane at 174 K with 0.72 ¿¿mol/l. of SF6 following a 20-nsec pulse of x 
rays, (b) First-order plot of data of Figure 1a.

Figure 2. Arrhenius plot of t ie  rate constants for electron scaveng
ing by SF6 in propane (A), ethane (O), methane (0), and an equimo
lar mixture of methane and ethane (□).

ture of 50 mol % ethane and methane showed a small tem
perature dependence with an activation energy of 0.017 eV. 
In liquid methane the temperature coefficient of the reac
tion was negative.

4. Discussion
Liquid ethane and propane exhibit electron mobilities 

<1 cm2 V-1 sec-1 in the temperature range where the rate

Figure 3. Electron scavenging rate constant as a function of elec
tron mobility: ethane (O), propane (0), n-pentane (•) ,  n-butane (□), 
and, from ref 10, n-hexane (A).

constants for reaction with SF6 were measured.19’20 The 
electron transport in low-mobility liquids is discussed ei
ther on the basis of an equilibrium model1?“21'or a hopping 
model.

In the hopping model it is assumed that the electron 
transport occurs by jumps of the electron between localized 
states which are separated by barriers of average height £ a. 
In the equilibrium model the electrons are thought to exist 
in two states, a trapped state and an extended state, with 
the population of the two states governed by the tempera
ture. In the extended state the electrons exhibit a mobility 
uo which also may depend on the temperature

The electron may in principle react with SF6 in both 
states. Reactions in the extended state have been reported 
for liquid argon and xenon where the electrons are quasi- 
free.22 For this case, the rate constant is limited by the de 
Broglie wavelength. .

The reaction rate of electrons in liquid methane shows a 
temperature dependence similar to the mobility, and the 
reaction is thought to occur in the quasi-free state. In liq
uid propane and ethane the reaction rate depends strongly’ 
upon temperature with an activation energy comparable to. 
that of the electron mobility. Therefore,'a close correlation 
between rate constant and mobility should exist and, in 
fact, plotting log ks vs. log /u yields a straight line with a 
slope of 1 over more than three orders of magnitude (Fig
ure 3). A similar dependence of ks on a in various liquids 
was also observed by Allen et al.;10 however, their rate con
stants for the high mobility liquids (isooctane, neopentane, 
and tetramethylsilane) and our methane ks values fall 
below an extension of the line in Figure 3 to higher mobili
ties.

The proportionality of &s to the electron mobility can be 
rationalized with the Smoluchowski equation23

k s =  4 ir(D ei +  DS)@N X 10- 3  ( M - 1  sec-1 )' (4)

where De\ and Ds are the diffusion coefficients of the elec
tron and solute, respectively, N is Avogadro’s number, and 
(8 is an effective reaction distance, which for electron at
tachment to a nonpolar molecule may be expressed by

d“ 1 = f  r~2 exp[I/(r)/£T] dr (5)
•J ii
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In eq 5, VO) is the interaction potential between e~ and S, 
and p is the effective encounter radius of e~ and S, or Re\ 
and Rs, respectively. With these assumptions, integration 
of eq 5 yields

/? — (Re I +  Rs) (6)

Assuming D,,\ »  Ds and substitution of eq 6 into eq 4 re
sults in

ks — 4irDe\(Re\ + RS)10~SN  (7)

If we now assume that the Nernst-Einstein equation

D = iikT/e (8)

is applicable to electrons in liquids, then

ks nei(kT/e)(Rei + Rs) (9)

If Rei decreases with increasing temperature as T~n and 0.5 
< n < 1, •

ks CC pel (10)

approximately follows. For instance R <x T~0 5 follows if R 
<x X, the de Broglie wavelength.

Proportionality between ks and pei has been proposed for 
acceptor-solvent systems where the overlap of correspond
ing electrons redox levels is sufficient.14 This condition is 
fulfilled in the case of SF6-low mobility hydrocarbons 
where the encounter time is sufficiently long to assure reac
tion with each encounter.

'A more detailed treatment of the reaction requires a 
more detailed knowledge of the energy levels of the elec
tron and the SFg molecule. The relative energy of the con
ducting state with respect to the vacuum level is given by 
Vo, which can be measured by a technique based on the 
photoelectric effect.24 In Figure 4 we plotted the depen
dence of ks on Vq for liquid ethane, where Vo as a function 
of temperaturp was determined by Tauchert.25 The data of 
Allen et al.10 obtained in various liquids follow this depen
dence, while our data for liquid methane deviate considera
bly .-»The "points for liquid argon and xenon follow the eth
ane data.

The meaning of this apparent correlation between ks and 
Vo is still unclear as it is for the relation between V0 and 
the electron mobility. The attachment of electrons to SFg 
in the, gas phase proceeds via two channels

e-  + SF6 -*• SFfi~ (I)
and

e- + SF6 — .SF5-  + F (II)

where reaction I has its maximum cross section at 0.02 eV 
while reaction II exhibits a maximum at 0.37 eV. The abso
lute values of the two cross sections depend on the temper
ature. Allen et al.10 interpret Figure 4 by identifying V0 
with the mean electron energy and assume that the maxi
mum rate occurs if the energy of the electron matches a 
certain energy level of the anion. A maximum rate occurs at 
Vo(max), where

V,,(max) = Emax -  P~

with Emax the energy of the electrons necessary to obtain 
the maximum rate in the gas phase and P~ is the polariza
tion energy of the product ion.

For the attachment of electrons to SFg in the gas phase 
E max «  0 has been found.16’17 The highest rate constant in 
the liquid was determined in liquid xenon. With Vq in-

Figure 4. Electron scavenging rate constant as a function of V0, the 
energy of the conduction state: ethane (O), data in various liquids 
from ref 1 0  (▼), methane ( 0 ), argon ( • ) ,  xenon (■).

creasing in the other liquids | V0(max) -  Vo| increases and 
the rate constant decreases.

Clearly more experiments, especially the influence of 
high electric fields, are necessary in order to get a more 
complete picture of the dynamics of electron attachment to 
SFg in dielectric liquids.
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Discussion

D. A. ARMSTRONG. Would you say whether the rate constants 
that you plotted against Vo were zero-field-strength rate con
stants; also tell us which liquids they were for?

G. BAKALE. The rate constants in the k vs. Vo plot were all low- 
field results where r>d is proportional to E, the electric field. (The 
symbols are explained in Figure legend.)

L. KEVAN. (1) It is interesting in your electron mobility data vs. 
temperature in ethane that you find a break near 180 K (see ref 19 
and 20). This is about where the simple electron localization crite
rion Fueki and I developed (paper in this issue) changes sign. In 
liquid propane, your data vs. temperature do not show a break and 
the electron localization criterion does not change sign.

G. Ba k a l e . We agree that this temperature region should be 
studied further since it may provide information on electron local
ization; however, we could not do these experiments in our glass 
cells.

L. KEVAN. (2) In alkaline ice glass (10 m NaOH-H20) hot elec
trons may also be produced at moderate electric fields. (T. Huang, 
I. Eisele, and L. Kevan, J. Chem. Phys., 1973). Thus it appears 
that scavenger rate constant effects on field-dependent mobilities 
of hot electrons could be studied to compare with your results in 
liquids.

M. Sil v e r . One must be very careful when applying the Bagley 
“sink” formula for the field emptying out of traps (see ref 19 and 
20). This comes from a one-dimensional analysis. One should use 
the Onsgaer three-dimensional field-dependent escape probability 
from a localized center. The two approaches agree at very high 
fields but disagree at moderate to low fields.

G. Ba k a l e . We recognize that the Bagley model may be an 
oversimplification but consider it adequate as a first-order approx
imation to explain the apparent increase in the electron mobilities 
at high (~100 kV/cm) fields which we observed.

R. A. HOLROYD. What is the temperature dependence of the rate 
constant in xenon?

G. BAKALE. We saw a slight negative temperature dependence 
of k{e~ +  SFe) in liquid xenon, but the narrow liquidus range of 
xenon over which we could make measurements prevented our ac
curately determining this dependence.

M. SILVER. The result that the rate constant in high mobility 
systems decreases with electric field is very interesting. From the 
standpoint of bias random walk [D. Haarer .and H. Mohwald, 
Phys. Rev. Lett., 34, 1447 (1975)], in the hot electron regime, the 
distribution of velocities is distorted in the field direction and the 
number of new sites encountered per unit time is increased and 
therefore the rate constant for attachment should gc#up. It would 
be very important to compare these field-effects (for lYigh mobility 
electrons) at many temperatures and for different scavengers. 
Your results might be in conformity with the random walk ideas if 
the cross-section for attachment was decreasing with increasing 
electron energy faster than the encounter rate with new sites was 
increasing.

G. Ba k a l e . We would like to see such studies done since we be
lieve such studies would provide information on the electronic
states in both liquids and glasses.

Mechanistic Studies of Metal-Ammonia Reductions

Robert R. Dewald

Department o f Chemistry, Tufts University, Medford, Massachusetts 02155 (Received July 23, 1975)

Mechanisms are discussed for the reactions of the ammoniated electron with alkyl sulfides, alkyl sulfones, 
acetone, bromate ion, ammonium nitrate, nitrous oxide, and benzylaniline. Mechanisms for the reactions of 
protonic acids with metal-ammonia solutions are also discussed. The ionization constant for ethanol in liq
uid ammonia at -45 ° has been estimated from conductivity studies. Kinetic data are presented for the re
action of ethanol with sodium in liquid ammonia at —45°. Mechanisms are suggested for the reduction of 
benzene by the alcohol-metal-ammonia system.

The unique properties of metal-ammonia solutions 
present unusual opportunities for the study of reduction 
reactions. A large variety of organic and inorganic mole
cules are reduced by reaction with the metals, either in the 
presence or absence of a proton donor. Encyclopedic sum
maries1-8 of the chemistry of metal-ammonia solutions in
dicate the magnitude of scientific expenditure in this area. 
In view of the synthetic utility of metal-ammonia solu
tions, it is surprising to still find a paucity of available ki
netic data necessary in formulating mechanisms.

The objective of this paper is to review some recent stud
ies of the reactions of metal-ammonia solutions and to 
suggest mechanisms for a number of other metal-ammonia

reactions. Because of the abundance of synthetic data, it 
has been necessary to be selective, and the choice of the 
systems discussed does not in any way reflect upon the 
merit of other work.

Bond Cleavage Reactions. Several overall general mech
anisms have been suggested previously to characterize 
bond cleavage reactions.9'10 In Figure 1, a general scheme is 
presented in this paper where A and B can represent either 
individual atoms or radical groups. Note that the different 
possible net reactions and corresponding sets of products 
are indicated by Roman numerals. A more general scheme 
is obtained when the scheme given in Figure 1 is coupled 
with the one presented by Jolly.9
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(VI)

( I )

AT +1/2 Bp

A~B~

AH * NH2 (VIII) 

^NHj
A~ * S'” (VII) 
j,A-B

AH * A-B~ (IX)

A-B

( I D  A' + B ..f/77 ► GRINDER (X) Nrlr
am

(III) A~ AH * NH2  (IV)
j  A-B

AH + A-BlV)

Figure 1. A proposed general mechanism to explain bond cleavage 
reactions.

Net reaction I corresponds to radical anion formation. 
There exists an almost complete lack of rate data reported 
for reactions of this type. The rate constant for the reaction 
of the ammoniated electron with pyridine11 has been re
ported to be 4 X 104 M -1 sec-1 at —34°. In this case, the 
pyridine rascal anion dimerizes and hence does not lead to 
bond cleavage.1 'i‘

Examples corresponding to net reaction VI are found in 
the reactions of propionamide, hydroquinone, and phenol 
with the ammoniated electron.12 These compounds2 react 
as weak acids with the ammoniated electron according to 
the following general scheme:

Figure 2. Isokinetic plot for the reaction of sodium with simple alkyl 
sulfides in ammonia. 16

controlled by AH) values, consistent with the electronic ef
fects being paramount.17 Moreover, the inductive effects of 
the alkyl groups were found to strongly influence the rates 
of cleavage. The cleavage of diphenyl sulfide also has been 
reported to proceed via the phenyl radical.18 This was 
shown by using the acetone enolate ion to trap phenyl radi
cals.

The cleavage of alkyl sulfones by the ammoniated elec
tron19 conforms to net reaction V. Using dimethyl sulfone 
as an example, the following mechanism19 has been sug
gested:

CH3SO2CH3 + eam-  — CH3SO2- + CH3- (slow) (8) 

CH3- + eairT —* CH3_ (9)

CH3-  + CH3SO2CH3 — CH3SO2CH2- + CH4 (10)

HA + eam — A + %H2 (1)

Moreover, these weak acids are capable of forming radical 
anions prior to bond cleavage. Radical anions of monoben- 
zenoid substances1,1314 have been reported in a number of 
solvent systems, and, in the case of propionamide, the car
bonyl group can facilitate electron attachment as previous
ly suggested for acetamide.15 For these reactions, the fol
lowing scheme has been suggested12 to account for the ob
served second-order rate expression:

eam-  + HA ^  HA-“  (2)

H A “ -  A " + V2H2 (3)

If reaction 3 is the slow step, then the rate expression be
comes

-d (e am“ )/df = b,3A'2(eam“ )(HA) (4)

where K 2 = (HA-_)/(eam-)(HA) and the observed second- 
order rate constant is k?JS.2-

The reactions of sodium with simple alkyl sulfides in liq
uid ammonia are in accord with net reaction IV. The fol
lowing scheme has been suggested16 for these reactions:

eam-  + R -S-R  — R -S - + R- (slow) (5)

R- + eam~ -*• R- (6)
R - + NH3 — RH + NH2-  (7)

where R denotes an alkyl group. Figure 2, obtained from 
the results reported by Jones and Dewald,16 gives a plot of 
A Hi vs. AS7 for these reactions. The linearity of the plot 
supports their suggestion of a common rate-determining 
step for the reactions in this series. The isokinetic tempera
ture (348° in Figure 2) indicates that the reaction rates are

For these reactions, the rate expression was found to be 
second-order, first-order with respect to both the alkyl sul
fone and the ammoniated electron.19 One would predict 
that the oxygens on the sulfone group should dominate the 
electronic effects governing the cleavage process. Hence, 
one would expect that the activation energies of a series of 
simple alkyl sulfones should be essentially invariant. This 
was found to be the case.19 The reaction of diphenyl sul
fone was found to be too rapid to permit rate studies by 
conventional methods. However, unlike the simple alkyl 
sulfones, the phenyl group can readily accept an electron 
forming a radical anion, and the following scheme presents 
a possible mechanism for the overall reaction (net reaction 
VIII):

C6H5S0 2CsH5 + eam- -  C6H5S0 2C6H5-- (11)

CfiH5S0 2C6H5.- + eam- -* C6H5S0 2-  + C6H6-  (12)

Cr.H.r + NH3 -  C6H6 + NH2- (13)

The above mechanism is consistent with a third-order rate 
expression, that is, second-order with respect to the ammo
niated electron and first-order with respect to diphenyl sul
fone. Moreover, the above scheme is in agreement with the 
observations of Rossi and Bunnett.18

Benzylaniline is reduced by metal-ammonia solutions 
according to the overall reaction2

2CfiH5CH2NHC6H5 + 2eam~ —
CfiHgNH- + C6H5CH3 + C6H5CH2NC6H5- (14)

In this reaction, one can speculate that the substrate is ini
tially cleaved to anilide and benzyl anions with the carban- 
ion being protonated by the substrate giving toluene and 
the diphenylamide ion as shown by the following sequence:
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C6HftCH2NHC6H5 + eam-  C6H5CH2NHC6H5.-  (15)

C6H5CH2NHC6H5 -  + eam-  -
C6H5CH2-  + C6H5N H - (16)

c 6h 5c h 2-  + C6H5CH2NHC6H5 —
CeHsCHs + C6H5CH2NC6H5-  (17)

The above mechanism is representative of net reaction IX.
Kraus and White21 reported that acetone reacts with so

dium in a 1:1 mole ratio without the evolution of hydrogen. 
On the other hand, Birch22 reported that acetone is recov
ered largely unchanged on treatment with sodium in liquid 
ammonia, and suggested that the lack of reduction resulted 
because of the enolate salt formation. Recently, Rossi and 
Bunnett18 reported that the reaction of acetone with potas
sium metal in ammonia yields the acetone enolate ion and 
produces approximately 40% isopropoxide ion as a by
product. We suggest the following scheme for the reaction 
of acetone with the ammoniated electron:

this reaction. In a typical experiment in which 6.72 X 10“ 4 
mol of NH4NO3 was allowed to react with 3.10 X 10“ 4 mol 
of Na, 6.58 X 10“ 6 mol of hydrogen was recovered. This 
would indicate that the rate constants for reactions 23 and 
24 are much larger than h(NH4+ + eam“ ).

Nitrous oxide reacts with metal-ammonia solutions ac
cording to the following:9

N20  4- 2eam— 4- NH3 N2 t  OH“  -I- NH2“  (28)

Since nitrous oxide is capable of readily accepting an elec
tron, a possible pathway for the reaction is as follows:

N20  + eam“  —>- N20-“  (29)

N20 --  + NH3 — N2 + OH" + NH2- (30)

NH2- + eam“  -  NH2“ (31)

In addition, the following side reaction occurs:9

N20  + 2NH2“  — N3-  + OH“  + NH3 (32)

CH3—C - C H ,  «  CH3—<jl+—CH3 + eam 

o  O - CH3—C—CH3 (18) 

0 “

CH, C—CH:. + CHa—C—CH3 - 

O O

We have found that sodium bromate reacts upon mixing 
with sodium-ammonia solutions at —65°. The following 
stoichiometric reaction has been reported:2

NaBrOs + 6Na + 3NH2 — NaBR + 3NaOH + 3NaNH2
(33)

We suggest the following mechanism in order to account 
for the reaction products:

CH3—Ç—CH2+ + CHs— CH—CH3 (19)

o -  0 “
CH3—C— CH2+ + eam-  — CHa— C =C H 2 (20)

0“ 0-
The mechanism is consistent with the following stoichio
metric reaction:

2CH3COCH) + 2eam“ —
CHa—C =C H 2 + CHa—CH—CHa (21)

0- 0-
Note the 1:1 mole ratio which was recently confirmed by 
Jones and Dewald.23 Moreover, the acetone enolate ion can 
readily be prepared by the reaction of acetone with the 
amide ion.18 Evidence for the radical formed by reaction 18 
has been demonstrated by pulse radiolysis and by ESR for 
a number of carbonyl compounds.24

The reaction of ammonium nitrate with metal-ammonia 
solutions is an interesting system in that virtually no hy
drogen is evolved.2 Burgess and Holden reported that am
monium nitrate and potassium react in a 1:3.1 ratio.25 The 
following overall reaction has been proposed2,25

2NH4NO3 + 6K — 2NH3 +  K4N20 4 + 2KOH (22)

The following scheme can account for the products of the 
above reaction:

N 03 + eam -  NO3-2“ (23)

+ NH4+ — NO, + NHa + OH- (24)

N 0 2 + eam - n o 2- (25)

NO,“  + eam“ -  N 02-2“ (26)

2N02-2“  — n 2o 44“ (27)

We have found that some hydrogen is indeed evolved in

NH.-t
Br03“  + eam-  — >- Br02"  + OH“ + NHo- (34)

NHj
Br02_ + eam“  — >- BrO~ + OH“  + NH2- (35)

n h ;!
BrO“  + eam“ — ► Br~ + OH“ + NH2- (36)

where the amide ion is formed by the reaction of NH2- with 
eam~. The above mechanism is an example of the scheme 
which we termed “ grinder” in Figure 1 .

The reaction of hexamethylphosphoramide (HMPA) 
with alkali metals has been reported to yield two anions,27 
the dimethylamine anion and the diamidophosphite anion. 
Therefore, the following scheme appears to be operative:

[(CHa)2N]3P = 0  + eS(,r  -  [(CH3)2N]3PO-“  (37)

[(CH3)2N]aPO•“  + esor  -  [(CH3)2N]2PO“  + (CH3)2N“
(38)

Here the nature of the decomposition products is now gov
erned by the reactions of the dimethylamine anion. Analy
sis of the decomposition products showed the presence of 
dimethylamine, and lesser amounts of trimethylamine and 
methane.28 Also, it is interesting to note that the stability 
of metal-HMPA solutions increases by a factor of 3 to 4 
when the temperature is lowered from 25 to 10°.28 This 
variation in stability with temperature would correspond to 
an activation energy of approximately 11 to 15 keal/mol. At 
—45°, we have found that HMPA is not readily cleaved by 
sodium-ammonia solutions. The slowness of this reaction 
would correspond to a second-order rate constant of less 
than 10 _SM “ 1 sec“ 1.

Reactions of Weak Acids. One of the most important 
class of reactions that metal-ammonia solutions undergo is 
the reaction with a protonic acid to give hydrogen and the 
corresponding salt of the acid.9 Weak acids, especially eth
anol, are frequently used as the proton source in the reduc-
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TABLE I: Summary of Rate Constants for the Reaction
of Ethanol with Sodium in Liquid Ammonia at —45°

Run no.
(eam )/ 
103 M

(EtOH),- 
102 M

10 5feobsd> 
sec 1

106fe', 
M sec-1

R41R 1.26 1.13 7.0 ± 1.0° 1.1 ± 0.3«
R42R 1.44 2.30 9.0 ± 0.5 2.4 ± 0.2
R37R 1.34 3.79 8.2 ± 0.2 5.5 ± 0.4
R36R 6.90 1.10 8.6 ± 0.8 1.0 ± 0.1
R35R 1.67 1.14 8.1 ± 0.5 0.40 ± 0.04
R39R 0.809 1.30 7.4 ± 0.3 0.66 ± 0.03

Av 8.0 ± 0.7
a Standard deviation.

TABLE II: Summary for the Conductance Data for the 
Determination of the Ionization Constant for Ethanol 
in Liquid Ammonia at —45°

EtOH
10 3 M A a -  A / A 0 K eq,M

2.39 0.0620 2.34 X 10~4 1.5 X 10~10
8.56 0.0294 1.11 X 1 0 “4 1.2 X 10~10

15.8 0.0232 8.75 X 1 0 “ 5 1.4 X 10~10
28.6 0.0152 5.77 X 10~s 1.1 X lO -10
42.7 0.0129 4.87 X 10~s 1.2 X 10~10

Av 1.3 X 10~10

tion of aromatic compounds by metal-ammonia solu
tions.58 A mechanism in which the weak acid can readily 
form a radical anion has-been discussed above. For the case 
wherein a weak acid cannot initially form a radical anion, 
Jolly9,29 has suggested the following mechanism:

HA ^  NH4+ + A“  (39)

NH4+ + eam̂  -*  NH, + xkH2 (40)

The kinetics of the reactions of sodium with water,30 alco
hols,30 32 and urea33 have been studied. The results of these 
studies appear to substantiate Jolly’s mechanism. Krapcho 
and Bothner-By34 reported findings that provide strong ev
idence that the reverse step of reaction 39 is much faster 
than reaction 40. Brooks and Dewald,35 using the stopped- 
flow technique, reported that k4o = (1.2 ±  0.2) X 106 M -1 
sec-1 at —34°. There is agreement that k -X) is expected to 
have a magnitude characteristic of a diffusion-controlled 
reaction.9 Therefore, assuming equilibrium conditions exist 
in reaction 39, the rate expression for ethanol becomes

-d (e am_)/di = ^4oif39[(eam~)(EtOH)/(EtO_ )] (41)

where Kx) = (NH4+)(EtO“ )/(EtOH). Furthermore, the fol
lowing side reactions should be considered:

NH:i + eam-  -  NH2-  + y2H2 (42)

NH2-  + EtOH — NH:t + EtO- (43)

Kinetic studies have shown that the platinum-catalyzed 
decomposition reaction 42 is zero order in dissolved alkali 
metal.36 We also have investigated the decomposition reac
tion in our glass system containing bright platinum elec
trodes and found that the reaction is consistent with zero- 
order kinetics. Therefore, the rate expression becomes

-d (e am_ )/df =  fe4oK39[(eam_ )(EtOH)/(EtO_ )] +  k' (44)

where k' corresponds to the zero-order decomposition reac
tion. The general curve fitting program developed by Dye 
and Nicely37 was used to evaluate the kinetic data for the 
reaction of sodium with ethyl alcohol. The results of the 
study are summarized in Table I. Note the constancy of the

2 0 0 0  4 0 0 0  6 0 0 0

Figure 3. Typical C/C0 vs. time plots for the reaction of sodium with 
ethanol in liquid ammonia. The circles are run no. R39R, and the 
squares are data reported by Kelly, et al.31 The solid lines represent 
calculated curves.

observed rate constants (&0bsd = &40K39). Moreover, the 
zero-order decomposition constant, k', is small and varies 
by approximately an order of magnitude depending on the 
experiment. An example of the fit of the data to the rate 
expression (eq 44) is shown in Figure 3. Electrical conduc
tivity experiments were performed in order to determine 
the ionization constant for ethyl alcohol in liquid ammonia 
according to eq 39 at —45°. The results of this study are 
given in Table II. The ionization constant was calculated 
by using the simple Ostwald dilution equation38 assuming 
unit activity coefficients. The value of the equivalent con
ductance of ammonium ethoxide at infinite dilution has 
not been reported. A value of 265 (Kohlrausch units) for 
ammonium ethoxide was used in the calculations. This 
value was obtained by assuming that NH4EtO and 
NH4Br03 should have similar equivalent conductivities, 
and hence the reported value for NH4BrC>339 was corrected 
for viscosity to yield 265. Note the constancy of the ioniza
tion constants given in Table II. Assuming an activation 
energy of 5.0 kcal/mol for reaction 40,11 k40 is estimated to 
be 7.2 X 105 M  1 sec-1 at —45°. Therefore, we calculate a 
value of 9.4 X 10-5 for k40K 3g, which is in good agreement 
with the observed rate constant.

Figure 3 also shows the fit of the data reported by Kelly 
et al.*1 to eq 44. Taking their data and estimating the ini
tial ethoxide ion concentration by using the ionization con
stant for ethanol at —45°, fe0bsd was calculated to be 4.3 X 
10“ 5. This value is about a factor of 4 smaller than one 
would expect based on our results. However, the magnitude 
of the calculated rate constant is highly sensitive to the ini
tial ethoxide concentration which may account for the 
above disparity.

Hydrogenation of Unsaturated Compounds. The only 
reported kinetic studies of the hydrogenation reactions 
(Birch reductions) have been for the reduction of benzene 
to 1,4-cyclohexadiene by alkali metals and alcohols in liq
uid ammonia. The overall reaction is

CeH6 + 2eam-  + 2ROH — C6H8 + 2RO~ (45)

The mechanism originally suggested by Birch5 appeared to 
be in agreement with kinetic data reported by Krapcho and 
Bothner-By.34 These investigators reported that the reduc
tion of benzene proceeds by the third-order rate law

—d(C6H6)/dt = &46(C6Hfi) (ROH) (Li) (46) 

However, Jacobus and Eastham40 later questioned the va-
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lidity of the above rate expression and observed that the 
reaction rate in the presence of an initially saturated solu
tion of ethoxide ions is

—d(C6H6)/df = fc47(C6HB)(EtOH)(Li)2 (47)

Jolly29 suggested a mechanism in which protonation pro
ceeds via the ammonium ion. Protonation of sodium na- 
phthalide41 by ethanol in liquid ammonia also was found to 
proceed via the ammonium ion. It is of interest to consider 
a modification of the mechanism for the reduction of ben
zene as suggested previously by Jolly.29 In this scheme we 
again assume protonation via the ammonium ion as follows:

EtOH — NH4+ + EtO- (48)

eam + CgHB -—  CBHB- (4 9 )

C6 H6--  4- NH4+ —  CßHv + NH 3  (50)

CfiH7. + eam —* CBH7 (51)

C6H7-  + EtOH — C6H8 + EtO“  (52)
Applying steady-state treatment to CgH7- and CBH7_, one 
obtains

d(C6H8)
di

— k 50K4&K 49
(EtOH)(C6H6)(eam-)

(EtO")
(53)

where Jf48 = (NH4+)(EtO )/(EtOH) and K49 — (CgHB- )/
(eam-)(C 6H6).

The above rate expression can be shown to be equivalent 
to the fourth-order rate law reported by Jacobus and 
Eastham40 if one considers the limited solubility product 
constant for lithium ethoxide is about IO-7. In addition, 
charge balance requires that

(Li+) = (eanT ) + (C6Ha--) + (C6H7-)  + (EtO ') (54)

eam + CgHfi = - C6H6. (49)

CfiH6 -  + M+ ^  (C6H6.--M +) ion pair (57) 

(C6H6.--M +) + EtOH — C6H7- + EtO" (58) 

CgH7- + eam-  C6H7-  (51)

C6H7-  + EtOH — CgHg + EtO- (52)

Applying steady-state treatment to the intermediates 
C(;H7- and CBH7- , and letting (eam~) »  (M+), the following 
rate expression is obtained:

d(C6H8)/df = fe58K 57.K49(eam- ) 2(C6H6)(EtOH) (59)

where K57 is the ion-pairing constant. Note that eq 59 is 
again consistent with the observations of Jacobus and 
Eastham.40 If one assumes that i f 49 f »  10-4 as before, J f 57 
to be in the neighborhood of 103 for ion pairing,45 and using 
the fourth-order rate constants reported by Jacobus and 
Eastham,40 one calculates k5g ~ 102 to 103. This range of 
values is comparable to the rate constants reported for the 
protonation of various radical anions in other solvents.42’43 
Moreover, the influence of the ethoxide ion on the rate con
stant40 can be explained by its formation of complex ions 
with ethanol.9’31 We are presently undertaking a systematic 
study of the yield obtained for the reduction of benzene as 
a function of ionic strength and dielectric constant in the 
hope of obtaining experimental results that would enable 
us to distinguish between the above suggested mechanisms.
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and at high-metal concentrations eq 54 reduces to References and Notes

(Li+) -  (e.,»- ) (55)

Hence, the rate expression becomes:
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dt
^5çE£8X 49/
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Discussion
J. Be l l o n i. How do you explain the differences between the ki

netics and hence mechanisms of eam~-hydrazine and eam~-substi- 
tuted hydrazine reactions? Why can you definitely rule out a 
mechanism for phenylhydrazine beginning by ionization of the 
molecule as we showed for N2H4 similar to the ethanol mecha
nism?

R. R. De w a l d . Hydrazine does not react with the ammoniated 
electron. However, substituted hydrazines, especially those having 
electron-withdrawing groups, are acidic in ammonia and hence 
react with the ammoniated electron. In other cases, resonance ef
fects can facilitate electron attachment which leads to bond cleav
age. In the phenylhydrazine case, a mechanism similar to the alco
hol reaction would not account for the products of the reaction. I 
would like to point out, however, that the mechanism we presented 
is formulated to account for the reaction products and we have no 
kinetic data to support the mechanism.

U. SCHINDEWOLF. The equilibrium for the reaction

e- + C6H6 ^  C6H6.-

in mixtures of methylamine and liquid ammonia is shifted to left 
with increasing temperature. This indicates that AH is negative 
and also that AS > 0.

J. L. DYE. The temperature dependence of the equilibrium con
stant for the formation of benzenide radical anion in tetrahydrofu- 
ran also shows a decreasing equilibrium constant with increasing 
temperature. By ESR techniques the benzenide signal disappears 
as the temperature is raised above about -50°C, similar to the re
sults of Tuttle and Weissman.

U. SCHINDEWOLF. What is the catalyzed zero-order reaction 
that you were referring to

R. R. Dew ald . I was referring to the following reaction 

eam-  + NH3 ^  NH2-  + %H2 

which is platinum catalyzed.9

U. SCHINDEWOLF. Why do you assume that ion pairing, CeHe--  
+ M+ s=> CeH6-_,M+, is important in the reduction of benzene? 
What is the evidence?

R. R. Dew ald . It is well established42' 44 that ion pairing plays 
an important role in the protonation of a number of aromatic radi
cal anions in solvent systems of lower dielectric constants than liq
uid ammonia. Moreover, Krapcho and Bothner-By34 reported that 
the addition of salts, particularly LiBr, resulted in a marked in
crease in the reduction rate.

A. M. KOULKES-PUJO. In the case of HMPA, were you referring 
to the reaction of eam-  with HMPA? The reaction of emviPA-  + 
HMPA is very slow, if there is a reaction occurring at all.

R. R* Dew ald . Yes, I was referring to eam- . I agree that the re
action of eHMPA~ + HMPA is very slow corresponding to second- 
order rate constant of less than 10-2 M ~l sec-1 at room tempera
ture.

A. M. KOULKES-PUJO. For reaction of DMSO with eam- , you 
suggested an intermediate step involving the formation of 
DMSO-“ . Is there any evidence for a DMSO--  species?

R. R. Dewald . Chung et al. (J. Phys. Chem., 78, 1882 (1974)) 
reported the formation of methyl-radical-methanesulfenate anion 
pairs by dissociative electron capture in 7-irradiated crystalline di- 
methyl-de sulfoxide at 77 K. These authors also regarded Me2SO-~ 
as an unstable product of electron capture whose structure natu
rally lends itself to a facile dissociation process.
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Surface Tension of Metal-Ammonia Solutions
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A phenomenological study of surface tension at —35 and —40°C from the Gibbs equation indicates that the 
minimum thickness of the interphase is very large just above the critical point (160 A at —35°C and 360 A 
at —40°C). In the interphase, the solution is much more dilute than in the bulk. These effects can be ex
plained by the proximity of the critical point and by the large difference of surface tension between pure 
ammonia and concentrated solutions. Our results could help to interpret reflection spectroscopy data re
ported by Burrow and Lagowski.

Introduction

Surface tension of sodium-ammonia solutions at —35°C 
is largely influenced by the proximity of the critical point 
(—41°C). A method is described which allows the thickness 
of the surface phase where gradients occur to be evaluated. 
It appears that the minimum thickness of the surface phase 
is 160 A at —35°C and 360 A at.-40°C at the critical con
centration. The structure of the surface can be proposed as 
follows: there exists a sharp density gradient at the surface 
corresponding to the liquid-vapor equilibrium. Inside the 
liquid, close to the surface, the concentration varies over a 
large distance. The surface phase becomes thicker as the 
critical point is approached.

Generalities

Thermodynamics permits energy balance of macroscopic 
systems to be studied. The simplest way to apply thermo
dynamic formalism to surface properties is, as did van der 
Waals or Guggenheim, to consider the surface of a liquid in 
equilibrium with its vapor as a third phase of a given thick
ness r. All gradients between the vapor and liquid phases 
take place in the surface phase. It is supposed that average 
thermodynamic quantities, pressure, temperature, density, 
and free energy can be defined in this phase.

The surface phase is not isotropic and therefore pressure 
is a tensor. The pressure on a plane parallel to the surface 
is assumed to be the same as the pressure inside the vessel, 
but the pressure perpendicular to the surface is

p — y/r (1)
This expression can be used as a definition for surface ten
sion y.

From there the Gibbs equation can be derived quite sim
ply for a two-component mixture as

— —  ir» - r.,,1 ÜSÍ2
3 *2  * 1  6X 2

(2)

at constant pressure and temperature. Ti a is the number of 
molecules of components 1,2 in the surface phase per unit 
surface; a2 is the activity of component 2, and x \t2 are the 
mole fraction of components 1,2.

We are going to focus all our attention on the term u = 
r 2X1 — IT* 2. It appears that this quantity can be easily de
termined if both the surface tension and the chemical po
tentials of the solution as a function of concentration are 
known.

It must be pointed out that I\2 is closely related to the

mole fraction x\',2 in the surface phase; if k is a factor tak
ing care of the dimensionality, it is found that

u  =  r2*i -  ri*2 =  k ( x 2' x i  -  X 2X 1 )  (3)

Hence, if the average concentration of the solute in the 
surface phase is the same as in the bulk of the solution, u 
vanishes, and it is shown from eq 2 that the surface tension 
should not vary with concentration. Conversely, any 
change of surface tension with concentration indicates that 
the concentration in the surface phase is different from 
that in the bulk.

In all of the textbooks except Guggenheim’s,1 the con
centration of the solvent is supposed to be the same in the 
surface phase and in the bulk, and thus u/x 1 in eq 2 be
comes simply k(x2 ~ x2), which indicates the excess solute 
in the surface phase.

Some very interesting points coming from a more com
plete analysis of u are missed by this simplification, which 
is just one of the many ways to locate the surface plane. As 
is shown from Figure 1, this procedure consists of choosing 
B as the surface plane. This figure gives the number of 
species 1,2 per unit surface as a function of distance. The 
number of molecules contained between planes A and B 
represents the excess concentrations in the surface phase.

Actually there is no need to choose a surface plane at this 
point, and Guggenheim1 showed that u does not depend on 
this choice.

It is seen from Figure 1 that the distance through which 
gradients occur must be related in some way tc the value of 
r. The interface thickness cannot be chosen as r since the 
concentration gradients are not sharp but display smooth 
profiles. It will be shown that r is the minimum thickness 
of the surface phase, and that the actual thickness can be 
well approximated by 2t.

By some rearrangements, it can be seen that r is a linear 
function of u

T = -u V m/x !X2 (4)

Vm being the volume of 1 mol of mixture. Using eq 2 and 4, 
r can be determined directly from surface tension and ac
tivity data by

Vm ay/ax 2
T  = ------------------------------------------------------( 5 )

x2RT a In 02/3*2

For example for an ideal solution

3 In o2/3*2 = 1 /x 2
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A B

♦ ______ _______ ‘

Figure 1. Surface density for a two-component mixture. A and B 
represent the planes where the excess concentration of the solute 
and the solvent, respectively, is zero. The smooth curves are the ac
tual density profiles. Dashed areas on the left and on the right of 
each plane are equal.

and

Vm 37 
R T  d%2

(6)

For a perfect ideal mixture of two liquids for which the sur
face tension varies linearly with concentration between 71 
and 72, the values of the pure components, 37/3*2 and 
therefore r are constants. The surface thickness depends 
mainly on the difference 72 — 71. The absolute value of 72 
— 71 must be chosen because negative values of r would be 
meaningless.

It seems very important to determine r before making 
any model for the structure of the surface of a two-compo
nent mixture. Most models assume that gradients occur 
only in a monolayer. Very often there is no quantitative 
basis to make this assumption. The determination of r 
could test the applicability of such models. If r is of the 
order of a few angstroms, a monolayer surface is probable; 
but if it happens to be of the order of a few tens of ang
stroms, such models must be dicarded.

Application to Metal-Ammonia Solutions

T h e  S od iu m -A m m on ia  S y s tem  at —35 a n d  —40°C . Sur
face tension measurements on sodium-ammonia solutions 
have been performed by Holly,2 and the results have been 
reviewed by Sienko at Colloque Weyl I.3 It is seen from eq 2 
that 37/3*2 must be compared to a In 02/ 3*2 in order to de
termine u . The surface tension and the activity of the so
lute at —35°C are given on the same plot in Figure 2 as 
functions of the concentration. It is seen that both curves 
show a plateau and a point of inflection, but it is inter
esting to note that the minimum slope does not occur at the 
same concentration for the two properties. Values of r have 
been calculated from eq 5 and are shown in Figure 3. The 
minimum surface thickness r shows a maximum at the crit
ical concentration, i.e., at the minimum slope of the activ
ity-concentration plot. At this concentration, 37/3*2 is al
ready quite large as can be seen from Figure 2. At its maxi
mum value, r reaches 160 A —35°C and 360 A at —40°C.

The surface plane can now be chosen close to plane B 
since it is near this plane that a large density gradient oe-

Figure 2. Surface tension and chemical potential of a sodium-am
monia system at —35°C as functions of concentration. Ay is the 
difference between the surface tension of the solution and that of 
the pure solvent.

Figure 3. The minimum surface thickness t as a function of concen
tration at —35°C (X) and -4 0 °C  (•).

curs. It has been said that concentration profiles were not 
taken into account when calculating r. The minimum re
quirement for concentration profiles is that *2 must not 
vanish between planes B and A. Thus in Figure 1 the solute 
profile must be extended from A to B. Assuming symmetry 
on both sides of plane A, it can be concluded that a value of 
2t is a good approximation for the thickness of the inter
face. For metal-ammonia solutions, the surface phase is 
furthermore much more dilute than the bulk phase.

The thickness of the surface phase increases as the criti
cal point is approached. It probably diverges near the criti-
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DISTANCE Y ( a )

Figure 4. A tentative concentration profile for a sodium-ammonia 
solution at —40°C at the critical concentration. Positions of planes A 
and B in Figure 1 are indicated by the arrows.

cal temperature. At the critical point itself, both ar/dx2 and 
a In 02/ 3*2 vanish and r is not defined.

Discussion . . ..

If we assume that sodium-ammonia solutions consist of a 
mixture of free ammonia and solvated sodium, NafNHg),,, 
it is evident from Figure 2 that the surface tension of the 

„  'solvated nrefal is much larger than that of pure ammonia; it 
is 'probably of the order of 100 or 200 dyn/cm as for most 

‘ liquid metals. In order to minimize the surface energy, am
monia tends to replace the solute at surface sites, but ener
gy is required to make the solution more dilute. This ener
gy can be calculated from- the difference in free energy 
coming from different concentrations in the surface phase 
and in the bulk. Damay and Schettler4 showed that the en
ergy required to make large concentration fluctuations in 
the intermediate range is small because of the proximity of 
the critical point. A minimization is operated between 
these two opposite energies.

Very often profiles are represented by hyperbolic tan
gents in order to take into account the exponential gradient 
of concentration which occurs on both sides of the mid
point (Figure 1). Figure 4 represents a tentative concentra
tion profile for a sodium-ammonia system at — 35° C at the 
critical concentration. The concentration gradient at plane 
A is taken as x2/r. The surface plane is chosen very close to 
B because it is at this plane that a large density gradient 
occurs. This density gradient is very sharp due to the fact 
that the critical temperature of pure ammonia is far from 
—35°C.

Hence the surface structure in the intermediate range of 
concentration can be summarized as follows: a concentra
tion gradient exists through several hundred angstroms, 
the surface itself presents a sharp density gradient. The

concentration at the surface is much more dilute than in 
the bulk. Semiquantative arguments (hyperbolic tangent 
profile and ax2faz = x2/r  at plane A) allows the concentra
tion to be calculated in the few angstroms close to the sur
face. It appears that the molar fraction of the solute at the 
surface is of the order of 10-3 and is surprisingly quite in
dependent of concentration.

Those results could help to interpret reflection spectros
copy data obtained by Burrow and Lagowski.5 Their results 
show that the vibrational spectra of ammonia for all con
centrations is the same as for the pure solvent. These spec
tra could very well be attributed to the surface phase which 
is always much more dilute than the bulk. The same argu
ment could be applied to the data of Beckman and Pitzer6 
who found the reflection spectrum of solvated electrons in 
the intermediate range.

It can also be suggested that the work function of elec
trons should be strongly affected by these surface effects.

Conclusion

The surface tension of metal-ammonia solutions has 
been studied from a thermodynamic point of view. It has 
been shown that concentration gradients occur through 
large distances in the intermediate range of concentration. 
A semiquantitative concentration profile has been suggest
ed. It indicates that the concentration in the few angstroms 
close to the surface remains nearly constant and is more di
lute than in the bulk.

More work has to be done in order to define a more prob
able structure of the interface. Widom7 showed that the 
surface and interfacial tension could be interpreted in 
terms of concentration and density fluctuations. In the 
light of recent results obtained by Chieux8 on neutron dif
fraction near the critical point and by Damay and Schet
tler4 on the microscopic structure of these solutions in the 
intermediate range, it should be possible to make a more 
quantitative model for both surface and interface structure 
(the interface separating the two liquid phases below the 
critical point).
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Dielectric Constant of Liquid Ammonia from —35 to + 5 0 °C  and Its Influence on the 
Association between Solvated Electrons and Cation
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The dielectric constant of pure liquid ammonia has been measured from —35 to +50°C. In addition previ
ous works have been reviewed so as to allow the estimation of a “ best” value for the dielectric constant any
where between —75 and +50°C. Anomalies had been reported in the temperature coefficient of the associa
tion between solvated electrons and cations. They are explained in the light of these new measurements.

Many measurements of the dielectric constant of liquid 
ammonia have been made at different temperatures and 
the resulting values are scattered in the literature.1“13 Most 
of these measurements have been made as a subsidiary part 
of some other experimental program and as a result there 
are few values at high temperatures, few series of measure
ments as a function of temperature, and, in addition, inter
comparison of the results from different authors leads to 
considerable uncertainty.14’15

We have measured the dielectric constants from —35 to 
+50°C. In addition we have briefly reviewed other works so 
as to allow the estimation of a “best” value of the dielectric 
constant anywhere within the extended range from —75 to 
+50°C.16

Experimental Section

Our dielectric constant measurements were made by the 
capacity method. Following the method of Baldwin and 
Gill3 we have measured the capacity of a condenser with an 
impedance bridge. This choice was conditioned by the 
characteristics of the high-pressure bomb at our disposi
tion. In order to avoid loss of precision special care was 
taken with regard to two experimental points. First, para
sitic parallel capacitance can be a serious cause of error; our 
cell design eliminated problems from this quarter. Second, 
because the impedance is a function both of capacitance (c) 
and conductance (G), high precision capacitance measure
ments are not possible if the ammonia has even trace 
amounts of ionic (or ionizable) impurities. Thus particular 
care was taken in purifying the ammonia.

The cell consisted of two concentric cylinders con
structed of stainless steel with the following dimensions: 
outer cylinder exterior diameter 59.8 mm, interior diameter
51.2 mm, height 50.0 mm; inner cylinder exterior diameter
56.0 mm, interior diameter 53.4 mm, height 30.0 mm. Thus 
the space between the two plates was 6 mm.

Gaps smaller than this risk serious difficulties arising 
from capillary effects and trapped bubbles. The outer cyl
inder was longer than the inner cylinder by 10 mm at each 
end in order to minimize edge effects. The cylinders were 
placed in a cylindrical cell of Teflon which served to fix the 
cylinders in relationships to one another. Appropriate 
channels were constructed in the Teflon to allow for circu
lation of the ammonia, escape of bubbles between the inox 
plates, and connection of insulated wires to the plates.

This assembly was then placed in a grounded stainless 
steel bomb. Appropriate provisions were made for magnet
ic stirring. It was found that this form of agitation could be 
augmented by the pumping of ammonia.

Measurements of capacitance and conductance were 
made simultaneously, utilizing a Wayne Kerr B 641 imped
ance bridge (frequency 1522 Hz, resolution 0.01% of full 
scale).

Because of the temperature range considered the vessel 
containing the cell as described was a high-pressure reactor 
which was made of stainless steel along with its accessories 
which include apparatus for control of liquid level and 
pressure values for filling and emptying, et^ .' ‘  '

Temperature was controlled to ±0.02° 0  with a propor
tional regulator and a resistance heater located on the in
side of the reactor. For temperatures lower than ambient, 
the outside of the reactor was cooled by circulation of cold-' 
alcohol. •> , V  r

Ammonia is a difficult substance ;to maintain at high pù- - 
rity levels. Our ammonia wasjjurified by distilling over so
dium to obtain maximum dehydration. It was then distilled 
into a storage cylinder containing sodium amide. This 
method has been used by Kraus to maintain the ammonia 
in a perfectly anhydrous state, in addition the use of this 
slightly soluble salt restricted contamination cf the distil
late by the dehydrating agent to negligible levels. After 
each series of measurements four to five successive distilla
tions were necessary in order to obtain a conductivity less 
than 5 X 10“ 7 ohm-1 cm-1 at 20°C.

For calibration we first tried to measure the capacitance 
of the cell under vacuum and with 1 atm of helium as a 
function of temperature utilizing the method of Baldwin 
and Gill. However, these results were not of sufficient accu
racy. Therefore we utilized n-hexane and chlorobenzene 
(Carlo Erba pure reagents kept under molecular sieve). The 
dielectric constant of both of these substances has been 
measured by Smyth and Morgan17 in the range of tempera
tures of interest. This calibration also permitted verifying 
that the cell did not have measurable parasitic capacitance.

Results

The values of dielectric constant which we obtained are 
shown in Table I. Measurements were made in four series. 
Each series contains a succession of points taken as a func
tion of both increasing and decreasing temperature. The 
ammonia was siphoned out and redistilled between each 
series ensuring that the conductivity remained approxi
mately 2.5 X 10“ 7 at — 30°C, 5 X 10“ 7 at +20°C, and 1 X 
10“ 6 ohm“ 1 cm“ 1 at +50°C. In the table column 1 shows 
the series number, column 2 the temperature, and column 
3, the average value of the cell capacitance under vacuum 
as deduced from calibration with hexane and chloroben
zene. Column 4 is the apparent capacitance under vacuum

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



3054 Gérard Billaud and Antoine Demortier

Figure 1. Dielectric constant of liquid ammonia: ( • )  ref 1; (A) ref 2; 
(A) ref 3; (■) ref 4; (+) ref 5; (V) ref 6 ; (0) ref 7; (▼) ref 8 ; (♦) ref 9;
(□) ref 10; t o )  ref 11; ( 9 ) ref 12; (6 ) ref 13; (---- ) “ best values”  of
ref 14 and 15; (O) our values.

as measured by n-hexane minus the apparent capacitance 
under vacuum as measured by chlorobenzene. Because 
these differences are very slight and the signs are not con
stant we concluded that parasitic capacitance is negligible. 
Columns 5 and 6 are the measured capacitance and dielec
tric constant of ammonia.

Discussion

The new results are compared in Figure 1 with those al
ready existing. A thorough discussion of these data has 
been made by Cronenwett.14,15 Data obtained by various 
authors above 3000 MHz have not been included because 
the measurement techniques are questionable at these 
frequencies.14 The new results fit very well with those of 
Breitschwerdt, Zintl, and Hooper. Grubb’s data are isolat
ed at higher values. The values obtained by Burow, Bal
dwin, Hasted, Palmer, and Schlundt are lower by 4-8%.

Such deviations can be accounted for by edge effects, 
parallel capacitance, and by calibration procedures. In the 
beginning of this work, when edge effects and parallel ca
pacitance through the Teflon holders were not minimized, 
a calibration of the cell with benzene always resulted in a 
lower value for the dielectric constant of other liquids (for 
example, nitromethane). In order to avoid this difficulty 
the cell was designed as described above and two liquids of 
different dielectric constants were used for a double cali
bration. In this case it has been possible to prove that these 
effects had become negligible.16 Moreover calibration of 
the cell has been made at each experimental temperature 
(Table I). The same care was not taken by Burow, Baldwin, 
Hasted, Palmer, and Schlundt. The work of Baldwin is also 
questionable for the purity of ammonia.

The accuracy of our data gives significance to the slight 
curvature of the dielectric constant vs. temperature curve. 
Cronenwett1415 had made a best provisional estimate by 
drawing a straight line through the results of Burow and 
Hasted. Our results can be summarized by the following 
parabolic equation where t is the temperature in degrees 
centigrade

e = 16.024 -  9.483 X 10~2(t -  25) +  2.6 X I0~4(i -  25)2

with this equation the standard deviation is 0.08. The re
sults also fit the exponential equation

e = 4.515 exp(—T/171.2)

where T is the absolute temperature. However the stan-

TABLEI
Series

no. T, °C C0,pF > O O ! x
j

r*
5

c NH3. PF eNH3'

1 50.0 78.39 0.61 1098 14.01
2 45.0 78.26 0.45 1109 14.17
3 41 .5 78.18 0.40 1125 14.39
1 40.0 78.18 0.22 1155 14.77
3 36.5 78.35 0.17 1168 14.91
2 35.0 78.15 0.34 1176 15.05
1 30.0 78.34 0.19 1215 15.51
2 25.0 78.63 - 0 . 1 0 1260 16.03

1 -2 20.0 79.00 —0.09 1312 16.61
3 15.0 80.46 -0 .0 6 1356 16.85
1 10.0 81.07 0.02 1420 17.52
3 8 .0 81.29 —0.05 1435 17.65
2 5.0 81.61 —0.01 1468 17.99
1 0.0 82.03 —0.20 1529 18.64
2 - 5 .0 82.47 —0.41 1577 19.12

1 -4 —10.0 82.84 —0.52 1643 19.83
2 —15.0 83.55 —0.54 1691 20.24
1 —20.0 84.09 -0 .3 5 1762 20.95
2 —25.0 84.73 —0.66 1815 21.42
3 —30.0 85.36 —0.22 1880 22 .01
1 —31.7 85.74 —0.12 1907 22.24
1 —35.0 86.16 0.18 1950 22.63

dard deviation, 0.10, is slightly greater than with the para
bolic equation.

Application to Metal-Ammonia Solution

In a previous paper18 a peculiar behavior had been found 
for the association of alkali cations and solvated electrons 
into ion pairs. The association decreases with the increas
ing temperature from —65 to —35°C. The association in
creases with increasing temperature from 0 to 25° C.

Along the terms of Bjerrum’s theory the association in
creases when the Bjerrum distance (or (<T) ') increases 
and when the distance a (of “ closest approach” ) decreases. 
With the present values of e, the variations in the product 
cT are negligible from —65 to —35°C (eT  =  5.4 X 103). The 
Bjerrum distance remains therefore almost constant. In 
this range, the distance a increases sharply with increasing 
temperature.18 The later increase is sufficient to account 
for the decrease of the association with increasing tempera
ture.

The product eT decreases from —35 to +25°C (where eT 
= 4.6 X 103). The Bjerrum distance increases and is respon
sible for increasing association. However its variation is not 
sufficient to account for the magnitude of the effect. A si
multaneous decrease of a would be necessary. No data are 
available on a at these temperatures, but a decreasing .sol
vation with increasing temperature is reasonable.

As a conclusion the temperature dependence of the di
electric constant is partly but only partly responsible for 
the behavior of the association. A larger role has to be 
played by the distance parameter a, which is related to the 
solvation of cation and electron.
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Pulse radiolysis of solutions of alkali metal cations in methylamine, ethylamine, liquid ammonia, tetrahy- 
drofuran, and diethyl ether demonstrates the formation of solvated electrons, es- , ion pairs (M+, ea- ), and 
alkali metal anions M~. This paper correlates previous work and presents kinetic evidence for the forma
tion of a triple ion intermediate (Na22+, es~) in the formation of Na-  in methylamine. Studies on the for
mation of Na-  in metal-ethylamine or -methylamine solutions containing trace amounts of Na+ show a 
marked difference in the rate depending on the metal in excess. Evidence is presented which suggests the 
formation of a complex with sodium in Li, Mg, or Ca solutions, whereas in K, Cs, or Rh solutions, the reac
tion proceeds via the corresponding K- , Cs- , or Rb-  species. The spectrum of (Na+, ea- ) has been investi
gated in binary mixtures of THF-ethylamine and ethylamine-ammonia. In each case, a single absorption is 
observed, which shows a shift in the band maximum to a wavelength intermediate to that obtained in pure 
solvents. The effects of ammonia on the formation of, and equilibrium between, (M- , eB- ) and M-  in ethyl- 
amine are also discussed.

Introduction

A comprehensive introduction to the subject of alkali 
metal solutions in liquid ammonia, amines, and ethers is 
contained in the proceedings of Colloque Weyl I, II, and
III.1 3 Numerous investigations have demonstrated that in 
general at least three species, the solvated electron es- , ion 
pairs (M+, es- ), or M and alkali metal anions M-  coexist in 
equilibrium.

ea-  + M+ ^  (M+, ea~) or M (1)

(M+, es- ) + es-  ^  M " (2)

Absorption spectra characteristic of es-  4-8 and M-  7-11 are 
well established, but it is only recently that flash photoly
sis11-15 and pulse radiolysis18-20 studies have demonstrated 
the existence of transient absorption bands attributed to 
(M+, es- ). However, very little is known about the corre
sponding rate or equilibrium constants associated with re
actions such as (1) and (2) since the alkali metal systems 
are normally observed at equilibrium. Using pulse radioly

sis in conjunction with fast infrared detectors,21-23 it is now 
possible to obtain this type of information by first produc
ing es-  and then observing the subsequent formation of 
metal dependent species.

This paper describes work on the effect of solvent, alkali 
metal, crown ether (dicyclohexyl-18-crown-6), mixed sol
vent, and mixed metals on the overall equilibria and ab
sorption spectra of es- , (M+, es- ), and M -  in methylamine, 
ethylamine, liquid ammonia, tetrahydrofuran (THF), and 
diethyl ether (DEE).

Experimental Section

Detailed accounts of the pulse radiolysis techniques and 
solvent preparations have been described else
where.17-2024’25 Briefly, solutions were irradiated in either 
Pyrex or quartz flow systems with 0.3- to 1 -qsec pulses of 
electrons from a 2.5-MeV Van de Graaff accelerator. Opti
cal absorptions were monitored in rectangular quartz cells 
with an optical path length of 0.5-2.0 cm.
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Figure 1. Optical absorption spectra observed in ethylamine. Pulse 
radiolysis; Na~, K- , and Cs~ (crosses, difference spectrum from 
Figure 2) observed in solutions containing sodium, potassium, or ce
sium ethylamide. Solid es_ line obtained in pure or basic solutions in 
the absence or presence of crown ether;-------represents the spec
trum observed in sodium or potassium ethylamide, NaBPh4, NaAIH4, 
or KBPh4 solutions. Experimental points are omitted because of
close overlap. Alkali metal solutions at equilibrium:--------, Na or K
solutions plus crown e th e r:--------------- , Cs solutions (ref 27). The
es_ spectra are normalized relative to each other at 1600 nm, while 
the remainder are arbitrarily enhanced to different peak heights for 
clarity in presentation. See text and.ref 17 for further details.

Results and’Discussion

Spectra. General Review. Optical spectra of alkali metal 
solutions in amines and ethers at equilibrium are in general 
composed of two absorption bands ascribed to metal-de
pendent and metal-independent species.7 9 The former or 
“ visible” band maximum occurs at relatively short wave
lengths, <1100 nm, and is assigned to the species of stoichi
ometry M~.7-10 The latter band is often much broader and 
extends further into the infrared with a pronounced sol
vent dependence of both the maximum and band shape.8

Until recently it has been common to assign this infrared 
component to the solvated electron.26-28 This is supported 
by comparisons of the spectra of metal solutions with those 
obtained by pulse radiolysis and flash photolysis.7 8’14’21 
However, the agreement is not exact, and it has been 
noted7,8 that the metal solution bands are in general broad
er and at slightly higher energies than those found by pulse 
radiolysis. Furthermore, the pulse radiolysis solutions were 
not always completely free of alkali cations since it was 
necessary to add base (~10-4 M) to prevent rapid reaction 
of ea with oxidizing species produced by the pulse.7

It has been emphasized, therefore, that the shape and 
band width of the infrared absorption may also be concen
tration dependent, because of either the formation of spin- 
paired species or of ion-paired species.7-9 Consequently, 
correlations between pulse radiolysis of solutions of alkali 
metals and alkali metal solutions at equilibrium are more 
difficult to interpret unambiguously than was originally 
supposed.

With the possible exception of solutions containing 
crown ether or cryptate,7 8 which can shift the equilibria in 
favor of es- , the infrared absorption band is, in our view, 
more likely a composite spectrum with the proportions of 
es_, (M+, es_), or M -  being dependent on the solvent and 
alkali metal. Comparisons relating to es_ spectra would be 
most reliable at infinite dilution, a region effectively cov-

Figure 2. Optical absorption spectra observed by pulse radlolysls in 
lithium and cesium solutions in ethylamine, ~ 6  X 10~ 5 M cesium 
ethylamide; solid (>7 /jsec) an d ---------(2.5 nsec) lines are normal
ized relative to each other at 1400 nm. The difference spectrum due 
to Cs-  ( - • - • - )  is arbitrarily normalized to a peak height of 6.9 units 
for clarity: dashed line, ~ 10 - 3  M lithium ethylamide solutions; X, 
~ 0 .1 M LiAIH4. See text and ref 17 for further details.

ered by pulse radiolysis, but difficult to achieve with alkali 
metal systems.

In our pulse radiolysis experiments we have, therefore, 
investigated the spectra as a function of time both in the 
pure solvent and in the presence of alkali metal salts. De
tails of specific systems are discussed below.

Ethylamine. Figures 1 and 2 show the absorption spectra 
obtained at room temperature by pulse radiolysis in pure, 
slightly basic (>10~4 M  CH3CH2NHM, where M = Li, Na, 
K, or Cs) and solutions containing >10-4 M  NaAlH4, 
LiAlH4, salts of tetraphenylboron (NaBPh4, KBPh4), or 
crown ether in ethylamine.

In pure or basic solutions, a broad infrared absorption 
due to es~ is observed immediately after the pulse.17 The 
“ maximum” occurs at >1800 nm, but cannot be clearly re
solved owing to the large solvent absorption at longer wave
lengths. This “ peak” is, however, consistent with that at
tributed to es_ in alkali metal ethylamine solutions con
taining crown ether8 (dashed line in Figure 1). However, in 
the latter case the overall envelope has a different shape, 
indicating that crown ether may also modify the initial es~ 
spectrum. This phenomenon is also observed in THF and 
DEE (see below).

In basic solutions the initial es_ absorbance is followed 
by a further substantial growth in absorption which shows 
a slight, but distinct shift in the maximum toward the blue. 
This growth is first order with the rate dependent on the 
nature of the alkali metal ethylamide. The absorption then 
subsequently decays (except for Li) with the concomitant 
second-order formation of the corresponding long-lived M-  
species.17 Both the growth and decay are eliminated in the 
presence of an excess of crown ether, and only the broad 
initial spectrum due to es_ is observed (Figure 1).

We conclude therefore that this transient, blue-shifted, 
infrared band corresponds to the formation of an ion-pair 
intermediate (M+, es~). For sodium and potassium solu
tions this species has a maximum at 1400 nm.

This assignment is supported in that identical spectra 
are observed immediately after the pulse in ethylamine so
lutions containing >10~4 M  NaBPh4 or KBPh4 or 10~2 M
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Figure 3. Optical absorption spectra observed Immediately after the 
pulse in pure methylamine, =$1 0 - 5  M alkali metal methylamide solu
tions and solutions containing ~ 1 0 - 3  M CH3NHK and ~ 1 0 - 3  M 
crown ether: ( • )  pure CH3NH2, (■) K with crown ether, (O) Li, (□) 
Na, (A) K, (X) Cs. The curves are normalized to a common peak 
height but arbitrarily displaced for clarity.

NaAlH4. In these systems the initial ion-pair absorption 
decays completely on a microsecond time scale with only a 
small amount of Na-  being detected in NaAlH4 or NaBPh4 
solutions. In this respect the results are similar to those ob
served in THF20 where, in the absence of base, the ion pairs 
disappear by reaction with radiolytically produced radicals.

In lithium ethylamide solutions the corresponding ion- 
pair maximum is shifted toward 1600-1700 nm (Figure 2). 
As indicated by ESR,9'29 it is likely that this latter absorp
tion contains an equilibrium contribution from es~ which 
may mask the true peak due to (Li+, es~). The 1600-1700- 
nm peak position correlates well with the band maximum 
of 1400 nm reported for lithium solutions at —17°C and the 
temperature coefficient of ~6 nm/deg.9 In LiAlH4 solutions 
the spectrum observed immediately after the pulse shows a 
gradual shift toward the blue with the maximum changing 
from ~1800 to 1500 nm with increasing concentration from 
10-4 to 10-1 M. This again is consistent with the formation 
of (Li+, es~), the spectrum of which is very similar to that 
of (Na+, es~) and (K+, es- ). Unlike NaAlH4 solutions, no 
evidence is observed for the formation of a long-lived 
species analogous to Na- .

For ~6 X 10-5 M  cesium ethylamide solutions (Figure
2), the long time scale (»7  Msec) spectrum very closely re
sembles the steady-state spectrum observed in cesium-eth- 
ylamine solutions.9 In this case we believe the maximum at 
1100 nm is due to a contribution from Cs~, while the broad 
long-wavelength shoulder, which i3 more predominant at 
shorter time scales (2.5 nsec), is largely due to an equilibri
um mixture of (Cs+, es- ) and Cs- . The difference between 
the short and long time scale spectra does, in fact, corre
spond to that expected for Cs- .8

In summary, our results suggest that in ethylamine17 the 
true es-  absorption has a maximum at >1800 nm, while the 
infrared bands at 1400-1600 nm, formerly assigned to 
es- ,26-28 are, in fact, predominantly due to ion-pair forma
tion. The visible bands attributed to M~ are consistent

Figure 4. Optical absorption spectra observed -00 ^sec after the 
pulse in > 1 0 - 3  M alkali metal methylamide solutions in methyl- 
amine: (O) Li, (□) Na, (A) K, (X) Cs. The curves 'are normalized to a 
peak height of 6.9 units but with O and □  displaced 2.5 units for 
clarity (right-hand scale).

with those observed in alkali metal solutions.
Methylamine. The spectra observed in methylamine- 

methylamide solutions are, in some respects, significantly 
different from those obtained in ethylamine. Figure 3 
shows the eg-  spectrum obtained immediately after the 
pulse in pure methylamine, dilute solutions « 1 0 -'5 M) of 
lithium, sodium, potassium, or cesium methylamide, and 
10-3 M  potassium methylamide solutions containing ex
cess crown ether. In each case the maximum is difficult to 
resolve because of solvent absorption. However, the “ peak” 
appears to be somewhat better defined than in ethylamine 
with a slight blue shift toward ~1700 nm. It is significant 
that the intensity represented by Ges-e 1700 ~  8  X 104 is 
about four times greater than the corresponding value ob
tained in ethylamine.17 (Ges-ci7oo *s the product of G, the 
radiation chemical yield in units of molecules per 100 eV, 
and ei7oo the molar decadic extinction coefficient at 1700 
nm.) Taking Ges- ~  230 and assuming the same general 
spectral shape as found for es-  in Nt)3,25 we estimate an os
cillator strength for es-  in methylamine of ~1.

A similar oscillator strength would be expected for es-  in 
ethylamine. However, since Ges- is also ~2,30 this implies 
that the absorption maximum must be further into the in
frared than is the case for methylamine. The absence, in 
pulse radiolysis, of a clearly resolved es-  peak in ethyl
amine is consistent with this view and draws further atten
tion to the modifying effect, in alkali metal solutions, of 
crown ether on the overall band shape.

Following the pulse, the infrared absorption again con
tinues to increase in intensity and, with the exception of so
dium methylamide solutions, shows no decay over a period 
of <1 msec. Figure 4 shows the spectra observed 400 nsec  
after the pulse for >10-3 M solutions of lithium, sodium, 
potassium, and cesium methylamide. The infrared “ peak” 
at ~1700 nm remains independent of the alkali metal for 
Li, Na, and K and shows no distinct shift from that due to 
es- . A blue shift to 1500 nm is observed with Cs, and in K
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Figure 5. Ion-pair absorption spectra observed Immediately after the 
pulse in solutions containing NaBPh4, KBPh4 or CsBPh4: O, (Na+ , 
es- ); A, (K+ , es- ); □ , (Cs+, es- ). The solid line represents the spec
trum of (Na+, es~) observed by Bockrath and Dorfman. 18

solutions a shoulder, due to K- , is evident at 900 nm.
The relative predominance and stability of the potassi

um infrared bands are consistent with absorption spectra 
observed by others in potassium-methylamine solutions31 
and contrast sharply with the behavior in ethylamine solu
tions described in the previous section and in ref 17 and 31.

For Cs solutions the shift to ~1500 nm may be due to the 
presence of some unresolved Cs- .

In Na solutions the infrared band decays completely to 
form Na- .

We conclude again that 'the enhanced infrared absorp
tion is due to the formation of the corresponding ion pairs 
(M+, es- ). Furthermore, the equilibria in methylamine (ex
cept for Na) are predominantly in favor of (M+, es- ). The 
lack of a significant change in the spectral shape with ion- 
pair formation is comparable to the situation observed in 
ethylenediamine21,32-34 and liquid ammonia7,25,35 (see 
below).

Ammonia. The results obtained by pulse radiolysis in 
pure and basic ammonia solutions are quite different from 
those observed in amines. Using potassium or sodium 
amide solutions in ND3, the absorption consists of an ini
tial transient followed by a rapid decay to a long-lived com
ponent.25

At —15°C the initial absorption has a maximum at 1500 
nm, while the spectrum of the long-lived absorption, ob
served after 150 nsec, has a maximum shifted slightly to 
1640 nm. We concluded that the initial absorption was 
equivalent to that of es~ at infinite dilution,36 whereas the 
residual absorption represented a composite of two or 
more, overlapping bands corresponding to es-  and a metal- 
electron species.25

The latter suggestion is consistent with the conclusion 
deduced in Na-NFU solutions that the infrared absorption 
band, previously attributed to es- , can be resolved into two 
components.37,38 In this case the species absorbing at the 
longer wavelengths is considered to contain two solvated 
electrons.38

In progressing from ammonia to methylamine to ethyl- 
amine, the general trend in the es-  absorption maximum at 
room temperature is toward the red, whereas the maximum 
arising from electron association with alkali metal cations 
appears to be more toward the blue.

Tetrahydrofuran. Since the solubility of alkali metals is

X ( n IT, )

Figure 6 . Optical absorption spectra observed in THF. Alkali metal 
solutions at equilibrium in the presence of crown ether or cryptate 
(ref 8 ) : --------, es-  and Na- ; -----------, K-  (identical spectrum ob
served in pure K solutions, ref 2 0 );-------- - ,  Cs-  Pulse radiolysis:
O, pure THF;-------, NaAIH4 solutions; X, in ethylamine for compari
son. The solid line represents the spectrum from ref 21 normalized 
to open circles at 2100 nm. The es-  cryptate spectrum is normal
ized to the same es-  peak height.

low (~2 X 10-6) in THF, solutions of alkali metal ions were 
prepared from the more soluble tetraphenylboron salts 
(Na, K, Cs) or the aluminum hydride salts (Li, Na). Studies 
of such solutions provide the clearest optical evidence for 
the formation and conversion of es-  to (M+, es~) and ulti
mately M - .18-20 Figures 5 and 6 show the spectra of es- , 
(Na+, es- ), (K+, es- ), (Cs+, es—), and Na-  as observed by 
pulse radiolysis.4,18-21 Superimposed in Figure 6 is the 
spectrum of es~ as obtained in the presence of cryptate 
along with the spectra of Na- , K- , and Cs-  in the presence 
of crown ether or cryptate.8 While peaking at about the 
same wavelength, the es~ cryptate spectrum is again (com
pare ethylamine) a different shape from that observed by 
pulse radiolysis.

Spectra indistinguishable from that of es-  in pure THF 
were obtained in the presence of LiAlH.4 or LiCl, although 
Gt at 2000 nm increases with solute concentration.20 It was 
suggested that this represented the formation of (Li+, es- ), 
but recent experiments39 indicate this species has a maxi
mum at 1180 nm.

Diethyl Ether. The optical spectrum of es-  observed by 
pulse radiolysis in DEE4,5,21 is similar to that in THF and 
again slightly different from that observed in the presence 
of cryptate.7,8,40 However, (as shown in Figure 7) the addi
tion of NaBPh4 (~10-4 M) or a saturated mixture of 
NaAlH4-LiAlH4, shifts the absorption maximum to ~700 
nm, corresponding to that expected for Na- . Unlike THF, 
no evidence was obtained for (Na+, es- ), unless coinciden
tally, both species were to absorb at the same wavelength in 
DEE. Extinction coefficients for each species in the differ
ent solvents are summarized in Table I.

Mixed Solvents. In view of the considerable wavelength 
difference in the band maximum of (Na+, es- ) from THF 
to ethylamine to ammonia, it was of interest to examine 
this shift as a function of solvent composition. Figure 8 
shows the spectral shift for THF-ethylamine mixtures con
taining ~10-4 M  NaBPh4. Similar behavior was noted for 
ethylamine-ammonia mixtures containing ~10-3 M  sodi
um or potassium amides. In each case only a single band is 
observed, the maximum of which is at a wavelength inter-
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Figure 7. Optical absorption spectra observed in DEE. Alkali metal 
solutions at equilibrium in the presence of crown ether or cryptate 
(ref 8 , 4 0 ):---------- , es~ ; -------, Na~; solid line, in THF for compari
son. Pulse radiolysis: □, pure DEE; + , solutions containing ~ 1 0 ~ 4 M
NaBPh4 or saturated with NaAIH4 and LiAIH4: --------- , spectrum from
ref 4 and 5 normalized to open squares at 2100 nm. The es_ cryp
tate spectrum is normalized to the same es~ peak height.

mediate to that observed in the pure components. This 
change with composition is similar to the situation ob
served for the optical absorption spectrum of es~ in similar 
binary solutions4-5 and indicates that the ion-pair spectrum 
is largely dependent upon the aggregate properties of the 
mixture and not a selective solvation process. A correlation 
can also be made between the shift in band maximum for 
the ion pair and the observed hyperfine splitting constant 
in THF-ethylamine mixtures.41 In such solutions the per
cent atomic character decreases from THF to ethylamine 
and parallels the shift in frequency. This trend can be ex
tended to other solvents. For example, in ammonia the ion- 
pair optical spectrum is very similar to that of es- , and like
wise its percent atomic character is very small. In general 
(for the solvents used in our work), as the blue shift associ
ated with ion-pair formation increases from that of the par
ent es_ , so does the hyperfine constant.7-42-43 As noted 
above, (Na+, es_) in DEE may absorb at the same wave
length as Na~. This would require an even greater blue 
shift than observed in THF, which would be consistent 
with ESR data from dioxane-ethylamine mixtures which 
show the largest percent atomic character.41

Within experimental error the bandwidth for THF-eth
ylamine mixtures remains constant at 7000 cm-1 through
out the entire composition range. For ethylamine-ammonia 
mixtures the bandwidth gradually decreases to ~3500 cm-1 
in pure ammonia.

In the amine-ammonia system the ion-pair spectra ap
pear to be virtually independent of the cation, whereas in 
THF a significant dependence on cation is observed.18-20-39

It is interesting to note that, unlike es-  and (M+, es_), 
the M~ spectra observed in our work show no large solvent 
dependence. However, a dependence on solvent composi
tion has recently been observed for alkali metal solutions in 
mixtures of ethylenediamine and hexamethylphosphoric 
acid.44

Reaction Kinetics. Formation of [M+, es~). In the kinet
ic analysis of these systems, two important features should 
be recognized. First, the radiolytic experiments are compli
cated by the existence of competing radical or solvent posi
tive ion processes,20 and, second, very little information ex
ists concerning the dissociation constants (K a) of the dis
solved salts and hence the effective concentration of M+ in 
solution.

Figure 8. Optical absorption maximum in terms of wavelength or 
wavenumber for (Na+, es~) obtained immediately after the pulse In 
THF-ethylamine mixtures containing 10- 4  M NaBPh4: O, nm, X, 
cm-1 .

TABLE I: Molar Extinction Coefficient at the Band 
Maximum ( X  1 0 _4M “1 cm~1)

Solvent e s (M+> es ) M Ref

Ethylamine ~ 1 .0 “ 1 .9 -3 .5 *  7 .5 -9 .6 * 17
2.4“ This work with

NaBPh4
Methylamine ~ 4 .0 “ 2.5—3.8* 9.2—10.0* This work, 56
Ammonia 4.9 68
THF 4 -5  1 4 -2 ,9  • 4, 18, 20
DEE 3.5 4

“ Assumes GSs---- 2. * —-G-(MÏ es~) = 4.8 (ref 30).

TABLE II: Rate Constants for the Formation of
(M+, es")  in Different Solvents

Rate constant, ft,, M~' sec 1

metal Methylamine“ Ethylamine“ THFd

Li 5 X IO6 4 X IO6
Na 2 X IO8 1.2 X IO9* 7.8 X 1 0 "
K 1.2 X IO9 1.6 X IO8“ 4.6 X 1 0 "
Cs 1 X IO9 2 X IO10 ~5 X 1 0 "
“ Based on total concentration of RNHM. * Estimated 

>10'° M~' sec-1 in NaBPh4 solutions (see text). c Estimated 
>109 M~l sec-1 in KBPh4 solutions (see text). d References 
18-20.

Studies of dilute solutions of lithium, sodium, potassium, 
and cesium alkylamides in methylamine and ethylamine17 
show that the rate of formation of (M+, es~) is first order 
and consistent with reaction 1.

es-  + M+ — (M+, es- )  (1)

However, Kd = 4 X 10-7 M  for CH3NHK in methylamine 
at —62.2°C,45 and therefore it is likely that the methyl- and 
ethylamides are predominantly associated at room temper
ature. Consequently, we make no attempt to distinguish 
between reaction 1 and 3.

es" + RNHM — RNH- + (M+, es") (3)

For comparative purposes, values for the rate constant k\ 
(Table II) are based on the total concentration of alkylam- 
ide in solution.

In general, such rate constants increase significantly in 
the series lithium-cesium and are an order of magnitude 
less in methylamine than the corresponding values in eth
ylamine. We believe that such differences are, in part, due
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to differing degrees of dissociation for the appropriate alk- 
ylamides.

Support for this latter contention is indicated by the ap
pearance of the (Na+, es~) and (K+, es~) spectrum at the 
end of the pulse in ethylamine solutions containing ~10~4 
M  NaBPh4 or ~10-3 M  KBPh4. This implies that k\ for 
Na+ in ethylamine should be -slO10 M -1 s e c " , and hence 
Kd for NaBPh4 3= 10-5 M > Ki for CH3NHNa. Similarly 
k\ for K+ is on this basis probably >109 M -1 sec-1. The 
entries in Table II show these estimates.

In THF, assuming the dissociation constants of 8.22 X 
10-5, 3.22 X 10-5 and 1.87 X 10-6 M  for NaBPh4, KBPh4 
and CsBPh4, respectively,18’20 the pseudo-first-order rate 
constant k\ is proportional to the concentration of free M+ 
and not to the concentration of salt. In this case k3 appears 
to be much slower than k\.

The significant differences in ki between THF and the 
amines again suggest that the latter values are, in effect, 
lower limits which are subject to revision when the appro
priate Ki values are established. Overall it is difficult to ra
tionalize these apparent trends because of the complexities 
of ion and ion-pair solvation processes46'47 and triple ion 
and aggregate formation.48-51 In liquid ammonia, for exam
ple, Ki for the amide salts at —33.5°C increases from Na to 
K and/or Cs,52 whereas for the corresponding nitrate salts 
the reverse is true.53’54

Formation of M~. The kinetics of formation of M-  have 
been investigated recently by pulse radiolysis in ethylene- 
diamine,33 ethylamine,17 and THF,20 and earlier by flash 
photolysis in dimethoxyethane,11’55 THF,55 and ethyl
amine.27 However, earlier investigations27’55 need reinter
pretation in view of the complication arising from incorrect 
spectral assignments which did not recognize the presence 
of Na- .

It is important to note that the nature of the added salt 
has a significant role in the overall radiolytic processes 
leading to the formation of M- . In THF appreciable con
centrations of M+ can only be added in the form of soluble 
salts such as NaBPh4 or NaAlH4. In NaBPh4 solutions, 
(Na+, es- ) disappears almost entirely by reaction with ra- 
diolytically produced radicals, whereas in ~1 M  NaAlH4 
solutions, about 25% of the (Na+, e9- ) decays to produce 
Na- .19-20

Qualitatively similar observations are obtained in DEE 
and in ~10-2 M  NaAlH4 solutions in ethylamine, whereas, 
in ethylamide solutions17 and methylamide solutions, the 
conversion from (Na+, es- ) to Na-  appears to be quantita
tive.

In basic solutions of ethylenediamine,33 ethylamine,17 
and methylamine, the formation of Na-  is second order 
and consistent with an overall pseudo-second-order reac
tion

Na+
es-  + ea-  Na-  (4)

Significant differences in rate are observed in the three sol
vents with ki in ~10-4 M  alkylamide solutions varying re
spectively from 1 X 108 to 1.6 X 109 and 1 X 1010 M -1 sec-1 
in ethylenediamine, methylamine, and ethylamine. (The 
value of 2.4 X 1010 quoted in ref 17 assumed Ge -  = 2.0, 
whereas later experiments give Ger = 4.8.30)

For potassium solutions, the corresponding value in eth
ylamine is 6.2 X 109 M -1 sec-1 , and that in methylamine is 
too slow, ^104 M -1 sec-1, to be measured by our technique.

In potassium solutions in THF20 and DEE11 the forma

tion of K is consistent with the reactions

e r  + K+ ^  (K+, es- ) (5)

(K+, es- ) + es-  -  K-  (6)

whereas in solutions containing Na+ 20 it is necessary to in
voke reaction 8 in addition to the analogous reactions 7 and 
9.

er + Na+ ^  (Na+, es- ) (7)

(Na+, es- ) + (Na+ + es- ) — Na+ + Na-  (8)

(Na+, er) + es-  — Na-  (9)

A similar sequence was considered in ethylenediamine but 
subsequently rejected, since k4 was observed to be indepen
dent of other cations, in favor of the reactions

es-  + es-  "  e22- (10)

e22- + Na+ —*■ Na-  (11)

However, studies on mixed metal solutions in ethylamine 
(see below) demonstrate that the formation of Na-  can 
occur via the formation of M-  and subsequent electron 
transfer processes to Na+.

More detail will be presented elsewhere,56 but Figure 9 
shows a comparison of k4 as observed in methylamine and 
ethylenediamine.33 In the case of ethylenediamine, the Na+ 
concentration refers to the total concentration of added so
dium (metal plus salt). In methylamine we have assumed 
that added Nal is fully dissociated since the halide salts 
are, in liquid ammonia, two to three orders of magnitude 
more dissociated than the corresponding amides.53 We 
have taken Ki for CH3NHNa = 2 X 10-5 M  since this gave 
the best fit judged by the slope at the lowest Na+ concen
trations in Figure 9-1. The solid curves in Figure 9 repre
sent the calculated best fit to the data based on reactions 7 
to 9 and the rate constants summarized in Table III. It can 
be seen that this mechanism fits the ethylenediamine re
sults equally as well as the one composed of reactions 10 
and 11 (dotted line, Figure 9-2).33

These calculations imply that K r 1 for reaction in me
thylamine is about two orders of magnitude less than that 
in ethylenediamine. Values for K r 1 have been determined 
by conductance measurements for Li, K, Cs, and Rb in eth
ylenediamine32 and Cs in methylamine57 and are typically 
about 1 X 10-4 M. The conductance behavior of Na solu
tions differs markedly from that of solutions of the other 
alkali metals, and therefore conductance data cannot be 
used to deduce an equilibrium constant for sodium for 
comparison with our pulse radiolysis estimates.

In THF the corresponding ion pairs are much less disso
ciated with estimates for K r 1 in the range 3 X 10-8 to 3 X 
10-7 M  for both (Na+, es- ) and (K+, es- ).12’13’20

Using the computer program WR20,58 we therefore 
sought to check the validity of the reaction sequence 7 to 9 
in methylamine by comparing the calculated formation and 
decay of (Na+, es~) and Na-  with experiment. It was 
shown, however, that no one set of rate constants would 
predict the observed effects of increasing Na-  on the build
up and decay of (Na+, es- ) or the concomitant formation of 
Na- .56

To resolve this difficulty we are forced to invoke the for
mation of a triple ion,48-50 such as (Na22+, e5- ), which can 
perhaps be regarded as analogous to the triple ions suggest
ed in polymerization processes.59’60
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TABLE I I I :  Reactions and Rate Constants Used to Calculate the Best Fit to the Data Points Shown in Figures 9-1 and 9-2

Rate constant
Reaction Methylamine Ethylènediamine

(7) es- + N a+^  (Na+, e ,- )  
( -7 )  (Na+, es~) -*■ es~ + Na+

1.0 X 10s M - ’ s e c - ' 3.3 X 101 M  1 sec 1
1.2 X 104 sec-1 5.0 X 105 se c - '

(8) (Na+, es- ) + (Na+, es_ ) -> Na-  + Na+ 2.0 x 109 M~’ sec“ 1 1.5 X 109 M ~' s e c “ 1
(9) (Na+ ,e s- )  + es-->  Na“ 6.7 X 109 M~' sec“ ' 5.0 X 109 M~' se c “ '

(Na+, es ) + Na+ — (Na22+, es ) (12)

This additional species must also absorb in the infrared but 
have a lower extinction coefficient than (Na+, es_) at 1400 
nm. Likewise it must also react in a manner analogous to 
(Na+, es~) to produce Na_.

(Na2Z+, es~) + es~ Na-  + Na+ (13)

(Na22+, es_) + (Na+, es-)  —► Na-  + 2Na+ (14)

(Na22+, es~) + (Na22+, e,") — Na“  + 3Na+ (15)

At low methylamide concentrations and/or high doses per 
pulse, additional refinements are necessary to account for 
the reaction of es_ and metal-electron species with radioly- 
tically produced radicals. For example

es~ + R —*■ product (16)

(Na+, es_) or (Na22+, es~) or Na-  + R -*■ product (17)

For a given dose per pulse this effect decreases with in
creasing concentrations of methylamide, suggesting that 
the solvent base differs from other solute anions in that the 
radicals (or geminate and parent positive ions) are convert
ed into a less reactive basic form. For example

CH2NH2 +  CH3N H - — CH2= N H - + CH3NH2 (18)

CH3NH2+ + CH3NH~ — CHz— NH2 + CH3NH2 (19)

CH3NH3+ + CH3N H- — 2CH3NH2 (20)

In summary, Table IV lists the various reactions, rate 
constants, and extinction coefficients we have found neces
sary to obtain satisfactory agreement with experiment as a 
function of dose per pulse and Na+ concentration. How
ever, we do not imply that the reactions and rate constants 
proposed here represent a unique solution since more infor
mation is obviously needed on solute and ion-pair dissocia
tion constants, or aggregates, before further detail is justi
fied.

Formation of Na~ in Solutions Containing Other Alkali 
Metals. Regardless of the metal used in the preparation, it 
is now well established that in alkali metal solutions the 
presence of trace amounts of Na+ results in the formation 
of Na” .9’6162 In an effort to resolve the main features of 
this process, we have monitored the formation of Na" in 
methylamine and ethylamine in solutions containing vary
ing amounts of Na+ and an excess of lithium, potassium, 
cesium, rubidium, magnesium, or calcium methyl- or ethy- 
lamides.

The results can be separated into two categories, those 
involving K, Cs, and Rb, and those involving Li, Mg, and 
Ca. In the former category, there is clear evidence for the 
initial formation of the corresponding M_ species of the 
metal in excess. This, in turn, decays with the concomitant 
formation of Na-  by an overall second-order process.

Na+
M - — >- Na“  + M+ (21)

Figure 9. Pseudo-second-order rate constants for the formation of 
Na" by reaction 4 in methylamine and ethylenediamine. (1) Methyl- 
amine: O, Na+ added as CH3NHNa taking Kd = 2 X 10-5 M, X, 
total CH3NHNa concentration (dotted lines show relative displace
ment); •  , Na+ added as ~ 5  X 10-4  M CH3NHNa +  Nal and as
sumes fully dissociated Nal. The solid line represents the calculated 
best fit using the rate constants in Table III and Kd (CH3NH2Na) =  2 
X 10“ 5 M. (2) Ethylenediamine: Na+ added as NaBr plus sodium, 
potassium, or cesium ethylenediamide; see ref 33 for details. The 
dotted line was calculated43 on the basis of reactions 10 and 11 and 
the solid line according to reactions 7 to 9 (see text).

The kinetics are obviously complex but probably proceed 
via the intermediate formation of (Na+, es_ ) and (M+, es~)

M -+  Na+ — (Na+, e r )  + (M+,es- )  (22)

For potassium-sodium solutions this would be consistent 
with both ESR9,42’63,64 and optical spectra9-62 provided that 
the subsequent reactions of (Na+, es“ ) with itself or es~ are 
significantly faster than the corresponding (K+, es") reac
tions. Evidence for this behavior has been noted in

The Journal o f Physical Chemistry, Vol. 79, No. 26, 1975



3062 J. W. F letcher and W. A. Seddon

TABLE IV: Reactions, Rate Constants, and Extinction Coefficients Used in the Computer Simulation of the Pulse 
Radiolysis of CH3NHNa in CH3NH2

Reaction Rate constant

(7) es-  + Na+ -*■ (Na+ , es- ) 2.0 X 10s M~' sec _l
( -7 ) (Na+, es- ) -* es-  + Na+ 3.0 X 103 sec“-1
(9) (Na+, es- ) + es -  -»■ Na~ 2.0 X 109 M~' sec-1
( 9) Na-  -» (Na+, es- ) + es- 8.0 X 102 sec“''
(8) (Na+, es~) + (Na+, es- ) -*■ Na'“ + Na+ 2.0 X 109 A T 1sec-1
(12) (Na+, es- ) + Na+ -*■ (Naj+, es- ) 5.0 X 101 AT“1sec-1
( -1 2 )  (Naï+, e ~) -* (Na+, e - ) + Na+ 1.2 X 105 sec“-1
(13) (Naj+, es ) + es -> Na + Na+ 6.7 X 109 A /-1 sec-1
(14) (Naj+, es- ) + (Na+ , es- )-» Na- + 2Na+ 6.7 X 109 M -1 sec-1
(15) (Naj+, e - ) + (Naj+, e - ) -  Na'- + 3Na+ 2.0 X 109 M -' sec -I
(16) esr + R -» product 6.6 X 10 '° AT 1 sec-1

f (Na+, e - ) + R -> product 6.6 X 1010 AÍ“ 1 sec-1
(17) | (Naj+ , es- ) + R -* product 1.0 X 1010 AT sec- '

l Na-  + R -> product 1.0 X 1010 AÍ“■' sec-
(18) R + CH3NH-  -  CH2= N H -  4■ CH3NH2 3.3 X 109 M~' sec-1

R + R -> product 6.6 X 1 0 '° M “ sec-

Gea

Species 680 nm 1485 nm

1.0 X 104
1.0 X 104
1.0 X 104
2.4 X 10s

ü G (es~) = 4.8; G(R) = 5.4.

e s
(Na+,es-)  
(Na2+, es")  
Na-

8.0 X 104
2.0 X 105
8.0 x 104

THF.11>2° In general the overall rate of formation of Na-  is 
not significantly different from that expected in solutions 
containing just Na+.

In the second, or “ alkaline earth” category, the situation 
is much different. Here the metals Li, Mg, or Ca considera
bly decrease the rate of Na-  formation from that observed 
in pure Na+ solutions of the same concentration. In these 
solutions, the Na+ appears to be associated with the excess 
metal such that the unassociated Na+ in solution is drasti
cally reduced. We are forced to speculate that some com
plex or triple amide ion aggregates48-50 are formed in these 
solutions. The Na-  is then formed at a rate dependent on 
the es- -(M +, es- ) equilibrium characteristics of the “ alka
line earth” system and the dissociation constant of the 
complex.

For example, in lithium solutions the equilibrium mix
ture contains predominantly (Li+, es- ). However, in the 
presence of Na+ ions the rate of formation of the infrared 
absorption is greater than in pure lithium solutions, but 
much less than in pure sodium solutions.17 This suggests 
the formation of (Na+, es- ) from the equilibrium mixture 
via reaction 7, rather than via the reaction

(Li+, es~) + Na+ — (Na+, es~) + Li+ (23)

Subsequent Na-  formation presumably can occur via a se
quence of reactions such as indicated in Table IV.

Further studies on these systems are continuing, but the 
present results certainly indicate their complexity and that 
normal competition kinetics based on initial concentrations 
simply do not apply.

Formation of (M +, es~) and M~ in Mixed Ethylamine- 
Ammonia Solutions. From the results so far, it is clear that 
both solvent and cation have a significant effect on the rate 
of formation of (M+, es- ) and M-  and their respective 
equilibrium concentrations. Strongly solvating media such 
as ammonia shift the equilibria toward es- , whereas in 
THF and, to a progressively lesser extent, from ethylamine 
to methylamine, the equilibrium is displaced in favor of

M- . Solutions containing Na+ (except NH3) give entirely 
Na- , whereas K+ and Cs+ solutions give mixtures of M-  
and (M+, es—), the proportion of M-  decreasing from ethyl- 
amine to methylamine.

It was of interest, therefore, to see to what extent the 
trend toward ammonia-like properties from ethylamine to 
methylamine could be observed in mixtures of ethylamine 
and ammonia. In such mixtures containing either sodium 
or potassium amides, we find that the initial GT1450 and the 
rate of buildup of (M+, eB- ) both increase with ammonia 
concentration. In Na solutions both the yield and rate of 
formation of Na-  decrease with increasing concentrations 
(<20 mol %) of ammonia, whereas in K solutions, K -  is not 
observed at concentrations >10 mol % NH3.

These observations are consistent with a shift of the 
overall equilibrium toward es"  and (M- , eB- ), with the ef
fect more pronounced in K solutions as might be expected 
from previous ESR42-63-67 studies and our pulse radiolysis 
data. Work is continuing on the more detailed kinetics in 
such mixtures.

Summary
Pulse radiolysis of solutions of alkali metal cations dem

onstrates the formation of transient infrared absorption 
bands attributed to the ion pairs (M+, eB- ). The THF, the 
band maxima are metal dependent and widely separated 
from that of es~, whereas in amines and ammonia the con
verse is true. In mixed solvent systems, the ion-pair spectra 
lie at wavelengths intermediate to those observed in the 
pure components.

With the exception of lithium solutions, the ion pairs 
subsequently decay with the concomitant formation of M- , 
the final equilibrium being both solvent and cation depen
dent. The overall kinetics are complex, but in methylamine 
the evidence suggests a triple ion (Na22+, es- ) is an inter
mediate in the formation of Na- . In solutions of Na+ and 
Li+, Mg+ or Ca+, a complex with Na+ limits the rate of for
mation of Na- , whereas in K+, Cs+, or Rb+-N a+ mixtures
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the reaction proceeds via the corresponding K- , Cs~, or
Rb_ species.
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Discussion

R. CATTERALL. In the comparison made between the shift in 
the optical band of M+e~ in pulsed EtNH2-THF mixtures with 
the corresponding change in the Aiso value for the me âl solutions 
in the same mixtures, the agreement is quite temperature depen
dent. In Figure ID we have the variation of Aiso with temperature 
for these solvent mixtures. The data used by Dr. Fletcher were at 
20°C. If we used data at a somewhat higher temperature, the de
viation from linearity in the zfiso composition plot would be less 
and the agreement better. What temperature were your optical 
measurements made?

*„o<39K
(gauss)

Figure 1D. Temperature dependence of the 39K hyperfine splitting 
constant for solutions of potassium in ethylamine-tetrahydrofuran 
(THF) mixed solvents containing 1.0 (O), 0.8 (0), 0.56 (+), 0.31 (□), 
and 0.0 (A) mole fraction of THF.

J. W. FLETCHER. Our results were at ^25°C.

J. V. ACRIVOS. Evidence for the existence of a triple ion Na+ • 
S- -Na+ has been observed (J. V. Acrivos, J. Chem. Phys., 47, 5389 
(1967)) by ESR. In alcohol solutions for S_ =  p-benzosemiqui- 
none the species is stable at i = 15°C and the hyperfine structure 
at low magnetic fields suggest a D^h point symmetry for the com
plex.

J. W. FLETCHER. Can you also relate this to the triple ions [M+ 
(base~)M+] referred to by Fuoss?
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J. V. ACRIVOS. Yes.
U. SCHINDEW OLF. The evidence of M~ cannot be doubted any 

more under certain experimental conditions so I raise the question 
about H- ; is it stable in the solutions and does it absorb light as 
Na- , K- , etc., do? During electrolysis in, e.g., ether between two 
sodium electrodes, will sodium dissolve at the cathode forming an
ions or at the anode forming cations or on both sides?

Comment: Pulse radiolysis should be done in connection with 
polarography to get other than optical evidence for M-  formation; 
it also would yield redox potentials.

J. W. FLETCHER. H is not stable in these solutions.

J. L. Dye . The major remaining difference between the results 
of pulse radiolysis and of metal solution studies is the difference in 
the ir band of eB~ and of metal solutions with crown or cryptand 
present. This may tell us something about the nature of the species 
in the latter case. We must remember that the metal solutions are 
several orders of magnitude more concentrated in the reducing 
species (10—4 to 10-3 M) than in pulse radiolysis so we may have 
e22- or e“-M'e_ or other spin-paired species.

Spectra of the Solvated Electron Coupled with Metal Cations. Lithium in Tetrahydrofuran

Bradley Bockrath, James F. Gavlas, and Leon M. Dorfman*

Department o f Chemistry, The Ohio State University, Columbus, Ohio 43210 (Received July 23, 1975) 

Publication costs assisted by the U.S. Energy Research and Development Administration

Our purpose in this paper is to present some recent data 
on the aggregation of the solvated electron with alkali 
metal cation for one specific system, namely lithium in tet- 
rahydrofuran. We had reported earlier1 the results of pulse 
radiolysis investigations of the nature of the aggregation of 
eaor  with sodium in ethylenediamine. More recently, the 
solvated electron in tetrahydrofuran2 and its ion pair with 
sodium3 were reported from our laboratory. Coupling of 
es„ r  with K+ and with Cs+ has been reported by Salmon et 
al.4 In their work4 it was concluded that, although the ion 
pair (Li+,esor )  might be formed, its spectrum in tetrahy
drofuran was indistinguishable from that of esoi- .

We find,5 to the contrary, that the ion pair (Li+,esor )  
formed in tetrahydrofuran exhibits an absorption band 
with maximum at 1180 nm. The molar extinction coeffi
cient at the maximum is 2.3 X 104 M -1  cm-1, which gives 
an oscillator strength of 0.9 for the band. This absorption 
band is shown in Figure 1, in which data for three lithium 
salts, L1CIO4, LiBr, and LiCl, obtained by two investiga
tors, are seen to clearly define the band. Evidence for the 
identity of this band has been presented.5 Because of the 
similarity of this band to that of (K+,esor ),4 we have taken 
the trouble to show, by atomic absorption analyses, that 
the potassium content of the solutions was below 0.04 ppm 
and could not possibly have entered into observable reac
tion on the time scale of our experiments.

The absorption maximum of 1180 nm for (Li+,esor )  may 
be compared with 890 nm for sodium,3 1125 nm for potassi

um,4 1400 nm for cesium,4 and 2120 nm for the solvated 
electron2 itself in THF. The smaller shift, from esoi- , for 
Li+ than for Na+ may be the result of a greater degree of 
solvation of the former cation in THF than of the latter.

Absolute rate constants for the reaction of (Li+,esoi_ ) 
with anthracene, biphenyl, and dibenzylmercury in THF, 
at 25°C, were found to be 2.65 X 1010, 1.00 X 1010, and 1.8 
X 1010 M -1 sec-1, respectively. The latter two values are 
twofold higher than the corresponding rate constants for 
(Na+,esor ) 3,6 and an order of magnitude lower than the 
corresponding rate constants3’6 for esoi- .
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Discussion
J. W. FREEMAN. The mobility of electrons in the cyclic poly

ether p-dioxane is lower than that in n-alkyl ethers. This seemed 
surprising in view of the relatively low dielectric constant of p-di
oxane. The low mobility indicated that the optical absorption 
spectrum in the latter should lie at a higher energy than those in 
n-alkyl ethers. F.-Y. Jou recently measured the spectra and veri
fied the prediction. This indicates that there is an unusual interac
tion between electrons and cyclic polyethers. It might not be nec
essary to postulate (e—)-2,soi to explain the spectrum shift in the 
presence of crown ethers.

A. M. KOULKES-PUJO. Have you tried the pulse radiolysis in 
presence of a crown compound and is there any shift of the posi
tion of Amax of es- ?

L. M. Dorfman . Yes, no shift.

Comment by A. M. K-PUJO. We obtained a similar result for 
pulse radiolysis of aqueous solutions in the presence of 2,2,2 cryp
tand. We added it to try to scavenge either H20 + or H30 + formed 
by ionization process. There is no shift in the position of the maxi
mum of eaq- , but the G value seems to be markedly increased. 
This work is in progress.
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By using alkali cation complexing agents of the crown and cryptand classes (C) and appropriate solvents, 
solutions can be prepared which contain essentially only M+C and M~ in equal concentrations. From esti
mates of the metal solubility in the absence of the complexing agent and of the cation complexation con
stant, the solubility in the presence of the complexing agent can be predicted. If, in the metal solution with 
C absent, the esoiv~/M -  ratio is appreciable, then when C is used and the solution is allowed to contact ex
cess metal, this ratio will remain nearly the same. Therefore, in addition to MC+ and M~, the solution may 
contain relatively high concentrations of esoiv_ . Examples of the application of these equilibrium consider
ations to various metal-solvent combinations are described. Only Na+C-Na- , in which C is 2,2,2 cryptand 
has been prepared as a crystalline solid. Gold-colored solid films have been obtained by rapid evaporation 
of solutions of Na, K, Rb, and Cs in one or more of the solvents methylamine (MA), ethylamine (EA), and 
tetrahydrofuran (THF) when the complexing agent 2,2,2 cryptand is present. In addition, gold-colored 
films are obtained with Na and K when 18-crown-6 is used. The former metal gives the film when MA is 
the solvent while the latter gives it with THF. In these cases, the gold film apparently yields the metal plus 
18-crown-6 when the solvent vapors are removed. The criteria for thermodynamic vs. kinetic stability of 
salts of M-  are considered.

Introduction

Part of the fascination of metal-ammonia solutions 
stems from their complexity. We are accustomed to de
scribing them as solutions which contain metal cations and 
solvated electrons. However, it has been evident since the 
days of Kraus1 that these solutions are more complex. In 
particular, electron spin-pairing occurs as the concentra
tion increases. For example, at —33°C only about 30% of 
the electron spins are unpaired at 0.02 M .2 A large number 
of models have been proposed3 for this spin-pairing phe
nomenon. Species of stoichiometry M~ were proposed by 
Bingel4 as early as 1953. Arnold and Patterson5 used elec
trochemical and magnetic data to argue that species of stoi
chiometry M-  were to be preferred over those of stoichiom
etry M 2. However, Golden, Guttman, and Tuttle6’7 first 
suggested the presence of “ genuine” spherically symmetric 
alkali metal anions in metal-ammonia solutions. Their 
arguments were based largely on the stability of M~ in the 
gas phase, which made its existence in solutions plausible. 
However, even today there is no specific evidence for alkali 
anions in metal-ammonia solutions although species of 
stoichiometry M_ probably are present.

The situation is very different in metal-amine and 
metal-ether solutions. In these solvents, metal-dependent 
optical absorption bands exist,8’9 which demand that the 
alkali metal play more than a mere “ bystander” role. The 
variation of the optical spectrum with metal, solvent, and 
temperature prompted Matalon, Golden, and Ottolenghi10 
to suggest that this species in metal-amine and metal- 
ether solutions is a centrosymmetric anion of large radius. 
This assumption is reasonable and has been confirmed by 
alkali metal NMR studies11’12 and by the isolation of a sol
vent-free solid salt of Na".13,14 The evidence for stoichiom
etry M_ is overwhelming. It includes the diamagnetic na
ture of the species,15’16 its conductivity,17’18 the Faraday ef
fect,19 oscillator strength,20 behavior upon photoly
sis,21-24 and the rate of its formation from M+ and

esoiv~-25-27 We can safely conclude that, at least in amines 
and ethers, the formation of alkali metal anions for all 
members of the family’except lithium is a common occur
rence. Diamagnetic species of stoichiometry M~ undoubt
edly also exist in metal-ammonia solutions, but the present 
evidence indicates that they are probably best described as 
ion clusters or pairs with two solvated electrons or with the 
dielectron, e22~. Since infrared bands attributable to “ the 
solvated electron” also exist in metal-amine and metal- 
ether solutions, it is likely that ion clusters of stoichiometry 
M -  as well as ion pairs of stoichiometry M are also present 
whenever the solvated electron concentration becomes ap
preciable. Such ion clusters, which in metal-amine solu
tions absorb in the infrared region, should not be confused 
with the alkali metal anions, M~. The latter species, which 
absorb at shorter wavelengths, are the subject of this paper.

Equilibria Involving M -  in Solution

The species which can exist in metal solutions may be 
described by the following equilibria28’29 in which C repre
sents a cation-complexing agent of either the crown30 or 
cryptand31’32,33 class:

M(s) <=* M+ + esoiv_ (1)

M + +  esoiv~ ¡=2 M  (2)

M+ + 2esoiv-  ** M - (3)

M+ + C M+C (4)

It is convenient for some cases to combine equilibria I and 
3 to give

2M(s) ^  M+ + M - (5)

with Kb = K i2K 3.
Very little quantitative information is available for these 

reactions. However, by considering solubilities, conductan
ces, and optical spectra, some qualitative trends can be es-
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TABLE I: Qualitative Trends in Metal Solution Equilibria

Reaction
Effect of solvent0 

on equilibrium constant
Order of decreasing 

equilibrium constant

K ,
(1 )M (s) 5 = £ M + + e - Decrease Li, Cs, Rb, K, Na

k 2
(2) M+ + e" 5 = tM * Increase Cs, Rb, K, Na (Li)c

A ,
(3) M+ + 2e- 5=£rM- Increase Na, K, Rb, Cs, (Li)<*

K 4
(4) M+ + C M+C Unknown but expected 

to increase
Depends upon nature of C

° Solvent order: NH3, HMPA, MA ~ EDA, EA, THF, DEE. b M refers to the monomer species which gives hyperfine split
ting in the ESR spectrum. c No Li hyperfine splitting has been observed. d Li-  has not been observed.

TABLE II: Estimated Concentrations of Various Species in Equilibrium with Pure Sodium Metal in Two Solvents

Value0 used for Computed concentrations
Complexing ----------------------------------------- ---------------------------------------------------------------------------------------------

Solvent agent (0.1 M) K 3 k 4 K s M- e~ M+ M+C C

MA None 10” 1 0 -8 IO "4 3 X 1 0 -6 1 0 -4
MA Q 10” 1010 1 0 -8 0.097 3.1 X IO“3 io -7 0.10 IO '4
MA I 8-C-6 10” 108 1 0 -8 0.089 2.8 X IO '3 1.1 X IO“7 0.092 8.2 X IO '3
THF c „22 1013 10” 1 0 -” 0.050 0.016 2 X 1 0 -” 0.066 0.34
THF 18-C-6 1013 109 1 0 12 0.008 0.003 1 X IO” 0 0.01 0.09
0 As discussed in the text, these constants have not been measured but are estimated from solubilities, optical spectra, and 

conductivities where these data are available.

tablished. The various equilibria are dependent upon the 
metal, solvent, and (for reaction 4) the complexing agent 
which is used. The general trends are summarized in Table
I. Solvents which are referred to are ammonia, hexamethyl- 
phosphoric triamide (HMPA), methylamine (MA), ethyl- 
enediamine (EDA), ethylamine (EA), tetrahydrofuran 
(THF), and diethyl ether (DEE). Other solvents such as 
the longer chain primary amines and diamines, dimethoxy- 
ethane, and other linear polyethers could be added to the 
list. The value of K4 will generally be larger when the ap
propriate cryptand is used rather than a crown ether. Since 
equilibria 1-3 will still be applicable even when the com
plexing agent is present, the relative values of K\, K% and 
K 3 will determine the (e“ )/(M _) ratio even when C is 
added to enhance the solubility, provided equilibrium with 
the metal is retained.

Estimates of the solubility in the absence of C and of the 
complexation constant, K 4, permit one to predict whether 
the metal solubility will be large or small when C is used. In 
the examples considered in this paper, a liberal amount of 
guesswork has been used to arrive at equilibrium constants. 
These examples should be considered illustrative only since 
they are not based upon firmly established data. Further
more, such data are not easily obtained. Solubilities in the 
absence of C are very low, the saturated solutions are only 
slowly formed, and decomposition problems are severe. 
The values of K 4 are so large in these nonaqueous solvents 
that they cannot be readily measured. To determine K 3 
would require quantitative measurements of absorption 
spectra or conductances, or combined ESR and optical 
spectra. Finally, the determination of the extent of reaction 
2 to form the monomer species which shows hyperfine 
splitting by the metal nucleus in the ESR spectra would re
quire quantitative ESR and optical spectra. We do not in
clude the formation of loose ion pairs, M+-e“ , in consid
ering reaction 2. In the present treatment the formation of 
monomers is considered negligible.

In spite of these difficulties, we have found estimates of

the type illustrated here to be useful in predicting which 
metal-solvent-complexing agent combinations can be ex
pected to yield relatively high concentrations of M_ . In all 
cases, activity coefficient effects are neglected.

The first illustrative example is sodium in methylamine 
at temperatures of —30 to —80°C. The solubility of sodium 
in this solvent is at least 1.2 X 10“ 4 M based upon the con
ductance data of Dewald and Browall.34 Their conductance 
data also indicate that the ratio (e~)/(Na~) is probably less 
than 0.04. These data yield i f 5 > 10~8 and K 3 > 10I!. By 
examining the variation of i f4 from one solvent to anoth
er,35 we estimate K 4 > 1010 for 2,2,2 cryptand (C222) and K 4 
> 10® for 18-crown-6 (18-C-6). (See the companion paper12 
for the structures of these complexing agents.) Suppose we 
prepare solutions of Na in MA by three methods: (1) a sat
urated solution of Na in MA; (2) a saturated solution of Na 
in MA which contains 0.1 M  total C222 concentration; (3) 
same as (2) but with 18-C-6.

By using the limits given above for K 3, Kit and K 5, we 
obtain the results shown in Table II. Note the prediction 
that both 18-C-6 and C222 yield high concentrations of M” , 
nearly equal to the concentration of added C and that the 
concentration of e90iv remains relatively low. Both of these 
predictions have been shown to be correct in this case. The 
solubility of sodium in MA in the presence of either com
plexing agent is at least 0.1 M  and the integrated intensi
ties of the 23Na NMR absorptions of Na+C222 and Na" are 
equal within experimental error,11-12 show.ng that the rela
tive concentration of esoiv~ is low.

The relative concentration of esoiv_ can be increased by 
increasing the concentration of C in a solution which does 
not contact the metal. For the constants given in Table II 
for Na in MA with C222 as the complexing agent, removal of 
the solution from the metal and the addition of enough 
C222 to make its total concentration 0.2 M would yield 
(M -) = 0.068 M, (eaoiv—) = 0.061 M, (M+C) = 0.13 M, and 
(C) = 0.071 M. Even in this favorable solvent, the addition 
of excess cryptand away from the metal does not complete-
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TABLE HI: Solvent and Complexing Agent Combinations 
Which Have Been Used to Enhance Metal Solubility

Solvent Complexing agents Metal
MA DCH 18-C-6,0 18-C-6, C222 Na, K, Rb, Cs
EA DCH 18-C-6, 18-C-6. C222 Na, K, Rb, Cs
Diglyme DCH 18-C-6 K
THF 18-C-6 Na, K
THF c Na, K, Rb, Cs
THF DCH 18-C-6 K, Cs
DEE 18-C-6 K
DEE P Na,& K
DEE DCH 18-C-6 K, Cs
Dimethyloxy- c K

ethane
1,2-Propane- DCH 18-C-6 K

diamine
Diethylamine C222 K
Diisopropyl c K

ether
Di-n-propyl- C222 K

amine
Di-n-propyl C222 K

ether
a Dicyclohexyl-18-crown-6. b Light blue solution indicates 

low solubility.
ly dissociate M- .

The second example shows the effect of solvent on the 
solubility equilibria. Consider a saturated solution of Na in 
THF in the presence of 0.1 M  total C222 or 18-C-6. Sodium 
does not dissolve in THF, but potassium does, to an extent 
of about 10-5 M.36-38 Let us assume that Na in the saturat
ed solution has a concentration which is less than 10-6 M. 
Otherwise a blue color would be easily discernible. Since 
the solvation of cations by THF is not as favored as their 
solvation by MA, we assume that the complexation con
stants, K4, for both C222 and 18-C-6 are an order of magni
tude greater in THF than in MA. Also in accord with the 
qualitative trends shown in Table I, K:i is assumed to be 
two orders of magnitude greater in THF than in MA. As 
shown in Table II, these assumptions predict a total sodi
um solubility of about 0.2 M  with 0.1 M  C222 and about 
0.02 M  with 18-C-6. We find that C222 actually gives high 
concentrations of sodium in THF (C > 0.1 M) while 18-C-6 
produces a dark blue solution which is, however, easily 
transparent in thin cells and has an estimated concentra
tion of 10-3 to 10~4 M. On the other hand, potassium dis
solves readily to high concentrations in THF when either 
complexing agent is used. The narrow NMR line of Na-  in 
THF and the equal integrated intensities for the Na+C222 
and the Na-  NMR absorptions11'12 indicate that K 3 is 
probably much larger than that used to prepare Table II.

Preparation of Solutions

The combinations of metal, complexing agent, and sol
vent which have been used to obtain metal solutions are 
summarized in Table III. These results show that the solu
bilization of metals by C222 and by crown ethers is very 
general. It may be of particular interest to chemists who are 
engaged in synthesis, that concentrations of sodium as high 
as 0.4 M  can be obtained in methylamine by using the rela
tively inexpensive complexing agent 18-crown-6. If a sol
vent such as THF is to be used instead with this com
plexing agent, then a switch to potassium still permits the 
production of high concentrations of M~. The metals will 
even dissolve in benzene and toluene39,40 with the aid of 
complexing agents of this type, although in these cases the 
aromatic radical anion is formed rather than M- .

Figure 1. Apparatus for the preparation of solutions of M+C,M~

Solutions with the maximum (M- )/(e- ) ratio are easily 
prepared in an apparatus such as that shown in Figure 1. 
Provision is made for the separate addition of metal and 
complexing agent. Following evacuation, the metal is dis
tilled from the side arm to form a mirror on the walls of 
vessel A. Then the solvent is distilled under vacuum into B. 
When the complexing agent has been dissolved, the solu
tion is poured through the coarse frit onto the metal. Agita
tion at about 0°C produces a saturated solution which can 
then be poured back through the frit to remove it from the 
metal. Solutions of sodium in MA, EA, and THF in the 
presence of C222 prepared in this way were studied by 23Na 
NMR,12 and in each case the area under the Na+C peak 
was equal to the area under the Na-  peak within a few per
cent. This shows that the stoichiometry of the dissolved 
metal was essentially Na+C,Na- .

Solids Which Contain M-

When a ~0.2 M  solution of sodium in EA with C222 is 
cooled from about +10 to —20°C, shiny gold-colored hexag
onal crystals form spontaneously.13,14 Their analysis and 
crystal structure show that the solid has the composition 
Na+C-Na- . The Na+C moiety has virtually the same struc
ture as it does in salts such as Na+C-I~. Since the Na+C- 
Na-  salt forms spontaneously and reversibly in the solu
tion even in the presence of pure solid sodium, it appears 
that this compound is thermodynamically stable with re
spect to Na(s) and C(soln). When the solid is rapidly heat
ed in a sealed tube, it melts at 83°C (compared with 68°C 
for the pure cryptand) to yield C222 and free sodium.14 It is 
also possible, however, that other decomposition products 
form.

The existence of salts which contain alkali metal anions 
is not altogether unexpected. Because of the relatively low 
lattice energies and ionization potentials of the alkali met
als, and particularly because of the positive electron affini
ties of the gaseous alkali atoms,6,7,41,42 the energy required 
to convert the metallic solid into a hypothetical ionic solid 
according to

2M(s) — M+-M-(s)

is less than about 15 kcal mol-1. The calculation of the en
thalpy of this reaction is made by means of a Born-Haber 
cycle of the type shown in Figure 2 for sodium. Known 
thermodynamic quantities are used throughout except for 
the lattice energy of the hypothetical salt. This was esti
mated by assuming that the structure would be the same as 
that of sodium iodide but with a different interionic dis
tance. The M+M-  distance in the hypothetical salt was set 
equal to the interatomic distance in the corresponding 
metal. This implies a decrease in density because of the 
change in crystal structure from body-centered cubic

The Journal o f Physical Chemistry, Voi. 79, No. 26, 1975



3068 J. L. Dye, C. W, Andrews, and S. E. Mathews

TABLE I V : Estimated Enthalpy Changes for Various Reaction Steps

Metal

M -M  
distance 

in metal, A

Enthalpy change, kcal moT 1 (see Figure 2) Radius of 
cryptated 
cation, A

A H°I0, 
kcal mol-1

(A H ’ -  
AH 9')max’ 
kcal mol-1

(A H 9 — 
AH°9’)est, 
kcal molAHvap AHip AHea AHle A Hf

Li 3.03 33.17 124.3 -1 4 .3 —175.0 0.4 5.06 -7 3 .1 -1 2 .4 -2 2 .3
Na 3.72 24.03 118.5 -1 2 .5 -1 4 2 .7 10.2 5.50 - 6 6 .6
K 4.5 19.35 100.1 -1 1 .8 -1 1 7 .9 7.9 5.52 -6 5 .2 24.0 14.8
Rb 4.87 18.64 96.3 -1 1 .1 -1 0 9 .4 11.9 5.53 - 6 2 .2 24.7 21.4
Cs 5.42 16.82 89.7 -1 0 .8 -9 7 .9 13.5 5.56 -6 1 .3 31.8 38.1

A H iP 4 -
2M(3>— ^ r Mi>

A H .vap

+ M(9)

AH

2M
A H ,

(s ) '

l . e .

M+ M ( s )

2Na(s) + C222(s) — Na+C222-Na-(s) (6')

A G V =  &H°6. -T A S ° « < 0

(Throughout the balance of this section, the primed values 
will refer to the sodium case and C222 will be represented 
bye.)

In order for the other alkali metals to form thermody
namically stable salts of the same type, we must have

AG°6= AH06 ~  TAS06 < 0

This will necessarily be the case if

AG°6 -  AGV = (AH°e -  AH V ) -  T(AS\  -  AS\>) < 0

Figure 2. Born-Haber cycle for the formation of the hypothetical 
ionic solid, M+-M~(s).

(bccub) in the metal to interpenetrating face-centered 
cubic (fccub) in the ionic solid. Alternative choices, such as 
retention of the bccub structure or keeping the density 
constant, lead to even larger lattice energies than the origi
nal choice. The lattice energy of M+-M_(s) is computed by 
scaling that of Na+I~ by the ratio of the interionic dis
tances since the lattice energy varies nearly as 1/r. The 
computed results for all of the alkali metals are given in 
Table IV. . -

Two conclusions may be drawn from these estimated 
enthalpies of formation of M+-M~(s). First, the values are 
only slightly endothermic. This indicates that it would not 
require much stabilization of M+ to create an ionic solid. 
Second, all of the alkali metals yield similar results so that 
one might expect to be able to produce negative alkali 
metal anions for all members of the family under suitable 
circumstances.

Stabilization of the cation by complexation with crown 
or cryptand leads to an increase in size which decreases the 
ionic lattice energy. Since the size of M+C is comparable to 
that of M ", the crystal structure can be expected to ap
proximate the closest packing of the ions. Indeed, the 
Na+C-Na~ crystal structure shows hexagonal closest pack
ing of the sodium species.14 By estimating the effective size 
of M+C32 and using the Kapustinskii equation,43 the lattice 
energy can be computed.

Unfortunately, neither the enthalpy of sublimation of 
the cryptands nor the enthalpy of complexation of the gas
eous cations is known. If they were known, then by a simple 
cycle we could compute A H  for the process

2M(s) ■+■ C(s) — M+C-M~(s) (6)

Rather than attempt calculation of the absolute values of 
A H °6  and AS V  we choose to use the fact that one member 
of this class of compounds, Na+C222‘Na_ (s), is thermody
namically stable to estimate whether the other alkali met
als should form similar compounds. Because of the thermo
dynamic stability of the sodium compound, we know that 
for the process

Note that AG°6 may be negative even if AG°6 — AG V is 
not, but we will refer to the more stringent condition as the 
“stability criterion” for the salt M+C-M_ (s). We will first 
develop this stability criterion for all of the alkali metals, 
and then we will proceed to estimate the values of AG°6 — 
A G V  If the estimates are more negative than that given 
by the stability criterion, the existence of stable solid salts 
is indicated. Because lithium forms only very weak com
plexes with the cryptand C222,44 we substitute C2n for this 
case. Such a substitution makes the calculation in the lithi
um case less valid because terms which cancel when the 
same complexing agent is used will not cancel in this case. 
Nevertheless, to obtain an estimate of the stability of 
Li+C2irLi'~(s), we assume these differences to be small.

Consider the series of reaction steps

2M(s) -  M+(g) + M-(g) (7)

C(s) -*  C(g) (8)

M+(g) + C(g) -  M+C(g) (9)

M+C(g) + M-(g) -  M+C-M-(s) (10)

We note that AH0 7 is known for all of the metals, AH°10 
can be calculated by using the Kapustinskii equation, and 
A H °g  will cancel out when the d iffe r en ce  between M and 
Na is computed. Therefore in the expression

(AH°6 -  AHV) = (AH°7 -  AHV) +
(AH°9 -  AH V ) + (AH ° i 0 -  A H ° W )

only (AH°9 — AH V ) is unknown.
The stability criterion can then be replaced by

(AH°9 -  AHV) ^  (AHV -  AHV)max = -  (AH°7 -  
AH°7') — (AH°10 — A H ° W ) +

T [S ° m +C-M-(s) — S °  Na+C-Na-(s)] — 2T [ S ° m (s) — S°Na(s)]

Everything on the right-hand side of this equation is 
known or calculable except the molar entropy difference 
between the salt and the corresponding sodium salt. In 
order to proceed, we assume that this difference is small. 
When this is done, the value of (AH°9 -  AH ° 9-)max can be
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TABLE V : Conditions Which Have Yielded Gold-Colored 
Films upon Solvent Evaporation

Complex-
Metal ing agent Solvent Remarks

Na P'“'222 THF
Na C222 EA Crystal growth also occurs
Na MA
Na 18-C-6 MA MA vapor required
K 18-C-6 THF Dark bronze color, THF 

vapor required
K C22J THF Dark bronze color
N a-K ^222 EA Film has a greenish-gold color
Rb P THF
Rb EA
Cs C222 THF Dark bronze color

numerically evaluated. The results, together with the cal
culated values of A //° )0, are given in Table IV.

Having made an estimate of the maximum value of A ff°9 
— AH°9', we next proceed to use another cycle to estimate 
the actual value of AH°g — AH°<y. Consider the series of re
action steps

M+(g) -I- C(g) -  M-C(g) (9)

M+C(g) — M+C(aq) (1 1 )

M+(g) — M+(aq) (12)

C(g) — C(aq) (13)

M+(aq) + C(aq) — M+C(aq) (14)

From this sequence of steps, we see that

AH°9 = - A H ° n  +  AH °i2 +  A H ° i 3 + A H ° i 4  (15)
Again we will compute only differences in AH rather than 
absolute values. The Born equation45 may be used, togeth
er with the radii of the cryptated cations, to calculate 
AH°u — AH°iy. While absolute values of hydration 
enthalpies may be seriously in error when the Born equa
tion is used, the calculation of the difference should be reli
able for such large ions. The value of Af/0)2 is reasonably 
well known46 for all of the alkali cations (again differences 
are more reliable than absolute values), and Aif° 13 will 
cancel out of the difference calculations. Measured values 
of AH°u are available34 for all of the alkali metal cations 
except Cs+. For the case of cesium we assume, on the basis 
of the magnitude of the complexation constants, that 
AH°u — Ah'014- = 3.8 kcal mol-1. As indicated previously 
the values for the 2,1,1 cryptand are used for lithium. The 
estimates of AH°g — AH°g’ made in this way are given in 
Table IV.

The results shown in Table IV indicate that, with the ex
ception of Cs+C222-Cs~(s), all of the alkali metals can prob
ably form salts of the type M+C-M_(s) which are thermo
dynamically stable with respect to the dissociation reaction

M+C-M-(s) -> 2M(s) + C(s) (16)

Even in the case of cesium, the use of 3,2,2 cryptand might 
provide a stable salt.

Of course, these calculations do not preclude the decom
position of the salt into other reaction products. For exam
ple, the reaction

M+C-M"(s) — M+C-e-(s) + M(s) (17)

might occur. In addition, decomposition of the cryptand 
could limit the stability.

In spite of the relative ease with which crystals of Na+C222-

TABLE VI: Effect of Temperature and Methylamine Vapor 
Pressure on the Stability of a Sodium-18-C-6-Methylamine 
Gold-Colored Film

Temp of 
film, °C

Approx 
methylamine 
pressure, Torr Effect on gold-colored film

24 1 0 -2 5 0 Turns gray-purple rapidly
0 1140 Forms blue solution rapidly
0 260 Forms blue solution in ~3 min
0 100 -4 0 0 Stable for at least 12 min
0 1 -1 0 Turns gray-purple in 6—8 min

- 1 1 10 0 -2 5 0 Stable for at least 10 min
- 1 1 10 Turns purple in ~6 min
—32 1 -1 0 Stable for at least 10 min
—32 <1 Turns purple in ~10 min
- 7 7 10 Forms blue solution rapidly
- 7 7 ~1 Stable for at least 10 min
—77 < 1 Turns purple in < 1 0  min

Na~ can be obtained and the favorable calculations de
scribed above, we have not yet been able to grow crystals 
with any other combination of metal and complexing agent. 
Gold-colored solid films are, however, readily obtained by 
rapid evaporation of the solvent from a concentrated solu
tion in many cases. Table V gives the metal-solvent combi
nations which have so far yielded such films with either 
18-C-6 or C222- Other complexing agents of the cryptand 
class have not been used. Neither dibenzo-18-crown-6 nor 
dicyclohexyl-18-crown-6 have yielded gold-colored films al
though dark blue solids which show strong ESR signals 
have been obtained14 in these cases and in many cases 
when cryptands are used.

The failure to obtain crystals by precipitation from ap
propriate solvents or solvent mixtures might mean simply 
that the proper solvent has not yet been used. However, it 
could also signify thermodynamic instability of the solid 
salt, M+C-M~(s). If the gold-colored solid films obtained 
by rapid evaporation of solvent are similar to Na+C222-^a_ , 
then the formation of these films might represent kinetic 
rather than thermodynamic stability. This is possible be
cause the rate of release of M+ from M +C is very slow at 
low temperatures.14

The gold-colored films which are formed by evaporating 
methylamine from solutions of Na+C,Na_ when 18-C-6 is 
used are interesting since they require the presence of sol
vent in order to exist. Stability of such films for many min
utes can be obtained provided the methylamine vapor pres
sure is maintained between certain upper and lower limits 
which depend upon the temperature of the film. If the 
vapor pressure is too low or if the system is evacuated, the 
gold-colored film turns to a dull gray-purple to purple 
color. This process cannot be reversed by increasing the 
methylamine vapor pressure. The gray-purple deposit can 
be dissolved in methylamine to yield a dark blue solution 
from which gold-colored films can again be produced. 
Therefore, removal of solvent from the original film proba
bly yields metal, and 18-C-6 and this process is not revers
ible on the time scale used. On the other hand, when the 
methylamine vapor pressure is sufficiently high, the gold- 
colored film dissolves to form a dark blue solution. All of 
these phenomena are sensitive to the temperature of the 
film. Some typical results are given in Table VI.

We conclude that the formation of solid salts of the alka
li anions, while thermodynamically favored in at least one 
case, is very dependent upon the metal, complexing agent, 
and solvent used. In some cases, the salt may be thermody
namically unstable with respect to the free metal and the
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eomplexing agent. Even in such cases, however, the major 
species in solution can be M+C and M- .
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Discussion
J. W. Fletch er . Have you estimated the solubility product for 

Na+ and Na~ in the presence of eomplexing agent?

J. L. Dye . Yes. Based upon the maximum concentrations used 
in the measurements of conductivity by Dewald and coworkers in 
methylamine we estimate K «  10-8 for the solubility equilibrium 
in the absence of C. Over excess metal with C present it should be 
the same.

R. CATTERALL. The band shape of M-  anions is very similar to 
that of esoiv ‘ in its asymmetric high energy tail and different from 
the I~ bands (CTTS) which (after resolution) axe very symmetri
cal. Would you or any theoretician care to comment?

J. L. Dye. I would have to defer to theoreticians for an answer to 
this question. We do know that excitation in the optical absorption 
band leads to dissociation according to the work of Glarum and 
Marshall.

The Journal o f Physical Chemistry, Vol. 79, No. 26, 1975



ESR o f A lkali M etal in A lkylated Am ines 3071

The Monomer and Its Paramagnetic Companion in Some Potassium Solutions in 
Alkylated Amines

T. R. Tuttle, Jr.
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Evidence is obtained from ESR spectra of potassium metal solutions in ethylamine and in a mixed ethyl- 
amine-methylamine solvent to show that the central component in these spectra may be attributed to the 
solvated electron in very dilute solutions, but that in more concentrated metal solutions this single line res
onance must be assigned to an ion pair of the solvated electron with K+. As a consequence of this assign
ment, the temperature dependence of the metal nuclear hyperfine coupling constant, dm, cannot arise on 
account of a rapid equilibrium between the ion pair and isomeric species of metal with fixed values of the 
hyperfine coupling constant. In addition, the shape of the hyperfine lines for pure ethylamine solutions is 
found to deviate appreciably from the Lorentzian shape expected if such a rapid equilibrium would be op
erative. However, the facts available ate consistent with the idea that the temperature dependence of <xm 
arises on account of the presence of thermally accessible vibrational states with a distribution of values of
CtM-

The electron spin resonance spectra of solutions of alkali 
metals in amines and other solvents often show the pres
ence of at least two distinct species.1-12 One of these dis
plays a particularly simple spectrum consisting of a single 
line which is often, but not always, quite narrow. This sin
gle line spectrum has usually been attributed to the solvat
ed electron. However, in one investigation,5 the rather er
ratic behavior of this line, with respect to its presence or 
appearance in spectra of potassium, rubidium, and cesium 
solutions in various alkylamines, caused the authors to at
tribute it to an impurity. In another investigation,11 the 
single line component in the spectra of potassium and ru
bidium solutions in glassy hexamethylphophoramide has 
been attributed to a form of monomeric metal. Whether 
the single line absorption observed in the ESR spectra of 
alkali metals is sometimes, always, or never due to an im
purity appears to be still an unsettled question.

The second of the species displays a spectrum composed 
of many hyperfine components. In the cases for which the 
hyperfine structure may be attributed to the interaction of 
the unpaired electron with an alkali metal nuclear spin, the 
responsible species has been identified as a monomeric, 
electrically neutral species of metal. One interpretation of 
the temperature dependence of the metal hyperfine cou
pling involves rapid equilibria between two or more mono
meric species.6,9 A second interpretation attributes this 
temperature dependence to the presence of thermally ac
cessible vibrational states,2 which are associated with dif
ferent values of the hyperfine coupling constant.13 Accord
ingly, the structure of the monomer and the relationship 
between its structure and its ESR spectra are still a matter 
for speculation and a source of controversy.

In this paper we present data on solutions of potassium 
in pure ethylamine and an ethylamine-methylamine mix
ture. These data indicate that the single line component in 
the ESR spectra may be attributed to the solvated electron 
or its ion pair with potassium ion and that on this account 
the 39K hyperfine spectrum cannot be described as an aver
age between the K+-e~ ion pair and a monomeric species 
with hyperfine splitting near that of the free atom.

Experimental Procedures

The experimental procedures used have been described 
in detail elsewhere.14 In the present case, the glassware 
used in fabricating apparatuses was rinsed several times 
with absolute methanol and subsequently with distilled 
water prior to fabrication.

Electron spin resonance spectra of potassium in pure 
ethylamine and potassium in ethylamine containing ap
proximately 15% by volume of methylamine were obtained 
with the aid of our Strand Labs 602BX spectrometer2'4 op
erating at 20-kc/sec modulation frequency. The apparatus
es housing the sample solutions were of designs previously 
described.14 The apparatuses were of Pyrex glass except for 
the quartz optical cell on the apparatus containing pure 
ethylamine. Each of the apparatuses had a trap in which 
decomposition products could be deposited. The apparatus 
containing pure ethylamine also incorporated a calibrated 
tube which permitted dilutions by known volumes to be 
made.

Field sweeps were calibrated using a sample of potassium 
naphthalenide dissolved in 1,2-dimethoxyethane assuming 
a separation between the two outermost lines on the high- 
field side of the spectrum of 1.86 G.15

Solutions of potassium naphthalenide in DME were also 
used as standards in estimating spin concentrations. Con
centrations of naphthalenide were determined by measur
ing the optical density of solutions at 8000 A and using the 
measured value of the extinction coefficient.16 Since the Q 
of the loaded cavity was essentially the same fcr standard 
solutions and samples, relative spin concentrations were 
determined by measuring the true peak-to-peak breadth 
5Hp and the maximum amplitude of the derivative curve 
n ipm, and using the relationship17

aipm8Hp2 = k [spins] (1)

where k  is a constant evaluated by using the standard. The 
line which occurs at highest field in the naphthalenide 
spectrum was used for this purpose. Application of this 
procedure, for example, led to a monomer concentration of
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Figure 1. (a) ESR spectrum of a solution of K dissolved in ethylamine 
containing approximately 15% by volume methylamine. The con
centration of monomer is 1.4 X 10- 6  M. The central component due 
to the solvated electron, as well as weak lines due to 41K mono
mers, is clearly in evidence here, (b) Same at somewhat lower con
centration. At this lower concentration, the central component due 
to the solvated electron is essentially equal in amplitude to the mo
nomer lines.

Figure 2. ESR spectra of a solution of K dissolved in pure ethyl- 
amine. Upper spectrum was taken with peak-to-peak modulation 
amplitude, 2hm =  0.8 G, while for the lower spectrum 2hm =  0.2 G. 
In the upper spectrum, a weak central line due to the solvated elec
tron is barely perceptible, while in the lower spectrum no central 
component can be detected. The upper spectrum also shows some 
weak lines due to the 41K (~7%  natural abundance) monomer.

1.4 X 10 6 M  for the solution of K in ethylamine-methyl- 
amine which gave the spectrum shown in Figure la.

Experimental Results

Figure 3. The amplitude of the central component, A3, in spectra of 
solutions of K in ethylamine plotted vs. the amplitude by a hyperfine 
line. Concentration changes were effected by successive dilutions. 
The solution of lowest concentration is about 30-fold more dilute 
than the highest concentration solution. AK decreases monotonically 
with increasing dilution.

Figure 4. The amplitude of the central component, A3, in spectra of 
solutions of K in ethylamine-methylamine plotted vs. the amplitude 
of a hyperfine line. All the points refer to a single solution which de
composed over a period of several hours. The solid line emanating 
from the origin gives a visual indication that AK and A3 do not vary in 
direct proportion to one another. The three different symbols used, 
O, n , and A, simply denote different gain settings on the spectrom
eter. Thes symbols are also used to represent the same data in the 
plots of Figures 7 and 8 .

The spectra shown in Figure 2 are typical of those ob
tained for potassium solutions in pure ethylamine. These 
tracings are successive spectra of the same solution, differ
ing otherwise only in the modulation amplitude employed 
(0.8 G peak to peak for the upper spectrum and 0.2 G for 
the lower one). This comparison illustrates one of the as
pects of apparent nonreproducibility in the spectra of such 
solutions. Although both spectra display the four-line 39K 
hyperfine pattern, the spectrum taken at higher modula
tion displays additional features including the appearance 
of a weak central component. The central component often 
behaves in an extraordinary manner. Over an appreciable 
concentration range, the amplitude of this central compo
nent increases absolutely with increasing dilution, as well 
as with respect to the amplitude of the hyperfine spectrum. 
This behavior is exemplified by the data plotted in Figure
3. A decrease in the breadth of the central line accompanies 
the increasing amplitude of the derivative curve. This pe
culiar behavior, which also occurs while the solution de
composes, has led one set of investigators to attribute this 
central component to an impurity.6

Addition of methylamine to a solution of K in ethyl
amine had two principal effects. The 39K hyperfine cou
pling constant decreased, and the relative amount of the 
central component increased. Empirically, this behavior is

to be expected because the central component is character
istically relatively more important and the hyperfine cou
pling constant smaller for pure methylamine solutions.1’2’4 
Typical spectra of K in ethylamine, plus about 15% by vol
ume methylamine, are shown in Figure 1. The larger ampli
tude of the central component makes its study easier so 
that most of our experiments were carried out on solutions 
in this mixed solvent. The behavior of the central compo
nent in the mixed solvent was qualitatively similar to that 
observed in pure ethylamine. For example, compare Figure 
4 with Figure 3. An advantage of the mixed solvent is that 
amplitude changes may be easily followed to sufficiently 
low concentrations so that the amplitude of both the single 
line and the hyperfine components decrease together, as is 
shown in Figure 4. As was the case in the pure ethylamine 
solutions, the breadth of the central component increased 
rapidly with increasing metal concentration, as is shown by 
the plot in Figure 5.

In the absence of excessive amounts of decomposition 
products, the line shapes for the hyperfine components in 
pure ethylamine were nearer Gaussian than Lorentzian. A 
comparison between one of the hyperfine lines for K in 
pure ethylamine and Gaussian and Lorentzian shapes is 
given in Figure 6. Clearly the observed line shape is far 
from being Lorentzian.
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Figure 5. W idth of the central line, W3, vs. am plitude of the hyperfine  
spectrum  fo r m ixed solvent. Line widths a re  not co rrected  for the e f
fec t o f modulation.

Figure 6. The shape of hyperfine lines fo r K dissolved in pure ethyl- 
am ine: A , Lorentzian line shape; O , Gaussian line shape.

The hyperfine coupling constant for K in ethylamine was
9.6 G and that for K in the mixed solvent, 7.8 G.

Analysis of Data

Catterall and Symons3 have invoked an ion-pair-type 
equilibrium

K K+ + e~ (2)

to account for the changes12 they observed in ESR spectra 
of potassium solutions in ethylamine on changing metal 
concentration. We find that our data on K solutions in the 
mixed solvent are also in accord with such an equilibrium 
in very dilute solutions, as is shown in Figure 7 in which the 
square root of the amplitude of one of the hyperfine com
ponents, A k1/2, is plotted vs. the amplitude of the central 
component, A3. The points in the dilute range follow a 
straight line which extrapolates to the origin. In these di
lute solutions, the breadth of the central line remains es
sentially constant at a value less than 0.1 G. The breadth of 
the hyperfine components remains constant over the entire 
concentration range investigated. Since the modulation 
amplitude remained fixed, the amplitudes of the derivative 
curves are proportional to concentrations when the line 
breadths do not change. In the more concentrated solu
tions, the points deviate violently from this straight line, as 
is to be expected on account of the rapidly changing 
breadth of the central component. In this range of concen
trations a different correlation between the amplitude of 
the central line and that of the hyperfine component ap
pears as is shown in Figure 8. Remarkably, the two ampli-

Flgure 7. The am plitude of th e  central co m p on ent A 3 vs. th e  square  
root of the am plitude o f the hyperfine lines.

Figure 8. The recip rocal o f the am plitude o f the centra l com ponent, 
A 3, vs. the am plitude of the hyperfine lines.

tudes are inversely proportional to one another. Because we 
are overmodulating (modulation amplitude = 0.8 G peak to 
peak) during this set of experiments, we expect the propor
tionality

A3W32 -  [S-] (3)

to hold approximately in which S_ denotes the species re
sponsible for the single line resonance. Empirically, A3 
(Ak)-1 (see Figure 8) and W3 cc (Ak) (see Figure 5). Com
bining these proportionalties with eq 3 and Ak “  [K] gives

[S-] cx [K] (4)

Thus we are led to the conclusion that in the higher con
centration range the species responsible for the single line 
resonance is no longer related to the monomer through an 
equilibrium of the type given in eq 2. Rather, the two 
species must be isomeric. This situation can be accounted 
for by introducing a new species, the ion pair of the solvat
ed electron with K+, so that
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K ü K + . e - (5)

is the important equilibrium in the higher concentration 
range. However, the rates of the processes by which the 
central line becomes broadened depend linearly on [K], 
Spin exchange between monomer and the solvated electron 
according to

K ( i» + e - ( i )* * K U )  + e -(t)
K (i) + K + -e - (| )^ K a )  + K+ .e - ( t )  (6)

satisfy this criterion. The broadening produced in a solu
tion in which [K] » 2 X  10-6 M  is about 0.3 G. Consequent
ly, the lifetime of the solvated electron spin is

T --------« -----------= 2 X 10 7 sec
yeAH 5 X 106

and the rate constant for spin exchange is

(7)

k = l/r[K] »  3 X 1012 l./(mol sec) (8)

The magnitude of this rate constant appears to be well 
above the diffusion-controlled limit. This exceptionally 
large value may perhaps be attributed to a high cross sec
tion for spin exchange due in part to the large sizes of sol
vated electron and monomer.

One consequence of the above analysis is that it is in
consistent with the explanation of the temperature depen
dence of the hyperfine coupling constant through a rapid 
interconversion of K and R ^ e-  because K+-e_ contributes 
to the single line resonance- In addition, it has been pre
viously reported6 ar.d we also find (see Figure 6) that the 
shapes of the lines 6f the hyperfine patterns are often more 
nearly Gaussian than Lorentzian. Since the explanation 
based on rapid intercOnversion requires that the lines be 
Lorentzian, it is difficult to see how this explanation can be 
entirely correct. On the other hand, the model in which the 
temperature dependence-of aj< is attributed to thermally 
accessible vibrationally excited states does not require the 
lines to be Lorentzian. The observed line shape merely re
flects the distribution in the values of a« over the vibra
tional states. In this model the lines of the hyperfine pat
tern are expected to increase in breadth at greater values of 
mj as is actually observed. Actually the distribution in <zk 
must be related to the temperature dependence of the aver
age coupling constant dj< through

dôK 
d T kT2 ( a K f  -  a K f ) (9)

in which e is the energy of the state with coupling constant 
ok- Consequently, observation of a temperature depen
dence implies a distribution and vice versa.

Recently Catterall and Edwards11 have reported obser
vation of two metal-dependent species in ESR spectra of 
alkali metals in a hexamethylphosphoramide glass at low 
temperatures. These authors claim that these species are 
the ones which are interconverting rapidly in solution to 
give a temperature-dependent hyperfine coupling. An al
ternative interpretation of their data is that the two species 
which they observe are the monomer and the ion pair of the 
solvated electron with the metal cation, the same species 
which are observed in liquid solutions. The lack of temper
ature dependence of the metal hyperfine coupling con
stants in their glasses is puzzling. If the states with differ
ent values of am are ail degenerate, then daiu/dT = 0. Oth
erwise, the dependence of a m on £ may be such that over a

limited temperature range the variation in om is negligibly
small.
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Discussion'
R. CATTERALL. (1). Modulation amplitude is not the critical fac

tor in observing the central singlet; we observe it easily at much 
lower modulation amplitude. It is simply a problem of machine 
sensitivity.

(2) To carry out the correlations of amplitude of ESR lines from 
multiplet and singlet spectra, it is essential to correct for micro- 
wave power saturation. We have carried out an analysis of spectra 
corrected in this way together with optical spectra. We cannot fit 
the observed data with either a one-equilibrium model,

M+ + e ' ^  M
or with a two-equilibrium model including 

M + M s  M2

but we can get a good fit if we use a three-equilibrium scheme 

M+ + e~ M
Ki

M + e M-

M+ + M~ M+M~

and find K i = (10 ±  0.4) X 106, K2 = (3.2 ±  0.04) X 108, K:i = (2.3 
±  1.0) X 104 for a concentration range 5 X 10-5 down to 10-7 M. 
Over a limited concentration region, the correlation of (/Ik)172 vs. 
A3 and Ak  v s . (A3)-1 does indeed hold as shown by Tuttle, the sin
glet being due to a mixture of esoi~ and its ion pair M+esor .

(3) The point about the temperature dependence of the A«,, 
value in our HMPA work I do not really understand. We have 
completely separate distribution functions for each of our “solvat
ed atom species”, and while your analysis certainly applies within 
a single peak in the distribution function, it should not affect the 
A values very much. It should, I agree, affect the m\ dependence, 
but this we do not observe. Since the peaks in the distribution 
function are very sharp (e.g., standard deviation ~2 G in Cs atoms 
with an A value of 600 G), the temperature dependence of the A 
value may simply be within our experimental error.

T. R. TUTTLE. (1) Modulation amplitude often is an important 
factor in determining what is observed in a spectrum containing 
lines of different widths. Apart from any question of spectrometer 
sensitivity, Figure 1 in our paper shows how the central component 
may be missed entirely, even though it is present, by employing 
too low a modulation amplitude. We too find that the central com
ponent may be observed at lower modulation amplitudes in solu
tions of lower metal concentrations. This is part of the curious be
havior of the central component to which we draw attention.
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(2) During our experiments, the spectrometer was operated at a 
power of less than 1 mW incident on the cavity.

(3) The spectra for glassy solutions (see the paper by R. Catter- 
all and P. P. Edwards, J. Phys. Chem., this issue) which Catterall 
presents are not qualitatively different from those which are ob
served in liquid solutions. For example, the spectra in glassy 
HMPA show a similar variation in line breadth with changing raj 
as is observed generally for spectra of the monomer in liquid solu
tions. This variable line breadth has been accounted for by the two 
or multistate model of the monomer through rapid exchange be
tween the states in liquid solutions. In the glassy HMPA solutions, 
on the other hand, Catterall claims to have trapped the two or 
more species which undergo rapid exchange in liquid solution. Yet, 
the variation of line breadth with changing mj persists even 
though the process which is supposed to give rise to this phenome
non in liquid solutions is supposedly quenched in the glasses. Con
sequently, a different mechanism for line broadening in the glasses 
is postulated by Catterall, namely that the breadths are due to a 
distribution of values for the metal hyperfine coupling constant. 
This is essentially the model originally proposed by Bar-Eli and 
myself for liquid solutions. This model apparently applies equally 
well for liquid and glassy solutions. Catterall presents no evidence 
to suggest otherwise. However, apart from'any particular model, 
the observation of a distribution of values for the metal hyperfine 
coupling constant a m implies a temperature dependence in the av
erage value, aM) according to general statistical considerations (see 
eq Dl). Only under special circumstances' will the temperature 
coefficient vanish. One such circumstance would be if the states 
with different values of om all have the.same energy. The point is 
that the lack of temperature dependence of Am observed by Cat
terall must be considered “accidental” in view of the observed dis
tribution in a m -

In recent experiments we have found that for potassium solu
tions in a mixed methylamine-ethylamine solvent the hyperfine 
lines are Lorentzian in contrast to the situation in pure ethylamine 
where the lines were found to deviate substantially from the Lo
rentzian shape. Nicely and Dye9 have also reported Lorentzian 
lines in a mixed ethylamirie-ammonia solvent for cesium solutions

while Dye and Dalton6 have reported near-Gaussian lines for metal 
solutions in pure ethylamine. This difference in line shape between 
pure and mixed solvents is naturally accounted for within the con
text of the model in which the temperature dependence of ôm is 
attributed to a distribution over thermally accessible excited 
states. In the pure solvent, the exchange of solvent between bulk 
solvent and the solvation sphere of the monomer does not change 
ÔM appreciably, while in the mixed solvent, exchange cf one kind 
of solvent molecule for another in the solvation sphere modulates 
¿M- If the exchange is rapid compared to the corresponding differ
ence in hyperfine frequencies, the result will be an exchange-nar
rowed Lorentzian line, as is observed.

In addition, the enhanced temperature coefficient which Catter
all observes for metal hyperfine coupling constants in mixed sol
vents (see Figure Dl in comments of R. Catterall on the paper by 
Fletcher and Seddon) may be accounted for in the following way. 
Whatever structural features are responsible for the spread of cou
pling constants in the pure solvent, the addition of a second sol
vent will almost inevitably increase the spread, because to all the 
structural possibilities involving just one solvent must be added 
those involving mixed solvent. Of course the change in the temper
ature coefficient will depend on how the om of the various struc
tures correlate with their energies. Since better solvating solvents 
always seem to lower ôm, there appears to be a direct relationship 
between om and the corresponding energy. For simplicity let us as
sume a direct proportionality, i.e., om = d<M in which >1 is the pro
portionality constant. Inserting this proportionality into eq 9 of 
the paper leads to

daM
dT kT5 (<M 2 -  CM2)

1
ßkT2 ( o m 2 -  Ö M 2 ) (Dl)

i.e., the temperature coefficient of Sm is proportional to the disper
sion in energy, or the dispersion in coupling constant. Thus, if the 
spread in coupling constant, which is measured by its dispersion, is 
increased on addition of a second solvent, we may expect an en
hanced temperature coefficient. In contrasty the multistate model 
does not appear to offer any ready explanation of the observed en
hanced temperature coefficients in mixed solvents.
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The NMR chemical shift and line width has been measured for 23Na~ in tetrahydrofuran (THF), ethyl- 
amine (EA), and methylamine (MA), for 87Rb_ in THF and EA, and for 133Cs“  in THF. In all cases, the 
counterion was the 2,2,2 cryptate complex of the corresponding cation. The chemical shift of Na-  is, within 
experimental error, the same as that calculated for the gaseous anion (based upon the measured value for 
the gaseous atom) and is independent of solvent. Comparison with the solvent-dependent chemical shift of 
Na+ provides conclusive evidence that Na-  is a “ genuine” anion with two electrons in a 3s orbital which 
shield the 2p electrons from the influence of the solvent. The line width increases from THF to EA to MA, 
suggesting either an increasing exchange rate with the cryptated cation or, more probably, the influence of 
an increasing concentration of solvated electrons. In the case of sodium solutions in all solvents, both Na+C 
and Na-  are detected by their NMR peaks. However, probably because of extreme line broadening, Rb+C 
and Cs+C are not observed, but only the relatively narrow line of the corresponding anion. The chemical 
shifts (diamagnetic shift in ppm from the infinitely dilute aqueous ion) are 185 and 197 for Rb~ in EA and 
THF, respectively, and 292 for Cs~ in THF, compared with 212 and 344, respectively, for the gaseous Rb 
and Cs atoms. When 18-crown-6 is used instead of the 2,2,2 cryptand complex, it is still possible to obtain 
solutions which are about 0.4 M in total metal when methylamine is used as the solvent. However, in this 
case, both the Na" and the Na+C NMR peaks are exchange broadened, even at —50°C, and coalesce as the 
temperature is raised to about —15 to 0°C, depending upon the concentrations. The variation of the rate of 
exchange of the sodium nucleus between Na+C and Na-  with concentration should permit determination 
of the exchange mechanism. Possible exchange mechanisms and the information obtainable from them are 
discussed.

Introduction

The evidence for the existence of species of stoichiome
try M~ in metal-amine and metal-ether solutions is very 
convincing.1 The shift of the optical absorption band with 
metal, solvent, and temperature2’3 suggests strongly that 
the species is a centrosymmetric anion. However, other 
models cannot be ruled out on the basis of optical evidence 
alone. Figure 1 shows three other contenders for the M~ 
structure. Indeed, one or more of such structures might be 
responsible for the diamagnetic species in metal-ammonia 
solutions which, to date, show no specific evidence for the 
existence of centrosymmetric anions. We believe that the 
23Na_ NMR spectra in ethylamine (EA) and tetrahydrofu
ran (THF),4 and the data described ir. this paper, provide 
the best evidence so far available that the anion in these 
solvents is centrosymmetric with two electrons in the outer 
s orbital.

Optical pumping,5’6 atomic beam,7 and NMR8-11 tech
niques have established the shielding constants of the 
aqueous cations 23Na+, 87Rb+, and 133Cs+ relative to the 
gaseous atoms with an accuracy of at least 2%. It is possible 
to make reliable calculations12 of the shielding constants of 
Na+(g) and Na~(g) relative to the free atom by using 
Lamb’s complete expression for atomic diamagnetic 
shielding13 and analytic Hartree-Fock wave functions.14 
The changes in shielding constants are relatively small, 
amounting to only 7.7 ppm (diamagnetic) for the addition 
of two 3s electrons to gaseous Na+ to form Na~(g). Corre
sponding shifts for Rb~(g) and Cs~(g) are also expected to 
be small. Diamagnetic contributions from solvation are 
generally only a few parts per million,15-17 and the major 
effect of the solvent, both from theoretical expectations

and experimental results,18 is a substantial paramagnetic 
shift (45 to 75 ppm) upon solvation. The magnitude of this 
shift correlates very well with the donicity of the sol
vent,19-23 that is, the ability of the solvent to donate elec
tron density to the cation. It is via the interaction of this 
solvent electron density with the outer p orbitals of the al
kali metal cation which gives the observed paramagnetic 
shifts.

Experimental Section

Solvents and metals were purified as previously de
scribed.3 The 2,2,2 cryptand, 1 (C222), was synthesized by a 
modification24 of the method of Dietrich, Lehn, and Sau- 
vage.25 The second complexing agent, 18-crown-6, 2 (18-C-
6), from PCR Inc., Gainesville, Fla., was recrystallized 
twice from acetonitrile and vacuum dried. The NMR sys
tem has been previously described4 except that multinucle- 
ar capabilities26 have been added.

2,2,2 C ryp tan d  

(ca2a)

2
1 8 -C r o w  n - 6  

( 1 8 - C - 6 )

Chemical Shifts and Line Widths

The key factor which permits us to study the NMR spec
tra of alkali metal anions is the complexation of the cation
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TABLE I : Selected List o f Shielding Constants and Line Widths

Ion Conen, M Temp, °C Solvent
CT(^solv vs* 

ppm Avy2,b Hz
Refe

0 A Vy2

Na+ °° dii 25 H20 —60.5 ±1 5.16 7 43
Rb+ “  dii 25 h 2o —2 11.6  ± 1.2 7
Cs+ ® dii 25 h 2o —344.3 ±5.8 0.02 7 43
F- °° dii 25 h 2o -1 6 8  ± 2d 16,44
Br- ~ dii 25 h 2o —194 (caled)d 17
Na+ Sat NaCl 25 h 2o -6 1 .2 8.0 1 1
Na+ 0.3 Nal -1 5 MA —72.2 9.0
Na+ 0.25 Nal 25 EA —74.4 17.9
Na+ 0.2 NaPh4B 25 THF —52.9 23.0
Na+C 0.15 Na+C,Na- —15 MA -49 .8 30.8
Na+C 0.15 Na+C,Na- —17 to +1 EA —50.8 120-170
Na+C 0.15 Na+C,Na- - 4 THF —50.4 51
Na- Gas +2.6 (caled) 12
Na- 0.15 Na+C,Na- -1 5 MA +1.4 11
Na- 0.15 Na+C,Na- —17 to +1 EA +1.6 6-9
Na- 0.15 Na+C,Na- — 4 THF +2.3 <3
Rb+ 0.1 Rbl 25 h 2o -212.7 158 11
Rb+ 0.4 Rbl 25 C H j O H -199 .6 300
Rb+C 0.4 Rb+C,I- 25 h 2o —262 1300
Rb+C 0.4 Rb+C,I" 25 C H 3 O H ----300 4000
Rb" 0.1 Rb+C,Rb- —40 EA —26.2 220
Rb- 0.1 Rb+C,Rb~ -4 6 THF —14.4 15
Cs+ 0.1 Csl 25 h 2o -348 .4 <3 45
Cs+ 0.08 Csl 25 CHjOH —315.3 <3
Cs+C 0.08 Cs+C,I" 25 C H j O H —476.7 30
Cs" 0.1 Cs+C,Cs- -7 1 THF —52.3 10

a Shielding constant, a, defined by oj = 7(1 — o)H0, where H0 is the static magnetic field and 7 is the gyromagnetic ratio for 
the neutral gaseous atom. b Av'h = full width at half-height, c Where no reference is cited, data refer to the present work. 

Reference state is the gaseous anion.

by macrocyclic polyethers of the crown27 and cryptand2528 
classes. There are two reasons for the importance of this 
complexation. First, the pronounced enhancement of metal 
solubility3'29“33 permits the use of metal concentrations 
which are high enough to study by alkali metal NMR tech
niques. Second, the complexed cation is released slowly 
enough by the complexing agent so that, at low enough 
temperatures, the exchange of M+C with solvated cations 
is slow on the NMR time scale.34“42 This makes it possible 
to observe separate resonances for M+C and M".

The 23Na NMR spectrum of Na+Ca22, Na~ has been 
studied as a function of temperature in three solvents: 
THF, EA, and methylamine (MA). The results are summa
rized in Table I. Typical spectra are displayed in Figure 2. 
The most striking features are the virtual absence of a sol
vent-induced paramagnetic shift for Na“  and the narrow
ness of this line. The complexed cation, Na+C222. has a 
chemical shift which is also nearly independent of the sol
vent and is at the same position as for ordinary salts of 
Na+C222 in these solvents. By contrast, the chemical shift 
of the solvated cation, Na+, is strongly solvent dependent. 
The values of the various shielding constants relative to the 
free gaseous atom are given in Table I. Since the cryptated 
cation is enclosed within the same “ crypt” in all three sol
vents and is therefore separated from the solvent, it is not 
surprising that its chemical shift is nearly solvent indepen
dent.

The chemical shift of Na" is not only independent of sol
vent, but is also nearly the same as that of Na“  in the gas 
phase. This behavior is completely different from that of 
any ion with filled outer p orbitals as indicated in Table I. 
Marked paramagnetic shifts are caused by the orbital an
gular momentum introduced by interaction of solvent elec
tron density with the filled outer p orbital. In the case of

<ST ' h V h
N

N

/ X \

V / H \

H-N .... Mf - N-H
X\\\ H 1 H ©

EXPANDED ORBITAL

/ HH I H\-z/

/
Hl\ /,H

H-tN- M N —H
h' / VH

\ X
H H H

\

ION TRIPLE e M V

HxH-N-
h/

HH i H XX
/.H

m'
X

X \
H H H /

FH DIELECTRON

Figure 1. Three possible models for a species of stoichiometry M_ . 
All of these models permit solvent interaction with the outer p elec
trons of the cation. Ammonia Is used to represent any amine or 
ether solvent.

halide anions, the paramagnetic shift probably results from 
donation of electron density from the filled outer p orbitals 
to the solvent. The absence of a chemical shift for Na-  
shows that the 2p orbitals are well shielded from the sol
vent by the presence of the filled 3s orbital. This would not 
be the case for any of the models shown in Figure 1. We 
conclude, therefore, that the most reasonable model for 
Na-  is that of a centrosymmetric anion with two electrons 
in the outer s orbital. It is not obvious why the shift is as 
small as it is, since electron donation to or from the solvent 
and the mixing of s and p character could yield a paramag
netic shift. Perhaps the large size of the anion causes the 
chemical shift to be small.
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H----- >

Figure 2. 23Na NMR spectra of Na+C222,Na-  solutions (~0.1 M) in 
three solvents. All chemical shifts are referenced to aqueous Na+ at 
infinite dilution.

The extreme narrowness of the line for Na-  also attests 
to the high spherical symmetry of this species. Quadrupolar 
broadening of 23Na NMR lines is common (see Table I) and 
results from an electric field gradient at the nucleus. Even 
such presumably symmetric cations as Na+(aq) are qua- 
drupole broadened to 5 Hz (full width at half-height). By 
contrast, the true line width of Na-  in THF is less than 3 
Hz compared with 23 Hz for Na+ in THF. Since the lines 
may also be broadened by the presence of eso]v-  via a para
magnetic interaction, it is difficult to obtain the true qua- 
drupole-broadened line width. The relative concentration 
of esoiv-  tends to vary from one sample to another, depend
ing upon the solvent used and the method of preparation.1 
Therefore, we find that the line widths are not completely 
reproducible. Since exchange of sodium between Na-  and 
either Na+C or Na+ would also broaden the line (see 
below), we cannot completely rule this out. However, it 
seems unlikely since the line width of Na-  does not de
crease markedly as the temperature is lowered. Within ex
perimental error, the area under the Na+C peak is equal to 
that under the Na-  peak, in agreement with the proposed 
stoichiometry.

NMR Spectra o f Rb-  and Cs-
Preliminary NMR studies of 87Rb~ in EA and THF and 

of 133Cs '  in THF have been made. The results are given in 
Table I. Just as for Na- , these anions give narrow lines 
which are diamagnetically shifted from the corresponding 
cations by a large amount. The NMR absorptions of Rb+C 
and Cs+C were not observed in the M+C,M-  samples,

Figure 3. 23Na NMR spectra of Na+C222,Na-  and Na+(18-C-6), Na-  
(~0.1 M) in methylamine.

probably because of line broadening. The signal-to-noise 
ratio was satisfactory for observation of the narrow Rh-  
and Cs-  lines but not for the broad lines expected for 
Rb+C and Cs+C. Studies with salts indicate that the line 
width of Rb+C is far too broad to have been observed in the 
metal solution case. The situation for the case of Cs+C is 
not as clear. If the line width were in excess of 200 Hz, the 
signal would have been lost in the noise. In methanol at 
25°C the line width of Cs+C (iodide salt) is 30 Hz. It might 
be expected to be much broader in THF at —71°C. The 
aqueous Rb+ and Cs+ ions are paramagnetically shifted 
212 and 344 ppm from the respective gaseous atoms. 
Values for the gaseous anions are not known but are pre
sumably shifted diamagnetically a few parts per million 
from the atoms. The resonance positions of Rb-  in EA and 
THF are shifted 26 and 14 ppm paramagnetically from the 
atom, and Cs-  in THF is shifted 52 ppm. Although the 
shielding constants are not as close to the gaseous anions as 
for the case of sodium, they are very close compared with 
the range of chemical shifts for the corresponding solvated 
cations.45'46 The line width of Rb-  in THF, 15 Hz, is much 
narrower than that of the Rb+ ion in any solvent. However, 
this is not the case for Rb-  in EA or Cs-  in THF which 
have line widths comparable to those of the solvated cat
ions. It is likely that the lines of Rb-  and Cs-  are either 
paramagnetically broadened by eso|v-  or are broadened by 
exchange.

NMR Spectrum o f Na+(18-C-6),Na~
Although the exchange rate of Na+C222 with Na+ is rela

tively slow in these solvents, the exchange between the 
crown complexes and the solvated ion is fast.35-38 However, 
the complexation constant is large enough to permit forma
tion of sodium solutions in MA as concentrated as 0.4 M in 
total sodium. Preliminary NMR studies show that in this 
case sodium exchanges at a measurable rate between Na+C 
and Na- . As shown in Figure 3, the chemical shift of Na-  is 
the same as that obtained by using C222 as the complexing 
agent. However, the NMR lines of both Na+(18-C-6) and 
Na-  are very much broader than the corresponding lines 
obtained with the 2,2,2 cryptand complexing agent. As the 
temperature is raised, a classical line-collapse pattern is ob
served as shown in Figure 4. Note the extreme width of the
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Figure 4. 23Na NMR spectra of Na+(18-C-6),Na (~ 0 .1 M) in me- 
thylamine at various temperatures.

line near coalescence (—700 Hz) which tends to degrade the 
signal-to-noise ratio.

The exchange could occur directly via the process

Na" + Na+C ^  Na+C + Na~ (1)

or indirectly through Na+ via such processes as

Na+C <=± Na+ + C (2)
Na+ + Na~ <=* Na" +  Na+ (3)
Na~ + C Na+C + 2esoiv_ (4)

Na-  <=± Na+ + 2esoiv~ (5)

From the changes in the lifetimes TNa~ and TNa+c with con
centration of the various species present, it should be possi
ble to determine the exchange mechanism which is opera
tive. For equimolar concentrations of Na+C and Na-  of 
~0.15 M, the mean lifetime, r, varies from ~7 msec at 
—33°C to ~0.2 msec at the coalescence temperature of 
—5°C to ~0.05 msec at +6°C. Additional studies are need
ed to obtain the mechanism and the rate constants.
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Discussion
J. V. ACRIVOS. The optical work suggests that the presence of 

the crown compound influences the absorption spectrum of e- , 
and the large diamagnetic shift you observe for Na-  suggests a 
large orbital contribution; i.e., the electrons may be delocalized in 
the crown compound. Have you measured the proton NMR ab
sorption of the latter in your system?

J. L. DYE. Pulse radiolysis studies show that the e-  spectrum is 
not affected by the addition of the complexing agent. At the much 
higher concentrations used in metal solution studies, it is likely 
that species such as e-22"  or ion clusters form and alter the spec
trum. The NMR spectrum does not show a diamagnetic shift of 
Na-  but rather the absence of the usual paramagnetic shift of Na+. 
The complexing agent is all used to complex Na+ as indicated by 
the usual chemical shift and line width of Na+C anc the fact that 
only half as much C as total sodium is present. Therefore, Na' is 
not associated with the complexing agent, at least not as intimate
ly as is Na+.
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ADDITIONS AND CORRECTIONS

1958, Volume 62

John B. Greenshields and Frederick D. Rossini: Mo
lecular Structure and Properties of Hydrocarbons and Re
lated Compounds.

Page 273. In eq 6 the negative sign of the first term on 
the right has been omitted, so that the correct form of eq 6 
is

A7Tv0(isomer) — APv°(normal) = — O.II8C3 —

0.307C4 + 0.164AP3 +  3.081AW/(n2 -  n) kcal mol-1

Further, when this eq 6 is combined with eq 5, one ob
tains the correct equation for the difference between the 
standard enthalpy of formation of a given isomer and the 
corresponding normal paraffin hydrocarbon, at 25°C, for 
the gaseous state, as follows:

A7/f°(isomer) — Af/P’lnormal) = —0.469C3 — 1.364C4 +
1.139AP.3 + 12.508AW/(n2 -  n) +  1.978P "4 +

5.19P'4 kcal mol-1

We thank Martin B. Smith for calling our attention to 
this typographical error in eq 6, which is given correctly in 
the doctoral thesis (J.B.G.) from which the paper was pre
pared.—Frederick D. Rossini

Equation IIP should read

, , , 4xiV(r a  + rg) CD a  +  .D b )  Q  , ,
1« Ad.rr = ‘og------------- — ----------------S + l „ 8 «

Equation III" should read

, , log 4iriV(ra/cbKDa + Db) , , , ^log «diff = --------------- 7777------------ — + log (—Q)

(IIP)

1000

B. Hickel
(III")

1974, Volume 78

C. C. Chou and William L. Hase: Rice-Ramsperger- 
Kassel-Marcus Theory Applied to Decomposition of Hot 
Atom Substitution Products. C-C4H7T and C-C4D7T.

Page 2310. The second line of eq 1 should be changed to 
read

■Eri = ¿¿2/ 2p  i = x, y, or z

Page 2313. The abscissa of Figures 3 and 4 should be 
changed to 1/P(X 10-3 Torr-1).—William L. Hase

1971, Volume 75 1975, Volume 79

Sheffield Gordon, W. Mulac, and P. Nangia: Pulse 
Radiolysis of Ammonia Gas. II. Rate of Disappearance of 
the NH2(X 2Bi) Radical.

Page 2093. In eq 19 and Figure 14, the value reported for 
& n h 2+ n o  = 1.6 X  1010 M -1  sec-1  was incorrectly stated. 
The value for this rate constant at a total pressure of the 
system (NH3 + NO) of 300 Torr and a temperature of 300 
K as calculated from this slope should be 1.2 X  1010 M -1  
sec-1. This agrees within 5% of the value obtained by G. 
Hancock, W. Langi, M. Lenzi, and K. H. Welge obtained by 
laser fluorescence of NH2 (private communication).—Shef
field Gordon

1973, Volume 77

F. Barat, L. Gilles, B. Hickel, and B. Lesigne: Effect 
of the Dielectric Constant on the Reactivity of the Solvated 
Electron.

Page 1713. Equation III should read

(2 diff
4irN(r\ + tbKDa + Db) Q

1000 (exp Q) — 1
( H I )

Robert B. Hermann: Theory of Hydrophobic Bonding.
III. A Method for the Calculation of the Hydrophobic In
teraction Based on Liquid State Perturbation Theory and 
a Simple Liquid Model.

Page 164. The left-hand side of eq 3 should read d„. 
Omit the factor kT from both the second and third terms 
on the right-hand side of eq 8. The left-hand side of eq 12 
should read uu (r). Column 2, line 23 should read “The 
quantity pi was . . . ”  instead of “ The quantity at was . . . ” .

Page 165. Omit the factor kT from the right-hand side of 
eq 14, 15, and 18. In column 2, line 10, delete the symbols 
SA =.

Page 166. In the caption under Figure 2, line 4 
should read “ —Min” .

The correct formulas were used in the calculations.— 
Robert B. Hermann

Raymond M. Fuoss: Conductance-Concentration Func
tion for Associated Symmetrical Electrolytes.

Page 525. Corrections to this article have been published 
(J. Phys. Chem., 79,1983 (1975)).— R. M. Fuoss
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M. K. Chantooni, Jr., and I. M. Kolthoff: Acid-Base 
Equilibria in Methanol, Acetonitrile, and Dimethyl Sulfox
ide in Acids and Salts of Oxalic Acid and Homologs, Fu- 
maric and o-Phthalic Acids. Transfer Activity Coefficients 
of Acids and Ions.

Page 1176. In the third line of the Abstract delete the bar 
over HA-  in denominator, i.e., . . .  values of K' = [HA“ ]/ 
[HA“ ], . . . ;  in the tenth line delete the bar over second 
HA“ , i.e.,. . .  in contrast to that in HA“ .

Page 1180. In the third line from bottom and bottom line 
of the right-hand column a bar should be placed over HA“ .

Page 1181. In the third line of the left-hand column, re
place the word latter with former.

Page 1182. In the eighth line of the left-hand column, de
lete sentence: For fumaric acid, whose monoanion is intra- 
molecularly hydrogen bonded in any of the solvents used, 
ANA DMSOp K (H E ) =  ANADMSOp iC (H A ) =  9 . 7  ±  O.I5.— I.

M. Kolthoff

Vaclav Zabransky and Robert W. Carr, Jr.: Photodis
sociation of Ketene at 313 nm.

Page 1618. The last paragraph in the Introduction 
should read as follows.

Since the pressure dependence of singlet and triplet 
products is diagnostic of whether or not C ^ O A i) and 
CH2(3Bi) are formed by competing first-order and second- 
order processes, and hence to the details of excited state 
behavior, we have reinvestigated this aspect of ketene pho
tolysis at 313 nm. In all of the above mentioned work, the 
yields of singlet and triplet products were obtained from 
relative product yields. Since many of the reactions and 
products of CH2(1A i) and CH2(3B i) with hydrocarbons are 
identical the relative contributions of singlet and triplet 
products may be difficult to determine. In this work we

have used a pairwise photolysis technique which we have 
previously demonstrated to be reliable, to obtain relative 
total singlet and triplet product yields without having to 
separate individual products into their singlet and triplet 
components.6—Robert W. Carr, Jr.

John C. Owicki, Lester L. Shipman, and Harold A. 
Scheraga: Structure, Energetics, and Dynamics of Small 
Water Clusters.

Page 1795. In the right-hand column, lines 15 and 16, we 
neglected to note that, for clusters larger than the dimer, 
our definition of the hydrogen-bond nonlinearity (¿) was 
the deviation from linearity of the O-H—O angle rather 
than the H-O—O angle as in Figure 2. Deviations calculat
ed with the latter definition are roughly 70% of those based 
on the O-H—O angle, for the geometries encountered in 
this study.

Page 1803. In the right-hand column, line 23, substitute 
“ a free-energy” for “ an enthalpic” .—H. A. Scheraga

Frederick R. Duke and Vernon C. Bulgrin: Copper 
Catalysis in the Hexacyanoferrate(III) Oxidation of Mer- 
captoacetate.

Page 2323. The correct Table I for this article appears on 
page 2326.

George C. Levy, Tadeusz Holak, and Alois Steigel:
Intra- and Intermolecular Hydrogen Bonding in Chlorinat
ed Phenols and Related Compounds.

Page 2326. The correct Table I for this article appears on 
page 2323.
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Conformation ethane thiol 988 
Conformation fluorescence emission polyelec= 

trolyte 2426
Conformation ionization maleic copolymer 

1558
Conformation maleic acid copolymer 169 
Conformation polyelectrolyte dye binding 

1380
Conformation polyleucylleucyllysine kinetics 

1301
Conformation potential function sulfide MO 

1436
Conformation siloxane monolayer substrate 

1397
Conjugation phenyl isobutenyl ether 1406 
Contact angle water graphite vacuum 2508 
Contamination Freon atm 2525 
Convection lithium iodide Soret 1882 
Cooperativity polymn ligand binding 1169 
Coordination aq lanthanide nitrate 257 
Coordination sphere second magnetic relaxa

tion 1602
Coordination vol copper complex 1930 
Copper ammine zeolite EPR 354 
Copper carboxylate chelation vol 1930 
Copper catalysis hexacyanoferrate oxidation 

mercaptoacetate 3081 
Copper catalyst ethylene hydrogenation 

1698

Copper dithiocarbamate soln ESR 366 
Copper faujasite structure 1874 
Copper hydrate smectite orientation 2430 
Copper isobutyrate radiolysis 1517 
Copper malonate photolysis 326 
Copper nickel selective oxidn 1480 
Copper oxidn mercaptoacetate hexacyanofer= 

rate 2323
Copper polymethacrylic acid complex 439 
Copper polyvinylpyridine complex structure 

2072
Copper zeolite bond alkyne 2127 
Copper zeolite redn hydrogen 2388 
Coupling const nitrogen MO 1863 
Coupling methyl trifluoromethyl 2077 
Cracking catalyst nickel alumina 243 
Cresol diaminotriazinyl decay process 2731 
Cresol oxygen reaction kinetics 541 
Crit locus gas equil 1022 
Crit soln lithium ammonia 2891 2895 2928 
Crit state metal ammonia 2930 
Crit state soln foam 1561 
Croconic acid dissocn thermodn 2246 
Cross section mercury quenching 409 
Crotononitrile isomerization shock tube 

2085
Crown complex alkali fluorenyl ionization 

233
Crown complex alkali metal 3065 
Crowd complex dissocn thermodn 233 
Cryptand alkali complex soln 3065 
Cryptatelithium exchange,lithium 1292 
Cryptate lithium NMR soln 1289 
Crystal field calcn pseudocontact shift 1206 
Crystal growth caldjpn oxalate 2597 
Curie non behaviorradical 376 
Cyanine dye aggregation 746 
Cyanine dye optical absorption gelatin 2228 
Cyanogen bromide dissocn kinetics 204 
Cycloaddn methylene butadiene 403 
Cycloalkyl radical ring cleavage 191 
Cycloamylose anion assocn 2251 
Cyclobutane fluoro fragmentation 876 
Cyclobutane oxygen atomic reaction mechan

ism 1891
Cyclobutanone methanol mixt photolysis 

542
Cyclobutanone photolysis kinetics 1985 
Cyclohexane adsorption silica aminopropyl

2555
Cyclohexane nitrous oxide energy transfer 

2210
Cyclohexane radiolysis pos ion 561 
Cyclohexane self diffusion 852 
Cyclooctatetraene phenyl ESR MO 929 
Cyclooctatetraene radical anion ESR 1685 
Cyclooctatetraene radical anion mol structure 

2042
Cyclooctatetraenide alkali soly phosphoram0 

ide 1387
Cyclopentene radical cation ESR 2201 
Cyclopentyl allylic radical ESR 2201 
Cyclopropane dichlorodifluoro isomerization 

1242
Cyclotron resonance electron interaction 

1904
Dansyl amide optical probe 2426 
Dansylated copolymer ionization conforms^ 

tion 1558
Debye Bjerrum dilute ionic soln 1038 1039 
Debye Bjerrum soln cond 454 
Debye factor random coil 85 
Decay kinetics F center 3025 
Decompn methanol triboluminescence 1519 
Decompn nitrosyl chloride kinetics 1625 
Decompn thermal hydroxyapatite 2017 
Degeneracy UV uracil 2636 
Degree freedom effect mass spectroscopy 

713Dehydrated structure zeolite A 2157 
Dehydration hydroxyapatite 2017 
Dehydration ion electrodeposition metal

1252
Dehydration monetite calcium pyrophosp  ̂

hate 853
Dehydrochlorination methylchlorocyclobu- 

tane 1320
Density aq lanthanide nitrate 1087 
Density carboxamide tetramethyldi 2493 
Depolarization thermocurrent polymer relax= 

ation 283
Desorption ethylamine zeolite 1476 
Desorption gas solid isochoric 1097 
Desorption heat hydrogen palladium 444 
Desorption kinetics response theory 123 
Desorption surfactant film bursting aureole 

2501
Detergent ion exchange micelle 276 
Deuterated ammine calcium structure 2992 
Deuteration cyanine dye 746 
Deuteration toluene radical anion EPR 

2766
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Deuteriobenzene ammonia binary Raman 
1852

Deuterium decay ESR 2600 
Deuterium isotope effect heat soin 1547 
Deuterium oxide glass trapped electron 

2974
Deuterium oxide thermodn 2352 
Deuterium oxide viscosity 272 1481 
Deuterium quenching mercury cross section 

409
Deuterium reaction silane 1139 
Deuterium sepn lithium distn 2386 
Deuterobenzene benzene diffusion 1319 
Dianhydride pyromellitic ethylbenzene pair 

699
Diborane Lewis orbital 2435 
Dicarbonyl arom luminescence UV 626 
Diehl orobutane siloxane monolayer 1397 
Dielec const ammonia solvated electron 

3053
Dielec const ion assocn 1604 
Dielec const octanol assocn 660 
Dielec loss halophenol amine 881 
Dielec relaxation perchlorate THF 1221 
Dielec relaxation polymer 283 
Dielec response detn 1459 
Dielectric const reactivity solvated electron 

3080
Diethylbiphenyl radical anion ESR 1730 
Diethylcyanine chloride aggregation 746 
Diffusion benzene cyclohexane self 852 
Diffusion benzene deuterobenzerjfe 1319 
Diffusion carbon dioxide hydrochloric acid 

1614
Diffusion correlation heat mixing 2768 
Diffusion electrolyte soin 2061 
Diffusion liq computer detn 1314 
Diffusion lithium water NMR 1958 
Diffusion methanol adsorption zeolite 1842 
Diffusion small difference detn 1218 
Diffusion sodium chloride aq pressure 1885 
Diffusion surface statistical mechanics 885 
Diffusion thermal lithium iodide aq 1882 
Diffusivity liq chromatog method 2198 

2199
Diln heat alkanoic acid benzene 239 
Diln heat azoniaspiroalkane 1527 
Diln heat quaternary ammonium salt 2068 
Dimer cation matrix effect 2098 
Dimer cation radical ESR 2650 
Dimer mixed metal mol 828 
Dimerization anthroate anthramide irradn 

2087
Dimerization aq fatty acid 1450 
Dimerization pyridine radical anion 106 
Dimerization soin ESR broadening 366 
Dimethylaniline pyrene exiplex photodissocn 

994
Dimethylpropane thermal pressure 1543 
Dioxane aq alkane thermodn 1263 
Dioxane aq uranyl salt 2113 
Dioxide sulfur photooxidn quantum yield 

2450
Diphenyl sulfide benzenethiol photolysis 

1353
Diphenyl sulfide exciton UV 1475 
Diphenylamine reaction dimethylaminoben= 

zaldehyde 116
Dipole moment benzyl compd 1962 
Dipole moment carbonic dibromide 1880 
Dipole moment ion pair 1081 1456 
Dipole moment solute ealen 1817 
Dipole moment water cluster 1794 
Discharge elec hydrogen dissocn 1487 
Disproportionation ally lie radical 1780 
Disproportionation enthalpy cyclooctatetra= 

ene 1685
Disproportionation hydroxynitrocyelohexa= 

dienyl 1032
Disproportionation photolysis cadmium ion 

1359
Dissocn cyanogen bromide kinetics 204 
Dissocn fluorenylmetal complex 233 
Dissocn hydrogen elec discharge 1487 
Dissocn hydroxyalkyl ESR 1296 
Dissocn lithium crypta te kinetics 1292 
Dissocn pressure uranium hydride 726 
Dissocn thermal carbon sulfide 2203 
Dissocn thermodn croconic acid 2246 
Dissocn thermodn ion pair ESR 361 
Dissoln calcium oxalate hydrate 2597 
Dissoln quartz zeolite crystn 1578 
Dissoln silver halide dispersion 816 
Distn sepn deuterium lithium 2386 
Distribution effusion mol angular 302 
Disulfide conformation MO 1428 
Disulfide hydroxyl radical reaction kinetics 

1496
Disulfur monoxide matrix IR 1849 
Dithiocarbamate copper soin ESR 366 
DMSO hexylammonium propionate micelle 

917

DMSO phenol solvent hydrogen bond 2488 
DMSO solvation redn lithium 2312 
Dodecanol sodium dodecyl sulfate viscosity 

2122Dodecyl sodium sulfate micelle interaction 
1935Dodecylammonium assocn benzene thermodn 
2609

Donnan potential membrane model 342 
Donor base lithium halide complex 621 
Donor interaction ligand chromate 1102 
Doping silicon electrochem 2470 
Dose rate effect radiolysis soin 2717 
Double layer capacitance polarization 127 
Double layer micelle free energy 1015 
Double layer micelle ionic surfactant 1008 
Doublet state ealen CNDO 1118 
Durosemiquinone radical redox 1503 
Dye binding polyelectrolyte conformation 

1380
Dye cyanine aggregation 746 
Dye cyanine optical absorption gelatin 2228 
Dye optical absorption silver halide 2234 
Dye thioindigo photoisomerization triplet 

543
Dynamics water cluster 1794 
Effective charge carbonic dibromide 1880 
Effusion mol angular distribution 302 
Èlec cond amine phenol mixt 2316 
Elec cond aq polyelectrolyte 265 269 
Elec cond solvent biimidazolidinylidene 

21.35 J
Elec discharge hydrogen dissocn 1487 
Elec double layer electrode 223 
Elec field surface tension water 1689 
Elec impedance membrane algorithm 384 
Elec potential metal oxidn 865 
Elec property phosphoramide metal 3018 
Electrochem doping silicon 2470 
Electrode adsorption anion potential polemic 

2452 2453
Electrode platinum halide chemisorbed 808 
Electrode polarizable Lippmann equation 

223
Electrodeposition metal dehydration ion 

1252
Electrokinetics solvent ion exchanger mem= 

brane 2574
Electrolyte assocn sym relation 1983 
Electrolyte coned aq activity ealen 1822 
Electrolyte NAD analog interaction indole 

2108
Electrolyte permeation membrane potential 

1307
Electrolyte soin diffusion 2061 
Electrolyte soin model polemic 1038 1039 
Electrolyte surfactant film bursting aureole 

2501
Electrolyte sym cond equation 525 
Electrolyte virial coeff graph 1820 
Electrolytes sym concn function 3080 
Electrolytic polarization frequency dispersion 

127
Electron addn imidazole histidine 1260 
Electron affinity benzaldehyde acetophenone 

1161
Electron affinity pyridine 106 
Electron attachment sulfur hexafluoride 

3041
Electron capture mechanism hydrogen halide 

2875
Electron chemiemission potassium chemi= 

sorption oxygen 1325 
Electron conduction band energy liq 2857 
Electron configuration alkynyl cation 2443 
Electron donor acceptor radiation 699 
Electron excess absorption spectra 2941 
Electron exchange argon atom ion 708 
Electron exchange ferrocene kinetics 2049 
Electron exchange tetracyanoethylene tetra= 

cyanoquinodimethide 695 
Electron free energy solvation 2820 
Electron fumarate adduct ESR 76 
Electron hydrated formation water 2809 
Electron hydrated mercuric oxide 960 
Electron hydrated rate const 2705 
Electron hydrated reaction peroxodiphosp  ̂

hate kinetics 1642
Electron hydrated redn lysozyme 1362 
Electron hydrated surfactant micelle 956 
Electron interaction cyclotron resonance 

1904
Electron kinetics radiolysis glass 2592 
Electron localized metal ammonia 2850 
Electron mobility ether 2876 
Electron oscillation IR tetracyanoquinodi— 

methane 1100
Electron polarization nonpolar fluid 2862 
Electron radiolysis aq glass 1070 
Electron reaction solvent photolysis 25 
Electron reactivity irradn system 3025 
Electron scavenger nitrous oxide neopentane 

2093

Electron scavenging ale glass 2975 
Electron solvated absorption spectra 2815 
Electron solvated ale 185 
Electron solvated ammonia dielec const 

3053
Electron solvated benzyl mercury reaction 

3040
Electron solvated ER ammonia 1651 
Electron solvated IR lithium THF 3064 
Electron solvated optical absorption spectra 

2941
Electron solvated photoprodn ethanolate 

308
Electron solvated reactivity const dielectric

3080
Electron solvation kinetics 3038 
Electron solvation time ammonia 2848 
Electron transfer chloranil amine 322 
Electron transfer chlorine ion 2465 
Electron transfer semiconductor surface 

933
Electron transfer semiquinone radical 1503 
Electron transfer superoxide hydroperoxy 

397
Electron trapped IR UV 2479 y
Electron trapped org glass 2966 /
Electron trapped stimulated neutralization 

luminescence 2974
Electron trapping biphenyl irradn glass 

1513
Electron tunneling liq glass 3035 
Electron yield radlolysis pulse 210 
Electronic energy partitioning MO 654 
Electronic spectra nickel pyridine 142 
Electronic spectra radical ion 1118 
Electronic spectrum electron ale 185 
Electronic spectrum metal porphine 62 
Electroosmosis ale water 2574 
Electrostatic mol potential protonation 

2440
Electrostriction nonelectrolyte aq soin 2105 
Elution nonlinear chromatog moment analy= 

sis 522
Energetics dynamics water clusters structure

3081
Energetics water cluster 1794 
Energy adsorption site heterogeneous 459 
Energy alkali chromate lattice 578 
Energy binding hydrophobic soly 163 
Energy ealen triplet state 1109 
Energy conduction band electron liq 2857 
Energy content methylcyclobutene 1320 
Energy excess electron condensed media 

2866
Energy interaction polaron ammonia 2823 
Energy internal product ion 713 
Energy loss spectra mass spectrometry 708 
Energy parameter amino acid 2361 
Energy partitioning carbon nitrogen bond 

654
Energy release methane ion temp 859 
Energy rotational methylidyne fluorescence 

2531
Energy solvation polaron 2795 
Energy transfer arene laser 1788 
Energy transfer benzophenone sensitizer 

1377
Energy transfer chlorine ion 2465 
Energy transfer cyclohexane nitrous oxide 

2210
Energy transfer excited thallium 414 
Energy transfer thioindigo photoisomeriza= 

tion 543
Energy transfer trifluoroethane 1747 
Energy zeolite crystn 1578 
Enthalpy cholestenyl alkanoate 119 
Enthalpy disproportionation cyclooctatetra- 

ene 1685
Enthalpy excess donor acceptor 449 
Enthalpy intermediate iodate iodide redn 

31Enthalpy polyleucylleucyllysine conformation 
1301

Enthalpy pptn solvent effect 800 
Enthalpy transfer urea soin 1391 
Entropy aggregation alkanoic acid 239 
Entropy cholestenyl alkanoate 119 
Entropy dissocn fluorenylmetal 233 
Entropy polyleucylleucyllysine conformation 

1301
Entropy soin alkane 1263 
Entropy transfer urea soin 1391 
Environment free energy charge distribution 

2562
EPR copper ammine zeolite 354 
EPR iron nitrosyl 1721 
EPR naphthalene tetracyanobenzene phos

phorescence 71 
EPR spin high iron 1129 
EPR toluene radical anion deuteration 

2766
Equil hydrogen palladium thermodn 444
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Equil iodination fluoroethylene 1078 
ESR alkali metal phosphoramide 3010 
ESR alkoxyalkyl radical cleavage 763 
ESR annulene ion hexamethyIphosphor am-  

ide 2037
ESR butylnaphthalene radical anion 1740 
ESR conduction lithium ammine 3000 
ESR coppeT dithiocarbamate soln 366 
ESR cyclopentene radical cation 2201 
ESR diethylbiphenyl radical anion 1730 
ESR fluorohydride antimony arsenic phos= 

phoms 1855
ESR fumarate electron adduct 76 
ESR gamma irradiated chlorophosphorus 

2663
ESR gamma irradiated phosphite phosphate 

2650
ESR hydrogen deuterium decay 2600 
ESR hydroxy alkyl dissocn 1296 
ESR ion pair dissocn thermodn 361 
ESR ion pair stability 1042 
ESR irradiated polyethylene 1859 
ESR keto iminoxy radical 646 
ESR liq crystal nitroxide 2283 
ESR, manganese peptide complex 1725 
ESR metal phosphoramide soln 3018 
ESR methoxybenzene radical cation 2773 
ESR methyl trapped zeolite 2669 
ESR methylene proton benzene 474 
ESR oxygen broadening temp 1106 
ESR phenylcyclooctatetraene anion radical 

929
ESR phosphoranyl radical 651 
ESR potassium ethylamine methylamine * 

3071
ESR protonation anion radical 839 
ESR pulse radiolysis peroxydisulfate 2693 
ESR radical anion 2042 
ESR radical anion cyclooctatetraene 1685 
ESR silver Group IIB 2324 
ESR substituted phenyl pyridyl 1419 
ESR sulfide radical unsatd 834 
ESR sulfur dioxide radical zeolite 752 
ESR suspension zinc oxide 933 
ESR trapped electron glass 2966 
ESR tumbling piperidinone oxyl 489 
ESR vanadyl adsorbed zeolite 1716 
Ester fatty acid heat hydrogenation 574 
Ester soly polar solvent 2239 
Ethane liq excess electron energy 2866 
Ethane plastic crystal phase 2116 
Ethane soln thermodn aq dioxane 1263 
Ethane trifluoro chem activated 2077 
Ethanethiol torsion Raman 988 
Ethanol glass trapped electron 2974 
Ethanol redn catalase hydrogen peroxide 

951
Ethanol solvation Group IIIA 1733 
Ethanol torsion Raman 988 
Ethanol transport ion exchanger membrane 

2574
Ethanol water glass polaron 2846 
Ethanolate solvated electron photoprodn 

308
Ethene photohydrogenation titanium dioxide 

2025
Ether alkali cation radiolysis 3055 
Ether electron mobility 2876 
Ether phenyl isobutenyl conjugation 1406 
Ether resorcinol hydrogen bond 332 
Ether soly polar solvent 2239 
Ethoxy radical hydrogen reaction 308 
Ethoxyalkanoyloxyazobenzene liq crystal 

1566
Ethyl group rotation barrier 1730 
Ethyl recombination oxidn spectrum 1054 
Ethyl thioacetate photoelectron 2335 
Ethylamine adsorption decompn zeolite 

1476
Ethylamine potassium ESR 3071 
Ethylbenzene pyromellitic dianhydride pair 

699
Ethylene hydrogenation copper catalyst 

1698
Ethylene nitrate radical kinetics 1629 
Ethylene reaction hydrogen atom 1752 
Ethylenediamine alkali IR UV 58 
Ethylenediamine cobalt magnetic relaxation 

1602
Ethylenediamine cobalt oxygen adduct zeol

ite 1836
Ethylium Lewis orbital 2435 
Ethyne photohydrogenation titanium dioxide 

2025
Evapn heat adamantane 2602 
Excess electron absorption spectra 2941 
Excess electron energy condensed media 

2866
Excess function binary mixt 449 
Exchange carbon disulfide sulfur 419 
Exchange detergent ion micelle 276 
Exchange electron ferrocene kinetics 2049

Exchange electron tetracyanoethylene tetra= 
cyanoquinodimethide 695 

Exchange hydrogen acetylene hydrogen 
chloride 2579

Exchange kinetics aluminum solvate 1733 
Exchange lithium lithium cryptate 1292 
Exchange oxygen kinetics carbonate soln 

1647
Exchange oxygen oxide catalysts 1582 
Exchange proton methanol zeolite 1842 
Exchange reaction carbon monoxide 1483 
Exchange zeolite cobalt hydrolysis 1594 
Exciplex nitroaniline aminopyridine fluores= 

cence 1137
Excitation chlorine ion radiolysis 2465 
Excited cadmium quenching gas 1233 
Excited state dissocn fluorescence 1344 
Excited state ionization naphthoic acid 

2543
Excited state protonation fluorescence 1337 
Exciton CD cholestanediol dibenzoate 2424 
Exciton diphenyl sulfide UV 1475 
Exiplex pyrene dimethylaniline photodissocn 

994
Explosion limit hot atom reaction 1045 
Extn system nonideality backbending 2259 
F center decay kinetics 3025 
Fatty acid aq cond 1450 
Fatty acid assocn thermodn benzene 239 
Fatty acid ester heat hydrogenation 574 
Fatty acid polar solvent 2239 
Faujasite copper structure 1874 
Faujasite crystn kinetics 1589 
Fermi resonance liq ammonia 2957 
Ferrate hexacyano oxidn mercaptoacetate 

Copper 2323 „ "
Ferrocene electron exchange kinetics 2049 
Ferrocene ferrocimium mdael ion transfer 

2200
Ferrous ion radiolysis sulfuric acid 1991 
Field desorption mass spectrometry 51 
Film soap bursting aureole 2501 
Fission fragment radiolysis sulfuric acid 

1991
Flame carbon monosulfide oxygen 1153 
Flow reaction kinetics wall 1749 
Fluid fluid equil theory 1022 
Fluorenyl alkali crown complex ionization

233
Fluorenylmetal complex dissocn 233 
Fluorescence anthroate anthramide 2087 
Fluorescence cerium sulfuric acid soln 681 
Fluorescence diaminotriazinylcresol decay 

process 2731
Fluorescence diphenyl sulfide polarization 

1475
Fluorescence emission conformation polye  ̂

Iectrolyte 2426
Fluorescence excited state dissocn 1344 
Fluorescence excited state protonation 1337 
Fluorescence lifetime benzyl radical 2728 
Fluorescence methylidyne rotational energy 

2531
Fluorescence naphthylpyridylethylene basici

ty 2785
Fluorescence nitroaniline aminopyridine 

exciplex 1137
Fluorescence phenylhexatriene solvent effect 

1369
Fluorescence phosphorescence indole irradn 

426
Fluorescence photooxidn cerium III 681 
Fluorescence polarization benzenethiol 

thioanisole 1347
Fluorescence quantum yield chlorobenzene 

291
Fluorescence quenching azastilbene photoi  ̂

somerization 21
Fluoride chemisorbed platinum electrode 

808
Fluoride sulfur cation reaction amine 2455 
Fluorine hot atom reaction fluoroethane 

1478
Fluorine system explosion limit 1045 
Fluoro chloro methane IR 2525 
Fluorocyclobutane mass spectroscopy 876 
Fluorocyclopropane vibration rotational 

isomer 2270
Fluoroethane hot atom reaction fluorine 

1478
Fluoroethylene iodination thermodn 1078 
Fluorohydride antimony arsenic phosphorus 

ESR 1855
Foam binary ternary soln 1561 
Force const borane methylphosphine 468 
Force field nitrogen oxide 1949 
Force intermol surface tension component 

965
Formate mol orientation chemisorbed metal 

1190
Formation const lithium cryptate 1289 
Formation heat carbon sulfide 2203

Formation hydrated electron water 2809 
Formation kinetics benzyl carbanion 3040 
Franck Condon visible chromate 1102 
Free energy aggregation alkanoic acid 239 
Free energy alkane soln 1263 
Free energy charge distribution environment 

2562
Free energy excess donor acceptor 449 
Free energy hydrocarbon soln 163 
Free energy micelle ionic surfactant 1015 £
Free energy mixing polaron stability 1322 g  
Free energy polyleucylleucyllysine conforma—* 

tion 1301
Free energy soln calcn 2239 
Free energy solvation electron 2820 
Free energy transfer acid 1176 
Free energy transfer ion liq 2200 
Free energy transfer urea soln 1391 ^
Freon contamination atm 2525 ^ ■
Freon oxygen photolysis atm 669 4 
Frequency dispersion electrolytic polarization 

127
Friction membrane nonelectrolyte transport 

2168
Fumarate electron adduct ESR 76 
Fumaric acid transfer activity 1176 
Function group effect soly, 2239 
Gallium effect nickel redn 243 
Gallium solvation ale NMR 1733 
Gamma1 irradiated chlorophosphorus ESR 

2663  ̂ . .
Gamma irradiated phosphite phosphate 

ESR* 2650
Gamma irradiation polyisoprene spœtra 

711
Gamma irradn biphenyl glass 1513 
Gamma irradn luminescence trapped electron 

2974
Gamma radiation sodium chloride 871 
Ganglionic blocking quaternary ammonium 

2068
Gas chromatog detn adsorption 732 
Gas desorption solid isochoric 1097 
Gas metal equil thermodn 444 
Gas quenching mercury triplet 409 
Gas reaction monitoring ketene prodn 542 
Gelatin cyanine dye optical absorption 2228 
Geometric parameter amino acid 2361 
Germane reaction hydrogen atom 1752 
Germanium effect nickel redn 243 
Giant squid azon nerve 384 
Glass calcium potassium nitrate cobalt 

2192
Glass electron tunneling 3035 
Glass magnesium vapor condensation 1183 
Glass methylpentane radical irradiated 783 
Glass org trapped electron 2479 2966 
Glass sodium borate optical basicity 2780 
Glass sulfuric acid hydrogen 2600 
Glassy matrix excess electron energy 2866 
Glutamate polymethyl magnetic orientation 

941
Glycinamide hydroxyl pulse radiolysis 109 
Graph virial coeff electrolyte 1820 
Graphite contact angle water vacuum 2508 
Graphitized carbon black adsorption 732 
Graphitized carbon black adsorption krypton 

459
Ground state pyrazine metal 1706 
Group IIB silver ESR 2324 
Group IIIA solvation NMR 1733 
Guaiacol DMSO hydrogen bonding thermodn 

2488
Halide alkali assocn dioxane 1604 
Halide alkali melt absorption spectra 2941 
Halide chemisorbed platinum electrode 808 
Halide hydrogen electron capture mechanism 

2875
Halide lithium donor base complex 621 
Halide silver dispersion dissoln 815 
Halide silver dye optical absorption 2234 
Halide silver soly aprotic 2000 
Halide silver soly thiophane 429 
Halogen effect sticking magnesium vapor 

1183
Halomethane bromine hot atom 1327 
Halomethane ionization appearance poten

tial 570
Halophenol amine dielec loss 881 
Halverstadt Kumler molar polarization 

1817
Hammett acidity fluorescence yield 1337 
Heat adsorption carbon dioxide alumina 

1280
Heat adsorption graphite benzene pentane

732
Heat aggregation alkanoic acid 239 
Heat assocn amide methanol 2484 
Heat capacity activation aquation 795 
Heat capacity soln caffeine theophylline

582
Heat capcity tetrapentylammonium bromide 

soln 2737
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Heat chemisorpption nitrogen platinum 
1975

Heat desorption reaction hydrogen palladium 
444

Heat diln quaternary ammonium salt 2068 
Heat dissocn fluorenylmetal complex 233 
Heat evapn adamantane 2602 
Heat formation alkali chromate 578 
Heat formation amine iodine complex 666 
Heat formation fluorocyclobutane 876 
Heat hydrogen bonding 48 
Heat hydrogenation fatty acid ester 574 
Heat iodination fluoroethylene 1078 
Heat mixing chloride soln 1540 
Heat mixing chloride sulfate soln 1532 

1535
Heat mixing diffusion correlation 2768 
Heat mixing polystyrenesulfonic acid 2185 
Heat soln alkane aq dioxane 1263 
Heat soln azoniaspiroalkane 1527 
Heat soln deuterium isotope effect 1547 
Heat soln irradiated sodium chloride 871 
Heat transfer salt mixed solvent 800 
Heavy water oxygen 18 viscosity 272 
Heavy water statistical thermodn 2352 
Hedestrand equation molar polarization 

1817
Heisenberg spin exchange tetracyanoethylene 

695
Helium photolysis azoethane pressure effect 

1050
Hemoglobin bovine aq vol 584 
Heptane mixt d thermodn 590 
Heterogeneous recombination kinetics atom 

741
Heteropoly anion substrate assocn 92 
Hexaammine calcium neutron diffraction 

2992
Hexachlorobutadiene siloxane monolayer 

1397
Hexacyanoferrate oxidation mercaptoacetate 

copper catalysis 3081 
Hexacyanoferrate oxidn propanol 1920 
Hexadecane siloxane monolayer 1397 
Hexadecyloxyethylene maleic anhydride 

copolymer 169
Hexafluoroacetone acetone cophotolysis 

2077
Hexamethylphosphoramide alkali IR UV 

58
Hexamethylphosphoramide annulene anion 

radical 2037
Hexane pressure surface tension adsorption 

1676
Hexatriene diphenyl fluorescence lifetime 

1369Hexylammonium propionate micelle NMR 
917

High spin iron EPR 1129 
Histidine radiolysis water 1260 
Histidine reaction hydroxyl polarog radioly= 

sis 1775
HLB value latex stability 2020 
Hot atom products decompn 3080 
Hot atom reaction explosion limit 1045 
Hot atom reaction fluorine fluoroethane 

1478
Hot bromine atom halomethane 1327 
Hydrate cesium zeolite A structure 2163 
Hydrate faujasite copper structure 1874 
Hydrate zeolite A structure 2157 
Hydrated electron formation water 2809 
Hydrated electron mercuric oxide reaction 

960
Hydrated electron rate const 2705 
Hydrated electron reaction peroxodiphosp0 

hate kinetics 1642
Hydrated electron redn lysozyme 1362 
Hydrated electron surfactant micelle 956 
Hydrated interlayer smectite structure 

2430
Hydrated zeolite cobalt structure 1594 
Hydration ion pair IR 2265 
Hydration ion statistical thermodn 2566 
Hydration number ion polemic 1228 1230 
Hydration number salt ultrasound 2113 
Hydrazine carbon monoxide isocyanate 

1572
Hydrazine clathration tantalum sulfide 

3003
Hydride alkali potential energy 2745 
Hydride uranium formation thermodn 726 
Hydride uranium nonstoichiometry vacancy 

42
Hydrobromic acid electron capture mechan

ism 2875
Hydrobromic acid proton donor 615 
Hydrocarbon adsorption soln pressure 1670 
Hydrocarbon d thermodn excess 590 
Hydrocarbon methanol adsorption potential 

carbon 604
Hydrocarbon radiolysis pos ion 561

Hydrocarbon soly perturbation theory 163 
Hydrocarbon soly polar solvent 2239 
Hydrocarbon thallium energy transfer 414 
Hydrochloric acid carbon dioxide diffusion 

1614
Hydrochloric acid electron capture median= 

ism 2875
Hydrochloric acid nitroquinoline photolysis 

644
Hydrofluoric acid system explosion limit 

1045
Hydrogen abstraction carbonyl sulfide 775 
Hydrogen abstraction kinetics ale phenyl 

radical 1983
Hydrogen abstraction oxide radical anion 1 
Hydrogen atom abstraction irradn 566 
Hydrogen atom reaction germane silane 

1752
Hydrogen atom reaction hydrogen chloride 

2329
Hydrogen atom reaction thiirane 1758 
Hydrogen atom trapped decay 2600 
Hydrogen atomic reaction methylbenzene 

310
Hydrogen bond acid 1176 
Hydrogen bond amide methanol 2484 
Hydrogen bond amino acid 2361 
Hydrogen bond catalyst substrate 92 
Hydrogen bond complex IR 615 
Hydrogen bond ideal soln 48 
Hydrogen bond lactam ring size 1554 
Hydrogen bond liq ammonia Raman 2957 
Hydrogen boiid methanol solvent 2307 
Hydrogen bond methanol zeolite 1842 
Hydrogen bond molar vol solute 2345 
Hydrogen bond nitrobenzene radical anion 

152
Hydrogen bond NMR nitroxide 376 
Hydrogen bond phenol amine 881 2535 
Hydrogen bond relaxation spin lattice 2325 
Hydrogen bond solvent effect 2488 
Hydrogen bond thermodn phenol thiophane 

332
Hydrogen bond water cluster 1794 
Hydrogen bonding ale 1005 
Hydrogen bonding ammonium ion 1812 
Hydrogen bonding lawsone phthiocol 927 
Hydrogen bonding phenols compd intramol 

intermol 3081
Hydrogen bromide tungsten oxygen kinetics 

1703
Hydrogen chloride electron interaction 

1904
Hydrogen deuteride quenching mercury 

409
Hydrogen dissocn elec discharge 1487 
Hydrogen ethoxy radical reaction 308 
Hydrogen exchange acetylene hydrogen 

chloride 2579
Hydrogen exchange alkali metal methanol 

180
Hydrogen halide electron capture mechanism 

2875
Hydrogen loss metastable methane 859 
Hydrogen nitric oxide chemiluminescence 

95
Hydrogen palladium equil thermodn 444 
Hydrogen peroxide catalase redn ethanol 

951
Hydrogen peroxide chemisorption titanium 

dioxide 1940
Hydrogen peroxide oxidn sulfite 2096 
Hydrogen peroxide removal ozone strato= 

sphere 667
Hydrogen peroxide titanium ale reaction 

2547
Hydrogen peroxide titanium difluoride reac= 

tion 2544
Hydrogen quenching mercury cross section 

409
Hydrogen reaction silane 1139 
Hydrogen redn cobalt chromite 2395 
Hydrogen redn cobalt chromite cobaltite 

2400
Hydrogen redn copper zeolite 2388 
Hydrogen removal ozone stratosphere 667 
Hydrogen selenide photolysis mechanism 

771
Hydrogen sulfide reaction ozone 779 
Hydrogen system explosion limit 1045 
Hydrogen uranium reaction rate 392 
Hydrogen uranium system 726 
Hydrogenation ethene ethyne titanium irradn 

2025
Hydrogenation ethylene copper catalyst 

1698
Hydrogenation fatty acid ester heat 574 
Hydrogenation mechanism catalyst nitroxide 

1944
Hydrolysis cobalt zeolite exchange 1594 
Hydrolysis zeolite kinetics surface 2674 
Hydroperoxo removal ozone stratosphere 

667

Hydroperoxy redox potential superoxide
397

Hydrophobic binding energy soly 163 
Hydrophobic bond Pfeiffer effect 1622 
Hydrophobic bonding 3080 
Hydroxide clathration tantalum sulfide 557 
Hydroxide metal clathrate 553 
Hydroxide phosphate calcium decompn 

2017
Hydroxyalkyl ESR dissocn 1296 
Hydroxyapatite thermal decompn 2017 
Hydroxyl addn imidazole histidine 1260 
Hydroxyl group zeolite IR 1200 
Hydroxyl IR surface silica 1276 
Hydroxyl oligopeptide pulse radiolysis 109 
Hydroxyl oxidn amine mechanism 1063 
Hydroxyl oxidn nitrobenzene irradn 1032 
Hydroxyl phenol NMR torsion 1888 
Hydroxyl radical anisole reaction 2773 
Hydroxyl radical disulfide reaction kinetics 

1496
Hydroxyl reaction alkene kinetics 765 
Hydroxyl reaction benzene toluene 293 
Hydroxyl reaction benzoic acid 1767 /
Hydroxyl reaction imidazole polarog radioly  ̂

sis 1775 w /
Hydroxyl reaction methylated benzene 

1763Hydroxyl reaction methylbenzene 310 
Hydroxyl titanium dioxide photoadsorption 

oxygen 1694
Hydroxylation benzene irradn 1067 
Hydroxylation nitrobenzene metal salt 1913 
Hydroxylation toluene metal salt 1917 
Hydroxymethyl photolysis frozen soln 2220 
Hydroxynitrocyclohexadienyl disproportion^ 

tion 1032
Hyperfine splitting carbon 2042 
Hyperfine structure keto iminoxy 646 
Hypersound metal ammonia 2948 
Hypofluorite trifluoromethyl photolysis 219 
Ice intermol vibration mode 380 
Ice irradiated tunneling electron 1070 
Imidazole nickel ligand field 142 
Imidazole radiolysis water 1260 
Imidazole reaction hydroxyl polarog radioly= 

sis 1775
Imide cyclic benzene complex 846 
Iminoxy keto radical ESR 646 
Iminoxy protonation theor 2440 
Impedance elec membrane algorithm 384 
Impurity effect radiolysis soln 2717 
Indigodisulfonate semiquinone radical redox 

1503Indole interaction NAD analog polyelectro  ̂
lyte 2108

Indole irradn fluorescence phosphorescence 
426

Inductive effect chromate ion 1102 
Inertia moment water cluster 1794 
Insertion methylene butadiene 403 
Insertion methylene dimethylsilane energy 

1043
Insulator metal transition ammonia 2915 
Insulator metal transition soln 2920 
Interaction donor ligand chromate 1102 
Interaction mol binary system 449 
Interaction nonelectrolyte water 800 
Intercalation ammonia tantalum sulfide 

1979
Interface frequency dispersion polarization 

127
Interlayer hydrated smectite structure 2430 
Intermol force surface tension component 

965
Internal conversion perfluorocyclobutanone 

187
Internal energy product ion 713 
International conference metal ammonia 

soln 2789
Intramol intermol hydrogen bonding phenols 

compd 3081
Iodate iodide redn kinetics 31 
Iodide chemisorbed antimony oxidn 808 
Iodide iodate redn kinetics 31 
Iodide lithium aq Soret coeff 1882 
Iodide silver soly thiophane 429 
Iodination benzene irradn complex 18 
Iodination fluoroethylene thermodn 1078 
Iodine amine complex enthalpy 666 
Iodine benzene charge transfer 18 
Iodine diffusion binary solvent ,2768 
Iodine phenazine UV reflection 2028 
Iodo fluoro methane IR 2525 
lodofluoroethylene heat formation 1078 
Iodomethane electron scavenger 2093 
Ion assocn annulene hexamethylphospho  ̂

ramide 2037
Ion chlorine excitation radiolysis 2465 
Ion dehydration electrodeposition metal 

1252
Ion exchange bead Donnan potential 342
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Ion exchange liq polyelectrolyte 169 
Ion exchange thermodn mixed solvent 1550 
Ion exchanger membrane solvent electroki  ̂

netics 2574
Ion hydration statistical thermodn 2566 
Ion mol reaction amine 671 
Ion mol reaction zeolite surace 2201 
Ion pair alkali cyclooctatetraenide 1387 
Ion pair alkali sulfate 422 
Ion pair amino acid 1456 
Ion pair aq dioxane 1604 
Ion pair bolaform electrolyte 2327 
Ion pair calcium chlorate 1711 
Ion pair calcium nitrate 1323 
Ion pair dipole moment 1081 
Ion pair dissocn thermodn ESR 361 
Ion pair effect cond 525 
Ion pair formation glass 699 
Ion pair hydration IR 2265 
Ion pair lithium perchlorate 1221 
Ion pair lithium sait 80 
Ion pair onium sait 1664 
Ion pair perchlorate NMR 1001 
Ion pair polaron THF 1509 
Ion pair polymer complex 433 
Ion pair solvent effect 2551 
Ion pair stability ESR 1042 
Ion pairing kinetics samarium sulfate 1995 
Ion pairing lanthanide nitrate 257 
Ion potential energy micelle 1008 
Ion product internal energy 713 
Ion radical electronic spectra 1118 
Ion recombination indole luminescence 426 
Ion soin structure spectrometry 2827 
Ion solvation number polemic 1228 1230 
Ion sorption membrane binary salt 1659 
Ionic photodissocn tetracyanobenzene com= 

plex 994
Ionic surfactant micelle double layer 1008 
Ionic surfactant micelle free energy 1015 
Ionization aliph ketone radiolytic 702 
Ionization alkali fluorenyl crown complex 

233
Ionization amine cation radical 1063 
Ionization conformation maleic copolymer 

1558
Ionization excited state naphthoic acid 

2543
Ionization mercaptoalkyl radical 834 
Ionization potential halomethane 570 
Ionization thermodn water urea soin 2604 
Ionization x ray electron reaction 25 
Ionizing radiation biol system 956 
IR alkali ethylenediamine 58 
IR ammonia chemisorbed silica 2405 
IR asym nitrogen oxide 1949 
IR azoxydianisole nematic isotropic 821 
IR bicyclopentane 2139 
IR borane methylphosphine Raman 468 
IR carbon monoxide adsorbed ruthenium 

2519
IR carbon tetrachloride radiolysis 904 
IR cobalt chloride hydrate 345 
IR copper ammonia zeolite 354 
IR difluorocyclopropane isomerization 2270 
IR disulfur monoxide matrix 1849 
IR hydrogen bond complex 615 
IR hydroxyl group zeolite 1200 
IR hydroxyl surface silica 1276 
IR ice intermol vibration 380 
IR ion pair hydration 2265 
IR lanthanum zeolite structure 1194 
IR laser photolysis 545 
IR lithium base donor complex 621 
IR metal ammonia soin 2952 
IR methane chloro fluoro 2525 
IR methanol adsorption zeolite 1842 
IR molybdenum oxide matrix 2640 
IR nitrosobenzene 1953 
IR phenol substituent effect 199 
IR proton irradn matrix 898 
IR Raman polysulfide 350 
IR reflectance chemisorbed mol orientation 

1190
IR sodium ammonia soin 2963 
IR solvated electron ammonia 1651 
IR solvated electron lithium THF 3064 
IR sulfur tetroxide structure 2130 
IR tetracyanoquinodimethane electron oscil= 

lation 1100
IR trapped electron glass 2966 
IR UV trapped electron 2479 
Iron aluminum chloride UV 828 
Iron high spin EPR 1129 
Iron isocyanate formation 1572 
Iron nitrosyl EPR NMR 1721 
Iron porphyrin resonance Raman 2629 
Iron salt nitrobenzene hydroxylation 1913 
Irradiated polyethylene ESR 1859 
Irradiated sodium chloride heat soin 871 
Irradiation gamma polyisoprene spectra 

711

Irradn exchange carbon disulfide 419 
Irradn hydrogen atom abstraction 566 
Irradn iodination benzene complex 18 
Irradn isomerization azastilbene fluorescence 

21
Irradn oxidn chloroethylene 677 
Irradn oxidn chloromethane dichloromethane 

7
Irradn oxidn nitrobenzene hydroxyl 1032 
Irradn system electron reactivity 3025 
Isoamyl nitrite orientation chemisorbed 

metal 1190
Isobutyrate salt radiolysis 1517 
Isochoric desorption gas solid 1097 
Isocyanate ammonia hydrazine carbon mo

noxide 1572
Isocyanato group metal surface reaction 

610
Isomerization allene propyne shock 1148 
Isomerization azastilbene fluorescence 

quenching 21
Isomerization conjugated olefin shock 2085 
Isomerization cycloalkyl radical 191 
Isomerization dichlorodifluorocyclopropane 

kinetics 1242
Isomerization photo pentadiene 1377 
Isomerization vinylcyclopropane kinetics 

403 *
Isooctane ale assocn calorimetry 2340 
Isotope effect deuterium heat soln 1547 
Isotope effect radiolysis methylpentane 

glass 783
Isotope effect radiolysis water 868 
Isotope effect self diffusion 852 
Itaconic acid sulfur radical addn 834 
Juglone hydrogen bonding 927 
Justice model electrolyte polemic 1039 
Justice model electrolyte soln 1038 
Kerr const benzyl compd 1962 
Ketene detn gas phase reaction 542 
Ketene photodissocn 3081 
Ketene photolysis methylene mechanism 

1618
Keto iminoxy radical ESR 646 
Ketone aliph radiolytic ionization 702 
Ketone alkyl adsorbed photolysis 2225 
Ketyl protonation theor 2440 
Kidney stone dissoln 2597 
Kinetics abstraction hydrogen ale phenyl 

radical 1983
Kinetics adsorption desorption response 

theory 123
Kinetics carbonate radical benzene reaction 

1911
Kinetics crystn zeolite 1578 
Kinetics decay F center 3025 
Kinetics dissoln calcium oxalate 2597 
Kinetics disulfide hydroxyl radical reaction 

14.96Kinetics electron exchange ferrocene 2049 
Kinetics electron reaction solvent 25 
Kinetics electron solvation 3038 
Kinetics electron trapped glass 2592 
Kinetics exchange hydrogen 2579 
Kinetics flow reaction wall 1749 
Kinetics formation benzyl carbanion 3040 
Kinetics formation biphenyl radical cation 

1639
Kinetics hydroxyl reaction benzene 293 
Kinetics ion pairing samarium sulfate 1995 
Kinetics isomerization dichlorodifluorocyclo= 

propane 1242
Kinetics methacrylonitrile photopolymn 

2688
Kinetics micelle assocn 857 
Kinetics nitrosyl chloride decompn 1625 
Kinetics nucleoside seif assocn 1247 
Kinetics oxygen exchange carbonate soln 

1647Kinetics polyleucylleucyllysine conformation 
1301

Kinetics pulse radiolysis psec 2705 
Kinetics radical cation decay 2773 
Kinetics radical reaction 1635 
Kinetics radical recombination 2473 
Kinetics radiolysis peroxodisulfate peroxodi= 

phosphate 1642
Kinetics reaction oxygen arom 541 
Kinetics reaction oxygen atomic benzene 

1900
Kinetics tungsten oxygen hydrogen bromide 

1703Kinetics zeolite NaY crystn 1589 
Krypton adsorption graphitized carbon 

black 459
Lactam assocn ring size 1554 
Landau Placzek ratio ammonia 2948 
Lanthanide nitrate aq cond 257 
Lanthanide nitrate molal vol 1087 
Lanthanum longitudinal relaxation 2154 
Lanthanum zeolite hydroxyl IR 1200 
Lanthanum zeolite IR structure 1194

Laser carbon sulfide flame 1153 
Laser energy transfer arene 1788 
Laser photolysis borane phosphorous fluoride 

545
Latex polymer stability surfactant 2020 
Lattice energy adamantane 2602 
Lattice energy alkali chromate 578 
Lauryl sulfate aq micelle 276 
Lawsone hydrogen bonding 927 
Lewis acid spin labeling 376 
Lewis orbital borane ethylium 2435 
Lifetime radiative benzyl radical 2728 
Ligand binding polymn 1169 
Ligand donor interaction chromate 1102 
Ligand field nickel imidazole 142 
Light scattering polymer chain 85 
Lippmann equation polarizable electrode 

223
Liq conduction band energy electron 2857 
Liq crystal cholestenyl alkanoate 119r̂
Liq crystal nitroxide ESR 2283 J 
Liq crystal phase transition calorimetry 

1566
Liq crystal water structure 1410 
Liq diffusion computer detn 1314 
Liq electron tunneling 3035 
Liq ion exchange polyelectrolyte 169 
Liq supercooled mol motion 1958 
Lithium ammine conduction ESR 3000 
Lithium ammonia concn fluctuation 2891 
Lithium ammonia crit soln 2895 
Lithium àmmonia soin 2900 
Lithium ammonia soln reflectivity 2984 
Lithium ammonia system 2996 
Lithium calcium ammonia Ramam 2942 
Lithium chloride NMR water 1958 
Lithium chloride radiolysis chlorine ion 

2700
Lithium chloride soln heat mixing 1540 
Lithium chloride sulfate heat mixing 1532 
Lithium cryptate NMR soln 1289 
Lithium deuterioammonia system 2928 
Lithium deuterium sepn distn 2386 
Lithium doping silicon voltammetry 2470 
Lithium exchange lithium cryptate 1292 
Lithium fluoride vaporization kinetics 2007 
Lithium halide donor base complex 621 
Lithium iodide aq Soret coeff 1882 
Lithium liq ammonia cond 2920 
Lithium organo carbon NMR 2148 
Lithium perchlorate assocn THF 1221 
Lithium perchlorate ion pair 2551 
Lithium polaron pair THF 1509 
Lithium salt ion pair 1081 
Lithium salt nonaq solvation 80 
Lithium solvation DMSO redn 2312 
Lithium tetraammine PMR 2976 
Lithium THF IR solvated electron 3064 
Localized electron metal ammonia 2850 
Longitudinal relaxation lanthanum 2154 
Lumazine redn radical intermediate 1059 
Luminescence quenching ruthenocene metal= 

locene 66
Luminescence stimulated neutralization 

trapped electron 2974 
Luminescence triplet indole glass 426 
Luminescence UV arom dicarbonyl 626 
Luminol oxidn chemiluminescence 101 
Lysozyme redn hydrated electron 1362 
Magnesia surface sulfur dioxide 892 
Magnesium chloride soln heat mixing 1540 
Magnesium chloride sulfate heat mixing 

1535
Magnesium hydride potential energy co= 

nfiguration 2745
Magnesium perchlorate ion pair 2551 
Magnesium polystyrenesulfonate aq activity 

2381
Magnesium polystyrenesulfonate mixing 

heat 2185
Magnesium vapor condensation glass 1183 
Magnetic orientation polymethylglutamate 

NMR 941
Magnetic property phosphoramide metal 

3018
Magnetic relaxation butanol phenol 1005 
Magnetic relaxation cobalt complex 1868 
Magnetic relaxation methanol solvent 2307 
Magnetic relaxation second coordination 

sphere 1602
Magnetic susceptibility metal ammonia 

2887
Magnetic susceptibility polymer complex 

439
Magnetism metal ammonia soln 2879 
Magnetism NMR aromaticity 848 
Maleic acid copolymer conformation 169 
Maleic anhydride hexadecyloxyethylene 

copolymer 169
Maleic copolymer ionization conformation 

1558
Maleic polyelectrolyte optical probe 2426
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Malonate copper photolysis 326 
Malonate pyrolysis alkali halide 38 
Malonatocuprate complex photolysis 326 
Manganate oxalato photochem decompn 

1158Manganese hydrate smectite orientation 
2430

Manganese peptide complex ESR 1725 
Mass spectrometry field desorption 51 
Mass spectrometry method scattering 708 
Mass spectroscopy fluorocyclobutane 876 
Mass spectroscopy product ion 713 
Mass spectroscopy vaporization molybdate 

722
Matrix effect dimer cation 2098 
Matrix IR disulfur monoxide 1849 
Matrix irradn proton IR 898 
Matrix isolation hydrogen bond 615 
Mechanism electron capture hydrogen halide 

2875
Mechanism exchange hydrogen 2579 
Mechanism hydrogenation nitroxide 1944 
Mechanism radical reaction 1635 
Mechanism reaction oxygen atomic cyclobu^ 

tane 1891
Mechanism redn metal ammonia 3044 
Membrane biol electrolytic polarization 127 
Membrane elec impedance algorithm 384 
Membrane ion exchanger solvent electroki  ̂

netics 2574 _ *
Membrane model Donnan potential 342 
Membrane nonelectrolyte transport friction 

partition 2168 t
Membrane potential electrolyte permeation 

1307
Membrane sorption ion binary salt 1659 
Membrane thermoosmosis 336 
Menadione semiquinone radical redox 1503 
Mercaptoacetate oxidation copper catalysis 

hexacyanoferrate 3081 
Mercaptoacetate oxidn hexacyanoferrate 

copper 2323
Mercaptoalkyl radical ionization 834 

» Mercury benzyl electron solvated reaction 
\V 3040
Mercury oxide pulse radiolysis 960 
Mercury photolysis methylpentane ale radi  ̂

cal 2187
Mercury quenching cross section 409 
Mercury silver diatomic ESR 2324 
Mesophase solid transition ethane 2116 
Mesophase water structure NMR 1410 
Metal alkali cation solvent radiolysis 3055 
Metal ammine complex transition 630 
Metal ammonia Rrillouin scattering 2948 
Metal ammonia concn fluctuation 2930 
Metal ammonia localized electron 2850 
Metal ammonia magnetic susceptibility 

2887
Metal ammonia redn mechanism 3044 
Metal ammonia soln international conference 

2789
Metal ammonia soln IR 2952 
Metal ammonia soln magnetism 2879 
Metal ammonia soln surface tension 3050 
Metal ammonia soln transition 2915 
Metal chemisorbed mol orientation 1190 
Metal electrodeposition dehydration ion 

1252
Metal gas equil thermodn 444 
Metal hydroxide clathrate 553 
Metal insulator transition ammonia 2900 

2922
Metal insulator transition ammonia liq 

2891
Metal mixed dimer mol 828 
Metal oxidn 1 electron 865 
Metal porphine electronic spectrum 62 
Metal pyrazine photophys 1706 
Metal salt hydroxylation toluene 1917 
Metal zero charge anion polemic 2452 2453 
Metallocene luminescence quenching 66 
Metallocene luminescence quenching ruthe= 

nocene 66
Metalloporphyrin resonance Raman scatter

ing 2629
Metastable methane hydrogen loss 859 
Methacrylate copolymer latex stability 2020 
Methacrylonitrile photopolymn kinetics 

2688
Methane adsorbed zeolite rotation 856 
Methane chloro fluoro IR 2525 
Methane halo photoelectron photoion spectra 

570
Methane ion energy release temp 859 
Methane liq excess electron energy 2866 
Methane photolysis ozone oxygen 298 
Methane quenching excited cadmium 1233 
Methane removal ozone stratosphere 667 
Methane soln thermodn aq dioxane 1263 
Methanol adsorption zeolite IR NMR 1842 
Methanol amide hydrogen bond 2484

Methanol anhyd cation exchange 180 
Methanol aq frozen radiolysis 2220 
Methanol decompn triboluminescence 1519 
Methanol heat soln isotope effect 1547 
Methanol hydrocarbon adsorption potential 

carbon 604
Methanol hydrogen bond solvent 2307 
Methanol reagent ketene detn 542 
Methanol solvation Group IIIA 1733 
Methanol transport ion exchanger membrane 

2574
Methoxy radical reaction ozone 298 
Methoxybenzene oxygen reaction kinetics 

541Methoxybenzene radical cation ESR 2773 
Methyl biimidazolidinylidene photoelec 

emission 2135
Methyl chloride electron interaction 1904 
Methyl coupling trifluoromethyl 2077 
Methyl ester heat hydrogenation 574 
Methyl methylene radical reaction 1635 
Methyl orange protonation thermodn 2461 
Methyl radical reaction ozone 298 
Methyl recombination oxidn spectrum 1054 
Methyl rotation methylethylene relaxation 

2031
Methyl sulfoxide electron solvation 3038 
Methyl trapped zeolite ESR 2669 
Methylacetamide aq uranium tin 862 
Methylamine metal localized electron 2850 
Methy laming potassium ESR 3071 
Methylamine reaction sulfur fluoride 2455 
Methylated benzene reaction hydroxyl 1763 
Methylation lactam assocn 1554 . 
Methylbenzehe oxidn atomic oxygen 295 
Methylbenzehe reaction hydroxyl oxide 

hydrogen *310
Methylchlonocyclobutane dehydrochlofina= 

tion 1320 4
Methylcyclohexane mixt d thermodn 590 
Methylene chloride photooxidn chlorine 7 
Methylene insertion dimethylsilane energy 
. 1043
Methylene methyl radical reaction 1635 
Methylene photolysis ketene mechanism 

1618
Methylene proton benzene ESR 474 
Methylene reaction butadiene 403 
Methylethylene rotation methyl relaxation 

2031
Methylidyne rotational energy fluorescence 

2531
Methylpentane glass radical irradiated 783 
Methylpentane photolysis mercury radical 

2187
Methylperoxy radical reaction zone 298 
Methylphosphine borane IR Raman 468 
Methylsilane reaction hydrogen deuterium 

1139
Micelle antihistaminic pyridine 889 
Micelle assocn kinetics 857 
Micelle hexylammonium propionate NMR 

917
Micelle ionic surfactant double layer 1008 
Micelle ionic surfactant free energy 1015 
Micelle ionic surfactant nonionic polymer 

2740
Micelle relaxation aq soln 276 
Micelle reverse catalysis 2609 
Micelle size distribution transition concn 

2622
Micelle sodium dodecyl sulfate dodecanol 

2122
Micelle sodium dodecyl sulfate interaction 

1935
Micelle surfactant hydrated electron 956 
Micellization model surfactant 287 
Mineral silicate cation statistical mechanics 

1447
Mixed metal dimer mol 828 
Mixed solvent thermodn ion exchange 1550 
Mixing free energy polaron stability 1322 
Mixing heat chloride soln 1540 
Mixing heat chloride sulfate soln 1532 

1535
Mixing heat diffusion correlation 2768 
Mixing heat polystyrenesulfonic acid 2185 
Mixing thermodn hydrocarbon 590 
MO alkynyl cation 2443 
MO calcium ammine 2986 
MO carbon monoxide chemisorbed nickel 

756
MO charge transfer complex 137 
MO diborane methylborane ethylium 2435 
MO disulfide conformation 1428 
MO electronic energy partitioning 654 
MO fluorohydride antimony arsenic phos

phorus 1855
MO nitrogen coupling const 1863 
MO org compd triplet 1109 
MO phenylazonaphthol charge d 2411 
MO phenylcyclooctatetraene anion radical 

929

MO potential function conformation sulfide 
1436

MO puckering rotational barrier 512 
Mobility alkali cation sulfuric acid 943 
Model ealen radiolysis soln 2717 
Model uranium hydriding rate 392 
Moessbauer tin solvate 149 
Mol adsorbed rotation 856 
Mol effusion angular distribution 302 
Mol interaction binary system 449 
Mol mechanics benzyl compd 1966 
Mol motion supercooled liq 1958 
Mol nonrigid oscillator strength temp 2420 
Mol orbital amino acid 2361 
Mol orientation acrylonitrile adsorbed mont^ 

morillonite 1285
Mol structure cyclooctatetraene radical 

anion 2042
Mol structure perfluorotertbutyl ale 155 
Mol structure properties hydrocarbons relate 

ed compd 3080 
Mol theory fluid equil 1022 
Mol vibration water cluster 1794 
Mol wt detn osmotic height 1085 
Molal vol alkylammonium salt 1664 /  
Molal vol bolaform electrolyte 2327 /
Molal vol lanthanide nitrate 1087 ^
Molar polarization soln ealen 1817 
Molar vol carboxamide tetramethyldi 2493 
Molar vol org solute 2105 
Molar vol solute hydrogen bond 2345 
Molybdate vaporization mass spectroscopy 

722
Molybdenum heteropoly anion assocn 92 
Molybdenum oxide absorption spectra 2640 
Monetite dehydration calcium pyrophosphate

853
Monolayer polymn acrylate ester 2254 
Monolayer siloxane conformation substrate 

1397
Monoxide disulfur matrix IR 1849 
Montmorillonite adsorbed acrylonitrile mol 

orientation 1285 
Motion mol supercooled liq 1958 
NAD analog interaction indole polyelectro

lyte 2108
Naphthalene complex pyromellitic dianhy= 

dride photolysis 2626 
Naphthalene dimer cation matrix effect 

2098
Naphthalene tetracyanobenzene EPR phos  ̂

phorescence 71
Naphthoic acid ionization excited state 

2543
Naphthol phenylazo acid base 2411 
Naphthylpyridylethylene fluorescence basici= 

ty 2785
Nematic isotropic azoxydianisole IR Raman 

821
Neopentane electron scavenger nitrous oxide 

2093
Nerve giant squid azon 384 
Network frequency dispersion polarization 

127
Neuromuscular blocking quaternary ammo

nium 2068
Neutralization luminescence stimulated 

trapped electron 2974 
Neutron diffraction hexaammine calcium 

2992
Neutron diffraction lithium ammonia 2996 
Neutron scattering lithium ammonia 2891 
Nickel chemisorbed carbon monoxide MO 

756
Nickel copper selective oxidn 1480 
Nickel ion redn alumina 243 
Nickel isobutyrate radiolysis 1517 
Nickel polymethacrylic acid complex 433 
Nickel pyridine electronic spectra 142 
Niobium chalcogenide clathrate 553 
Nitrate alkali ion pair 2265 
Nitrate ammonium potassium structure 249 
Nitrate calcium hydrate melt 2180 
Nitrate calcium Raman pressure 1323 
Nitrate lanthanide aq cond 257 
Nitrate lanthanide molal vol 1087 
Nitrate potassium calcium glass cobalt 2192 
Nitrate radical olefin kinetics 1629 
Nitrate sodium radiolysis mechanism 35 
Nitration benzene irradn 1067 
Nitric acid removal ozone stratosphere 667 
Nitric oxide chemiluminescence 95 
Nitric oxide oxidn nickel copper 1480 
Nitric oxide sorption chromium 978 
Nitrite formation nitrate radiolysis 35 
Nitroaniline aminopyridine exciplex fluores

cence 1137
Nitrobenzene hydroxylation metal salt 1913 
Nitrobenzene oxidn hydroxyl irradn 1032 
Nitrobenzene radical anion hydrogen bond

152
Nitrogen carbon bond energy partitioning 

654
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Nitrogen chemisorption platinum 1975 
Nitrogen coupling const MO 1863 
Nitrogen oxide asym IR 1949 
Nitrogen oxide orientation chemisorbed 

metal 1190
Nitrogen quenching excited cadmium 1233 
Nitrogen thallium energy transfer 414 
Nitroquinoline photolysis hydrochloric acid 

644
Nitrosobenzene IR 1953 
Nitrosodimethylaniline photolysis radiolysis 

316
Nitrosyl chloride decompn kinetics 1625 
Nitrosyl chromium reaction ligand 984 
Nitrosyl iron EPR NMR 1721 
Nitrous oxide 892
Nitrous oxide adsorption soln pressure 

1670Nitrous oxide cyclohexane energy transfer 
2210

Nitrous oxide scavenger electron neopentane 
2093

Nitroxide hydrogen bond NMR 376 
Nitroxide hydrogenation mechanism catalyst 

1944
Nitroxide liq crystal ESR 2283 
Nitroxide protonation theor 2440 
NMR adsorbed butene silica 2145 
NMR alkali metal anion 3076 
NMR arom charge transfer 846 
NMR carbo organolithium 2148 
NMR cyanine dye 746 
NMR Group IIIA solvation 1733 
NMR hexylammonium propionate micelle %. 

917
NMR hydrogen bond nitroxide 376 
NMR iron nitrosyl 1721 
NMR lithium chloride water 1958 
NMR lithium cryptate exchange 1292 
NMR lithium cryptate soln 1289 
NMR lithium salt solvation 80 
NMR magnetic orientation polymethylgluta= 

mate 941
NMR magnetism aromaticity 848 
NMR methanol adsorption zeolite 1842 
NMR methylphenol complex solvent 479 
NMR perchlorate ion pair 1001 2551 
NMR phenol hydroxyl torsion 1888 
NMR pseudocontact shift complex 1206 
NMR sodium polyphosphate 1214 
NMR water structure mesophase 1410 
NMR zeolite hydrolysis 2674 
Non Curie behavior radical 376 
Nonelectrolyte effect water structure 2105 
Nonelectrolyte soly polar solvent 2239 
Nonelectrolyte transport membrane friction 

partition 2168
Nonelectrolyte water interaction 800 
Nonideality assocn solute thermodn 2496 
Nonideality extn system backbending 2259 
Nonionic surfactant latex stability 2020 
Nonpolar fluid electron polarization 2862 
Nonstoichiometry vacancy uranium hydride 

42
Nucleation faujatite 1589 
Nucleation zeolite 1578 
Nucleoside aggregation thermodn 1247 
Octanoate mesophase water structure 1410 
Octanol assocn dielec const 660 
Odd valence metal reductant 865 
Olefin compd sulfur radical addn 834 
Olefin conjugated isomerization shock 2085 
Olefin nitrate radical kinetics 1629 
Oligopeptide hydroxyl pulse radiolysis 109 
Onium salt nonaq viscosity 1664 
Optical absorption cyanine dye gelatin 2228 
Optical absorption dye silver halide 2234 
Optical absorption spectra solvated electron 

2941
Optical anisotropy benzyl compd 1962 
Optical basicity sodium borate glass 2780 
Optical bleaching metal ammonia 2850 
Optical probe maleic copolymer 1558 
Optical probe maleic polyelectrolyte 2426 
Optical property ammine lithium 2984 
ORD polyleucylleucyllysine conformation 

1301
Order anisotropic liq crystal 2283 
Org compd chemisorbed platinum 808 
Org compd triplet MO 1109 
Org glass trapped electron 2479 2966 
Org solute water structure 2105 
Orientation cation smectite hydrate 2430 
Orientation chemisorbed mol spectrometry 

1190
Oriented irradiated polyethylene ESR 1859 
Oscillation electron IR tetracyanoquinod# 

methane 1100
Oscillator strength cholinestanediol diben= 

zoate 2424
Oscillator strength nonrigid mol temp 2420 
Osmosis thermo semipermeable membrane

336

Osmotic height mol wt detn 1085 
Osmotic pressure nonideal assocn 2496 
Outer sphere manganese complex 1725 
Overhauser effect methyiethylene 2031 
Oxalate calcium hydrate dissoln 2597 
Oxalatomanganate photochem decompn 

1158
Oxetanone photolysis kinetics 1985 
Oxide anion reaction methylbenzene 310 
Oxide catalysts oxygen exchange 1582 
Oxide deuterium thermodn 2352 
Oxide deuterium viscosity 1481 
Oxide molybdenum absorption spectra 

2640
Oxide nitric chemiluminescence 95 
Oxide nitrogen asym IR 1949 
Oxide radical anion hydrogen abstraction 1 
Oxide zinc suspension ESR 933 
Oxidn amine hydroxyl mechanism 1063 
Oxidn antimony halide chemisorbed 808 
Oxidn chloroethylene irradn 677 
Oxidn chloromethane dichloromethane irradn 

7
Oxidn copper nickel selective 1480 
Oxidn luminol chemiluminescence 101 
Oxidn mercaptoacetate hexacyanoferrate 

copper 2323
Oxidn metal 1 electron 865 
Oxidn methyl ethyl kinetic 1054 ;
Oxidn methylbenzene atomic oxygen 295 
Oxidn nitrobenzene hydroxyl irradn 1032 
Oxidn propanol hexacyanoferrate 1920 
Oxidn sulfite hydrogen peroxide 2096 
Oxime sulfur radical addn 834,:
Oxygen adsorbed zeolite rotation 856 
Oxygen arom reaction kineticŝ  541 
Oxygen atom reaction prop^Pe .2584 
Oxygen atomic benzene reaction kinetics 

1900 m *
Oxygen atomic cyclobutane reaction mechan° 

ism 1891
Oxygen atomic oxidn methylbenzene 295 .
Oxygen broadening ESR temp 1106 
Oxygen carbon monosulfide flame 1153 
Oxygen chemisorption potassium electron 

chemiemission 1325
Oxygen cobalt ethylenediamine adduct zeol"

ite 1836
Oxygen effect ketone photolysis 2225 
Oxygen exchange kinetics carbonate soln 

1647
Oxygen exchange oxide catalysts 1582 
Oxygen Freon photolysis atm 669 
Oxygen nitric oxide chemiluminescence 95 
Oxygen ozone methane photolysis 298 
Oxygen photoadsorption titanium dioxide 

194°
Oxygen photoadsorption titanium dioxide 

hydroxyl 1694
Oxygen platinum rest potential 2175 
Oxygen semiquinone radical redox 1503 
Oxygen thallium energy transfer 414 
Oxygen tungsten hydrogen bromide kinetics 

1703
Oxyl piperidinone tumbling ESR 489 
Ozone photolysis methane oxygen 298 
Ozone reaction hydrogen sulfide 779 
Ozone removal atm chlorine catalysis 667 
Ozonization phenol tunneling spectra 2587 
Ozonolysis butene 51
Pair ethylbenzene pyromellitic dianhydride 

699
Pair ion calcium chlorate 1711 
Pairing ion kinetics samarium sulfate 1995 
Palladium hydrogen equil thermodn 444 
Partition function polymn 1169 
Partition membrane nonelectrolyte transport 

2168
Partitioning energy carbon nitrogen bond 

654
Passynsky method salt hydration 2113 
Pentadiene isomerization photo 1377 
Pentadiene isomerization shock tube 2085 
Pentene adsorption graphitized carbon black 

732
Pentene quenching mercury cross section 

409
Peptide manganese complex ESR 1725 
Peptide poly energy parameter 2361 
Perchlorate ion pair NMR 1001 
Perchlorate THF dielec relaxation 1221 
Perfluorocyclobutanone photolysis 187 
Perfluorocyclobutanone photolysis kinetics 

1985
Perfluorotertbutyl ale mol structure 155 
Permeation electrolyte membrane potential 

1307
Permittivity ealen 93 
Permittivity time domain spectroscopy 

1469
Peroxide oxidn sulfite 2096
Peroxide removal ozone stratosphere 667

Peroxodiphosphate peroxodisulfate radiolysis 
kinetics 1642

Peroxodisulfate peroxodiphosphate radiolysis 
kinetics 1642

Peroxydisulfate ESR pulse radiolysis 2693 
Perturbation theory hydrocarbon soly 163 
Pfeiffer effect hydrophobic bond 1622 
PH effect fluorescence yield 1337 
Phase bromine hot atom 1327 
Phase sepn polyion aggregation 1680 
Phase sepn temp jump 858 
Phase transition calorimetry liq crystal 

1566
Phase transition methanol 1519 
Phenanthrene perdeuterio energy transfer 

laser 1788
Phenanthroline rhodium complex voltamme  ̂

try 1828
Phenanthroline zinc Pfeiffer effect 1622 f  
Phenazine iodine UV reflection 2028# & 
Phenol amine hydrogen bond 2535 
Phenol amine mixt viscosity 2316 
Phenol butanol magnetic relaxation 1005 
Phenol chloro hydrogen bond 2325 
Phenol complex solvent NMR ¿479 
Phenol DMSO hydrogen bonding thermodn 

2488
Phenol halo amine assocn 881 
Phenol hydroxyl NMR torsion 1888 
Phenol IR substituent effect 199 
Phenol ozonization tunneling spectra 2587 
Phenol thiophane hydrogen bond thermodn 

332 \
Phenol water interaction thermodn 1654 
Phenyl radical abstraction kinetics hvdrogen 

ale 1983
Phenyl substituted ESR 1419 
Phénylation benzene irradn 1067 
Phenylazonaphthol acid base 2411 
Phenylhexatriene fluorescence solvent effect 

1369
Phosphate ESR gamma irradiated 2650 
Phosphate hydroxide calcium decompn

2017 " •
Phosphate NMR 1214 
Phosphine dimer cation radical 2650 
Phosphine fluoride radical ESR 651 
Phosphine methyl borane spectra 468 
Phosphine oxide octyl extn 2259 
Phosphinyl dimer cation radical 2650 
Phosphite ESR gamma irradiated 2650 
Phosphonyl dimer cation radical 2650 
Phosphoramide alkali metal soln 3010 

3018Phosphoramide soly cyclooctatetraenide 
alkali 1387

Phosphoranyl dimer cation radical 2650 
Phosphoranyl radical ESR 651 
Phosphorescence diphenyl sulfide polariza

tion 1475
Phosphorescence fluorescence indole irradn 

426
Phosphorescence naphthalene tetracyano  ̂

benzene EPR 71
Phosphorescence polarization benzenethiol 

thioanisole 1347
Phosphorescence pyrazine metal complex 

1706
Phosphorescence quenching mercury triplet 

409
Phosphorescence yield benzyl chloride 291 
Phosphorous fluoride borane laser photolysis

545
Phosphorus chlorine radical ESR 2663 
Phosphorus fluorohydride ESR 1855 
Photo isomerization pentadiene 1377 
Photoadsorption oxygen titanium dioxide 

hydroxyl 1694
Photochem benzaldehyde acetophenone 

benzophenone 2446
Photochem benzoylphenylquinoxaline diox= 

ide 2214
Photochem reaction powder rate 1158 
Photocond chlorophyll a 2723 
Photodimerization anthroate anthramide 

2087
Photodissocn ionic tetracyanobenzene com2 

plex 994
Photodissocn ketene 3081 
Photoelec emission methyl biimidazolidinyl  ̂

idene 2135
Photoelectron ethyl thioacetate 2335 
Photoelectron photoion spectra methane 

halo 570
Photoelectron spectroscopy photoicnization 

soln 2935
Photohydrogenation ethene ethyne titanium 

dioxide 2025
Photoion spectra halo methane 570 
Photoionization amine 671 
Photoionization energy poiaron 2795 
Photoionization halomethane 570
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Photoionization soln photoelectron spectros
copy 2935

Photoisomerization thioindigo dye triplet 
543

Photolysis acetone gas phase 1632 
Photolysis acetone hexafluoroacetone 2077 
Photolysis alkyl ketone adsorbed 2225 
Photolysis azobismethylpropionitrile 2688 
Photolysis azoethane helium pressure effect 

1050
Photolysis benzenethiol diphenyl sulfide 

1353
Photolysis benzoylphenylquinoxaline dioxide 

2214
Photolysis carbon tetrachloride gas 11 
Photolysis condensed propylene 692 
Photolysis copper malonate 326 
Photolysis cyclobutanone methanol mixt

542
Photolysis cyclohexane nitrous oxide 2210 
Photolysis electron reaction solvent 25 
Photolysis Freon oxygen atm 669 
Photolysis hydrogen selenide mechanism 

771
Photolysis hydroxymethyl frozen soln 2220 
Photolysis ketene methylene mechanism 

1618
Photolysis laser borane phosphorous fluoride 

545
Photolysis methylpentane ale mercury radi= 

cal 2187
Photolysis neopentane alkane hydrogen 566 
Photolysis nitroquinoline hydrochloric acid 

644
Photolysis ozone methane oxygen 298 
Photolysis perfluorocyclobutanofte 187 
Photolysis pulse cadmium pptn 1359 
Photolysis pyromellitic dianhydride complex 

naphthalene ;2626
Photolysis radiolysis nitrosodimethylaniline 

316
Photolysis RRKM ealen 1985 
Photolysis trifluoromethyl hypofluorite 219 
Photolysis tryptophan 2711 
Photooxidn cerium III fluorescence 681 
Photooxidn sulfur dioxide 892 
Photooxidn sulfur dioxide quantum yield 

2450
Photophys metal pyrazine 1706 
Photopolymn methacrylonitrile kinetics 

2688
Photoprodn solvated electron ethanolate 

308
Photoredox transition metal ammine 630 
Phthalic acid transfer activity 1176 
Phthiocol hydrogen bonding 927 
Piperidinone oxyl tumbling ESR 489 
Piperidone liq crystal ESR 2283 
Plait point soln foam 1561 
Plastic crystal phase ethane 2116 
Platinum aminopropyl silica catalyst support 

2555
Platinum chemisorption nitrogen 1975 
Platinum electrode halide chemisorbed 808 
Platinum rest potential oxygen 2175 
Plumbagin hydrogen bonding 927 
PMR calcium ammine 2976 
Polar solvent nonelectrolyte soly 2239 
Polarizable electrode Lippmann equation 

223
Polarization electrolytic frequency dispersion 

127
Polarization electron nonpolar fluid 2862 
Polarization fluorescence benzenethiol 

thioanisole 1347
Polarization molar soln ealen 1817 
Polarog imidazole reaction hydroxyl 1775 
Polarog polymer complex 433 439 
Polaron ab initio ealen 2795 
Polaron alkali crown complex 3065 
Polaron ammonia interaction energy 2823 
Polaron aq ale decay 2835 
Polaron ethanol water glass 2846 
Polaron lithium pair THF 1509 
Polaron sodium ammonia IR 2963 
Polaron soln pulse radiolysis 210 
Polaron solvation time ammonia 2848 
Polaron stability binary soln 1322 
Polaron state metal phosphoramide 3010 
Polaron state phosphoramide soln 3018 
Polyamide relaxation 283 
Polybutadiene gamma irradiation spectra 

711
Polyelectrolyte aq activity 2381 
Polyelectrolyte aq elec cond 265 269 
Polyelectrolyte cond aq ealen 262 
Polyelectrolyte conformation dye binding 

1380Polyelectrolyte conformation fluorescence 
emission 2426

Polyelectrolyte conformation ionization 
1558

Polyelectrolyte liq ion exchange 169 
Polyelectrolyte mixing heat 2185 
Polyelectrolyte NAD analog interaction 

indole 2108
Polyethylene electrolyte interfacial tension 

1274
Polyethylene irradiated ESR 1859 
Polyethylene radical decay kinetics 2473 
Polyion aggregation thermodn 1680 
Polyisoprene gamma irradiation spectra 

711Polyleucylleucyllysine conformation kinetics 
1301

Polymer chain light scattering 85 
Polymer latex stability surfactant 2020 
Polymer nonionic interaction ionic surfactant 

2740
Polymer relaxation depolarization thermo= 

current 283
Polymerization catalyst chromium oxide 

966
Polymerization catalyst chromium silica 

978
Polymethacrylate latex stability 2020 
Polymethacrylic acid copper complex 439 
Polymethacrylic acid metal complex 433 
Polymethylglutamate magnetic orientation 

NMR 941
Polymn anionic catalyst NMR 2148 
Polymn ligand binding 1169 
Polymn monolayer acrylate ester 2254 
Polyphosphate sodium NMR 1214 
Polystyrenesulfonate aq cond 265 
Polystyrenesulfonic acid mixing heat 2185 •- 
Polysulfide IB» Raman 350 . f"
Polyvinylpyridine copper complex structure 

2072 <• *
Poly(vinylpyrrolidinone) interaction sodium 

dodecyl sulfate 2740 
Porphine tetraphenyl electronic spectrum 

62
Pos ion hydrocarbon radiolysis 561 
Potassium activity ion exchange bead 342 
Potassium ammonium nitrate structure 249 
Potassium bromide vaporization kinetics 

2007
Potassium calcium nitrate glass cobalt 2192 
Potassium chemisorption oxygen electron 

chemiemission 1325
Potassium ethylamine methylamine ESR 

3071
Potassium hydride potential energy configu= 

ration 2745
Potassium hydroxide clathration tantalum 

sulfide 557
Potassium isobutyrate radiolysis 1517 
Potassium organo carbon NMR 2148 
Potassium polystyrenesulfonate aq activity 

2381
Potassium sulfate aq activity 422 
Potassium tellurium chloride melt 1610 
Potassium thiocyanate melt cond 2180 
Potassium zeolite A structure 2157 
Potential adsorption binary soln carbon 604 
Potential anion adsorption electrode polemic 

2452 2453
Potential correlation adsorption heterogene= 

ous substrate 2118
Potential elec simulation membrane 384 
Potential energy alkali hydride 2745 
Potential energy ion micelle 1008 
Potential energy water cluster 1794 
Potential function benzyl compd 1966 
Potential function conformation sulfide MO 

1436
Potential function disulfide conformation 

1428Potential function ethyl group 1730 
Potential ionization appearance halomethane

570
Potential membrane electrolyte permeation 

1307
Potential redox riboflavine detn 2459 
Potential redox superoxide hydroperoxy 

397
Potential rest platinum oxygen 2175 
Powder photochem reaction rate 1158 
Pptn enthalpy solvent effect 800 
Pressure diffusion sodium chloride aq 1885 
Pressure effect photolysis azoethane helium 

1050
Pressure hexane surface tension adsorption 

1676
Pressure Raman calcium nitrate 1323 
Pressure soln surface tension adsorption 

1670
Pressure thermal dimethylpropane 1543 
Product ion internal energy 713 
Propane dimethyl thermal pressure 1543 
Propane pyrolysis shock wave 686 
Propane radiolysis pos ion 561 
Propanol oxidn hexacyanoferrate 1920

Propanol polaron spectrum 185 
Propene quenching mercury cross section 

409
Propionate dodecvlammonium assocn org 

2609
Propionate hexylammonium micelle NMR 

917
Propylene carbonate siloxane monolayer 

1397
Propylene photolysis condensed 692 
Propyne isomerization allene shock 1148 
Propyne reaction oxygen atom 2584 
Protein aq specific vol 584 
Protein structure ion assocn 1456 
Proton donor hydrobromic acid 615 
Proton exchange methanol zeolite 1842 
Proton irradn matrix IR 898 
Proton radiolysis carbon tetrachloride 904 
Proton transfer diaminotriazinylcresol radia= 

tionless decay 2731 
Protonation amine phenol UV 2535 
Protonation amino acid octanol 1456 
Protonation excited state fluorescence 1337 

1344
Protonation nitroxide iminoxy ketyl theor 

2440  ̂ '*K.
Protonation thermodn methyl orafigl‘ 2461 
Protonation unsatd amino acid 839 
Prototropism excited state fluorescence 

1337
Pseudocontact shift complex NMR 1206 
Puckering ring bicyclopentane 2139 
Pulse photolysis cadmium pptn 1359 
Pulse radiolysis electron yield 210 
Pulse radiolysis mercury oxide 960 
Pulse radiolysis oligopeptide hydroxyl 109 
Pulse radiolysis psec 2705 
Pulse radiolysis riboflavine radical 2459 
Pyrazine metal photophys 1706 
Pyrene dimethylaniline exiplex photodissocn 

994
Pyrene energy transfer laser 1788 
Pyridine antihistaminic assocn 889 
Pyridine nickel electronic spectra 142 
Pyridine radical anion dimerization 106 
Pyridine reaction nitrosylchromium 984 
Pyridine sorption chromium silica 972 
Pyridine water salt system 858 
Pyridinium lauryl aq micelle 276 
Pyridyl substituted ESR 1419 
Pyrolysis malonate alkali halide 38 
Pyrolysis propane shock wave 686 
Pyromellitic dianhydride complex naphthal= 

ene photolysis 2626
Pyromellitic dianhydride ethylbenzene pair 

699
Pyrophosphate calcium monetite dehydration 

853
Pyrophosphate effect oxalate dissoln 2597 
Quadrupole relaxation perchlorate ion 1001 
Quantum mechanics ammonia polaron 2795 
Quantum mechanics polaron ammonia 2823 
Quantum yield fluorescence chlorobenzene 

291
Quantum yield sulfur dioxide photooxidn 

2450
Quartz dissoln zeolite crystn 1578 
Quaternary ammonium salt heat diln 2068 
Quaternization complex structure polyvinyl= 

pyridine 2072
Quenching benzophenone triplet amine 

1255
Quenching excited cadmium gas 1233 
Quenching fluorescence azastilbene photoi^ 

somerization 21
Quenching luminescence ruthenocene metal= 

locene 66
Quenching mercury cross section 409 
Radiation electron donor acceptor 699 
Radiation ionizing biol system 956 
Radiationless decay diaminotriazinylcresol 

proton transfer 2731 
Radiative lifetime benzyl radical 2728 
Radical alkoxyalkyl cleavage ESR 763 
Radical ally lie combination disproportion= 

tion 1780
Radical allylic cyclopentyl ESR 2201 
Radical anion annulene hexamethylphospho  ̂

ramide 2037
Radical anion butylnaphthalene ESR 1740 
Radical anion diethylbiphenyl ESR 1730 
Radical anion ESR 2042 
Radical anion ESR cyclooctatetraene 1685 
Radical anion fumarate electron adduct 76 
Radical anion nitrobenzene hydrogen bond 

152
Radical anion oxide 1 
Radical anion phenylcyclooctatetraene ESR 

929
Radical anion toluene EPR deuteration 

2766
Radical carbonate benzene reaction 1911
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Radical cation amine ionization 1063 
Radical cation biphenyl UV 1639 
Radical cation cyclopentene ESR 2201 
Radical cation methoxybenzene ESR 2773 
Radical cycloalkyl ring cleavage 191 
Radical electronic spectra 1118 
Radical ESR keto iminoxy 646 
Radical intermediate lumazine redn 1059 
Radical irradiated methylpentane glass 783 
Radical methyl methylene reaction 1635 
Radical pair irradiated polyethylene 1859 
Radical pair model cobalt complex 630 
Radical phenyl abstraction kinetics hydrogen 

ale 1983
Radical phosphorus chlorine ESR 2663 
Radical photolysis methylpentane ale mercu

ry 2187
Radical pulse radiolysis riboflavine 2459 
Radical recombination kinetics 2473 
Radical unsatd protonation ESR 839 
Radiolysis alkali metal cation solvent 3055 
Radiolysis ammonia 1651 
Radiolysis aq frozen methanol 2220 
Radiolysis aq glass electron 1070 
Radiolysis carbon tetrachloride IR 904 
Radiolysis chlorine ion excitation 2465 
Radiolysis electron trapped glass 2592 
Radiolysis fission fragment sulfuric acid 

1991
Radiolysis hydrocarbon pos ion 561 
Radiolysis hydroxylation 1913 
Radiolysis imidazole histidine water 1260 
Radiolysis imidazole reaction hydroxyl 1775 
Radiolysis isobutyrate salt 1517 
Radiolysis lithium chloride chlorine ion ** 

2700
Radiolysis methylpentane glass isotope effect 

783
Radiolysis neopentane alkane hydrogen 566 
Radiolysis peroxodisulfate peroxodiphosp= 

hate kinetics 1642
Radiolysis photolysis nitrosodimethylaniline 

316
Radiolysis pulse electron yield 210 
Radiolysis pulse mercury oxide 960 
Radiolysis pulse oligopeptide hydroxyl 109 
Radiolysis pulse peroxydisulfate ESR 2693 
Radiolysis pulse psec 2705 
Radiolysis pulse riboflavine radical 2459 
Radiolysis sodium nitrate mechanism 35 
Radiolysis soln model ealen 2717 
Radiolysis water isotope effect 868 . 
Radiolytic ionization aliph ketone 702 
Ramam lithium calcium ammonia 2942 
Raman ammonia deuteriobenzene binary 

1852Raman azoxydianisole nematic isotropic 
821

Raman bicyclopentane 2139 
Raman bromide water structure 913 
Raman calcium nitrate pressure 1323 
Raman difluorocyclopropane isomerization 

2270
Raman ethanol ethanethiol torsion 988 
Raman liq ammonia hydrogen bond 2957 
Raman polysulfide 350
Raman scattering resonance metalloporphy  ̂

rin 2629
Raman sodium zinc chlorate 1711 
Random coil Debye factor 85 
Rate const pulse radiolysis 2705 
Rayleigh distn lithium deuterium 2386 
Reaction flow kinetics wall 1749 
Reaction heat methanol water 1547 
Reaction kinetics oxygen arom 541 
Reaction mechanism oxygen atomic cyclobu^ 

tane 1891
Reactivity electron irradn system 3025 
Recombination atom kinetics heterogeneous 

741
Recombination ion indole luminescence 426 
Recombination methyl ethyl kinetic 1054 
Recombination radical kinetics 2473 
Redn chromium carbon monoxide 966 
Redn cobalt chromite cobaltite hydrogen 

2400
Redn cobalt chromite hydrogen 2395 
Redn copper zeolite hydrogen 2388 
Redn iodate kinetics iodide 31 
Redn lumazine radical intermediate 1059 
Redn metal ammonia mechanism 3044 
Redn nickel ion alumina 243 
Redn radiolysis mercuric oxide 960 
Redn solvation lithium DMSO 2312 
Redox kinetics uranium tin 862 
Redox potential riboflavine detn 2459 
Redox potential semiquinone radical 1503 
Redox potential superoxide hydroperoxy 

397
Reductant odd valence metal 865 
Reflection UV phenazine iodine 2028 
Reflection UV thymine anhydrate 2636

Reflectivity lithium ammonia soln 2984 
Relaxation carbon 13 methylethylene 2031 
Relaxation energy level thallium 414 
Relaxation longitudinal lanthanum 2154 
Relaxation magnetic butanol phenol 1005 
Relaxation magnetic methanol solvent 2307 
Relaxation magnetic second coordination 

sphere 1602
Relaxation micelle aq soln 276 
Relaxation polymer depolarization thermo  ̂

current 283
Relaxation spin lattice hydrogen bond 2325 
Relaxation spin lattice lithium 1958 
Relaxation spin lattice lithium ammine 

3000
Relaxation temp jump amplitude 2461 
Resonance alkynyl cation 2443 
Resonance energy olefin 2085 
Resonance Raman scattering metalloporphy= 

rin 2629
Resorcinol hydrogen bond ether sulfide 332 
Response theory adsorption desorption ki= 

netics 123
Reverse micelle catalysis 2609 
Rhodium phenanthroline complex voltamme= 

try 1828
Rhodium surface isocyanato group reaction 

610
Riboflavine pulse radiolysis radical 2459 *T 
Rice Ramsperger Kassel Marcus theory 

3080
Ring cleavage cycloalkyl radical1 191 
Ring puckering bicyclopentane 2139 
Ring puckering MO 512 ^  ,
Ring size lactam assocn 1554 
Rod model polyelectrolyte cond 262 
Rotation adsorbed mol 856 ■ ■ ■
Rotation barrier benzyl compd 1966 
Rotation barrier disulfide 1428 
Rotation barrier ethanol ethanethiol 988 
Rotation barrier ethyl group 1730 
Rotation barrier perfluoromethyl group 155 
Rotation barrier sulfide MO 1436 
Rotation methyl methylethylene relaxation 

2031
Rotational barrier borane methylphosphine 

468
Rotational barrier MO 512 
Rotational energy methylidyne fluorescence 

2531
Rotational isomer fluorocyclopropane vibra= 

tion 2270
RRKM ealen photolysis 1985 
Ruthenium alumina adsorption carbon mo= 

noxide 2519
Ruthenocene metallocene luminescence 

quenching 66
Salt binary membrane ion sorption 1659 
Salt hydration number ultrasound 2113 
Salt molten mixt surface tension 2003 
Samarium sulfate ion pairing kinetics 1995 
Sarcosine hydroxyl pulse radiolysis 109 
Scattering light polymer chain 85 
Scavenger electron nitrous oxide neopentane 

2093
Scavenger hydrocarbon radiolysis 561 
Scavenging electron liq glass 3035 
Second coordination sphere magnetic relaxa  ̂

tion 1602
Selenide hydrogen photolysis mechanism 

771
Self diffusion isotope effect 852 
Semiconductor surface electron transfer 

933
Semiquinone radical redox potential 1503 
Serinamide hydroxyl pulse radiolysis 109 
Shock thermal dissocn cyanogen bromide 

204
Shock tube isomerization allene 1148 
Shock tube isomerization olefin 2085 
Shock wave propane pyrolysis 686 
Silane dimethyl insertion methylene 1043 
Silane isopropoxy tin solvate 149 
Silane reaction hydrogen atom 1752 
Silane reaction hydrogen deuterium 1139 
Silica adsorbed butene NMR 2145 
Silica aminopropyl platinum catalyst support 

2555
Silica ammonia chemisorbed structure IR 

2405
Silica dehydroxylated reactive site chemi  ̂

sorption 761
Silica oxygen exchange 1582 
Silica surface hydroxyl IR 1276 
Silica zeolite crystn 1578 
Silicate mineral cation statistical mechanics 

1447
Silicon electrochem doping 2470 
Siloxane chemisorption site silica 761 
Siloxane monolayer conformation substrate 

1397
Silver Group IIB ESR 2324

Silver halide dispersion dissoln 816 
Silver halide dye optical absorption 2234 
Silver halide soly aprotic 2000 
Silver halide soly thiophane 429 
Silver salt ion pair 1081 
Silver vaporization kinetics 2007 
Simulation elec potential membrane 384 
Singlet methylene ketene photolysis 1618 
Singlet triplet arom dicarbonyl 626 
Singlet triplet perfluorocyclobutanone 187 
Size distribution transition micelle 2622 
Smectite hydrated interlayer structure 2430 
Smog hydroxyl reaction benzene 293 
Soap film bursting aureole 2501 
Sodium ammonia soln 2900 
Sodium ammonia soln IR 2963 
Sodium ammonia soln surface tension 3050 
Sodium ammonia soln transition 2922 
Sodium chlorate Raman 1711 
Sodium chloride aq diffusion pressure/'1885 
Sodium chloride heat soln irradiated ¿371 
Sodium chloride soln heat mixing 1540 
Sodium chloride sulfate heat mixing 1532 

1535
Sodium chloride surface tension pressure 

1670
Sodium chloride vaporization kinetics 2007 
Sodium dodecyl sulfate interaction poly(vi- 

nylpyrrolidinone) 2740 
Sodium dodecyl sulfate micelle interaction 

1935
Sodium dodecyl sulfate surface viscosity 

2122 *
Sodium fluorenyl dissocn thermodn 233 
Sodium hydride potential energy configura= 

tion 2745
Sodium hydroxide clathration tantalum 

sulfide 557
Sodium isobutyrate radiolysis 1517 
Sodium molybdate vaporization 722 
Sodium nitrate radiolysis mechanism 35 
Sodium polyphosphate NMR 1214 
Sodium sodium iodide ammonia 2952 
Sodium sulfide Raman 350 
Solid mesophase transition ethane 2116 
Soln aq structure breaking promoting 1268 
Soln binary ternary foam 1561 
Soln heat azoniaspiroalkane 1527 
Soln heat caffeine theophylline 582 
Soln ion structure spectrometry 2827 
Soln photoionization photoelectron spectros= 

copy 2935
Soln polaron stability 1322 
Soln pressure surface tension adsorption 

1670
Soln theory surface tension melt 2003 
Solute assocn thermodn non ideality 2496 
Solute breaking promoting water structure 

1268
Solute electron reaction solvent 25 
Solute molar vol hydrogen bond 2345 
Solvate tin Moessbauer 149 
Solvated electron absorption spectra 2815 
Solvated electron ale 185 
Solvated electron ammonia dielec const 

3053
Solvated electron ammonia IR 1651 
Solvated electron benzyl mercury reaction 

3040
Solvated electron IR lithium THF 3064 
Solvated electron optical absorption spectra 

2941
Solvated electron photoprodn ethanoLate 

308
Solvated electron reaction THF 1509 
Solvated electron reactivity 3025 
Solvation carbanion 1040 
Solvation electron frozen ethanol 2846 
Solvation electron kinetics 3038 
Solvation free energy electron 2820 
Solvation Group III A NMR 1733 
Solvation nonaq lithium salt 80 .
Solvation number ion polemic 1228 1230 
Solvation redn lithium DMSO 2312 
Solvent alkali metal cation radiolysis 3055 
Solvent effect acid dimerization 1450 
Solvent effect alkanoic acid 1176 
Solvent effect fluorescence phenylhexatriene 

1369
Solvent effect hydrogen bond 2488 
Solvent effect ion assocn 1081 
Solvent effect ion pair 2551 
Solvent effect ionic photodissocn 994 
Solvent effect lithium exchange 1292 
Solvent effect NMR methylphenol 479 
Solvent elec cond biimidazolidinylidene 

2135
Solvent electrokinetics ion exchanger mem= 

brane 2574
Solvent electron reaction photolysis 25 
Solvent jump chem relaxation 2734 
Solvent metbanol hydrogen bond 2307
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Solvent mixed thermodn ion exchange 1550 
Solvent solute hydrogen bond 2345 
Soly hydrocarbon perturbation theory 163 
Soly nonelectrolyte polar solvent 2239 
Soret coeff lithium iodide aq 1882 
Soret sodium chloride aq pressure 1885 
Sorption ion membrane binary salt 1659 
Specific vol aq protein 584 
Spectra gamma irradiation polyisoprene 

711Spectra tunneling ozonization phenol 2587 
Spectrometry chemisorbed mol orientation 

1190
Spectrometry ion soin structure 2827 
Spectrophotometer solvated electron 2941 
Spectroscopy photoelectron photoionization 

soin 2935
Spectroscopy time domain dielec 1459 
Spectroscopy time domain permittivity 93 

1469
Spectrtim absorption cyanine dye gelatin 

2228
Spectrum arene org glass 2098 
Spectrum imidazole radical adduct 1260 
Spectrum methyl ethyl radical 1054 
Spectrum phenylazonaphthol substituent 

effect 2411
Spin exchange Heisenberg tetracyanoethyl  ̂

ene 695
Spin labeling Lewis acid 376 
Spin lattice relaxation hydrogen bond '2325 
Spin lattice relaxation lithium 1958 
Spin lattice relaxation lithium ammine 

3000 , »•
Spin orbit coupling 2052 . ?
Spin relaxation methanol solvent 2307 
Spreading soin fbam 1561 
Squid giant azon nerve 384 
Stability const polymer complex 433 439 
Stability ion pair ESR 1042 
Stability polaron binary soin 1322 
Stability surfactant polymer latex 2020 
Statistical mechanics adsorption surface 

diffusion 885
Statistical mechanics cation silicate mineral 

1447
Statistical thermodn heavy water 2352 
Statistical thermodn ion hydration 2566 
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