


I
L

P H Y S I C A L  C H E M I S T R Y, i. .

T H E  J O U R N A L  O F

i  ■
,V* BRYCE CRAWFORD, Jr., Editor
?;i' STEPHENiPRAGER, A ssociate Editor f

* 4 - -  - ROBERT'W’. CARR, Jr., FREDERIC A. VAN-CATLEDGE, Assistant Editors .

, * EDITORIAL BOARD: C. A. AI^GELL (1973^1977). F. C. ANSON (1974-1978), .
V. A. BLOÖMFIELD (1974-1978), J. R. BOLTON (1971-1975), L. M. DORFMAN (1974-1978). 

-'H. L. FRIEDMAN (1975-1979), E. J. HART (1975-1979). W. J. KAUZMANN (1974-1978),
(R. L. KAY (1972-1976). D. W. McCLURE (1974-1978), R. M. NOYES 0973-1977),'.
J. A. POPLE (1971-1975), B. S. RABINOVITCH (1971-1975), S. A. RICE (1969-1975),

’ V  F. S. ROWLAND (1973-1977), R. L. SCOTT (1973-1977), A. SILBERBERG (1971-475),
, (J.B. STOTHERS (1974-1978), W. A. ZISMAN (1972-1976) ■

i.'l - - A
AMERICAN CHEMICAL SOCIETY, /155 Sixteenth St., N. W„ Washington, D. C. 20036

. " &
Books and Journals Division

JOHN K CRUM Director
VIRGINIA E. STEWART Assistant to the Director

CHARLES R. BERTSCH Head, Editorial Processing Department 
D. H. MICHAEL BOWEN Head, Journals Department 
BACIL GUILEY Head, Graphics and Production Department 
SELDON W. TERRANT Head, Research and Development Department

© Copyright, 1975, by th e  American Chemical Society. P u b ­
lished biweekly by the Am erican Chemical Society at 20th and 
N ortham pton  Sts., Easton, Pa. 18042. Second-class postage paid at 
W ashington, D.C., and at additional m ailing offices.

All m anuscripts should be sent to The Journal o f Physical 
C hem istry, D epartm ent of Chemistry, U niversity of M innesota, 
M inneapolis, Minn. 55455.

A dditions and Corrections are published or.ce yearly in the final 
issue. See Volume 78. N um ber 26 for the proper- form.

E xtensive  or unusual a lterations in an article a fter it has been 
set in ty p e  are made at th e  a u th o r’s expense, and it is understood 
that by requesting such a lterations the au tho r agrees to  defray the 
cost thereof.

The Am erican Chemical Society and the  E ditor of The Journal 
o f F}hysica l C hem istry  assum e no responsibility for the statem ents 
and opinions advanced by contributors.

Correspondence regarding accepted copy, proofs, and reprints 
should be directed to E ditorial Processing D epartm ent, American 
Chemical Society, 2Cth and N ortham pton Sts., Easton. Pa. 18042. 
D epartm ent Head: Charles R. BERTSCH. Associate D epartm ent 
Head: Marianne C. Brogan. A ssistant Editor: Cei.i.a B. 
McFarland. E ditorial Assistant: JOSEPH E. Yurvati.

Advertising Office: Centcom. Ltd., 50 W. S ta te  St., W estport, 
Conn. 06880.

Business and Subscription Information

Send all new and renewal subscriptions with p a ym en t to: Office 
o f the Controller, 1155 16th S treet, N.W., W ashington, D.C. 20036. 
Subscriptions should be renewed prom ptly to avoid a break in 
your series. All correspondence and telephone calls regarding

changes of address, claims for missing issues, subscription service, 
the sta tu s  of records, and accounts should be directed to Manager. 
M em bership and Subscription Services, American Chemical Soci­
ety, P.O. Box 33.37, Columbus, Ohio 43210. Telephone (6141 421- 
7230. For microfiche service, contact ACS Journals D epartm ent, 
1155 16th St. N.W., W ashington, D.C. 20036. Telephone (202) 
872-4444.

On changes of address, include both old and new addresses with 
ZIP code num bers, accompanied by m ailing label from a recent 
issue. Allow four weeks for change to become effective.

Claims for missing num bers will not be allowed (1) if loss was 
due to failure of notice of change in address to be received before 
the  date  specified, (2 ) if received more than  sixty days from date of 
issue plus tim e norm ally required for postal delivery of journal and 
claim, or (3) if the reason for the  claim is “ issue m issing from 
files."

Subscription ra tes (hard copy or microfiche) in 1975: $20.00 for 
1 year to ACS m embers; $80.00 to nonm em bers. E x tra  postage 
$4.50 in C anada and PUAS, $5.00 other foreign. Supplem entary  
m aterial (on m icrofiche only) available on subscription basis. 1975 
rates: $15.00 in U.S., $19.00 in C anada and PU AS, $20.00 else­
where. All microfiche airm ailed to non-U .3. addresses; air freight 
ra tes for hard-copy subscriptions available on request.

Single copies for current year: $4.00. Rates for back issues from 
Volume 56 to date are available from the  Special Issues Sales D e­
partm en t, 1155 Sixteenth St., N.W., W ashington, D.C. 20036.

Subscriptions to this and the o ther ACS periodical publications 
are available on microfilm. For information on microfilm write 
Special Issues Sales D epartm ent a t th e  address above.

Notice to Authors last printed -n the issue of Januarv 16, 1975





COMMUNICATIONS TO THE EDITOR
An Infrared Study of Some Reactions with Reactive Sites on Dehydroxylated Silica

. . B. A. Morrow* and I. A. Cody 761
Fragmentation of a-Alkoxyalkyl Radicals. An Electron Paramagnetic Resonance Study

. S. Steenken,* H.-P. Schuchmann, and C. von Sonntag 763

There is no supplementary material for this issue

* In papers with more than one author, the asterisk indicates the name of the author to 
whom inquiries about the paper should be addressed.

AUTHOR INDEX

Arai, S., 702 Graves, R. E., 746 Lifshitz, A., 686 Steenken, S.,-763
Ast, T„ 708 Guillory, W. A.. 692 

Guiochon, G., 732
Lifshitz, C., 713 Sworski, T. J., 681

Bente, P. F., Ill, 713 
Beynon, J. H., 708 
Blyholder, G., 756 
Brennen, W., 741 
Brupbacher, J. M., 671

Hayashi, K., 698 
Heicklen, J., 677 
Heusinger, H., 711 
Hoshino. M., 702

Matthews, R. W., 681 
McAdoo, D. J., 713 
McLafferty, F. W., 713 
Morrow, B. A., 761

Terwilliger, D. T., 708 
Thomas, S. G., Jr., 692 
Tokunaga, H., 752 
Tschuikow-Roux, E., 671

Cody, I. A., 761 Northrup, C. J.M., Jr., 726 Vidal-Madjar, C., 732
Cooks, R. G., 708 Imamura, M., 7C2 

Irie, M., 699 Ono, Y„ 752
von Sonntag, C., 763

Eagle, C. J., 671 Irie, S., 699
Rose, P. I., 746

Wahl, A. C„ 695

Frenklach, M., 686 Johnson. I.. 722 Sanhueza, E., 677 Yamamoto, Y., 699
Goedert. M., 732 Keii, T„ 752 Schuchmann, H.-P., 763
Gonnord. M.-F., 732 Komarynsky, M. A., 695 Shuman. M. E., 741 Zott, H„ 711

2A The Journal o l Physical Chemistry. Voi. 79. No. 7. 1975



P H Y S I C A L  C H E M I S T R Y
Registered in U. S. P a ten t Office © Copyright, 1975, by the Am erican Chemical SocietyVv

V O L U M E  79, N U M B E R  7 M A R C H  27, 1975

T H E  J O U R N A L  O F

Ion-Molecule Reactions in Amines. Photoionization 
of Propyl-, Ethyl-, Diethyl-, and Triethylamine1a

J. M. Brupbacher,1b C. J. Eagle,1c and E. Tschuikow-Roux*

Department of Chemistry, The University of Calgary, Calgary, Alberta, Canada T2N 1N4 (Received August 6, 1974)

Photoinduced ion-molecule reactions of primary ions occurring in the ethylamines and propylamine have 
been investigated in the pressure range 1-20 mTorr using a Kr resonance lamp (10.03 and 10.6 eV) as the 
excitation source. Thermal rate constants (T = 298°K) have been determined for the reactions Ri_n+NHn 
+ R3- nNH„ -  R3-n+NHn+i + R3-„NH„(—H) (*i) and R2-„(CH2)+NHn + R3_„NH„ -  
R2-„(CH2)NH„(-H) + R3- /N H „+1 (k2) where n  = 0, 1, and 2 for R = C2H5 and n  = 2 for R = C3H7. For 
the ethylamines the values for were found to be 18.3, 12.5, and 7.05 X 10-1° cm3 sec-1 and for k2, 19.7, 
13.6, and 1.28 X 10-1° cm3 sec-1 for n  = 2,1, and 0, respectively. For propylamine the corresponding values 
for ki and k2 are 15.6 and 22.4 X 10-1° cm3 sec-1. The values of k\ are slightly less than those previously 
reported for the methylamines and are shown to be consistent with the predictions for an ion-induced di­
pole model for ion-molecule reactions which assumes a collision complex in which the polar molecule is 
aligned with the ion and takes into account intrinsic differences in the N-H and C-H hydrogen-transfer 
rates. The observed change in k2 with increasing ethyl substitution is explained on the basis of the struc­
ture of the primary ion, R2_n(CH2)+NH„.

Introduction
Previous studies of ion-molecule reaction rates occurring 

in simple amine systems have been largely restricted to the 
methylamine series. Thermal rate coefficients for the reac­
tions
(C H E N I L  + (CH3)3jiNH„ —  (CH3)3_nNH„,1 +

(CH313_„NHB(—H) « =  0, 1, 2 (1)

have been determined at several excitation energies.2-5 
These rate constants were noted to be only weakly depen­
dent on the excitation energy and were observed to de­
crease with increasing methyl substitution. Theoretically 
predicted rate constants based on ion-induced dipole6 and 
ion-dipole models7 were found to be in poor agreement 
with experimental values.

In the case of the ethylamines, the ion-molecule reac­
tions have been investigated at excitation energies from 8.5 
to 12.5 eV.8 The reactions observed in ethylamine include 
the parent ion-parent neutral interaction

C2H5ftH2 + C,H3NH2 C2H5NH3 + C2H5NH- (2) 

and the reactions of the fragment ions

+ k2 *
CH2NH2 + C2H5NH, — ► C2H5NH3 + CH,NH> (3)

♦ ks *
CH3CHNH2 + C2H5NH2 — ► C2H5NH3 + CH3CHNH- (4)

Analogous reactions were observed in the cases of diethyl- 
and triethylamine. At relatively low excitation energies (10 
eV) only reactions 2 and 3 occur; however, the rates of 
these reactions were not determined. Similar processes 
were observed in the photoionization of n - propyl- and n- 
butylamine.

Although the analogous reaction to (1) for ammonia has 
been shown to proceed mainly via proton transfer from the 
parent ion to the neutral molecule rather than by hydrogen 
atom transfer to the ion,9 a recent study by Isakov and Po­
tapov8 on (C2H5)3N-CH3OD mixtures at ionizing energies 
below the appearance potential of CH3OD has clearly dem­
onstrated the hydrogen atom acceptor character of 
(C2H5)3+N ions. This suggests that the unit mass transfer 
reactions occurring in higher order alkylamines may pro­
ceed to a significant extent via a hydrogen atom transfer 
pathway.

In order to gain a better understanding of the reaction 
processes in simple amine systems, the ethylamines and n-
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672 J. M. Brupbacher, C. J. Eagle, and E. Tschuikow-Roux

propylamine have been reexamined with the aim to deter- 
f  mine the rate constants for the elementary reactions in 

these systems.

Experimental Section
All experiments were carried out using a high-pressure 

(10-3 to 0.3 Torr) photctfonizatjon mass spectrometer simi­
lar in design to that reported by Sieck, et al.1011 The appa­
ratus consisted of three major parts: (a) a vacuum chamber 
which houses the reaction cell, ion detection equipment, 
and a photoionization source (Figure 1); (b) an electronic 
module; and (c) a gas handling system, including pressure 
control and monitoring devices.

The reaction cell was constructed from stainless steel 
having a cylindrical inner chamber 15, mm long' and 8 mm 
in diameter. Both ends of the cell were sealed via 0  rings 
with LiF windows which could be readily exchanged. The 
exit pinhole (diameter = 0.25 mm), mounted*so as to be 
also easily interchanged, was located in a segment of stain­
less steel foil of 0.15 mm thickness situated acrOfes from the 
gas inlet to the cell.

The ion detection system consisted«of a quadrupole mass 
spectrometer electronic module (Finnigan Model 3000) 
with a separate quadrupole assembly and arf ion source 
which had been modified to permit electrical coupling to 
the reaction cell. When ions and neutral molecules emerged 
from the field free region of the reaction cell through the 
pinhole, a small voltage gradient focused the ions into the 
quadrupole field. The steep change in pressure brought 
about by the expansion of the reaction mixture into the 
housing assured that the ion-molecule reactions occurring 
outside of the cell were negligible. The reaction cell was 
maintained at +5 V while the three focusing plates were 
kept at 0, —70, and 0 V.

Relative ion concentrations were recorded as a function 
of cell pressure on a uv oscillograph which allowed the si­
multaneous recording of spectra at three preamplifier 
gains, each differing by a factor of 10. The spectra were re­
corded at a slow rate (1.6 amu/sec) to permit time averag­
ing of each relative ion concentration. Pressure fluctuations 
in the cell during the recording process were found to be 
less than 0.05 mTorr.

The vacuum chamber was evacuated using a 6-in. oil dif­
fusion pump coupled to a freon-cooled baffle. A separate 
gas handling system was used to evacuate the reaction cell. 
Ultimate pressure in the vacuum chamber was typically 1 
X 10-7 Torr as measured on a discharge vacuum gauge. 
Vacuum in the chamber could be maintained below 5 X 
10~6 Torr with 100 mTorr in the reaction cell. Pressure 
measurements in the reaction cell were made to the nearest 
0.1 mTorr using a capacitance manometer (MKS Type 
170M electronic unit and Type 310 AH-10 pressure head). 
Pressure in the reaction cell could be adjusted and also 
maintained at a constant level by use of a variable leak 
(Granville-Phillips Series 203) located in the transfer line 
between the gas handling system and the reaction cell.

Photoionization of the ethylamines was achieved using a 
Kr resonance lamp (10.03 and 10.6 eV) as the light source. 
The energy of the 10.03-eV line, which accounts for about 
90% of the total lamp intensity, was 28.8, 27.0, 46.6, and
58.3 kcal mol-1 in excess of the ionization potential for pro­
pyl-, ethyl-, diethyl-, and triethylamine, respectively. The 
quartz tube extension on the lamp was fitted with an alu­
minum covering to shield the quadrupole rods and electron 
multiplier from spurious microwave and uv radiation, as

Figure 1. Schematic diagram of the photoionization mass'spectrom­
eter: (A) krypton resonance lamp, (B) reaction cell, (C) ion focusing 
plates, (D) quadrupole assembly, (E) to variable leak, (F) to capaci­
tance manometer.

well as to eliminate the possibility of photoionization oc­
curring outside of the cell.

The ethylamines used were reagent grade and were in­
jected into the gas handling system shortly before use, out- 
gassed, and multiply distilled in vacuo. Mass spectral anal­
ysis of the purified compounds showed no impurities.

Determination of Rate Constants. For single component 
systems the rate coefficient for the loss of a specific pri­
mary ion, P,+, by two-body reaction is given in terms of the 
fractional ion current, by (Appendix A)

In / ; = —(kiT/RT)P (5)
where P is the total pressure and T is the absolute temper­
ature. The reaction time, r, can be associated with the 
mean residence time of the primary ions in the reaction 
cell. At low pressures, in the molecular flow region, r is not 
a function of pressure. Consequently, in the molecular flow 
region, the rate coefficient, k;, can be determined from the 
slopes of plots of In /, vs. P. Parenthetically it may be 
noted, however, that with increasing pressure the nature of 
the flow through the pinhole changes and t  is expected to 
become pressure dependent. Any change in r with pressure 
would manifest itself as curvature in these plots.

From the above discussion, it is clear that in order to cal­
culate absolute rate constants from plots of fractional ion 
current vs. pressure it is necessary to know the residence 
time of the particular primary ion. However, experimental 
determination of residence times is imprecise. For this rea­
son, rate constants were determined relative to a standard 
reaction by the procedure outlined below.

From plots of In /, vs. P, eq 5, slopes can be obtained for 
the standard and unknown reactions. These slopes, denot­
ed by b0 and 6„ respectively, satisfy the relationship b = 
—kr/RT. Combination of these expressions for the slopes 
gives the ratio

bt/b o = (VkoM V 't,) (6)
Assuming that the residence time of a primary ion is in­
versely proportional to the ion velocity13 given by c = 
[(8feT)/(7rm)]1/2, one obtains

k i = (bi/bn) (>%/>»;) I/26„ (7)
The reaction, NHn+ + NH.j —>► NH4+ + NH2, has been 

extensively studied by various techniques9’12 17 and was 
consequently chosen as the standard for this investigation.

The Journal of Physical Chemistry. Vol. 79. No. 1. 1975



Ion-Molecule Reactions In Amines 673

The rate constant for this process was taken as &nh3 = 2.1 
X 10-9 cm3 sec-1 which is the value reported by Sieck, et 
al.,17 for ammonium ions produced by photon impact at
10.6 eV. After photoionization of NH3 at 116.5 nmiti the 
pressure range 1-15 mTorr, a plot of 1ô ‘̂ nh3+/(^nh3+ + 
INH4f )] vs. P was made and the slope, bo, was determined. 
This slope was used in conjunction with eq 7 to determine 
the rate constants for the amine reactions. The value of 
znh3+ calculated from eq 5 was 1.9 Msec.

Using the above procedure, rate constants of 15.3 and
10.2 X 10~10 cm3 sec-1 were obtained for the hydrogen 
transfer reactions in dimethyl- and trimethylamine, respec­
tively. Although the exact calibration procedure used by 
the previous investigators5 was not stated for these sys­
tems, a value of 1.4 X 10-9 cm3 sec-1 was reported earlier 
by these authors for the ammonia reaction.11 Multiplica­
tion of their rate constants for dimethyl- and trimethyl­
amine by the factor 2.1 X 10~%T.4 X 10-9 = 1.5, yields 
values of 15.3 and S'.3 X 10-1D cm3 sec-1, .respectively. 
These results- are in’good agreement with the results re­
ported in the present work.

'••' .In the pressure range 1-20 mTorr, the mass spectra of 
- the ethylamines show only three major ions. These ions are 
.. the primary parent ion of mass m, a cracking ion of mass m 
. -  15 corresponding ti§ the loss of a methyl group from the 
parent -molecule, and a secondary ion of mass m + 1 formed 
by two-body reaction.

Two processes have been proposed for the formation of 
this m + 1 ion8

+ k 1 +
R3j ,NH„ + R3j,NR, —* + R3rfINH„(-H) (8)

Rj^CHjINH* + R3_„NH„ — *
R2j,(CH2)NH„(-H) + R3rfNH„t1 (9)

where R represents the C2Hs group and n = 0, 1, or 2 for 
triethyl-, diethyl-, and ethylamine, respectively.

Since the process
C2H4NH2 + C2H5NH2 —*• C2H5NHj + C2H4NH (10)

is known to occur only at excitation energies above 11.5 eV8 
this reaction need not be considered in the present study. 
Further, in the cases of diethyl and triethylamine, the m — 
1 ion is observed to be present in exceedingly low concen­
tration, indicating that the analogous processes to reaction 
10 are unimportant in these systems.

In order to calculate the rate constants for reactions 8 
and 9, it is necessary to separate the m + 1 ion intensity 
into contributions from the two processes. This can be 
done by consideration of the charge balance in reactions 8 
and 9.
[R3j ,NHJ„ = [R3jiNHJ, + [R ^N iW ], -  [R3_nNHntl]4

(ID
[R2ji(CH2)NHJ0 = [R2j ,(CH2)NHJp + lR3jINHntl]i,

(12)
where [R,3_n+NHn]o and [R2- n(CH2)+NH„]0 represent the 
concentrations of the m and m — 15 ions prior to bimolecu- 
lar reaction; [R3_n+NHn]p, [R3-„+NH„+i ]p> and 
[R2-n(CH2)+NHn]p are the observed concentrations of 
these ions at a given pressure, and [R3_„+NH„+i]i, is the 
concentration of the m + 1 ion formed by reaction 9.

Combination of these expressions gives the ratio, |3, of 
the two primary ion intensities observed in the absence of 
bimolecular reaction.

P =
[R2j (CH2)NHJ0

[R3̂ H J o

[R2„(CH2)NHj, + [R g ^ N H ^  
[R3.„N lU  + [Rs-nNH,, J ,  -  [R3jlNHnti]1

(13a)

(13b)

In terms of the observed im* intensities, eq 13b may be re­
written as

r _  E f t .  +  / - l )  ”
(/3 + 1)

”■-15 (14)

where Ib is the intensity of m + 1 ion arising from reaction 
9. The resulting expressions for the fractional ion currents 
of the two primary ions at any pressure are /m_i5 = 15/
(P n  -15 T l fyi and fm — I mi ( J m  t  Im+i L>).

For a particular amine the value of /J can be determined 
by plotting^the ratio / m- i 5/(/m + Im+X) vs. pressure, and 
extrapolating the respiting curve to zero pressure. The in­
tercept, /m |i5°/fm°, which is the ratio of the primary ion 

• intensities In the absence of bimolecular reactions, corre­
sponds to iII Once (i is known the fractional currents of the 
primary ions at any pressure can readily be calculated.

Results and Discussion
Plots of In fi vs. P for both primary and secondary ions 

are shown ip Figures 2-4 for ethyl-, diethyl-, and triethyl­
amine, respectively. The plot for n-propylamine was essen­
tially identical with that of ethylamine and is omitted. The 
values of the thermal .rate constants for the loss of the pri­
mary ions, k i and k2, are listed in Table I. Also included 
are the previously reported values (revised) for the analo­
gous methylamines.5 Listed in Table II are the predicted 
values for these reactions based on ion-induced dipole (fe,„) 
and ion-dipole (ftlfI) interactions and their combination 
which correspond to the “locked-in” dipole theory,7-12 and 
the average-dipole-orientation (ADO) theory.18-20

The observed values of k x agree with the general trend 
established for the methylamines, i.e., k , decreases with in­
creasing alkyl substitution. The value of k x for ethylamine 
coincides with that for methylamine and both values are 
close to the;predictions of the ADO theory. However, the 
values of k{ for the two tertiary amines are significantly 
lower than the expected values based upon this theory.

The values of the rate constants for the proton transfer 
reaction, k2, decrease with increasing ethyl substitution as 
was also observed in the case of k\ (Table I) and are close 
to ^2,ado for ethyl- and diethylamine. However, the rate 
constant for triethylamine is very low compared to k 2 ADQ. 
This observation is consistent with the results obtained for 
k 2 for the analogous trimethylamine case.5 This discrepan­
cy cannot be accounted for simply on the basis of the ion 
acidity since the decreased acidity of the ion with increas­
ing ethyl substitution is approximately matched by in­
creased basicity of the substrate molecule. The low value of 
k-> can, however, be interpreted on the basis of the struc­
ture of the primary ion, (C2H5)2-n(CH2)+NHn. McLaff- 
erty21 has indicated that for primary amines the observed 
m — 15 ion arises through the sequence

♦ . *
R:CH2:NH2 - ^ R :C H 2:NH2 — *- R - CH2= N H 2 

R -C H 2= N H 2 — ► R* + CH2= N H ,

ch2= nh2 ch2—nh2
I II

The Journal of Physical Chemistry. Vol. 79. No. 7. 1975
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P ( m torr )

Figure 2. Plots of log f, vs. pressure for ethylamine: upper plot corre­
sponds to hydrogen transfer reaction, C2H5+NH2 + C2H5NH2 —*• 
C2H5+NH3 + C2H5NH2<-H); lower plot corresponds to proton trans­
fer reaction, CH2+NH2 + C2HsNH2 —*■ CH2NH + 1NH3. The
values of f; are the average of three experimental determinations at 
each pressure.

Figure 3. Plots of log f, vs. pressure for diethylamine: upper plot cor­
responds to hydrogen transfer reaction, (C2H5)2+NH + (C2H5)2NH — 
(C2H5)2+NH2 + (C2H5)2NH(-H); lower plot corresponds to proton 
transfer reaction, (C2H5XCH2)+NH + (C2H5)2NH —  <C2H5XCH2)N + 
(C2H5)2+NH2. The values of f, are the average of three experimental 
determinations at each pressure.

By analogy, the general structure for this ion in ethylam­
ines would be

Figure 4. Plots of log 1) vs. pressure for triethylamine: upper plot cor­
responds to hydrogen transfer reaction, (C2H5)3+N + (C2H5)3N —*■ 
(C2H5)3+NH + (C2H5)3N(-H); lower plot corresponds to proton trans­
fer reaction, (CH2)+N(C2H5)2 + (C2H5)3N —• (CH2)N(C2H5XC2H4) + 
(C2H5)3+NH. The values of f, are the average of three experimental 
determinations at each pressure.

TABLE I: Rate Constants'1* for Alkylamines

R :i_„NH„ Ref h2 Ref

CH,NH, 18.3 c d
(CTUVNH 15.3 c d

15.3 e
(CH3) ¡N 8.3 c f c

10.2 e
C,HSNH, 18.3 e 19.7 e
(CMRKNH 12.5 e 13.6 e
u: h ).n 7.05 e 1.28 e
c :!h 7n h 2 15.6 e 22.4 e

0 Estimated reproducibility in ky is 5%; however, the values of 
k i  are only reproducible to about 10% due to lower intensities of 
the cracking ion. h Units of k \ and fe2 are 10-10 cm3 sec-1 . c Values 
of ky taken from ref 5 and adjusted by multiplying by the factor 
1.5 (see text). d For methyl- and dimethylamine cracking of the 
primary ion does not occur at 10.0-eV excitation energy. ' This 
work. ' No reaction was found between (CH3)2+NCH2 and 
(CH3)3N, although resonance hydride (H- ) transfer would not 
have been detected.

c h 2= n ;

III

.R,

R 2
CH-.-N

IV

-Ri

R,
R  = H, C 2H s

where the alkyl stabilized iminium ion III more accurately 
describes the bulk of these ions since nitrogen is signifi­
cantly more electronegative than carbon and structure IV 
is an unstabilized primary carbonium ion. For triethyl­
amine, Ri = R2 = C2H5, the positively charged nitrogen has 
no transferable proton. Hence, the slow but observable rate 
of proton transfer must occur through the small contribu­
tion of the carbonium ion IV to the primary ion structure
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TABLE II: Theoretical Thermal Rate Constants“ 6 for Amines and Comparison

+
R j -N H « h C K i a k .  dIU cf 1? g 

'M ,  A D O ^ it obsd k i , a

(i = 1 )
NH j 12 .0 46 .6 58.6 0.215 22 .0 21 .3 21.3
c h 3n h . 1 3 .0 34 .0 47 .0 0 .1 8 0 19.1 18.3 17.6
(C H ,),N H 12.5 2 2 .0 34 .5 0 .139 15.5 15.3 14.0
(CH3)3N 12 .0 1 1 . 0 33 .0 0 .066 12 .8 1 0 . 2 10 .2
C ,H 5NHn 1 2 . 1 23.8 45 .9 0 .156 15.8 18.3 16.5
(C ,H 5) 2NH 1 2 . 1 14.1 26.2 0 .10 0 13.5 12 .5 11.7
(C 2H5)3N 1 2 .0 8.6 20.6 0.048 12.4 7.05 6 .90
C ;1H ;NH j 1 1 . 8 19.9 31 .7 0.140 14.6 15.6 16.5

V = 2 )
c , h 5n h , 13.6 26.6 40 .2 0 .156 17.7 1 9 ,7ft
(C ,H 5) 2NH 12.9 10 .0 22.9 0 .100 13.9 13.6
(c , h 5)3n 12 .6 8.9 21.5 0 .058 13.1 1.28
c 3h 7n h 2 14.9 24.3 39.2 0 .140 18.3 22.4"

a Values of ft;;„and kiiU were calculated using bond polarizabilities and dipole moments tabulated in ref 23 and 24,, respectively. 6 Units 
of k are 10-1° cm3 sec-1. c Ion-induced dipole contribution. d Ion-dipole contribution. c “Locked-in” dipole theory. < The values of c have 
been calculated using data provided in ref 20. e Average-dipole-orientation (ADO) theory, &, ado  = k , + cku^. h Poor agreement obtained 
between &2 ,ado  and &2 ,obsd is a direct consequence of the very small extent of fragmentation in the primary amine ions.

or from the carbon atom a to the positively charged nitro­
gen. However, for n-propyl-, ethyl-, and diethylamine 
transferable protons are available in structure III and a 
rapid reaction is observed.

The observation that the structure of the ion can play an 
important role in the rate of proton-transfer reactions sup­
ports the view of Su and Bowers19 that the slow rate ob­
served for the reaction (CH3)3C+ + NR3 —* (CH3)2CCH2 + 
H+NR3 results from structural factors in the reactant ion 
and not from any inadequacy in the ADO theory itself.

When both ion-induced dipole and ion-dipole interac­
tions are considered, the collision rate constant klt is given 
as the sum of the two contributing terms: the pure po­
larization theory rate constant and the ion-dipole collision 
term, kl tl, multiplied by a mixing parameter, c„ which indi­
cates the extent of contribution of the permanent dipole 
term to the overall rate constant

^  it  ADO ^ it

= (a a //j ) 1/2 + Ci(bnD/ f i1/2) (15)
where a and b are constants; a and ¿¿u are the polarizability 
and dipole moment of the molecules, respectively, and n is 
the reduced mass of the ion-molecule collision complex.18 
Current treatment of collision frequencies includes both 
terms in eq 15. The values of c, and hence A,, ado can be 
readily calculated using parameters summarized in ref 20. 
These values are given in Table II for all reactions relevant 
to this study. It is noteworthy that &,,ado for the hydrogen 
(or proton) transfer reaction in (CH3)3N and (C2H5)3N are 
significantly greater than the experimental result. This 
suggests that the reaction efficiency is low.

If the rate constant for an ion-molecule reaction is as­
sumed to be the collision rate constant, fe;,a d o > the effects 
of internal molecular structure on reaction rate are ignored. 
A more complete model must include some type of correc­
tion for these effects. In the case of amines, in a typical col­
lision complex formed at low ion velocity, the polar amine 
is most likely aligned with the ion.2 In such a configuration, 
both the N-H and a C-H hydrogen atoms on the substrate 
molecule are in a geometrically favorable position for hy­

drogen transfer.22 It is clear that aside from statistical con­
siderations these two transfer processes would also be ex­
pected to differ due to differences in reactivity and stereo­
chemistry. It is relatively easy to account for these factors 
semiempirically.

In trimethylamine (TMA), hydrogen atom transfer can 
only occur from the C-H bonds on the a carbons; whereas, 
in ammonia only transfer of N-H hydrogen is possible. In 
other primary and secondary alkylamines both types of 
transfer are possible and the observed reaction rate is a 
composite of the rates of these processes (neglecting contri­
butions of H from the (3 carbons, etc.).

The rate constants for hydrogen transfer in ammonia per 
N-H bond can be defined as &nh3/3 where k nh:) is the ob­
served rate constant for this reaction. In the case of amines, 
it is assumed here that the rate of hydrogen transfer per 
N-H bond is given by /2nh3/3 multiplied by an appropriate 
factor to account for the difference in the collision rates in 
ammonia and the particular amine. Since the values of c, in 
eq 15 are low in the amine reactions, it has, for simplicity, 
been assume that J^ado ~ (aa/p)112. Using this approxi­
mate expression the collision correction factor is (¿¿nh3«a/ 
Aa«nh3)1/2 where n and a refer to the reduced mass and po­
larizability of NH3 and the amine (denoted by subscript A). 
Further, if n is the number of N-H bonds in the amine the 
rate constant for hydrogen transfer is given by

Similarly, the rate constant (per C-H bond) for hydrogen 
transfer from the a carbon in TMA may be written as 
Ui'ma/9 where & t m a  is the observed rate constant. Hence, 
this contribution for any other amine is

&C-H — j t  MTMAa A Y (  &TMA \
\ Ma q tm a  / V 9 / (17)

where j  is the number of ¿¿-carbon hydrogen bonds.
Thus the total rate of hydrogen transfer for an amine is 

then
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In the presant model, the rate constant is seen to be pro­
portional to ,tfie pure polarization theory (Langevin) colli­
sion number, ás is reflected by the term (aA,Va)1/2, multi­
plied by a second factor which reflects the internal struc­
ture of the molecule.

The values of k x „' for both methyl- and ethylamines are 
compared with the experimental results in Table II. The 
calculated values agree well with the experimental results 
but are generally slightly lower than thfe observed rate con­
stant, /?i,0bsd- This observation is understandable in light of 
the fact that the ion-dipole contribution to the total colli­
sion frequency has been neglected in the formulation of 
k iJ .  The correct prediction of a very low value of k\ for 
the triethylamine system lends further support to the pres­
ent model.

The agreement obtained between k XtJ  and the observed 
k\ values for the methyl- and ethylamines seems to indi­
cate that this class of unit mass transfer reactions in 
amines, at low ion velocities, involves a collision complex in 
which the polar molecule is aligned with the ion and the ac­
tual hydrogen or proton transfer rate is determined by the 
number and intrinsic reactivity of those hydrogens which 
are in a geometrically favorable position for reaction. Con­
sequently, any theoretical model which predicts collision 
rates only will generally be inadequate in describing the 
chemistry of hydrogen transfer reactions.
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Appendix A
As a result of photoionization of a substrate material, R„ 

several different primary ions, P,+ and neutrals, N„ may 
result from the process

hv n n
R Z P ,*  + Z n <¡=i i=i

Once formed, each of these primary ions may undergo ion- 
molecule reactions with any suitable substrate present in 
the reaction mixture. The reactions of one particular pri­
mary ion can be summarized as follows:

Pf* + R, — St+ +
*2

N,
IV + r 2 —*■ s2+ + N 2

kL
Pf* -j- r l —  sL* +

where R, represents the different reactive substrates that 
may be present in the reaction mixture and S,+ and N, rep­
resent the various secondary ions and neutrals formed. For 
this reaction scheme, the rate of loss of a specific primary 
ion, P, +, must be given by

d[Pj*]/df
L

Z ^ l R j l P i l (Al)

where kx represents the total rate constant for the loss of 
P,+ by reaction with R,. Integration of eq Al over the reac­
tion time t gives the expression

I n f e f  = -  ? V  (A2)l*i Jo ;=r
On the basis of charge conservation, it cafrbe seen from the 
above scheme that [P,+]o = [P,+]T + 2 ,[S,*]T, where [S,+]T 
is the concentration of a particular secondary ion at time r. 
Since ion currents are proportional to ion concentration

£ * íLr (]t*=i
(A3)

where Iy is the observed total ion current for species y  at 
time r. Equation A3 may be rewritten in terms of mole 
fractions as follows:

kjXjPr
RT (A4)

where /, = /p,+/(/p,+ + 2,7s,+), P is the total pressure, T  is 
the absolute temperature, and A, is the mole fraction of 
the ith component in the reaction mixture. For single com­
ponent systems eq A4 further simplifies to

In / j  = ~{ki r/RT)P  (A5)
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TABLE I: Extinction Coefficients

Molecule Band, cm' 1

J'*». t «,.
10 x peak v* 
extinction 
coefficient, 
Torr' 1 cm' 1

C,H3C1 1640 3.55
CHCIO 1805 15.0
CH2C1CC1(0) 1860 9.82
CH2C1CH(0) 1770 6.00
CH3CCKO) 1860 14.0
HCOOH 1805 7.36

some CH3CCKO) is also produced, but it is not possible to
know for sure since its carbonyl infrared band is identical 
with that for CH2C1CC1(0). The results are summarized in 
Table II, assuming no production of CH3CC1(0). The 
quantum yield of C2H3C1 disappearance, —4>|C2H3C1), and 
CH2C1CC1(0) production, 4>|CH2C1CC1(0)) are strongly de­
pendent on the ratio [02]/[Cl2]. They decrease as the values 
of the ratio increase. The lower limiting value of 
—<I>1C2H3C1| appears to approach ~2, while that for 
4>|CH2C1CC1(0)| is even lower. There may be some depen­
dence in 4>|CHC10|, but it is not marked. Except for one 
run, it varies between 2 and 4. For the runs with the short­
est conversion times, CO was measured immediately at the 
termination of the run. It is believed that the CO is a true 
initial product, and does not come from the decay of 
CHCIO.

There is a time dependence during the run, and this is 
shown in Figure 1, which contains plots of olefin consump­
tion and carbonyl product formation vs. duration of expo­
sure for a typical run. The inhibition of the reaction as the 
run proceeds is evident. It almost surely ccmes from the 
fact that the Cl2 (and thus the absorbed intensity, 7a) is de­
pleted during the irradiation, as required by mass balance 
considerations. For example, when [CH2C1CC1(0)] reaches 
a pressure of 1.5 Torr, about 50% of the Cl2 should have 
been removed, and the rate of CH2C1CC1(0) production 
has dropped to about one-half of its initial va.ue.

The reaction of 0(3P) with C2H3C1 gives as products: 
CO, CH2C1CH(0), CH3CC1(0), HC1, CH4, and polymer. 
There was no evidence for C2Hs (4>|C2H6} < 0.02), CHCIO 
(4>|CHC10j < 0.1), or CH20. No attempt at analysis was 
made for H2. The results are listed in Table III. They are 
reported in comparison to N2 production, to obtain yields 
per Of3P) atom. The yield of C2H3C1 remova. is clearly > 1. 
For high total pressure ([NiO] ~  400 Torr), 77|CO|//?|N2| = 
0.25, P|CH2ClCH(0):/fi|N2i * 0.40, and P!CH:iCCl(C))|/ 
/?|N_>! ~ 0.09. At low total pressure, the respective values 
are 0.40, 0.25-0.35, and ~0.07. At either hign or low pres­
sure, all of the 0(:!P) atoms have not been accounted. Pre­
sumably the unaccounted fraction has gone into the poly­
mer or H20. Figure 2 shows the time history for one set of 
conditions. The C2H:!C1 consumption and CH:iCCl(0) pro­
duction rates are constant. However the CH2C1CH(0) pro­
duction rate falls off at long irradiations, indicating that it 
is being removed from the reaction mixture, probably by 
free-radical attack on the aldehydic hydrogen.

In the presence of 0 2, the 0(3P)-C2H3C1 reaction pro­
duces CHCIO, CO, HC1, and HCOOH. Surprisingly the C2 
carbonyl compounds are not produced (4>|CPI2ClCH(0)j < 
0.2 and 4>|CH3CC1(0)! < 0.03). CH4 also is not produced 
(4>|CH4| < 0.01). The results are in Table IV. Considerable

Figure 1. Plots of C2H3CI consumption and CH2CICCI(0) and CHCIO 
production vs. the product of the initial absorbed intensity and the ir­
radiation time in the chlorine-atom initiated oxidation of C2H3CI at 
31° for [C2H3CI]0 = 2.67 Torr, [O2]0 = 3.06 Torr, [Cl2]0 = 3.53 
Torr, [N2] = 176 Torr, and an initial absorbed intensity of 0.43 
mTorr/sec.

Figure 2. Plots of C2H3CI consumption and CH2CICH(0) and 
CH3CCI(0) production vs. irradiation time in the reaction of 0(3P) with 
C2H3CI at 25° for [C2H3Cl]o = 6.6 Torr, [N20] = 400 Torr, and an 
initial absorbed intensity of 1.0 mTorr/sec. Note two different ordi­
nate scales.

difficulties were encountered in obtaining these results. 
Even though the cell was shaken during the experiments, 
inhibition occurred. Even the N2 rates decreased. Thus 
some material was produced which inhibited the Hg-sensi- 
tized decomposition of N20. It was difficult to obtain N2 
production rates in the presence of a large excess of 0 2, so 
this parameter was measured only in the run at lowest 0 2 
pressure. The quantum yields reported are all low because 
they are based on final product concentrations, but initial 
values of 7a. For the two runs where initial rates of C2H3C1 
consumption were used, —4>|C2H3C1| is much larger (about 
a factor of 2). The results for 4>|CHC10| are even further 
complicated, because HCOOH interferes with the analysis, 
and the values reported assume no HCOOH production, 
which does not appear to be correct. Finally after all the 
CHCIO had decomposed, 4>jCOi and 4>|HCOOH| could be 
measured, but we cannot tell what fraction represents ini­
tial products, and what fraction secondary products. In 
spite of these difficulties, it appears that the results are un­
affected by changes in the reaction conditions.

The inhibition effect with extent of irradiation is shown 
in Figures 3 and 4 for C2H.3C1 consumption and CHCIO 
production, respectively. From Figure 4 it can be seen that 
the inhibition effect increases with the 0 2 pressure, possi-
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TABLE II: Chlorine-Atom Initiated Oxidation of C2H3CI at .310 a

[o2]/
(Ci2l

[o2],
Torr

[C121.
Torr

[C2H;)Cl],
Torr

7
m T o rr /sec

Irraa ia -
tion

tim e, sec
-*{c2-
h 3c i}°

4>{CH2C1-
CC1(0)}°

4>{CH-
cio}° 4-{CO}"

■ 0.374 3.14 . 8.39 4.55 1.03 1 0 0 20 15.2 2.8 0.72
0.445 3.77 8.47 7.45 1.04 1 0 0 20 16.0 3.8 0.73
0.846 6.90 8.16 5.18 1.00 550 13 8.3 3 .0
0.865 3.02 3.49 28.86 0.43 600 19.0 6.7
0.867 3.06 3.53 2.67 0.43 765 11 8.6 2.4
2.22 18.4 8.30 5.02 1.03 150 7.0 4.0 2.8 0.71
2.80 4.40 1.57 5.24 0.193 3600 5.0 2.4 1 . 6
2.81 23.2 8.27 4.66 1.04 100 3.4 2.2 0 . 6 6
3.95 3.25 0.82 6.0 0.101 4250 4.0 1.8 2.2
8.60 27.0 3.14 3.14 0.43 2000 4.4 2.0 2.4

18.64 150.6 8.08 25.4 0.99 1300 2.0 0.6 1.9
20.57 167.0 8.12 6.2 1.00 1000 3.0 1.0 1.9

a 142-176 T orr of N 2 present in all runs. '' 7a based on the quantum  yield of consum ption of C2C14 = 300 in the chlorine-atom  in itia ted  
oxidation of C2C14. ‘ From in itial rates. d Analysis for CO a t the term ination  of the run.

TABLE III: Reaction of 0 (3P) with C2H3CI at 25°

[c2h3ci],
Torr

[N,o],
Torr m T o rr /sec

Irradiation  
tim e, sec

-ft{C,H.|Cl}/
7?{N2}

77{CO}/
77{N2}

77{CH2-
CICH(O)}/

ä {n2}
7?{CH3CC1-
(0 )} /r {n 2}

1.25 847 0.89 1.350 1 . 1 0 0.26 0.37
2.35 36 0.70 2 , 1 0 0 1.50 0.39 0.25 -0 .0 7
4.30 412 0.08 10.800 1.50 0.25 0.40 0.09
5.10 35 0.35 1,300 1.97 0.40 0.35
6 .37“ 373 0.52 2.500 1.56 0.25 0.50 0.09
e.eo1’ 400 1 . 2 2 er 0.37° 0.076°

11.16 411 0.66 2 , 0 0 0 1.63 0.24 0.43 0.09
a 77 |C H 4|/7?|N 2| = 0.033. b T his run taken to 100% conversion. 7a = 1.0 m Torr/sec at the beginning of the run. The ratio  of C H 4 produced 

to  C2H3C1 consumed was 0 .03 .1 From Figure 2.

TABLE IV: Reaction of 0 (3P) with C2H3CI in the Presence of O2 at 25°

Irra ­
diation

ro,i.
Torr

[C2H3Cl].
Torr

în2o |.
Torr

/a."
m T o rr /sec

tim e,
see -4>{C2H3Cl}6>° 4>{CO}m

4>{HCO- 4>{CH-
C10}°

2.7 2.82 460 0.96 1754 0.92 (1.54) 0 .1 1 / 0.48/ 0.93
3.0 3.60 400 0 . 1 0 2 7400 0.80 0.60 0.53
5.65 3.80 346 0.90 2400 0.78(1 .65) 1 . 0 0 0.46 0.93

1 2 . 0 11.65 409 0.90 700 0.52 0.69 0.83
87.0 3.31 362 0.96 800 0.71 0.49 0.50 0.64

“ 7a a t the beginning of the run as determ ined in separate actinom etry experim ents from the N 2 produced in the irradiation  of N 20  in the 
presence of ~  1% C2F4. h Q uantum  yields are based on the total C2H 3C1 consumed or product produced during the run divided by the initial 
7a . ' Values in parentheses are based on initial rates obtained from Figure 3, and represent true initial quantum  yields. d Analyses for CO 
and HCOOH were performed about 1 hr after the term ination  of radiation so th a t all the CHCIO had decom posed . e 4>|CHC10| based on the 
initial growth ra te  of the  1805-cm 1 band, assum ing th a t th is band was entirely due to CHCIO. HCOOH has a band in the sam e place, and 
if any of the band is due to HCOOH. then ‘1>|CHC10| would be reduced, and the value reported lies between <f>|CHC10| and 4>|CHC10| +  
|H CO OH| since the  extinction coefficient for HCOOH is 7.36 x  10-3 T orr 1 cm 1 compared to th a t of 15.0 x  10-3 T o rr-1 cm 1 for 
CHCIO. < R |C O |//? |N 2| =  1.24, 7? |H C O O H |//i|N 2| = 0.85.

bly because some of the 0(3P) atoms react with CL to pro­
duce 0 :i which attacks the mercury.

Discussion
The production of CO and CHCIO in the chlorine-atom 

initiated oxidation can be explained by a mechanism analo­
gous to that for the more-highly substituted chloroethy- 
lenes

Cl, + h v  — ► 2C1 (10)

Cl + C2H3C1 — *- CHjCICHCl (111

CHX1CHC1 + 0 ,  — *- CHXICHCIO, (12) 

2CH,C1CHC10, — »- 2CH,C1CHC10 + O, (13a) 

— *- (CHjCICHClO), + O, (13b) 

CHjCICHClO —  CH,C1 + CHCIO (14a) 

— *  CH,C1 + CO + HC1 (14b)
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Figure 3. Plots of C2H3CI consumption vs. irradiation time in the 
reaction of 0(3P) with C2H3CI in the presence of 0 2 at 25° for two of 
the runs in Table IV.

Figure 4. Plots of CHCIO production vs. irradiation time in the reac­
tion of 0(3P) with C2H3CI In the presence of 0 2 at 25° for four of the 
runs in Table IV.

The CH2C1 always gives CHCIO in a terminating reaction17

CH2C1 + 0 2 — ► CH,C102 (15)

2CH2C102 — *  2CH2C10 + 0 2 (16)

followed by
CH2C102 + CH2C10 — ► 2CHC10 + HzO (17) 

or
CH,C10 + 0 2 — *■ CHCIO + HO; (18)

CH2C102 + H 02 — »- CHCIO +  H20  + 0 2 (19)

The mechanism predicts that

<1>{CHC10} + 4>{CO} + 44>{(CH2C1CC10)2} = 4 (I) 
4>{(CH2C1CC10),} = km /k n (II)

${C0}/4>{CHC10} = km /(2kUi +  *14b) (III)

where &13 =  fei3a + k 13b. The results indicate that 
4>|CHC10) + 4>)CO| ~  3.1 ± 0.5. If the 3.1 value is accepted, 
then 4>|(CH2C1CC10)2| should be ~ 0.2, an amount too small 
for us to detect. However with this value k mbA 1 3  ~  0.2. 
The ratio 4>|C0|/4>|CHC10j ~  0.29, so that k l4h/k i4 ~  0.45.

The production of CH2C1CC1(0) represents a process 
quite different from the oxidation of the more highly sub­
stituted chloroethylenes in two ways: (1) the incorporation

Figure 5. Log-log plot of 4>|CH2CICCI(0)| vsï [02]/[CI2] In the chlo­
rine-atom initiated oxidation of C2H3CI at 31°.

of a second chlorine atom in the molecule requires the par­
ticipation of CI2 in the reaction and (2) 4>|CH2ClCCl(0)i 
depends on the ratio [02]/[Cl2]. The latter point suggests a 
competition between 0 2 and Cl2 for one of the radical, in­
termediates. The simplest explanation is to add the -fol­
lowing reaction to the mechanism.

CH2C1CHC1 + C l2 — * CH2CiCCl2 + HC1 (20)
€

The CH2ClCCl2 radical will react as it does in the CH2CC12 
system to give almost exclusively CH2C1CC1(0) in chain
carrying steps1011

CH2C1CC12 + 0 ,  — ► CH2C1CC1;02 (21)

2CH2C1CC120 ,  — ► 2CH,C1CC120  + 0 2 (22)

CH2C1CC1,0 — » CH2C1CC1(0) + Cl (23)

The mechanism then predicts
4>{CH2C1CC1(0:} -  * 20[C l2] A 12[O2] (IV)

Figure 5 is a leg-log plot of 4>|CH2C1CC1(0)| vs. [02]/[Cl2]. 
The plot can he fitted reasonably by a line of slope —1.0. 
The intercept gives k2Jk  i2 = 10 ± 4.

The reaction of 0(:iP) with C2H3C1 can be explained by a
scheme analogous to that for C2H4

0 ( 3P) + C2H3C1 — *- C2H3C10* (24)

C.HjCIO* — ► CH2 +  CO + HC1 (25a)

— ► CH2C1CH(0)* (25b)

— CH3CCKO)* (25c)

CH2C1CH(0)* — » CH2C1 + HCO (26)

CH:C1CH(0)* + M — >- CH,C1CH(0) + M (27) 

CH3C1CH(0)* — > CH3 + Cl + CO (28)

CH3CC1(0)* + M — *- CH3CCKO) + M (29)

The excited intermediate, C2H3C10*. can decompose or 
rearrange to cne of the aldehydes which still contain the 
excess energy of reaction. If not deactivated they decom­
pose to radical fragments. Thus at higher pressure relative­
ly more aldehydes and less CO are produced. The radical 
fragments react with the C9H3CI to form the polymeric ma­
terial. Presumably some of the CH3 radicals abstract a hy-
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drogen atom to give the small amount of CH4 produced. 
Reaction 25a has been included for completeness, but in 
fact there is no evidence that it actually occurs. Apparently 
the C2H3CIO* is never deactivated to the epoxide, since #6 
epoxide was found. We found no evidence for CH2O, 
though Huie et al. did.16 They worked at very high concen­
trations of 0(3P), and presumably the^CH20  they found 
came from the 0(3P) reaction with CH3 radicals, which is 
unimportant in our system.

In the presence of 0 2 a very surprising result occurs, 
namely, no C2 catbonyl compounds are produced. The 0 2 
must intercept the intermediate in a scheme such as

C2H3C10* + 0 2 —* CHCIO + CH20, (30a)
—* HC1 + CO + CHjOj (30b)

The CH2O2 can either rearrange to HCOOH or decompose 
to CO + H20  f  i

CH20 2 —► HCOOH (31a)
—►. CO + H20 (31b)

From the data in Table IV, it is difficult to assess the rela­
tive importance of the products observed. However a rea­
sonable designation for the initial quantum yields is <f>)COj 
~  0.6, 4-IHCOOH) ~  0.85, and 4>|CHC10| ~  0.6. With this 
assessment

W * 3 0  = ¿{CHCIO} ~ 0 . 6  (V)

¿■siaAsi = $ {HCOOH} ~ 0 . 8  (VI)

for useful discussions and help in this study. This work was 
supported by the Environmental Protection Agency 

-JT through Grant No. R800949 and the Center for Air Envi- 
ronment Studies at Penn State University for which we are 

i  grateful.
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The fluorescence of cerium(III) is quenched by persulfate with concomitant photooxidation of cerium(III). 
Stern-Volmer constants for the quenching of ceriumdlli fluorescence are in good agreement with Stern- 
Volmer constants for the photooxidation of cerium(III), conclusive evidence that photcoxidation is in­
duced by the quenching process. We propose that the quenching of cerium(III) fluorescence by persulfate 
is an irreversible electron transfer reaction: (Ce111)* + S2082- —*■ Ce,v + SO42- + S(>4~. There is no marked 
effect of oxygen on the photooxidation of cerium (III). Therefore, there is no significant quantum yield of H 
atoms from the quenching of cerium(III) fluorescence by hydrogen ion.

Introduction
Photochemical oxidation2 of cerium(III) to cerium(IV) in 

acidic aqueous solutions occurs with concomitant produc­
tion3 of hydrogen. Heidt and McMillan4 presented excel­
lent kinetic evidence that reaction of “excited cerium(III)” 
with hydrogen ion yields an intermediate, with a maximum

quantum yield of 0.0007, that oxidizes cerium(III) with 
concomitant hydrogen production. They postulated that 
this intermediate was the ion (H20 ).5Ce-0 H-H24+, but did 
not eliminate the possibility that it may be the oxidizing 
ion1’ H2+.

The presence of hydrogen ion was found necessary both
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682 R. W. Matthews and T. J. Sworski

for the quenching of cerium(III) fluorescence and the initi­
ation of polymerization in the polymerization of methyl ac­
rylate,6 acrylonitrile,6’7 and methacrylic acid7 photosensit­
ized by cerium(III). Quenching of-cerium(III) fluorescence 
by hydrogen ion was attributed6’7 to reaction of “excited 
cerium(III)” with hydrogen ion to produce H atoms, which 
combine in the absence of monomer to yield the hydrogen 
observed by Heidt and coworkers. Quantum yields as high 
as 0.0302 for polymer chains were reported.7 High quantum 
efficiencies for production of H atoms would not be in­
consistent with the kinetic results of Heidt and McMillan4 
only if every H atom were to reduce cerium(IV).8

Since the postulation9 that photoionization of ceri- 
um(III) occurs in silicate glasses has been substantiat­
ed,10'11 the possibility has been suggested12 that H atoms in 
acidic aqueous solutions may result from photoionization 
of cerium(III) with subsequent scavenging of electrons by 
hydrogen ions.

We previously studied13 the oxidation of cerium(III) by 
peroxymonosulfuric acid and peroxydisulfuric acid in air- 
saturated sulfuric acid solutions induced by 60Co y radia­
tion. The H atoms react either with oxygen to yield H02 
radicals, which reduce3 cerium(IV), or with the peroxysul- 
furic acids to yield HSO4 radicals, which oxidize14 ceri- 
um(III). The role of H atoms was quantitatively evaluated; 
Gh + Ge„q- 15 and the relative rate constants for reaction of 
H atom with oxygen, peroxymonosulfuric acid, and peroxy­
disulfuric acid were determined. During the course of these 
studies, we discovered that the oxidation of cerium(III) by 
peroxysulfuric acids was photosensitized by cerium(III).

In this paper we report the dependence of both the pho­
tooxidation and fluorescence of cerium(III) on persulfate 
concentration in 0.4 M  sulfuric acid solutions. Our initial 
objective was to evaluate the role of H atoms in the photol­
ysis of cerium(III) in acidic aqueous solutions.

Experimental Section
Materials. Cerous sulfate octahydrate (G. Frederick 

Smith) was purified by precipitation as previously de­
scribed.13 Ceric sulfate (G. Frederick Smith), ammonium 
persulfate (Merck GR and May and Baker AR grade), fer­
ric chloride, and ferrous sulfate (May and Baker AR 
grade), potassium oxalate, and 2-propanol (Ajax Chemicals 
Ltd. AR grade), ammonium sulfate (Standard Laboratories 
Pty. Ltd. AR grade), and argon (Commonwealth Industrial 
Gases special dry grade) were all used without further puri­
fication. Sulfuric acid (Ajax Chemicals Ltd. AR grade) was 
used as supplied in some experiments; in others, it was di­
luted with water and allowed to stand for several weeks in 
the presence of low concentrations of cerium(IV) before 
use. Water from a Manesty still was further distilled in a 
two-stage all-silica still before use.

Solutions. Solutions containing cerium(III), ammonium 
persulfate, and sulfuric acid were prepared using stock so­
lutions. The ammonium persulfate stock solution was 
freshly prepared before each experimental run, and the re­
quired amount added to each solution immediately prior to 
photolysis. This was done to ensure that acid hydrolysis of 
the persulfate was negligible.16 For those runs in which the 
sulfuric acid containing cerium(IV) was used, the solutions 
were allowed to stand overnight to allow oxidation of im­
purities before addition of ammonium persulfate.

In some experiments, solutions were deaerated by bub­
bling argon through the solution before and during photol­
ysis. In other experiments, solutions were deaerated by

bubbling argon through them in an apparatus similar to 
that described by Boyle et al.17 by which a photolysis cell 
could be filled with deaerated solution and capped.

In some experiments, solutions were not stirred during 
photolysis, but were stirred prior to absorbance measure­
ments between intermittent irradiations either by means of 
small air bubbles or in the case of deaerated -solutions by 
means of a small silica disk. In other experiments, some de­
gree of stirring was achieved by bubbling argon through the 
solution during photolysis.

In the majority of experiments, the solutions were stirred 
by a rapidly rotating glass propeller. A solution was con­
tained in a 2-cm cylindrical cell fitted with a plastic stop­
per. The glass stirring propeller fitted snugly through a 
hole drilled in the stopper and was attached by means of 
rubber tubing and a screw to a metal shaft. The shaft was 
driven by means of an “0 ” ring belt operated by a laborato­
ry stirrer. The cell with propeller could be quickly discon­
nected from the driving shaft and the propeller raised out 
of the light path, without removing the stopper, for the ab­
sorbance measurements.

Analyses. Cerium(III) and cerium(IV) concentrations 
were determined spectrophotometrically by absorbance 
measurements using either a Unicam SP500 or a Cary 
Model 16 spectrophotometer with cell compartments ther- 
mostatted at 25°. A molar extinction coefficient of 685 at 
254 nm was used for cerium(III).18 A molar extinction coef­
ficient of 5600 at 320 nm for cerium(IV) in 0.4 M  sulfuric 
acid was used;19 for other sulfuric acid concentrations, the 
molar extinction coefficients reported by Boyle20 were 
used.

Apparatus. The light source for both the fluorescence 
and photooxidation of cerium(III) was the 150-W xenon 
lamp of a Farrand spectrofluorometer. For the photooxida­
tion experiments, solutions were contained in silica cylin­
drical spectrophotometer cells; the cell compartment of the 
spectrofluorometer was modified to accept these cells. The 
photooxidation of cerium(III) was followed as a function of 
photolysis time by using intermittent irradiations and 
transferring the cell back and forth between the spectroflu­
orometer and a spectrophotometer.

No variation in lamp intensity was observed during a 
typical experimental run lasting 5 hr, but marked differ­
ences resulted from switching off and restarting the lamp. 
Therefore, experiments to determine the effects of a specif­
ic variable were made in a single run. No significance 
should be attached to differences in rates of photooxidation 
observed in different runs.

Actinometry. Ferrioxalate actinometry was done by the 
method of Hatchard and Parker21 using a quantum yield of 
1.24 for iron(II) at 300 nm.

Results
The absorption spectrum of cerium(III) in aqueous solu­

tions has six bands with maxima at 201, 211, 221, 239, 253, 
and 296 nm.22 These bands are attributed23 to 4f <• 5d 
transitions. Cerium (III) in aqueous solutions fluoresces24’23 
with an excitation maximum at 260 nm (and a secondary 
peak at 295 nm) and a fluorescence emission maximum at 
350 nm.26

We determined the excitation spectrum for both the flu­
orescence and the photooxidation of cerium(III) in a 0.4 M 
sulfuric acid solution containing 0.03 M cerium(III) and 
0.01 M persulfate. These spectra were identical with an ex­
citation maximum at 300 nm and a fluorescence emission
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Figure 1. Photooxication of cerium(lll) in aqueous 0.4 M  sulfuric acid 
solutions containing 0.03 M  cerium(lll) and 0.01 M  persulfate, evi­
denced by increased absorbance of solutions at 320 nm: (O) deaer­
ated solutions; (• )  aerated solutions.

maximum at 350 nm. Our excitation spectra were “uncor­
rected”; our failure to confirm either an excitation maxi­
mum at 260 nm26 or even significant fluorescence with an 
excitation wavelength of 254 nm27 is probably due to differ­
ences in emission characteristics of the light sources and re­
sponse characteristics of the photomultipliers. Our re­
search, therefore, was carried out with an excitation band 
centered at 300 nm and either 10- or 20-nm band widths.

Fluorescence of Cerium(III). Relative fluorescence in­
tensities for air-saturated 0.4 M sulfuric acid solutions con­
taining either 0.03 or 0.003 M cerium(III) were measured as 
a function of persulfate concentration. The observed fluo­
rescence intensity F0bsd decreases with increase in persul­
fate concentration. For any particular persulfate concen­
tration, F0hsd decreases with time of photolysis owing to 
absorption of both excitation and fluorescence light by in­
creasing concentrations of cerium(IV). This decrease was 
negligible during the time required to insert a sample and 
measure F„bsd.

The absorbance of the cerium(III) solutions increases 
with increase in persulfate concentration owing to absorp­
tion of the excitation band by persulfate. The molar extinc­
tion coefficients for cerium(III) (cceln) and persulfate 
(fS 20 82- )  for the 295-305-nm excitation band were found to 
be 30 and 2, respectively. All F„bsd values were normalized 
to Fnorm values that would have been obtained if the ceri- 
um(III) in all solutions, at any particular cerium(III) con­
centration, had absorbed the same amount of light. Fnorm 
values are given by

( l -  1/antilog A.0 \  /  €s2o8r [S20 8r K
norm r  obsd ^ A J  ̂  €c ,HI [Ce111] /

(I)
An and As denote the absorbances of the cerium(III) solu­
tions in the absence and presence of persulfate, respective­
ly.

Photooxidation of Cerium(III). The experimental data 
shown in Figure 1 for the photooxidation of cerium(III) in 
0.4 M sulfuric acid solutions containing 0.03 M cerium(III) 
and 0.01 M persulfate were obtained in a single run to de­
termine the effect of oxygen. No effect of oxygen was de­
tectable. The solutions were contained in 2-cm cylindrical 
cells using a 10-nm band width. The solutions were not 
stirred during photolysis, but were stirred prior to absorb­
ance measurements using either a small air bubble for the

aerated solution or a small silica disk for the deaerated so­
lution. Figure 1 shows that the rate of cerium(IV) produc­
tion decreases with increase in time of photolysis. This is 
attributable27 to absorption of the excitation band by ceri- 
um(IV). We assume that the rate of cerium(IV) production 
is given to a good approximation by

d[CeIV] _  R f  1 ~ 1/antilog ABSTN / 
dt ~  obsdVl -  1/antilog ABS0 //

1 +
2o8" [S20 82 ] + €CeIV[CeIV]

e Cen i  [C e n i]
)  (ID

Robsd denotes the initial rate of cerium(IV) production. 
ABS0 and ABST denote the initial absorbance and the ab­
sorbance at any given time, respectively.

The changes in cerium(III) and persulfate concentra­
tions with time of photolysis are given by

d[Cem ]/dt = -  d[CeIV]/d/ (III)

d[S20 82']/d t = -0.5 d[CeIV]/d/ (IV)
Robsd values were obtained by numerical integration of eq
II-IV using an IBM Model 360 computer.

For deaerated solutions with a 10-nm band width, Robsd 
values were determined with theoretical curves for ceri- 
um(IV) production that represented the data well when 
using our measured molar extinction coefficients of 500, 30, 
and 2 for cerium(IV), cerium(III), and persulfate, respec­
tively.

For aerated solutions with a 20-nm band width, the use 
of our measured molar extinction coefficients of 500, 25, 
and 2 for cerium(IV), cerium(III), and persulfate, respec­
tively, yielded theoretical curves having somewhat less cur­
vature than the data. The slightly exaggerated curvature in 
the data probably arises from failure to adequately stir the 
solution to maintain a homogeneous solution at the higher 
rate of cerium(IV) production. R0bsd values were obtained 
with theoretical curves that represented the data well when 
using a molar extinction coefficient of 20 for cerium(III).

Robsd values were determined as a function of cerium(III) 
concentration in 0.4 M sulfuric acid solutions containing 
0.01 M persulfate. The solutions were contained in 2-cm 
cylindrical cells with continuous stirring by a glass propel­
ler during photolysis using a 10-nm band width. The R0bsd 
values listed in Table I were normalized to Rnorm values 
that would have been obtained if a constant amount of 
light had been absorbed initially by cerium(III) in all of the 
solutions. The ratios of light absorbed by cerium(III) in 
each solution relative to that absorbed by cerium(III) in 
the 0.090 M cerium(III) solution are 0.712, 0.874, 0.984, and 
0.998 for the 0.009, 0.015, 0.030, and 0.060 M cerium(III) 
solutions, respectively. The RnoTm values listed in Table I 
indicate that the quantum efficiency for photooxidation of 
cerium(III) is independent of cerium(III) concentration. 
Therefore, we do not confirm the conclusion2 that there is 
self-quenching of cerium(III) fluorescence at high ceri- 
um(III) concentrations.

The thermal oxidation of cerium(III) by persulfate28 was 
insignificant under our experimental conditions.

The oxidation of cerium(III) by persulfate can also be 
photosensitized by persulfate. Photolysis of persulfate in 
aqueous solutions yields sulfate radicals29’30 that oxi­
dize14,31 cerium(III). The oxidation of cerium(III) photo­
sensitized by persulfate was not quantitatively taken into 
account, but was minimized by the choice of solute concen-
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TABLE I: Dependence of Photooxidation Rate on 
Cerium(III) Concentration in 0.4 M  Sulfuric Acid, 
[S2Og2-] = 0.01 M

[ Ce1111. 
M  102

^obsd’
M  sec."1 x 108

p
-“ norm*

M  s e c '1 x 108

0.9 2.59 3.64
1.5 3.08 3.51
3.0 3.47 3.53
6.0 3.62 3.63
9.0 3.62 3.62

trations. Less than 5% of the total light absorbed in solu­
tions was absorbed by persulfate at its highest concentra­
tion of 0.02 M in 0.03 M cerium(III) solutions.

Reduction of cerium(IV) by persulfate may be photo­
sensitized by cerium(IV). Photolysis of cerium(IV) in aque­
ous solutions yields33 OH radical that reacts34 with persul­
fate to yield the H 02 radical that reduces8 cerium(IV). The 
reaction of OH radical with persulfate is inhibited34 by sul­
furic acid, owing to reaction of OH radical with sulfuric 
acid to yield the HSOj radical.33 Under our experimental 
conditions, most of the OH radicals oxidize cerium(III). 
Therefore, no net reaction would result from light adsorbed 
by cerium(IV) in our solutions.

Photooxidation of cerium(III) was barely detectable in 
solutions containing no persulfate. The rate of photooxida­
tion was small, being an order of magnitude less than the 
rates observed with the lowest persulfate concentrations 
used and approximately equal to the experimental error for 
determinations of photooxidation rates. For this reason, 
photooxidation of cerium(III) in the presence of persulfate 
was assumed to be entirely oxidation of cerium(III) by per­
sulfate photosensitized by eerium(III).

Actinometry. Actinometry was carried out only during 
that experimental run in which P„bsd values were deter­
mined as a function of persulfate concentration for deaer­
ated solutions with 10-nm band width. The light absorbed 
by the solutions in that experimental run corresponded to a 
rate of (6.1 ± 0.2) X 10~8 M  sec-1 for cerium(III) excita­
tion.

Discussion
The dependence of both the photooxidation and fluores­

cence of cerium(III) on persulfate concentration is quanti­
tatively explicable by the following reaction mechanism:

Ce111 + hv —*- (Ce111)* (1)

(Ce111)* —*- Ce111 + hv (2)

(Ce111)* + H30 + —*- Ce111 + H:iO* (3)

(Ce111)* + S,Os2'  —  C eIV + S 0 42' + S 0 4' (4)

C e111 + S 04' —*- C eIV + S 0 42' (5)

Our reaction mechanism requires that the dependence of 
F„orm on persulfate concentration adhere to

+
M m )

(V)

F°, the fluorescence intensity in the absence of persulfate, 
is equal to F*/( 1 + /z:t[H' \/k->). F* denotes the fluorescence 
intensity in the absence of both persulfate and hydrogen 
ion. Our reaction mechanism also requires that the depen­
dence of R„\ls,i on persulfate concentration adhere to

[S2 0 |] , M

Figure 2. Stern-Volmer type plot for quenching of cerium(lll) fluores­
cence by persulfate in (O) 0.003 and ( • )  0.03 M  cerium(lll) solutions 
in aqueous 0.4 M  sulfuric acid.

1/[S208=], Nf',10'3

Figure 3. Stern-Volmer type plot for photooxidation of cerium(lll) by 
persulfate in (O) deaerated and ( • )  aerated 0.03 M  cerium(lll) solu­
tions in aqueous 0.4 M  sulfuric acid.

- 2R,/ ( ‘ + t f c v r 1) (v"
R* denotes the rate of cerium(III) excitation.

The experimental data adhere well to eq V and VI as 
shown by Figures 2 and 3, respectively. The experimental 
data were fit to eq V and VI by the method of least squares 
using the computer program of Lietzke.36 Equal absolute 
error was assumed for all of the experimental data.

Least-squares analysis yielded values for F° of 48.6 ± 0.3 
and 9.11 ± 0.05 and values for k j ( k 2 + fc.-)[H+]) of 98.9 ±
2.5 and 93.5 ± 2.0 M-1 for 0.03 and 0.003 M cerium(III) so­
lutions, respectively. Least-squares analysis yielded values 
for 2R* of (31.3 ± 0.6) X 10“8 and (11.74 ± 0.20) X 10~8 M 
sec-1 and values for k j ( k 2 + &3[H+]) of 90.5 ± 3.4 and
102.7 ± 3.0 M~} for the aerated and deaerated solutions, 
respectively. The values for k j ( k 2 + 2̂3[H~]) obtained for 
the fluorescence of cerium(III) are in good agreement with 
the values obtained for the photooxidation of cerium(III), 
conclusive evidence that the photooxidation of cerium(III) 
is induced by the quenching of cerium(III) fluorescence by 
persulfate.

For deaerated solutions, the values for R* of (5.87 ± 
0.10) X 10-8 M sec-1 obtained from eq VI is equal within 
standard errors with the value for R* of (6.1 ± 0.2) X 10-8 
M  sec-1 obtained by actinometry. A limiting quantum 
yield of unity is indicated for reaction of (Ce111)* with per-
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sulfate at high persulfate concentrations, consistent with 
our reaction mechanism.

Quenching of (Ce111)* by Persulfate. Cerium(III) com­
plexes with a variety of organic ligands are reportedly37’38 
not capable of fluorescing, fluorescence being characteristic 
only of uncomplexed cerium(III). Quenching of cerium(III) 
fluorescence by persulfate is not due to complex formation. 
We reject this mechanism of quenching for two reasons. 
First, the absorption spectra of cerium(III) solutions in the 
presence and absence of persulfate provide no evidence for 
a cerium(III)-persulfate complex. This evidence is not de­
finitive, but is in sharp contrast with the bathochromic 
shift in the cerium(III) absorption spectrum of complexing 
organic ligands.37 Second, the fraction of (Ce111)* that 
reacts with 0.01 M persulfate is about 0.5 even when the 
concentration of cerium(III) is as high as 0.09 M and frac­
tion of cerium (III) that is complexed can not be greater 
than 1/9. The fraction of (Ce1)1)* that reacts with 0.01 M 
persulfate from our photooxidation studies is 15.0/31.3 = 
0.479 and 14.7/31.3 = 0.470 for aerated solutions and 5.96/
11.74 = 0.508 for deaerated solutions. Table I shows that 
the fraction of (Ce111)* that reacts with 0.01 M persulfate is 
independent of cerium(III) concentration from 0.009 to 
0.09 M.

Quenching of cerium(III) fluorescence by persulfate does 
not occur via energy transfer to yield “excited persulfate’’ 
that dissociates to yield sulfate radicals:

(Ce111)* + S,082' —  Ce 1 1 1  + (S,082-)* (6 )

(S,082-)* —  S04- + S04- (7)

We reject this mechanism of quenching for two reasons. 
First, the quantum yield of 0.6 reported39 for the photo­
chemical decomposition of persulfate would not be consis­
tent with our determination of a maximum quantum yield 
of 2 for the photooxidation of cerium(III). Second, signifi­
cant photooxidation was observed in a solution containing 
0.03 M cerium(III), 0.01 M persulfate, and 0.1 M 2-propa­
nol in 0.4 M sulfuric acid. Relative rate constants40 for 
reaction of sulfate radical with cerium(III) and 2-propanol 
indicate that more than half of the sulfate radicals would 
react with 2-propanol in this solution to yield a radical that 
reduces41 cerium(IV). If two sulfate radicals were formed 
by the sequence of reactions 6 and 7, instead of one sulfate 
radical according to reaction (4), no net photooxidation of 
cerium(III) would be observed.

We propose that the quenching of (Ce111)* by persulfate 
is an irreversible electron transfer process42 according to 
reaction 4. Reaction 4 may occur through intermediate for­
mation of S2O83“. If so, the lifetime of S20s3- must be very 
short since the electron transfer process is not reversible.

Quenching of (Ce111)* by Hydrogen Ion. The absence of 
any detectable oxygen effect on the photooxidation of ceri- 
um(III) by persulfate, evidenced by Figure 1, is conclusive 
evidence that there is no significant quantum yield for ei­
ther H atom or eaq_. This conclusion is based on our expe­
rience13 in the oxidation of cerium(III) by persulfate in 0.4 
M sulfuric acid solutions induced by S0Co 7 radiation. We 
observed for air-saturated solutions containing 0.003 M 
cerium(III), 0.0001 M cerium(IV), and 0.01 M persulfate 
that the fraction of H and eaq_ scavenged by persulfate in 
competition with oxygen was only about 0.05, a marked 
oxygen effect.

We confirm the proposal of Heidt and McMillan4 that 
hydrogen ion can quench (Ce111)* with no net chemical 
reaction. We find no evidence to support either the propos­

al6’7 that hydrogen ion quenches (Ce111)* with concomitant 
formation of H atom or the proposal12 that H atom results 
from photoionization of cerium(III).

The absence of any significant quantum yield for H atom 
production indicates that the polymerization of methyl ac­
rylate,6 acrylonitrile,6-7 and methacrylic acid7 photosensit­
ized by cerium(III) can not be attributed6 7 to addition of H 
atoms to olefinic double bonds. We suggest that polymer­
ization is induced by an electron transfer reaction between 
(Ce111)* and the carbonium ion43 that results from protona­
tion of the olefinic double bond:

M + H3 0* MH* + H ,0  (8 )

(Ce111)* + MH* —  CeIV + MH (9)

The sequence of reactions 8 and 9 is consistent with the ki­
netic scheme of Hussain and Norrish7 who postulated a 
third-order reaction:

(Ce111)* + H* + M —*■ CeIV + MH (10)

The limiting quantum yield of unity for reaction of 
(Ce111)* with persulfate at high persulfate concentrations is 
inconsistent with the quenching of (Ce!I1)* by hydrogen ion 
through complex formation of cerium(III) with hydrogen 
ion. We therefore support the mechanism of Heidt and 
McMillan4 in which hydrogen ion quenches (Ce111)* 
through a kinetic encounter. Our proposal of electron 
transfer processes for quenching of (Ce111)* by persulfate 
and carbonium ions according to reactions 4 and 9 leads us 
to consider a reversible electron transfer process for the 
quenching of (Ce111)* by hydrogen ion through transitory 
formation of H3O:44

(Ce111)* + H30* — - [CeIV + H30 ] —  Ce111 + H30* (11)

Should some H3O radicals escape geminate reaction with 
cerium(IV), they might be precursors of hydrogen produc­
tion. However, we have no evidence to refute the suggestion 
of Heidt and McMillan4 that H2+ plays an important role 
in hydrogen production.
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Mechanism of the High Temperature Decomposition of Propane

Assa Lifshitz* and Michael Frenklach1 *

Department of Physical Chemistry, Tne Hebrew University, Jerusalem, Israel (Received August 27, 1974)

The mechanism of the thermal decomposition of propane around 1200°K is discussed, and results of com­
puter calculations are comps red with previously reported data on propane decomposition behind reflected 
shocks. A reaction scheme o ' 11 reactions provides a good description of the system at low extent of reac­
tion. The kinetic scheme includes initiation step, chain propagations, unimolecular decompositions of free 
radicals, and a recombinaticn reaction. The decompositions of ethylene and propylene to produce acety­
lene, allene, and propyne are not included in this discussion since these three products begin to appear at 
much higher temperatures. The rate of production of hydrogen, methane, ethylene, ethane, and propylene, 
its dependence on the propane concentration, and its temperature dependence can be very well reproduced 
by the computer calculation 3. The system was found to be highly dependent on the rate of the initiation 
reaction 1 and the chain propagation step 2. The best fit was obtained for: C3H8 —► CH3 + C2H5, k } = 
K \k-1, k-i = 1012 4 (1) and CH3 + C3Hg —► CH4 + C3Hv(i,n), ko = 1012-55 exp(—10.3 X 103/RT) (2) in units 
of cc, mole, sec. The disappearance rates of the five radicals in the system via transfer, unimolecular de­
compositions, and recombinations are compared and discussed.

(

I. Introduction ^
Recently, we have presented experimental data on the 

decomposition of propane behind reflected shocks in a sin­
gle pulse shock tube.2a In this article a short summary of 
these results and a discussion of the mechanism of the high 
temperature decompositions of propane are presented.

In the single pulse shock tube2b a reactim mixture is 
heated to a desired temperature by a reflected shock wave, 
it is maintained and reacts at that temperature for a short 
period of time (~1 msec) and is then rapidly cooled with a 
set of expansion waves. Samples are later taken from the 
shock tube and are analyzed by conventional techniques.
The reaction mixture passes through three phases in the 
shock tube: an incident shock heating, a reflected shock 
heating, and a cooling phase. It is first subjected to the in­
cident shock heating. In this phase the temperature is 
lower by a few hundred degrees than the reflgcted shock 
temperature so that negligible reaction takes place. The 
second phase is the one behind the reflected shock wave.
Here the temperature is high enough for .1 measurable 
chemical conversion to take place during 1 msec. This 
phase is isothermal except for temperature changes which

may result from the chemical reaction itself. Most of the 
contribution to the chemical conversion comes from this 
phase. The third phase is the cooling phase; the tempera­
ture decreases at a rate of approximately 5 X 10s °K/sec. 
The elementary steps with high activation energies such as 
the initiation reactions are quenched very rapidly. The free 
radical chains continue to propagate until they are com­
pletely quenched. Although the main contribution to the 
measured chemical conversion comes from the reflected 
shock region, the cooling phase may affect the product dis­
tribution. A modeling program which simulates the experi­
ment must take into account the latter two phases.

At low extents of reaction where the concentration of 
propane is almost unchanged, the rates of production of the 
various products, as will be shown later, are characterized 
by three parameters a, d, and E, and can be represented by 
an equation of the type

d[Pj/d/ = 10“i exp[— Rj/RTHCjHjV ì (I)
It is the purpose of this study to find the appropriate 

reaction scheme and rate constants that will reproduce 
these parameters for each one of the products in the tem-
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TABLE I: P aram eters a, 0, and E for the F ive Prim ary  
Products

Rate of 
produc-

P r o d u c t Ol 0

E,
k c a l / m o l

t io n ,  m o l  
c c " 1 s e c ' 1 “

h 2 1 5 .7 0 1 .41 6 3 .2 5 .1 7  x  1 0 -5
c h 4 1 5 .5 2 1 .6 5 5 4 .8 4 .1 7  x  1 0 '5
c 2h 4 1 5 .5 2 1 .3 8 6 2 .5 6 .8 8  x  1 0 '5
c 2h 6 1 4 .7 4 1 .2 4 6 7 .3 1 .0 7  x  1 0 '5
c 3h £ 1 3 .7 6 1 .4 5 5 2 .0 3 .7 0  x  1 0 '5

For g ro u p  of ex p e rim en ts  w ith 1.6% C3H 8 ru n  a t  p i  ~  200 T o rr
and T = 1200°K.

Figure 1. Distribution of reaction products (experimental) in a mix­
ture of 1.6% propane in argon. Initial pressure p, = 200 Torr. Al- 
lene, propyne, and acetylene begin to show up at temperatures far 
above 1250°« which is beyond the limit of the computer modeling.

perature range over which eq I was found to hold experi­
mentally. A comparison between the low and the high tem­
perature mechanism for the decomposition of propane will 
also be presented.

II. Sum m ary o f  the E xperim ental R esu lts
Mixtures of 0.4 and 1.6% propane in argon were shocked 

over the temperature range 1050-1700° K and the reaction 
products were quantitatively analyzed. Five of the eight 
products (CH4, C2H4, C2H6, C3Hr and H2) were observed 
over the entire temperature range. The other three (C2H2, 
CH3C=CH, and CH2=C =C H 2) were observed in measur­
able quantities only in the higher temperature range of this 
study. The experimental product distribution for a mixture 
of 1.6% propane in argon is shown in Figure 1. In view of 
the very high sensitivity of the analyses, two orders of mag­
nitude variation in the rate of production of the first five 
products could be observed before any appreciable decom­
position of propane (a few per cent) took place. This was 
true over the temperature range 1050-1250°K. Under these 
conditions, at practically constant reactant (C3Hg, Ar) con­
centrations, pseudo-zero-order plots were made, in which 
the logarithms of the rate of production of CH4, C2H4, 
C2H6, C3H6, and H2 were plotted against 1/T. Over the

T °K
1600 1400 1200

Figure 2. A plot of log [CH4] /r vs. 1 / T for three groups of experi­
ments as listed in the figure. The lines bend very little below 1250°K. 
The distance between the two lines provides an indication of the 
power dependence on the initial propane concentration.

T ° K

Figure 3. A plot of log ([CH4]/t)/[C3H8]o1 65 vs. 1/Tfor all the test 
runs below 1300°K. All the data points when normalized by 
[C3H8]o1 65 coincide to a single line. The slope of the line and the 
1.65 power dependence are the parameters which the computer 
experiments must reproduce.

temperature range 1050-1250° K these plots yielded 
straight lines. An example for methane is shown in Figure
2. The three different symbols on this plot correspond to 
three groups of experiments run at different compositions 
and pressures. These three groups provided the basis for 
the evaluation of the “reaction orders” and activation ener­
gies for the rate of production of each one of the five reac­
tion products mentioned above. The fact that the squares 
and the circles appear on a single line indicates a zero-order 
dependence on the argon. This was found also for the other 
four reaction products. The triangles (Figure 2) which cor­
respond to a mixture containing four times more propane 
show a higher rate of production of methane. The vertical 
distance between the lines provides a rough estimate of the 
power dependence on propane. The exact value of this pa­
rameter (0 ) and the temperature dependence in the equa­
tion

A[CH4]/A/ = 10“ exp(- E /R T ) |C3H8]s (II)
was obtained by a regression analysis of all the tests run be­
tween 1050 and 1250°K. Table I lists the parameters a, 0, 
and E for all the five primary products.
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T A B L E  I I :  R e a c tio n  S ch em e a n d  R a te  C o n s tan ts  fo r  th e  D e c o m p o s itio n  o f  P ro p a n e

R e a c t io n R a te  c o n s t a n t s ,  c c ,  m o l ,  s e c R e f

I .  I n i t i a t i o n
1 . C 3H 8 —  C H 3 +  C 2H 5

I I .  C h a in  p r o p a g a t io n
2 A . C H 3 +  C 3H 8 — ► C H 4 +  / - C jH j 1 
2 B . C H 3 +  C 3H 8 — >- C H 4 +  « - C jH j /
3A. H + CjH8 —>- H2 + /-C 3 H71 
3B. H + C3 H8 —  H2 + k-C 3H7/  

i n .  U n im o le c u la r  d e c o m p o s i t i o n s  o f f r e e  r a d i c a l s
4A . z' - C 3H 7 —  c 2h 4 + c h 3
4 B . « - c 3h 7 —  c 2h 4 + c h 3
5 A . z- C 3H 7 —  c 3h 6 + H
5 B . m- C 3H 7 —  C 3H 6 + H
6 . c 2h 5 — C 2H 4 +  H

IV . T e r m i n a t i o n
7 . C H 3 +  C H 3 +=z  C 2H 6

Figure 4. Calculated profiles of the five radicals whicn are present In 
the reaction system. They reach a steady-state concentration at the 
very early stages of the reaction.

Figure 3 shows that when the rate of production of meth­
ane is normalized by [C3HH]li=i e5 (see Table I), the points 
of all three groups of experiments coincide to c. single line.

III. D iscussion
A. Introductory Remarks. The kinetic scheme which de­

scribes the decomposition of propane consists of four types 
of chemical reactions: (1) initiation; (2) transfer (propaga­
tion); (3) unimolecular decomposition of unstable free radi­
cals; and (4) recombination reactions. The scheme which 
will be discussed here does not include the decomposition 
of ethylene and propylene to yield allene, propyne, and 
acetylene. These three products began to appear in mea­
surable quantities in a dwell time of approximately 1 msec 
far above 1300°K. Over this temperature range the experi­
mental kinetic parameters no longer represent the rate of 
production of the five reaction products mentioned above. 
The following scheme describes the system only over the 
temperature range 1050-1250°K.

B. Reaction Scheme. Of the overall scheme of 29 chemi­
cal reactions which participate in the decomposition of pro­
pane only 11 are important and are needed to provide a full 
description of the system. The 11 reactions and their rate 
constants are listed in Table II. As may be seen, there is 
only one initiation step and one termination. There are

=  2 .4  x  1 0 !2 T h is  w o r k

1 0 12- 55 e x p (—1 0 .3  x 1 0 3/ R T ) T h is  w o rk

IO 13' 8 e x p (—8 .0  >: 103/ R T ) 8

1 0 12-  " e x p (—3 4 .5  x  1 0 3/ R T )  
1 0 13°8 e x p (—33*2 x  I O3/ R T )  
1 0 1J' 3'e x p (—4 1 .3  x  1 0 3/ R r )  
IO 13’ 8 e x p (—3 8 ,0  x  l O V f i D
1 0 13-  5 e x p (—4 0 .7  x  1 0 3/ R T )

16
16

* 16 
16 
16

2 .4  x  1 0 13

Figure 5. The rates at which hydrogen atoms react via the various 
channels. The transfer reaction H + C3He —*■ H2 + C3H7(n,i) is con­
siderably faster than all the possible recombinations involving H 
atom.

four propagation steps and five reactions involving decom­
position of unstable free radicals. This final reaction 
scheme was constructed by the elimination of elementary 
steps which were found to have no influence on the distri­
bution of reaction products and on their temperature and 
composition dependence.

There are five free radicals in the system, the calculated 
profiles of which are shown in Figure 4. They all reach a 
steady-state concentration in the very early stages of the 
reaction. Since the decomposition of prooane is a chain 
reaction carried by these five free radicals, it is of interest 
to examine and compare the various channels by which 
these radicals react. In fact, the competition between the 
parallel reactions which remove each radical from the sys­
tem determine to a great extent its overall behavior. The 
elimination of many elementary steps from the overall 
reaction scheme of 29 reactions was based on the compari­
son between the decompositions, recombinations, and 
transfer reactions that these radicals undergo. In Figures
5-9 calculated rates of disappearance of the five free radi­
cals during the entire reaction time are shown. These, as 
well as the profiles shown in Figure 4, were calculated using 
the complete scheme of 29 steps in both the forward and 
the reverse reactions.
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Figure 6 . The rates of reaction of methyl radicals. The CH3 T  CH3 
•recombination is comparable in its rate to the CH3 +  C3H8 <• CH4 +  
C3H7(n,l) transfer. All otfcer recombinations are more than an order 

• of magnitude slower arcare therefore eliminated from the reaction 
scheme. • *

Figure 7. Reactions of the ethyl radicals. Only the unimolecular de­
composition is considered. Recombirations and transfer are very 
slow and are neglected.

Figure 8. The-rate of disappearance of AC3H7. The two unimolecular 
decomposition channels are many orders of magnitude faster than 
the recombinations which are eliminated from the reaction scheme.

Figure 9. The disappearance rate of n-C3H7. Here too only the two 
decompositions are left.

Since there are five free radicals in the system there are 
15 possible recombination reactions which in principle lead 
to chain termination. It may be seen in Figures 5-9, how­
ever, that there is only one recombination step which can 
compete with the other channels of disappearance. This is 
the CH3 + CH3 *5. C2Hs reaction. In all the other cases the 
recombinations are too slow to compete either with the uni­
molecular decompositions or with the transfer reactions of 
the type R + C3HS —* RH + C3H7. In these calculations we 
assigned to the recombination rate constants values rang­
ing from 1 to 2 X 1011 cc mol-1 sec-1 depending on the size 
of the recombining radicals (except for the CH3 + CH3 
step, k = 2.4 X 1013 cc mol-1 sec-1 3 and the CH3 + H step 
which, under our experimental conditions, is 2.4 X 1012 cc 
mol-1 sec-14). It has recently been shown that the recom­
bination reaction C2H5 + C2H5 proceeds with a rate con­
stant of 3 X 1011 cc mol-1 sec-1.5“7 This is approximately 
100 tii. ŝ lower than the rate constant of the CH3 + CH3 
recombination. More complicated free radicals recombine 
probably with an even lower rate constant. It is believed 
that the rate constants chosen for the various recombina­
tions provide an upper limit for their rates. Any dispropor- 
tionation/recombination ratio of the present radicals is 
considerably lower than unity8 and does not change the 
general picture.

We have therefore eliminated 14 recombinations from

the original reaction scheme and left only the CH3 + CH3 
step. No change in the computer output was noticed when 
these reactions were not considered. After the elimination 
of the unimportant recombinations, the following are the 
only channels for reaction.

(1) H Atom. The transfer reactions H + C3H8 *- H2 + 
C3H7(n,i).

(2) CH, Radical. The CH3 + CH3 recombination and the 
two CH3 + G3Hs —1► CH4 + C3H7 transfer reactions. These 
reactions have comparable rates (Figure 6) and must be 
considered.

(3) C2ÍI5 Radical. This radical as well as the two propyl 
radicals have an additional reaction channel which is the 
unimolecular decomposition. Figure 7 shows that under the 
experimental conditions of the described experiment the 
transfer reactions C2Hs + C3H8 * C2H6 + C3H7(n,i) are 
very slow compared to the unimolecular decomposition 
C2H5 -  C2H4 + H and are therefore negligible. This is sup­
ported also by the observed isotopic distribution of the var­
ious ethanes, and ethylenes in studies where a mixture of 
0.8% C3Dg and 0.8% C3Hg in argon was shocked to a tem­
perature around 1100°K.2a No scrambled ethylenes (CH2— 
CD2) were observed whereas the ratio CH3CH3:CH3CD3: 
CD3CD3 was 1:2:1 without any C2H5D and C2D5H present. 
This indicates that the ethylene retains its original skele­
ton whereas ethane is a result of methyl radicals recombi-
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TABLE III: A Comparison between the Calculated and Observed Parameters with the Reaction Scheme Shown in 
Table II

P a ra m e te r c h 4 C2 H4 C2 H6 c 3 h 6 H,

Q , m ol/cc caled 2 .9 £  -  8 5 .0 £ -  8 1.0E —  8 3 A E - 8 4 .4 £  — 8

afte r  700 ¿¿sec 
1200°K

exptl 2.9E  -  8 4 .9£  — 8 7 .5£  — 9 2 . 6 E -  8 3 ,6 £  — 8

A ctivation caled 55.1 63.9 86.5 60.4 64.4
energy E v 
k eal/m o l

exptl 54.8 62.5 67.3 52.0 63.2

¡3i power caled 1.61 1.34 1.08 1.43 1.33
dependence exptl 1.65 1.38 1.24 1.45 1.41
on [C 3 H8]n

nation, and not of the reaction C2H5 + C3H8 — C2Hg + 
C3H7(n,i).

(4) {n,i)-CzH^ Radicals. Normal and isopropyl radicals 
can isomerize in a transfer type reaction. n-C3H7 + C3H8 i=± 
¿-C3H7 + C3H8. The steady-state concentrations of the iso- 
and the normal propyls, however, are very close to their 
concentration ratio at equilibrium. In addition, the pseudo- 
first-order rate constant of the isomerization (10121 
exp(—17 X 103/flT)[C3H8]o9) is several orders of magnitude 
lower than that of the unimolecular decompositions. The 
introduction of this step into the reaction scheme had no 
effect on the results. Again, the only reactions that contrib­
ute to the overall reaction scheme are the unimolecular de­
compositions to C2H4 + CH3 and CgH  ̂+ H.

Together with one initiation step C3H8 —► CH:i + C2H-, it 
brings the number of reactions which are needed to de­
scribe the system to 11. These are listed in Table II. (The 
initiation step C3H8 —► C3H7 + H is much slower than the 
C3H8 —► CH3 + C2H5 step and is therefore neglected10.)

C. Reaction Parameters. The purpose of the computer 
modeling was not only the elimination of unimportant ele­
mentary steps but also to find out whether the suggested 
scheme and the set of rate constants are consistent and ca­
pable of reproducing the set of parameters which were 
found experimentally and are listed in Table I. One should 
demand that the reaction scheme by a series of computer 
experiments will reproduce the following sets of parame­
ters: (1) the power dependence of the rates on the initial 
propane concentration for each one of the five reaction 
products; (2) the concentrations of the reaction products at 
the end of the experimental dwell time of 700 ¿¿sec; (3) the 
“activation energies;” (4) the ratio [CH4]/[C2He] after 700 
¿¿sec. This ratio is very sensitive to the relative rates of 
reactions 2 and 7.

The experimental results show that the extent of decom­
position of propane below 1250°K is only a few per cent. 
We have therefore neglected all the back reactions in the 
final calculations except for the CH3 + CH3 <=► C2Hfi step 
which approaches equilibrium. Also, owing to the small ex­
tent of reaction, we did not consider in the final scheme 
transfer reactions involving products such as CH3 4- H2 — 
CH4 + H, etc. .. These were shown to be insignificant in 
view of the relatively low concentration of all the reaction 
products relative to the reactant propane.

We have run three calculations for each reaction scheme 
which was tested. These will be referred to as “calculated 
shocks.” They are (1) 1.6% C3H8, Pi = 200 Torr, T = 
1200°K; (2) 0.4% C3H8, P1 = 200 Torr, T = 1200°K; and (3) 
1.6% C:iH8, P i = 200 Torr, T = 1100°K. A comparison be­
tween the calculated shocks 1 and 2 gave the value of d for 
each one of the reaction products and the comparison be­

tween shocks 1 and 3 gave the value of E. The concentra­
tions of the products after 700 ¿¿sec as well as the ratio 
[CH4]/[C2H6] are given for calculated shock 1 (Table III).

There are two points to mention regarding the calcula­
tions. The reaction time is given a period of 700 ¿¿sec in 
which the only possible change in temperature is due to the 
chemistry and not to the gas dynamics. The change in tem­
perature in calculated shock 1 was less than 10°K during 
the 700-^sec reaction time so it was indeed an isothermal 
period. After the initial isothermal period of 700 ¿¿sec the 
system was cooled adiabatically and reversibly at a linear 
rate of approximately 0.5°K/psec, until it was completely 
frozen. The differential equation for the concentration of 
component i, C„ during the cooling phase, is given by

d[CJ 
d t X a i/{ratei (b) -  rateai)} +

¿ = 1
C, dT 

(y -  1 )T dl
(HI)

where m is the number of chemical reactions and atJ is the 
stoichiometric coefficient for component i in the jth reac­
tion. It is zero when this component does not participate in 
the Jth reaction. It is positive when it appears on the left- 
hand side of the chemical reaction and it is negative when 
it appears on the right-hand side. The rate constants kj 
were reviewed and corrected for the change in temperature 
following every integration step. We have used Treanor's 
method in our numerical integration.11 The concentrations 
which are shown in Table III as “concentration after 700 
¿¿sec” are actually those at the end of tne entire cooling 
phase. For the sake of comparison with the experiment 
they are normalized by the overall concentration change 
due to expansion. The picture during the cooling phase 
shows a very sharp decrease in the free radical concentra­
tions but very little change in the concentration of the 
products. Only a few per cent is added during the cooling 
phase. We also found that the system is but very little sen­
sitive to the exact cooling rate (dT/dt) provided the latter 
is high enough.

The rate constants used in the calculations were taken 
from various sources in the literature as listed in Table II. 
The rate constant reported for the two transfer reactions 2 
and 3 is that for the rate of disappearance of propane. The 
ratio of the rate of production of the isopropyl radical to 
the normal isomer k\/k„ was taken as 10~°-62 exp(+2700/ 
RT ).9

In our first series of calculations we used a value for the 
rate constants k l as has been suggested by previous investi­
gators. Leathard and Purnell10 calculated k\ from the rela­
tion = k-iKi where k-\ was assumed equal to 2 k7. Our 
calculations using this rate constant gave very poor agree­
ment between the parameters obtained by the experimen­
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tal and the calculated shocks. The following disagreement 
has resulted from these calculations.

(1) A value of 0.4 was obtained for the ratio [CH4]/[C2H6] 
compared to a value of 4 observed experimentally (see Fig­
ure 1). The disaggreement factor was 16.

(2) " The concentrations of C2H6, C2H4, and H2 were high 
by a factor of 4-12 compared to what had been observed 
experimentally.

(3) The power dependence on the initial propane concen­
tration ranged between 1.06 and 1.12; a serious disagree­
ment with the experiment (see Table I).

Since the system as a whole is highly sensitive to the 
value of ki, a value of k -X = 2k-, is clearly incorrect. By de­
creasing the value of kx, one decreases the steady-state con­
centration of CH3. The rate of reaction 7 which is the main 
supplier of ethane is proportional to [CH3]2 whereas that of 
reaction 2, which forms methane, is proportional to [CH3], 
It is therefore expected that decreasing kx will increase the 
ratio [CH4]/[C2H6].

It has recently been shown that the C2H5 + C2H5 recom­
bination proceeds with a rate constant roughly 100 times 
lower than that of the CH3 + CH3 recombination.5 On the 
assumption that k~x lies somewhere between these two k ’s, 
we have decreased the rate constant k-i up to a point 
where the ratio [CH4]/[C2H6] in calculated shock 1 
matched the experimental value of 4. This required the re­
duction of k-i by a factor of a few hundred. Under these 
conditions, then, the concentrations of the reaction prod­
ucts were far lower than the ones observed experimentally 
and the activation energies were on the average 20 kcal/mol 
higher than the experimental ones. It was impossible to 
find agreement for all the four sets of parameters together 
by adjusting the value of k -X alone.

Before one varies rate constants in order to try and 
match the calculations with the experiment, one should ex­
amine the sensitivity of the system to the various rate con­
stants which appear in the reaction scheme. It is easy to 
show that the rates of reactions 3 and 6, for example, are al­
most independent of their respective rate constants. They 
behave in such a manner because the C2H5 and the H radi­
cals reach a steady-state concentration at the very early 
stages of the reaction (see Figure 4) and each radical then 
reacts through only one channel. The rates of reactions 3 
and 6 are determined by the rates at which C2Hs and H are 
formed. A variation in the rate constants of reactions 3 or 6 
will result in the variation of the steady-state concentra­
tions of the radicals but will leave the rates unchanged. In­
deed, there was no effect whatsoever on the results when k$ 
was varied tenfold. In the decomposition reactions 4 and 5 
the adjustments of the relative rates of the A and B chan­
nels (see Table II) will vary the ratio [C3H6]/[C2H4] and 
[CH4]/[H2] but not the general picture and the disagree­
ment mentioned above. Moreover, the rate constants of 
reactions 4 and 5 are pretty well known and a drastic 
change in its values is unjustified.

It seems therefore that the only rate constant which 
might affect the calculations (in addition to that of reaction 
1) is that of reaction 2. This propagation reaction competes 
for the CH3 radicals with a termination reaction (7). The 
variation of k2 is therefore expected to change the calculat­
ed parameters.

A number of values have been suggested in the literature 
for k2: 1012 64 exp(—17.5 X 103/RT),9 101257 exp(—15.9 X 
103/RT),W and 1011-9 exp(—10.3 X 103/RT)U which yieid at 
1200°K: 109 46, 109-86, lO1003, respectively. We used the

highest reported value in our initial calculations but found 
it still too low to provide a match with the experiment. We 
can show now that the value of 109-86 which was evaluated 
by Leathard and Purnell was too low by at least a factor of
5. They evaluated k2 from a relation

*2 =  (C/ff11/2)(V * -i)1/* (IV)
and assumed k - x equal to 2ft7, i.e., 1013 7 cc mol-1 sec-1. Kx 
is the equilibrium constant of reaction 1 and C is an experi­
mental measured quantity. As has been mentioned above 
and will be shown later, k - X is roughly of the order of 1012-4 
cc mol-1 sec-1. This error in k - x produces a factor of 5 
error in k2. Although we cannot comment in detail on the 
other two reported values of k2 we believe that they are also 
too low.

In view of this finding regarding k2, we have made the 
following changes in our scheme. Since k x and k2 are inter­
connected, as a first trial we chose kx according to the crite­
rion suggested by Benson5

^ ( c h 3 * c 2h 5 ) =  2 { f e ( C H 3 * c h 3 )^< c 2h 5 + C 2 H J ) } 1 n  =

5.2 x  1012 cc mol"1 sec '1
and increased k 2 to match the ratio [CH4]/[C2H6] with the 
experimental value. This required a factor of 4. Following 
these changes the overall picture became very good. The 
best agreement, however, was obtained by choosing k - X = 
1012 4 cc mol-1 sec-1 and increasing k2 by a factor of 4.5. 
We could not tell how the 4.5 is divided between A and E 
and increased the A factor by 4.5. The agreement now is 
demonstrated in Table III for the five reaction products 
CH4, C2H4, C2H6, C3H6, and H2. The picture is very good 
indeed except for ethane, for which the calculated activa­
tion energy is considerably higher than the experimental 
one and for propylene where E is slightly higher. It is un­
clear whether the errors lie in the calculations or are exper­
imental ones.

D. Low Temperature Regime. Whereas there is only one 
detailed study of propane decomposition above 1000°K,2a 
its low temperature decomposition has been studied and 
discussed quite extensively.9’10'12-15 In the low temperature 
regime the initiation step is still reaction 1 but in view of 
the high activation energy of this step the steady-state con­
centration of the methyl and ethyl radicals is extremely 
low. Recombination of methyl radicals is therefore negligi­
ble. Also, the decomposition reaction C2Hr, -» C2H4 + H is 
slow (E„ = 40.7 kcal/mol). The channels for the removal of 
these two radicals are therefore CH3 + C3H8 —* CH4 + 
C3H7 and C2H5 + C3H8 —► C2H6 + C3H7. Since the reaction 
CH3 + CH3 hardly occurs and C2H .3 is not regenerated 
along the chain, the per cent of ethane found at low tem­
peratures was very minute. These observations were con­
firmed by our reaction scheme of 29 reactions when it was 
run on the computer at 800° K. Also, it has been shown at 
the low temperature regime, and contrary to the high tem­
perature mechanism, that [H2] = [C3Hg] and [CH4] = 
[C2H4] over a relatively wide range of pressures. This is ra­
tionalized by the fact that these four substances are formed 
only via the propyl radical decompositions and that there is 
no contribution from the C2H5 decomposition. These 
equalities were found in our low temperature calculations, 
to three significant figures.

It is believed that the complete reaction scheme de­
scribes the system over a wide range of temperatures. 
There are a number of reactions which are very important
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at low temperatures but become negligible when the sys­
tem is examined at higher temperatures.
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The vacuum-ultraviolet photolysis of propylene (C3H6) in argon, nitrogen, CO, and CO-doped argon matri­
ces has been performed between 8 and 10 K. The results of these experiments suggest that the photode­
composition of propylene occurs principally from the absorption of the 1215-A hydrogen resonance line. 
Although this energy is above the ionization threshold (9.6 eV). no evidence of ionization was observed. 
The major products of photo ysis are methylacetylene, allene, methane, and acetylene, which presumably 
result from three primary prc'Cesses: + h r —► CH4 + C2H2 (1); C3H6 + hi/ —► H2 + CH2= C = C H 2
(2); and CsH6 + hv —*• H2 + CH,3C=CH (3). Processes 1, 3, and possibly 2 are also the major reactions re­
sulting from photolysis at 1745, 1634, 1580, and 1495 A with various vacuum-ultraviolet resonance lamps. 
Based on relative intensities, process 1 > 3 > 2 as a result of photolysis with the 1215-A line, but 1 > 2 3
for the other resonance line sources.

I. Introduction
The photolysis of propylene in the gas phase both below

and above its ionization potential has been previously stud­
ied.2*4 Becker, Okabe, and McNesby2a carriec out the pho­
tolysis at 1470 and 1236 A producing the following major 
products: acetylene, ethylene, hydrogen, met.nane, ethane, 
propane, propyne, allene, isobutane, and C^-unsaturated 
hydrocarbons. Photolysis has also been performed with the 
1849-A Hg line2b’3 to give many of the same products. In a 
recent study performed in this laboratory on the photolysis 
of cyclobutanone,0 propylene, produced as a primary prod­
uct, was observed to undergo secondary photolysis. The 
secondary photolysis processes suggested in that study are 
confirmed in more detail and are the subject of this publi­
cation.

The advantages and disadvantages of the matrix photol­
ysis technique with band pass filtered and resonance lamp 
sources have been discussed in the cyclobutanone work.5 In 
this particular study the primary photodecomposition 
products, methylacetylene, allene, methane, and acetylene,

are all stable products and easily identified from their 
known infrared spectra. The infrared spectra of these 
species provided a direct means, based on ratios of optical 
densities, to compare the relative importance of the pri­
mary photochemical processes as a function of exciting en­
ergy. Information about the mechanism of photodecompo­
sition was also obtained.

II. Experimental Section
The propylene (C3H6) was obtained from Air Products 

and Chemicals, Inc. and used without further purification. 
Although the argon and carbon monoxide matrix gases 
(99.99% purity) were also used without further purification, 
the nitrogen matrix gas (99.99% purity) was passed through 
a molecular sieve which was contained in a coiled copper 
tube and immersed in liquid nitrogen to remove water im­
purity.

The ratios of the matrix to active materials (M:A) were 
either 400:1, 600:1, or 800:1. Sample mixtures were deliv­
ered through a Granville-Phillips leak valve, generally at a
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TABLE I: Summary of Absorptions (cm 11 in the Ar: 
C3H6 = 400:1 Experiments

Before A fter
photolysis photolysis0 Assignment
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786 w
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735 s /

C,H,

628 s CH3C = C H
577s

330 vw
C3He
c h 3c = c h

0 After 5 hr of simultaneous deposition and photolysis with a hy­
drogen resonance lamp (LiF).

rate of 1 mm/min or less from a 2.5-1. volume. The cryogen­
ic instrument used was an Air Products closed-cycle helium 
Displex refrigerator.

The photolysis of the matrix-isolated species was accom­
plished by subjecting the samples on the cold Csl window 
to direct radiation through CaF2, LiF, or Suprasil II vac­
uum-ultraviolet windows. Microwave powered hydrogen, 
bromine, and nitrogen flow discharge lamps were used as 
photolysis sources.6 The spectral characteristics of the hy­
drogen, bromine, and nitrogen discharge lamps have been 
discussed in previous publications.7-9

The infrared spectra were recorded on Perkin-Elmer 621 
and 180 spectrophotometers. The resolution and frequency 
accuracy are estimated to be better than 1 cm-1 between 
200 and 2000 cm-1, and 2 cm-1 between 2000 and 4000 
cm-1.
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Figure 1. Infrared spectra of Ar:C3H6 = 400:1: (a,----- ) deposition
at 8 K, mm/min for 70 min from a 2.5-I. volume; (b.--------- ) simul­
taneous deposition and photolysis for 5 hr with a hydrogen discharge 
lamp (LiF).

III. Results
The infrared spectrum of a film of Ar:C3H6 = 400:1 be­

fore photolysis is shown in the solid trace of Figure 1 and 
summarized in the first column of Table I. The spectrum of 
the unphotolyzed sample agrees well with the gas-phase 
spectrum reported by Sadtler Research Laboratories, Inc.10 
with consideration given for the usual slight matrix shifts.

When the Ar:C3H(; = 400:1 film was subjected to radia­
tion from a microwave powered hydrogen resonance lamp, 
new absorptions appeared due to the production of methyl- 
acetylene,11 acetylene,12 aliéné,13 and methane.14 These re­
sults are summarized in the last two columns of Table I 
and shown as a dashed trace in Figure 1.

Excitation into a possible Rydberg series 1500-1420 Â 
and the continuous w -* tt* 1900-1500-Â band15'16 of C3H6 
(Ar:C3H6 = 400:1) was performed with the 1743-, 1745-, 
and 1495-Â resonance lines of a microwave powered nitro­
gen resonance lamp through the CaF2 transmitting win­
dow. A bromine resonance lamp (1634 and 1580 Â) was also 
used for excitation of C3H6 (Ar:C3H6 = 800:1) into the ir —» 
tt* band. The products resulting from photolysis in these 
experiments were the same as those obtained with the hy­
drogen resonance lamp except for a significantly lower effi­
ciency of conversion. The production of aliéné relative to 
acetylene and methylacetylene was also observed to in­
crease as compared to their relative concentrations using 
the hydrogen resonance source.

In order to help clarify the mechanism of photodecompo­
sition as a function of the exciting wavelengths, a series of
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photolysis experiments was performed with propylene iso­
lated in nitrogen, CO, and CO-doped argon matrices. Sys­
tematic excitation into the vacuum-uv absorption bands of 
C3H6 isolated in N2 matrices with the various resonance 
line sources resulted in the production of the same photoly­
sis products cited above. No absorptions attributable to di­
azomethane (CH2N2)17 were observed in these experi­
ments, suggesting the absence of methylene as an impor­
tant intermediate in the photochemical reactions at these 
wavelengths. Similar experiments involving CO and CO- 
doped argon matrices again resulted in the generation of 
the same products previously observed. The absence of ab­
sorptions due to HCO18 in these experiments suggest that 
H atom detachment plays a minimal role in the major pho­
todecompositions observed here. In addition, no absorp­
tions due to ketene19 (CH2CO) were observed, which again 
suggests that CH2 is not a major fragment produced in 
these experiments.

IV. Discussion
The results of photolysis with a hydrogen resonance 

lamp of propylene isolated in argon indicated new absorp­
tions in the infrared due to methylacetylene, acetylene, al­
iéné, and methane. Performing the same experiment with 
bromine and nitrogen discharge lamps showed similar new 
features with the exception of significantly lower conver­
sion efficiencies. On the basis of the gas-phase vacuum-uv 
photochemistry of C3H6,20 the following reactions could be 
important in this system and serve as a basis for discussion:

C3H6 + hv — >- CH4 + C,H 2 (1)

C3 He + hv — ► H2 + CH2= C = C H 2 (2)

C3 HG + hv H2 + CH3 C=CH (3)

C3 H6 + hv — *- H + C3H5 (4)

C3 Hg + hv — * CH2 + C2H4 (5)

C3H6 + hv — * CH3 + C 2H3 (6 )

C 2H3 — * C2H2 + H (6 a)

C3H 6 + hv — ► C3 Hg* + e- (7)

Photolysis of C3H6 with the 1215-A line of the hydrogen 
resonance lamp above the ionization potential (9.6 eV) 
might appear to favor the occurrence of process 7. How­
ever, we obtained no evidence in this study to support the 
ionization process. The reason that it probably does not 
occur in these experiments is that it is as important to have 
an electron acceptor as it is to have an energy source which

exceeds the ionization potential of the species of interest. 
The absence of infrared absorptions, after photolysis, at­
tributable to ethylene and the methyl radical, suggests that
(5) and (6) are unimportant in this study. Additional ex­
periments, which indicated the absence of CH2 and H atom 
generation, also confirm that (4), (5), and (6a) do not occur 
to any significant extent.-The major primary processes oc­
curring as a result of photolysis with'the hydrogen, nitro­
gen, and bromine resonance lamps appear to be (1), (2), 
and (3). The absence of any significant HCO production in 
the CO matrix experiments again suggests no H-atom de­
tachment and that (2) and (3) occur exclusively via molecu­
lar detachment at these wavelengths.

On the basis of the relative intensities of the products 
with the various resonance line sources, the 1215-A photol­
ysis source is the most efficient in effecting processes 1, 2, 
and 3. Based on the relative optical densities of the most 
intense vibrational fundamentals of acetylene, methylac­
etylene, and allene, (1) > (3) > (2) with the H-resonance 
source, and (1) > (3) (2) with the other resonance line
sources.
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The following rate constants at ~25° and activation energies for electron exchange in acetonitrile 
have been determined by ESR line-shape measurements: TCNE-TCNE~(Li+), k = 1.7 X 109 Af-1 sec-1, 
E act = 2.0 kcal/mol; TCNE-TCNE- (K+), k = 2.2 X 109 M -1 sec-1; TCNQ-TCNQ- (Li+ or K+), k = 3.3 X 
IO9 M-1 sec-1, £ act = 1.9 kcal/mol. For the Heisenberg spin exchange process the rate constants deter­
mined at ~25° are TCNE- (Li+), k = 1.4 X IO9 M-1 sec-1; TCNE- (Na+ or K+), k = 3.3 X IO9 M-1 sec-1. 
Since the reactions are at least partially encounter controlled, the measured rate constants listed above 
should be considered lower limits for the exchange processes not limited by diffusion.

Introduction
The rates of electron exchange between tetracyanoethy­

lene (TCNE) and its radical anion (TCNE- ) and between 
tetracyanoquinodimethide (TCNQ) and its radical anion 
(TCNQ- ) are of interest as examples of electron-exchange 
reactions without coulombic repulsion between reactants 
that are quite flat in shape. (The TCNE dimensions in A 
are ~3 X 7 X 7, and those for TCNQ are ~ 3 X 7 X  11.) The 
Heisenberg spin-exchange reaction should occur without 
reorganizational free energy of activation,3 since the reac­
tants are identical in shape and charge. Also, knowledge of 
the spin-exchange rate is necessary for investigation of the 
electron-exchange rate at high anion concentrations where 
both exchange processes affect the ESR line shape. This 
article reports the results of our investigation of the rates of 
these processes by ESR line-shape measurements.

In 1960 Phillips, Rowell, and Weissman4 reported the 
rate constant for electron exchange to be ke = 2.1 X 108 
M -1 sec-1 for the TCNE-TCNE- system in tetrahydrofur- 
an (THF) at ~25°, and in 1962 Phillips, Rowell, Foster, 
and Chesnut5 observed that ke ^  109 M-1 sec-1 for the 
TCNQ- TCNQ- system in acetonitrile (MeCN) at ~23°. 
More recently (1969) Eastman, Kooser, Das, and Freed6 re­
ported on extensive investigation of the Heisenberg spin- 
exchange process and found ks = (4.1 ± 0.6) X 109 M-1 
sec-1 for the K+ salt of TCNE- in dimethoxyethane 
(DME) at 15°; the rate was also large in THF. Last year, 
while our work was in progress, additional investigations of 
the TCNE-TCNE- system and the effects of ion pairing 
were reported by Watts, Lu, Chen, and Eastman;7-8 they 
found for DME at 15° ke = 2.6 X 10s Af-1 sec-1 and an ac­
tivation energy of Eact = 5.2 kcal/mol, and for MeCN at 15° 
ke = 3.2 X 109 A/ -1 sec-1 (value corrected for diffusion) 
and Eact = 2.3 kcal/mol. Also, Ogasawara, Takaoka, and 
Hayashi9 investigated the counterion effect on the rate of 
electron exchange between TCNE and TCNE- in DME 
and in THF and observed values of ke between (1 and 2) X 
108 A/ -1 sec-1 at 20° and values of Eact between 2 and 8 
kcal/mol.

The investigations mentioned above were all carried out 
at low concentrations, where individual hyperfine lines

broaden with increasing concentration; and the results 
were interpreted by use of the equation derived for the 
slow-exchange-limit.10 Our investigation was carried out at 
higher concentrations, where the hyperfine lines had co­
alesced into a single line (see Figure 1), which narrows with 
increasing concentration in approaching the fast-exchange 
limit. Our results were interpreted by comparing measured 
line shapes with those calculated by the density matrix for­
mulation using the computer program written by Norris.11 
Our measurements were made in MeCN because the elec­
tron-exchange rates were larger and the reactants were 
more soluble and/or stable in this solvent than in the other 
solvents investigated (methanol, formic acid, dimethylfor- 
mamide, THF, and DME).

Very recently, after our original manuscript had been 
submitted for publication, Haren, Luz, and Shporer12 re­
ported measurement of the TCNQ-TCNQ- electron-ex­
change reaction by methods similar to ours described 
above; their results of k = 3.9 X 109 Af-1 sec-1 at 22° and 
Eact = 2.2 kcal mol-1 with MeCN as solvent are consistent 
with our results, as will be discussed.

Results
The results of our measurements at ~25° are summa­

rized in Figures 2-4; the lines represent least-squares fits of 
the data by the equation

1 /t (gauss) = kc /1.76 x  10' (1)
by use of the computer program O R G L S ,13 t  being the life­
time of the paramagnetic species, k the second-order rate 
constant, and c the concentration plotted as abscissa in 
Figures 2-4. The lines represent the data quite well over a 
large range of concentrations, showing, as assumed in the 
derivation eq 1, that the rates are proportional to the first 
power of the reactant concentration, c ([TCNE- ] for the 
spin-exchange reaction and [TCNE] or [TCNQ] for the 
electron-exchange reactions).

The assumed first-order dependence of the electron-ex­
change rate on [TCNE- ] was checked in a series of experi­
ments at high LiTCNE concentration (~10- - to ~10-! Af, 
two-to-three orders of magnitude higher than normally
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Figure 2. Heisenberg spin-exchange between TCNE-  ions in MeCN 
at ~25°. Unfilled circles represent data fòr samples prepared by re­
duction of TCNE in MeCN by Lil; filled symbols represent data for 
samples prepared by reduction of TCNE by the appropriate alkali 
metal.

used) and at high TCNE concentrations (~1 M), to mini­
mize the contribution of the Heisenberg spin-exchange 
reaction, for which corrections were made by use of the fol­
lowing equation:

The symbols t, re, and rs represent, respectively, the mea­
sured lifetime of TCNE-  and the lifetimes of TCNE- with 
respect to the electron- and spin-exchange reactions, rs 
being calculated from eq 1 and the value of ks = 1.4 X 109 
M-1 sec-1 from Figure 2. The equation should be applica­
ble if the electron- and spin-exchange processes are uncor­
related, as they most probably are. The results are summa­
rized in Table I, and, although there is considerable spread 
in the values due to uncertainties of ~25% in the measure­
ments due to the small line widths (—0.1 to ~0.2 G) of the 
collapsed lines and due to volume changes on addition of 
TCNE, the values are consistent with the value of 1.7 X 109 
M-1 sec-1 obtained at low (~10-4 M) TCNE- concentra­
tions (Figure 3) showing that the. rate dependence on 
[TCNE- ] is indeed first order.

Further evidence for the first-order dependence on 
[TCNE- ] and for the validity of eq 2 was obtained from

Figure 4. Electron exchange between TCNQ and TCNQ in MeCN at 
~25°. TCNQ-  was prepared by reduction of TCNQ in MeCN by Lil or 
Kl.

three experiments with KTCNE-TCNE mixtures in which 
both electron- and Heisenberg spin exchange affected the 
line shapes appreciably. The data are given in Table II, 
and, as can be seen, there is agreement, within experimen­
tal uncertainties, between measured and calculated values 
of 1/r, the calculated values being derived from eq 1 and 
the values of k s = 3.06 X 109 M-1 sec-1 (from Figure 2) and 
ke = 2.23 X 109 M-1 sec-1 (from Figure 31.

The temperature dependence of the electron-exchange 
rates was investigated by lowering the temperature of indi­
vidual samples from ~25° to a lower temperature (between 
3 and —25°) and remeasuring the ESR spectrum. For the 
LiTCNE-TCNE system the average calculated activation 
energy is 2.0 ± 0.1 kcal/mol, and for the L:,KTCNQ-TCNQ 
system it is 1.9 ± 0.2 kcal/mol. The uncertainties given are 
standard deviations of the average values derived from six 
or seven measurements. Inclusion of estimates of systemat­
ic errors would probably increase the uncertainties to ~1 
kcal/mol. Sine the temperature dependence of the rate con­
stants is small, careful temperature control was unneces­
sary.

The uncertainties in the 1/r  values were estimated as-
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TABLE I: Rate of Electron Exchange at High 
TCNE” Concentrations“

[L iT C N E ],
M

[TC N E],
M 1 / t, G 1 / u ,  G

fee, i o 9 i t r 1
s e c ' 1

9.0095 0.76 67 0.8 1.5
0.021 0.79 P 1.7 * 1 .8
0 .0* ) 0.03 114 - 2.5 1.9
0.045 0.71 1 1 0  . 3.7 2.6
0.052 0.77 98 4.3 2 .1
0.086 0.58 4 1 . 7.1 1 .0

Av 1,8
“ Temperature'~ 25°.

TABLE II: Comparison of Measured and Calculated 
' 1 / t  Values at Relatiyely High TCNE and KTCNE 
Concentrations at ~25°

\  . Calcd 1/ t, G
[KTCNE], [TCNE]; Meascf — -------------------------

M. . •' ■ :M 1 / r, G Spin E lectron  Sum

0 .0188 . 0.069 11.8 ± 1.3 3.3 8.7 12 .0
0.0180 0.173 2*9.0 ± 4.8 3.1 21.9 25.0
0.027.5. 0.020 6.9 ± 0.7 4.8 2.5 7.3

sirtning a 10% uncertainty in line-width measurements and 
±0.0.3 G in AH, the difference between the collapsed line 
width and the initial hyperfine line width (usually ~0.05 G 
before addition of TCNE or TCNQ, and assumed to be 0.05 
G for the spin-exchange measurements), i.e.

The uncertainties in the rate constants given in Figures 2-4 
are standard deviations obtained as output from the least- 
squares computer program.

Discussion
Our observed rate constant fee = 2.2 X 109 M~x sec-1 at 

~25° for the TCNE-KTCNE electron-exchange reaction 
in CH3CN is consistent with the value of Watts, Lu, Chen, 
and Eastman,7 fee = 2.6 X 109 A4” 1 sec-1 (uncorrected for 
diffusion, and corrected to 25° for comparison). Also the 
activation energy of 2.0 kcal/mol that we determined using 
the lithium salt is similar to the value of 2.3 kcal/mol that 
they reported for the potassium salt.

For the TCNQ-TCNQ” system in MeCN, our measured 
rate constant of k = 3.3 X 109  Af” 1 sec-1 at ~25° and acti­
vation energy of 1.9 kcal/mol are consistent with the values 
of k e = 4.0 X 109 Ai” 1 sec-1 (corrected to 25° for compari­
son) and 2.2 kcal/mol recently reported by Haren, Luz, and 
Shporer.12 Both values of ke are consistent with the early 
order-of-magnitude estimate of fee = ~ 109 Ai” 1 sec-1 by 
Phillips, Rowell, Foster, and Chesnut.5

The consistency of the data with eq 1 as reactant concen­
trations are varied shows that there is no appreciable de­
viation from a second-order rate law, first order with re­
spect to each reactant concentration, for the considerable 
range of concentrations investigated. This observation is 
somewhat surprising for the TCNE” spin-exchange reac­
tion since the activated complex has twice the charge of the 
reactants, and according to the Br^nsted Bjerrum theo­
ry,14 the rate constants should increase with increasing 
electrolyte concentration due to changes in activity coeffi­

cients. The lack of observable change in fes as the electro­
lyte concentration is increased from ~0.02 to ~0.08 M  indi­
cates either that changes in the activity coefficient ratio are 
small or that the reaction is largely encounter controlled, a 
possibility discussed later. The apparent constancy of fee 
for the TCNE-TCNE-  system to ~0.5 M TCNE, and pos­
sibly higher, indicates that there is no appreciable associa­
tion of TCNE” with TCNE in MeCN, as was reported to 
occur in 2-methyltetrahydrofuran, but was later retract­
ed.15,16

The somewhat smaller values of fee and fes for Li+ salts of 
TCNE” than for Na+ or K+ salts is an interesting effect, 
but the cause is unknown. The effect is not observed for 
electron exchange between TCNQ and TCNQ”. Ion associ­
ation between Li+ and TCNE” should lower fee by increas­
ing the Franck-Condon restrictions, but it would increase 
fes by lowering coulombic repulsion, the reverse of what is 
observed. ’.

The rates of electron and spin exchange in MeCN are at 
least partially, and perhaps largely, encounter controlled. 
An estimate of the eqpounter controlled limit derived for 
different unaharged, spherical reactants of the same size in 
a continuous-dielectriomedium is given by17

_ 8 R T \  "■ /_
k* ~ 3000TJ.V- , /#

1.9 x 1010W-1 sec-1 (for CH3CN at 25°) (4)
r1 being the viscosity of the solution, R the gas constant, 
and T the absolute temperature. For chemically identical 
reactants, as for the spin-exchange reaction, fed is one-half 
of the above value.6 If these are reasonable estimates for 
the flat molecules and ions involved in the reactions inves­
tigated, the rate constants for the exchange processes not 
limited by diffusion would be 10-50% larger than the ob­
served rate constants by the relationship18

697

k k k
The observed activation energies are very similar to the 

activation energy of 2.0 kcal/mol for diffusion in MeCN 
(the temperature dependence of 1 It/) suggesting that the 
exchange reactions could be largely encounter controlled; if 
so, the rate constants for the exchange processes not hin­
dered by diffusion could be much larger than the observed 
ones.

It is of interest to compare the observed fee values, which, 
as discussed above, are lower limits for the electron-ex- 
change processes, with the Marcus theory for electron- 
transfer reactions,3 since the reactions involve a neutral 
molecule and, therefore, only reorganizational free energy 
of activation (AG0*) is required. Unfortunately, the only 
detailed model through which the Marcus theory has been 
applied involves spherical reactants in a continuous, unsat­
urated dielectric medium,3 and the reactants of interest are 
flat. However, the comparison of measured rate constants 
with those calculated from theory are given in Table III.

The lack of agreement for the electron-transfer reactions 
may well be due to the inadequacy of the model, and, as 
Marcus19 pointed out, if electron transfer occurs with the 
reactants face to face, the solvent reorganization free ener­
gy of activation will be less than for touching spheres since 
there is no intervening solvent in the activated complex. A 
crude calculation using a point-dipole-in-a-sphere mod­
el,19"21 the sphere having the same volume as the two reac­
tants, indicates that AG0l could be a factor of 2 or more 
less than that for the touching spheres model, and thus the
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TABLE III: Comparison of Measured and Calculated 
Rate Constants“

ke, AT1 s e c '1

R e a c t a n t s  M e a s d  C a le d 11

T C N E '-T C N E  2.2 x 109 1.4 x  106
TC N Q '-T C N Q  3.3 x 109 6.4 x  106
a Solvent is MeCN at 25°. 6 Marcus theory3 applied to touching 

spheres, having the same volumes as the reactants, in a continuous, 
unsaturated dielectric medium, with the assumption that the inter­
nal reorganization free energy of activation is negligible.

calculated rate constants could be two orders-of-magnitude 
or more larger and nearer the measured values. However, it 
seems unlikely that the Heisenberg spin-exchange reaction 
occurs with the reactants face to face, as suggested by Mar­
cus19 for the electron-exchange reactions, because the free 
energy of activation would be large due to the work re­
quired to remove solvent from between the reactants and 
to bring like charged reactants together without an inter­
vening dielectric medium.

Experimental Section
TCNE and TCNQ, purchased from Eastman Organic 

Chemicals, were sublimed and stored under vacuum. For 
some experiments, crystals of TCNE were grown by resub­
limation of the original sublimate at ~80° in an evacuated 
tube having ~ 10° temperature differential between the 
ends. Most salts of TCNE-  were prepared by reduction of 
sublimed TCNE in dry THF by the appropriate freshly 
sublimed alkali metal in an evacuated chamber. After fil­
tration under vacuum to remove any solid impurities, the 
solvent and excess TCNE were vaporized at ~90° to leave 
the pure dry salt, which was stored under vacuum. The dry 
salts and the sublimed TCNE or TCNQ reacted only slowly 
with air, so transfers and weighings of the solids could be 
made without difficulty, but since solutions reacted rapidly 
with air, especially those containing the salts, MeCN was 
distilled under vacuum onto a dry salt. After ESR measure­
ments of the resulting solution had been completed, the so­
lution was transferred to another arm of the evacuated ves­
sel containing solid TCNE or TCNQ behind a break seal, 
which was broken, the solid dissolved, and ESR measure­
ments were made on this new solution.

MeCN solutions of KTCNQ and LiTCNQ and some of 
the LiTCNE solutions were made by reduction of TCNQ or 
TCNE in solution with KI or Lil under vacuum.

The MeCN solvent, purchased from Fisher, was dried 
over silica gel for several days, refluxed over CaH2 for ~12 
hr, and distilled through a dry system into a flask contain­
ing molecular sieves or fresh CaH2. After degassing by 
freezing and pumping, the MeCN was distilled at room 
temperature into a storage flask on the vacuum line con­
taining dry molecular sieves.

The ESR measurements were made with a Varian Model 
E-3 spectrometer, which has a modulation frequency of 100 
kHz. For each initial width of the central hyperfine line for 
the pure paramagnetic species (e.g., 0.04, 0.05, 0.06 G), sim­
ulated spectra were calculated11 for a number of selected 
1 h  values, and plots were made of AH, the change in line 
width, vs. 1/r; then, 1/t values were determined from mea­
sured AH values by use of the plots. The hyperfine interac­
tion constants measured for the pure dilute radical anions 
and used in calculations of the simulated spectra are on =

1.53 G for TCNE- and a N = 0.96 G, aH = 1.38 G for 
TCNQ- . Although these measured values may differ some­
what from other reported and possibly more accurate 
values, the measured values are appropriate for use in the 
line-shape calculations since small errors in the calibration 
of the spectrometer tend to cancel. For a few experiments 
at the lower concentrations or temperatures, the coalesced 
line had sufficient structure to prevent determination of a 
line width; in these cases a measured line was compared di­
rectly with a number of simulated spectra, and a 1/r  value 
was chosen between those for the simulated spectra 
“bracketing” the measured one. Spectra change rapidly 
with 1/r, in this “intermediate” region and very precise 
values of 1/r can be determined if sufficient simulated 
spectra are calculated for comparison.

No correction for the effect of dipolar interaction be­
tween the radical anions on line shapes has been applied 
since the effect is believed to be small. For example, East­
man, Kooser, Das, and Freed6 have shown that this effect is 
very much smaller than the effect of Heisenberg spin ex­
change and had a negligible effect on their experimentally 
determined spin-exchange rate in DME. They showed that 
the ratio of the dipolar to spin-exchange effect was inde­
pendent of concentration and was proportional to the 
square of the viscosity; thus the ratio would be even smaller 
for MeCN (77 = 0.34 cP) than for DME (t; = 0.46 cP). Also, 
we have observed only a single line 2.0 G in width in the 
ESR spectrum of powdered solid NaTCNE, showing that 
the hyperfine lines, which are spread over ~12 G in well- 
resolved spectra of dilute solutions of the radical anions 
(see Figure 1A), had coalesced into a narrowed line due to 
Heisenberg spin exchange, not merely broadened due to di­
polar interactions. Using this result and assuming a 6-A 
distance between adjacent spin sites, we estimate, using ap­
propriate published equations,22-23 that the dipolar interac­
tion energy is two orders-of-magnitude less than the spin- 
exchange interaction energy in the solid. It seems unlikely 
that the dipolar effect could be appreciably greater in solu­
tion, a conclusion consistent with the calculations of East­
man et al.6
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Formation of Ion Pairs in Irradiated Charge-Transfer Systems
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Radiation effects on the electron donor-acceptor (EDA) complex, especially the ion-pair formation process 
in the glassy state at 77°K, are studied. The yield of the radical anion of pyromellitic dianhydride (PMDA) 
in rz-butyl chloride-2-methyltetrahydrofuran matrix containing PMDA is increased by the addition of eth­
ylbenzene, which is known to form a stable EDA complex with PMDA. The absorption spectrum of the 
radical anion thus formed has a peak at 668 nm and a rather broad band width. The peak position and the 
band width are different from that of the free-radical anion and similar to the anion formed by photoillu­
mination of the complex which indicates that the radical anion exists as an ion pair and has considerable 
interaction with the countercation. The effects of sensitizers and quenchers prove that the excited EDA 
complex formed by radiation dissociates into separated ion pairs in their highly excited singlet states.

Introduction
The physicochemical processes io the excited states of 

electron donor-acceptor (EDA) complexes have been at­
tracting much attention from theoretical as well as experi­
mental points of view. Recent progress in laser photolysis 
techniques has enabled direct observation of the dynamic 
behaviors of the transient species and extensitive studies 
dealing with the excited EDA complex have been carried 
out.2 It is now well established that the EDA complex dis­
sociates into a separated ion pair in its singlet or/and trip­
let excited states in a polar solvent.3’4 In some complexes, 
intersystem crossing and ionization processes were re­
ported to occur in their nonrelaxed excited states.5-7

Although many studies have been made on the photoex- 
cited states of the EDA complexes as mentioned above, the 
excited states formed by ionizing radiation have not yet 
been revealed.8-9 The highly excited states of the complexes 
formed by radiation are expected to be in very polar states 
which dissociate readily into separated ion pairs, as ob­
served in the photoexcited complexes.

In this study the radiation effects on the EDA complex, 
especially the ion-pair formation process by radiation in 
the glassy state at 77°K, are studied to clarify the nature of 
the excited states of the complexes formed by radiation in 
comparison with that of photoexcited states.

Experimental Section
Purification of 2-methyltetrahydrofuran and n-butyl 

chloride were described before.10 Benzene, ethylbenzene, 
mesitylene, and piperylene were fractionally distilled twice. 
Zone-refined naphthalene was used as received. Pyromelli­

tic dianhydride (PMDA) was purified by sublimation be­
fore use.

Samples were irradiated in darkness by Co-60 y rays at a 
dose rate of 1.2 X 1019 eV/g hr at 77°K. Absorption spectra 
were measured with a Hitach EPS-3T spectrophotometer. 
The extinction coefficient of the free-radical anion of 
PMDA produced by radiation is obtained to be 3.0 X 104 
M_1 cm-1 at 664 nm by comparison with the value of the 
trapped electron of 2.6 in pure 2-methyltetrahydrofuran.11 
G values of the paired radical anion formed from EDA 
complexes were determined by comparing the absorption 
area with that of the above free-radical anion.

Results and Discussion
I. Radical Ions from PMDA-Ethylbenzene Complex. 

According to the criterion proposed by Hamill et al.,12 sta­
ble radical cations of the solutes are obtained in n- butyl 
chloride by y irradiation at 77°K and radical anions in 2- 
methyltetrahydrofuran. In n-butyl chloride, electrons 
ejected by radiation are stabilized as CI_ by a dissociative 
electron attachment reaction. In 2-methyltetrahydrofuran, 
on the other hand, positive charges, counterparts of the 
ejected electrons, are regarded to be trapped in the proton- 
ated form of the solvent.1314 Therefore, both electrons and 
positive charges generated as a consequence of the ioniza­
tion of the solvent by radiation are considered to be cap­
tured immediately by surrounding solvent molecules in an 
equimolar mixture of these two matrices and neither radi­
cal cations nor anions of the solutes are expected to be 
formed. Actually, no absorption due to radical ions was de­
tected in the equimolar mixture containing 2.0 X 10-2 M
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0 0.8 1.6 
Concentration of ethylbenzene M

Figure 1. Dependence of the radiation chemical yields, G values, of 
the radical anion of pyromellitic dianhydride on the concentration of 
ethylbenzene added to the mixed matrices of /7-butyl chloride and 2- 
methyltetrahydrofuran (molar ratio 1:1) containing 2.5 X 10-2 M py­
romellitic dianhydride at 77°K.

biphenyl irradiated with a dose of 6 X 1018 eV/g at 77°K. 
Unless otherwise noted, this matrix was used to avoid di­
rect ionization as a formation process of the radical ions.

In the matrix containing 2.5 X 10-2 M  PMDA, however, 
radical anions of PMDA, which has an absorption peak 
about 670 nm,15 were observed, though its radiation chemi­
cal yield, G value, is as low as 0.06. This ion was not detect­
ed in the absence of 2-methyltetrahydrofuran. The result 
suggests that the interaction between PMDA and 2-meth- 
yltetrahydrofuran in the excited states enables the genera­
tion of the radical anion by radiation. Direct capture of the 
ejected electron by PMDA was negligible for the above sys­
tem because of the much lower concentration of PMDA 
compared with that of n-butyl chloride.

To clarify the ion formation process the effects of the ad­
dition of benzene derivatives, which are well known to have 
a distinct interaction with PMDA to form a stable EDA 
complex,15 were examined. Figure 1 shows the dependence 
of the yield of the radical anion of PMDA on the concen­
tration of ethylbenzene added to the matrices containing
2.5 X 1(T2 M PMDA. The yield increased with increasing 
concentration of ethylbenzene so that the concentration of 
the PMDA-ethylbenzene complex increased. Ten times the 
yield was obtained by the addition of 1.2 M ethylbenzene. 
This result unequivocally indicates that the increase is due 
to the ionic dissociation of the excited complex formed by 
radiation. Low-energy radiation, too low to ionize the sol­
vent molecules directly but enough to excite them, should 
raise the EDA complex to excited states resulting in the 
formation of ions, although it is lost wastefully in the ab­
sence of the complex. The concentration of PMDA also af­
fects the yield, as shown in Figure 2. Upon increasing its 
concentration the yield of the ions increases.

Increases in the yield are observed by the addition of 
other aromatic compounds which are able to form an EDA 
complex with PMDA as well as ethylbenzene. The relative 
yields of the radical anion are shown in Table I. Simple cor­
relation of the yield with the equilibrium constant to form 
the complex does not hold in this case. It is a very compli­
cated problem to discuss the difference in the yield quanti­
tatively because the degree of the charge separation in the 
excited states of the complex and the cross section of the 
excitation of the complex must both be considered. How­
ever, it is worthwhile to note that the naphthalene complex 
has higher yield than benzene derivatives.16

II. Ion-Pair Formation by Radiation. The ions formed

Figure 2. Dependence of the yields, G values, of the radical anion of 
pyromellitic dianhydride on the concentration cf pyromellitic dianhy­
dride added to the mixed matrices of n-butyl chloride and 2-methylte­
trahydrofuran (molar ratio 1:1) containing 0.41 M ethylbenzene at 
77°K.

from excited EDA complexes by photoillumination as well 
as radiation in the glassy state are considered to exist in 
pairs. To elucidate the structure of these ion pairs, absorp­
tion spectra of the ions were investigated in detail. Figure 3 
shows the spectra of the radical anion of PMDA formed in 
three different ways: (i) y irradiation of 2-methyltetrahy- 
drofuran containing only PMDA; (ii) y irradiation; and (iii) 
photoillumination (7 >350 nm) of the mixed solvent con­
taining the PMDA-ethylbenzene complex.

In the first case the ions are considered to be formed 
through direct capture of ejected electrons by uncomplexed 
PMDA. Ions thus formed are regarded to be free12 and 
have a sharp peak at 664 nm.

On the other hand, the anion formed by photoillumina­
tion has an absorption peak at a longer wavelength of 672 
nm and its line width is appreciably broad. The difference 
is presumably due to the effect of the electric field of the 
countercation. Theoretical consideration predicts that the 
higher electric field shifts the peak to a longer wavelength 
and makes the spectrum broader.1718

The radical anion formed from the complex by radiation 
has a peak at 668 nm and a rather broad band width. The 
peak position and the band width indicate that the radical 
anion exists as an ion pair and has a considerable interac­
tion with the countercation, though it is not as strong as 
the ion pair formed by photoillumination. The highly excit­
ed state of the precursor of the ions formed by radiation 
possibly results in a longer distance between the ion pairs 
because of the larger enthalpy change involved in the ionic 
dissociation process.

III. Ionic Dissociation Mechanism. The effect of several 
triplet sensitizers or quenchers was studied to reveal the 
precursor of radical ions, viz., whether it is a singlet or trip­
let excited state of the complex. When the radical ions are 
formed from the triplet state, the yield should be affected 
by the addition of the sensitizers or quenchers. Table II 
summarizes the results obtained for photoillumination and 
7 irradiation along with the triplet energy levels of the ad­
ditives used.19 For photoillumination the yield increased by 
the addition of acetophenone and benzophenone, though it 
decreased by piperylene and fluorenone. This result clearly 
indicates that the radical ion is formed from the triplet 
state by photoillumination and its energy level lies between
2.97 and 2.55 eV. For 7 irradiation, on the other hand, pip­
erylene and fluorenone have no influence on the yield, 
though it was increased by the addition of acetophenone
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TABLE I: Relative Yield of the Radical Anion of
PMDA in 2-Methyltetrahydrofuran- 
Glass at 77°K

n-Butyl Chloride

Complex Yield

Benzene—PMDA 1
E thy Tb enz epe-PMD A 0.9
M esitylene—PMDA 0.8
Naphthalene-PMDA 1.5

Wavelength , nm

Figure 3. Absorption spectrum of radical anion of pyromellitic di- 
anhydride formed by three different Irradiation techniques: (A) y irra­
diation of 2-methyltetrahydrofuran containing only pyromellitic di­
anhydride; (B) 7  irradiation; and (C) photoillumination (X >350 nm) of 
the mixed matrices of n-butyl chloride and 2-methyltetrahydrofuran 
(molar ratio 1 :1 ) containing the pyromellitic dianhydride-ethylben­
zene complex.

and benzophencne. The ineffectiveness of piperylene and 
fluorenone suggests that the precursor of the radical ion in 
radiation is different than that in photoillumination. The 
increase in the yield observed by the addition of acetophe­
none and benzophenone is probably due to additional radi­
cal ions formed by another process, such as the triplet ener­
gy transfer from them to the complex.3

The quenching efficiency of piperylene was followed 
quantitatively as shown in Figure 4. The yield of the anion 
decreased with increasing concentration of piperylene for 
photoillumination. The quenching was not observed in the 
concentration range examined for y irradiation. This result 
shows that the complex excited by radiation is not in the 
triplet or lowest excited singlet state but in an electronical­
ly higher singlet state which dissociates into ions before in­
ternal conversion to the lowest singlet state or intersystem 
crossing to a triplet state occurs. The possibility of disso­
ciation in the lowest excited singlet state is removed be­
cause the complex excited by photoillumination in the sin­
glet state does not dissociate in this state but in the triplet 
state after intersystem crossing.2

The higher excited singlet state of the complex is pre­
sumably formed by singlet energy transfer from the excited 
solvent molecules formed by radiation, the energy of which 
is estimated from its absorption spectrum to be as large as 
5 eV. The complex excited to such a high energy level is

TABLE II: Effect of Additives on the Yield of the
Radical Anion of PMDA

A dditives Et, eV Photoillum ination y irrad ia tio n

Acetophenone 3.19 Increased Increased
Benzophenone 2.97 Increased Increased
P iperylene 2.55 D ecreased Unchanged
Fuorenone 2.32 D ecreased Unchanged

Figure 4. Quenching of the formation of the radical anion of py­
romellitic dianhydride by the addition of piperylene in the mixed ma­
trices of n-butyl chloride and 2-methyltetrahydrofuran (molar ratio 1 : 
1) at 77°K containing 0.41 M ethylbenzene and 2.5 X 10” 2 M py­
romellitic dianhydride at 77°K: (•) photoillumination (X >350 nm); 
(O) 7  irradiation with a dose of 6.0 X 1018 eV/g.

considered to be in either a charge separated state20 or in a 
very polar state, and readily dissociates into ion pairs by 
weak perturbation, such as bond polarizations of the polar 
solvents which are favorable for the stabilization of the ion 
pairs.
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Absorption spectra of transient species produced at low temperatures by pulse radiolysis of pure acetone 
have been measured. Similar measurements have been carried out for 11 aliphatic ketones including ace­
tone in tetrahydrofuran and/or 2-methyltetrahydrofuran solutions. The absorption bands at 500 and 750 
nm in pure acetone are assigned to monomer anions and cations of acetone, respectively, on the basis of the 
effects of various scavengers and on comparisons with spectra observed for pulse irradiated tetrahydrofur­
an solutions of acetone at 178°K and y irradiated glassy n-butyl chloride solutions of acetone at 77°K. The 
molar extinction coefficient of an acetone anion at 500 nm has been determined to be 5 X 103 M -1 cmrl. 
The pulse irradiation of ethereal solutions of aliphatic ketones produces intense transient absorption- 
bands in the visible and near-infrared regions. The peak is located at 500 nm for acetone, 510 nm for m ethj 
yl ethyl ketone, 600 nm for methyl isopropyl ketone, 560 nm for methyl isobutyl ketone, 550 nm for diethyl 
ketone, 520 nm for diisopropyl ketone, 775 nm for cyclopentanone, 580 nm for cyclohexanone, 680 nm fof, 
cycloheptanone, 775 nm for cyclooctanone, and 640 nm for cyclododecanone. All the absorption bands are 
ascribed to molecular anions of these ketones.

Introduction
Previous papers16 on pulse radiolysis of aromatic hydro­

carbons in acetone solutions have shown that both cations 
and anions of solute molecules are produced in fairly high 
yields. The formation of solute ions is regarded as being 
due to charge transfer from radiation-produced solvent 
ions to solute molecules. The absorption spectra of ionic 
species produced by radiolysis of acetone have been mea­
sured using a matrix isolation technique,7 and more recent­
ly using a nanosecond pulse radiolysis technique.8-9 The 
bands at 460 and 740 nm have been assigned to molecular 
anions and cations of acetone, respectively. However, there 
is some ambiguity as to the assignments; the spectrum re­
ported10-11 for molecular anions of acetone produced in al­
kaline aqueous solutions does not show a band around 460 
nm. It has been suggested12 that the band at 740 nm is due 
to dimer cations of acetone.

The present study was undertaken to obtain further in­
formation relating to ionic species produced in the pulse 
radiolysis of acetone. Lifetimes of the ionic species become 
considerably longer at low temperatures, and their optical 
absorptions are easily observed using a microsecond pulse 
radiolysis technique. In addition, pulse radiolysis of te­
trahydrofuran solutions of acetone at low temperatures and 
y radiolysis of n-butyl chloride solutions of acetone at 
77°K were carried out for the purpose of clear identifica­
tion of the absorption bands. The study has then been ex­
tended to 10 other aliphatic ketones in tetrahydrofuran 
and/or 2-methyltetrahydrofuran solutions. The spectra of 
the molecular anions of these ketones are presented.

Experimental Section
A Mitsubishi Van de Graaff accelerator was used as the 

source of electron pulses. The accelerating voltage was
2.7-2.8 MeV and the pulse widths were 0.5, 1.0, 2.0, and 5.0 
/̂ sec. The current of up to 200 mA was varied to give suit­
able absorptions of the transient species. Experimental 
procedures and optical detection systems were described in 
previous papers.13-14

Two types of the low-temperature apparatus. (A and B) 
were used. The temperature of a sample was variable down 
to 140°K for the A type, while constant (approximately 
100°K) for the B type. The main part of the A type was a 
rectangular thermostatic box with a thin aluminum win­
dow for the electron beam and an evacuated quartz cell as a 
window for the analyzing light beam. The temperature was 
controlled by a flow of cooled nitrogen gas. The tempera­
ture was measured with an uncertainty of less than ±3°K 
with a copper-constantan thermocouple attached to a reac­
tion vessel. The reaction vessel used for the A type consist­
ed of a rectangular optical cell made of high-purity quartz 
and a glass bulb for degassing the solution. The inside di­
mensions of the cell were 22 by 22 by 12 mm deep in the di­
rection of t ie electron beam. Since the light beam tra­
versed the optical cell twice, the total length of the optical 
path was 44 mm. The optical cell and a part of the side arm 
were placed inside the thermostatic box.

The B type was essentially the same as that shown in 
Figure 1 of ref 14, except that the copper block on which 
the optical cell was mounted was slightly slanted from the 
horizontal, so that the liquid inside the cell did not flow.

Tetrahydrofuran (THF), 2-methyltetrahvdrofuran 
(MTHF), and acetone were obtained from Wako Pure 
Chemical Industries. THF was fractionally distilled after 
being dried with metallic sodium. The middle fraction was 
stored over sodium and potassium alloy in vacuo in the 
presence of a small amount of anthracene. Necessary 
amounts of THF for preparing samples were distilled in 
vacuo from the stock solution. MTHF was purified in a 
same manner. Acetone was fractionally distilled after being 
refluxed over anhydrous sodium sulfate for several hours, 
and dried with molecular sieve. Other aliphatic ketones 
were of the best quality commercially available. The ke­
tones, except for cyclooctanone and cyclododecanone, were 
dried with anhydrous sodium sulfate, before distillation in 
vacuo rejecting the first and last thirds. Cyclooctanone and 
cyclododecanone (both solids at room temperature) were 
used without further purification. All the solutions were 
prepared, without exposure to air, on a vacuum line
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WAVELENGTH (nm)
Figure 1. Absorption spectra observed at 193°K on pulse radiolysis 
of Rure acetone (A); acetone containing 0.1 M triethylamine (B); ac­
etone containing 0.1 M triethylamine and 0.1 M water (C); and ace­
tone saturated with nitrous oxide (D). All the spectra were deter­
mined immediately after the pulse. Spectrum E is the difference be­
tween B and C.

equipped with a distillation still and a graduated glass tube 
fpT a volumetric measurement.

Results
Acetone. The pulse irradiation of acetone at room tem­

perature produces a weak absorption starting at about 600 
nm and increasing to the transmission limit, 330 nm. As the 
temperature of acetone is decreased the absorption in­
creases in intensity and the decay becomes much slower. 
Figure 1 shows the absorption spectrum at 193°K, which 
has a peak at 500 nm and a long tail extending to 1000 nm. 
The behavior of the decay curves indicates the presence of 
several absorbing species as discussed below.

Figure 1 also shows the absorption spectrum obtained 
with acetone containing 0.1 M triethylamine as a cation 
scavenger. The absorption in the infrared region removed 
by adding triethylamine is attributed to either molecular 
cations of acetone or some species resulting from the cat­
ion. The spectrum in the presence of triethylamine consists 
of, at least, two absorbing species, because the decay at 330 
nm is much slower than that at 500 nm in the same solu­
tion. Furthermore, the absorption around 500 nm is almost 
completely removed by the addition of 0.1 M water as 
shown in Figure 1. The difference between the spectra with 
and without water gave an absorption band with a peak 
at about 500 nm, which is in agreement with the band 
assigned to a molecular anion of acetone in previous pa­
pers.7-9 The suppression of this absorption band by nitrous 
oxide, as shown in Figure 1, also suggests that the absorb­
ing species is an acetone anion or a product from the anion.

Our previous paper2 has shown that both anions and cat­
ions of solute molecules are produced by pulse radiolysis of 
aromatic hydrocarbons in acetone solutions. In the present 
study, the lifetime of the absorption at 500 nm was found 
to be shortened by adding a small amount of anthracene to 
solutions of triethylamine in acetone. The absorption due 
to anthracene anions at 720 nm built up concurrently in the 
same solution. This result shows that the absorbing species 
at 500 nm are anionic. The yield of the anthracene anion 
reaches a saturation value at concentrations >3 X 10-3 M 
anthracene. By comparing the absorbance at 500 nm for 
pure acetone with that at 720 nm for an acetone solution of 
5 X 10-3 M anthracene containing 0.1 M triethylamine and 
using the molar extinction coefficient of the anthracene 
anion at 720 nm15 (1.0 X 104 Ai-1 cm-1), the molar extinc-

Figure 2. Absorption spectra obtained at 178°K with pure THF (A); 
and with THF solutions of 7.4 X 10-1 At acetone (B); 2.2 X 10-1 M 
acetone (C); 4.2 X 10-3 M acetone (D); and 6.0 X 10-4 M acetone 
(E). Spectra A, B, C, and D were determined immediately after the 
pulse, while E was determined 2 msec after the pulse. Spectra F and 
G were obtained at 77°K on y radiolysis of n-butyl chloride and n- 
butyl chloride solution of 0.5 M acetone, respectively.

tion coefficient of the acetone anion at 500 nm is estimated 
to be 5 X 103 A/ -1 cm-1.

It is well established that the solvated electron is one of 
the main products in radiolysis of THF.1617 The hydrated 
electron is known to be very reactive toward acetone18 and 
so, the molecular anion of acetone is expected to be formed 
at an early stage in solutions of acetone in THF. Figure 2 
presents the absorption spectra obtained on the pulse radi­
olysis of 7.4 X 10-1, 2.2 X HT1, 4.2 X 10-:!, and 6.0 X 10-4 
M acetone in THF. The peak of each spectrum is located at 
500 nm regardless of the concentration, although the peak 
height decreases with a decrease in concentration. When 
the solution of 6.0 X 10-4 M was irradiated at 168°K, the 
absorption due to the solvated electron was observable dur­
ing the initial 10 Msec. The spectrum determined at the end 
of the pulse was very similar to that obtained with pure 
THF, but subsequently changed into the spectrum ob­
served at 178°K for the same solution. These results are in 
agreement with the suggestion already made that the ab­
sorption at 500 nm is due to molecular anions of acetone 
produced by the reaction between the solvated electron 
and an acetone molecule. The rate constant is determined 
to be 6 X 108 Af-1 sec-1 from the decay curve at 900 nm 
shown in Figure 3. The decay curves at 625 and 500 nm are 
also shown in Figure 3. The implication of these curves will 
be discussed later.

The irradiation of acetone saturated with nitrous oxide 
produces the absorption band centered at 740 nm (see Fig­
ure 1). The band is almost identical with the band assigned 
to a molecular cation of acetone in the previous paper.7 y 
Irradiations of glassy solutions of various organic molecules 
in butyl chloride are frequently used for the preferential 
production of solute cations. The spectrum obtained for ac­
etone using this technique is included in Figure 2. The 
spectrum is the same as that produced by pulse radiolysis 
of acetone saturated with nitrous oxide.

The effects of triethylamine, water, anthracene, and ni­
trous oxide lead to the conclusion that the spectrum ob­
served for pure acetone consists of three absorption bands 
with peaks at <330, 500, and 750 nm and each band corre­
sponds to a different transient species. Figure 3 presents 
decay curves of the absorptions at 340, 500, and 750 nm in 
pure acetone as well as the absorption at 500 nm in acetone
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Figure 3. Decay curves of absorptions at 500 (A), 625 (B), and 900 
nm (C) obtained with THF solution of 6.0 X 10~4 M acetone at 
168°K; decay curves of absorptions at 340 (D), 500 (E), and 740 nm 
(F) obtained with pure acetone at 193°K; decay curve of absorption 
at 500 nm (G) obtained with acetone containing 0.1 M triethylamine 
at 193°K; and decay curve of absorption at 500 nm (H) obtained 
with THF solution of 0.74 M acetone at 178°K.

containing 0.1 M triethylamine and the absorption at 500 
nm in THF containing 0.74 M acetone. The decay curve for 
the band at 340 nm fits a second-order rate law, suggesting 
that the absorbing species, which are most probably neu­
tral radicals, recombine bimolecularly. The other decay 
curves fit neither a first- nor second-order rate law. The 
ionic species corresponding to these absorptions probably 
disappear by a combination of reactions with solvent mole­
cules, impurities, and/or products. The neutralization reac­
tion between acetone anions and acetone cations does not 
occur to a significant extent in pure acetone since their de­
cays at 500 and 750 nm are considerably different from 
each other. The addition of triethylamine increases the 
lifetime of the absorption at 500 nm. This implies that cat­
ionic species may be replaced with a less reactive cation in 
the presence of triethylamine.

Methyl Ethyl Ketone. Figure 4 illustrates the transient 
absorption spectra observed at 178°K for 0.25 M methyl 
ethyl ketone in THF. The spectrum determined immedi­
ately after the pulse has a peak at 510 nm, similar to ace­
tone in THF. The absorption at 510 nm decays according 
to a first-order rate law with a half-life of about 3.5 Msec. 
The absorbing species probably react with impurities. In 
the present study, however, no effort has been made to elu­
cidate the decay mechanism. The time necessary for the 
optical density to decrease to one-half of its initial value 
( n /2) will be given in each case. When the decay fits a first- 
order rate law, rj/2 will be described as a half-life. The 
decay curves at X <420 nm show the definite contribution 
of another absorbing species with a longer lifetime; its 
spectrum can be determined separately after the absorp­
tion at longer wavelengths disappears, as shown in Figure
4.

Methyl Isopropyl Ketone. Figure 4 also presents the ab­
sorption spectra observed at 100° K for 0.40 M methyl iso­
propyl ketone in MTHF. In a very early stage the absorp­
tion due to the solvated electron appears in the infrared re­
gion, but disappears completely within about 20 nsec. On

Figure 4. Absorption spectra obtained with 0.25 M methyl ethyl ke­
tone in THF at 178°K (A and B); and 0.40 M methyl isopropyl ketone 
in MTHF at 100°K (C). Spectra A, B, and C were determined imme­
diately, at 20 Msec, and at 15 psec after the pulse, respectively.

Figure 5. Absorption spectra obtained with 0.22 M methyl isobutyl 
ketone in THF at 178°K (A and B); 0.16 M diethyl ketone in THF at 
178°K (C and D); and 0.40 M diethyl ketone in MTHF at 100°K (E). 
Spectra A, B, C, D, and E were determined immediately, at 25 ^sec, 
immediately, at 8 Msec, and at 5 Msec after the pulse, respectively.

the other hand, the absorption at around 600 nm apparent­
ly increases during the initial period of 20 nsec, although 
the largest part is formed simultaneously with the pulse ir­
radiation. Therefore, absorbing species at 600 nm are 
formed, at least in part, by the reaction of the solvated 
electron with a solute molecule. The absorption spectrum 
determined 15 Msec after the pulse exhibits the peak at 600 
nm, which decays with T1/2 of 220 Msec after reaching a 
maximum.

Methyl Isobutyl Ketone. Figure 5 shows the absorption 
spectra obtained for 0.22 M methyl isobutyl ketone in THF 
at 178°K. The essential features are the same as those for 
methyl ethyl ketone. The peak of the spectrum is at 560 
nm. The decay curve at 560 nm fits neither a first-order nor 
second-order rate law, giving 4.0 Msec as the value of t\/2-

Diethyl Ketone. Figure 5 also presents the absorption 
spectra obtained for 0.16 M diethyl ketone in THF at 
178°K and 0.4 M diethyl ketone in MTHF at 100°K. In the 
spectrum for the former solution an absorption band due to 
short-lived species exists in the visible region although it is 
not well separated from the strong uv band due to long- 
lived species. In the spectrum for the latter solution, the 
peak is at 550 nm.

Diisopropyl Ketone. Figure 6 shows the absorption spec­
tra observed at 100°K for 0.28 M diisopropyl ketone in
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Figure 6. Absorption spectra obtained with 0.28 M diisopropyl ke­
tone in MTHF at 100°K. Spectra. A and B were determined immedi­
ately and at 75 /rsec after the pulse, respectively.

Figure 7. Absorption spectra obtained with 0.43 M cyclopentanone 
in MTHF at 100°K (A); and 1.6 X 10-3 M cyclopentanone in MTHF 
at 178°K (B). Spectra A and B were determined at 15 /usee and im­
mediately after the pulse, respectively.

MTHF. The absorption due to the solvated electron is seen 
in the spectrum determined immediately after the pulse. 
The peak of the visible band is located at about 520 nm, al­
though the tail of the intense uv band overlaps considera­
bly.

Cyclopentanone. Figure 7 shows the absorption spectra 
observed at 100°K for 0.43 M cyclopentanone in MTHF 
and at 178°K for 1.6 X 10~3 M cyclopentanone in MTHF. 
Gas chromatographic analysis revealed that the cyclopen­
tanone used contained a few per cent impurity. However, 
the absorption produced from the impurity cannot be con­
sidered to contribute significantly to the spectrum deter­
mined immediately after the pulse in the solution when the 
concentration of the cyclopentanone is as low as 1.6 X 10-3 
M. Further, since both solutions show practically the same 
absorption band at 775 nm, the possibility that the band 
arises from the impurity is excluded. The value of rxn  is 
200 Msec in the former solution and 3 Msec in the latter.

Cyclohexanone. Figures 8 and 9 present absorption spec­
tra obtained with 3.2 X 10~2 M cyclohexanone in MTHF at 
143°K, 0.37 M cyclohexanone in MTHF at 100°K, and 0.2 
M cyclohexanone in ethanol at 100°K. The decay curves 
observed for the first solution suggest the presence of three 
transient species with quite different lifetimes. Of these 
species, the first one is ascribed to the solvated electron 
since it absorbs light in the infrared region and its absorb­
ance increases with an increase in wavelength. The second 
one absorbs light in the visible region and decays according

Figure 8. Absorption spectra obtained with 3.2 X 10-2 M cyclohex­
anone in MTHF at 143°K. Spectra A and B were determined at 1 
and 15 nsec after the pulse, respectively. Spectrum C is the differ­
ence between A and B.

WAVELENGTH (nm)
Figure 9. Absorption spectra obtained with 0.37 M  cyclohexanone in 
MTHF at 100°K (A) and 0.20 M cyclohexanone in ethanol at 100°K 
(B and C). Spectra A, B, and C were determined at 15, 5, and 120 
Msec after the pulse, respectively.

to a first-order rate law with a half-life of 4 Msec. Judging 
from the location and the short lifetime of the absorption, 
this species can be asigned to the anion of cyclohexanone. 
The third one mainly absorbs light in the wavelength re­
gion shorter than 450 nm, and decays very slowly with ri/2 
of about 100 Msec. This absorption is probably due to neu­
tral radicals. The spectrum of the second species can be de­
termined by subtracting spectrum B from spectrum A, as 
shown in Figure 8. The absorption band attributed to the 
second species is observed more directly for 0.37 M cyclo­
hexanone in MTHF at 100°K, where its lifetime is consid­
erably increased (see Figure 9). A similar absorption band 
appears in the irradiated ethanol solution of cyclohexanone 
and the peak wavelength is independent of time.

Cycloheptanone. The absorption spectrum observed at 
158° K for 7.7 X 10~2 M cycloheptanone in MTHF is shown 
in Figure 10. The spectrum has a peak at 680 nm and the 
decay curve obtained at the same wavelength agrees with 
first-order kinetics with a half-life of 6.5 Msec.

Cyclooctanone. Figure 10 presents the absorption spec­
trum observed at 143°K for 1.6 X 10-3 M cyclooctanone in 
MTHF. The peak is located at 775 nm and the decay curve 
fits a first-order rate law with a half-life of 15 Msec.

Cyclododecanone. Figure 10 also presents the absorption 
spectrum observed at 173°K for 8.9 X 10-3 M cyclododeca­
none in MTHF. The peak is located at 640 nm and the ab-
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Figure 10. Absorption spectra obtained with 7.7 X  10-2 M cyclo- 
heptanone in MTHF at 158°K (A); 1.6 X 10-3 M cyclooctanone in 
MTHF at 143°K (B); and 8.9 X 10-3 M cyclododecanone in MTHF at 
173°K (C). All spectra were determined 2 /jsec after the pulse.

sorption disappears by first-order kinetics with a half-life 
of 3.8 Msec.

Discussion
In the previous study2 on pulse radiolysis of acetone so­

lutions, we have interpreted the formation of ions and ex­
cited states of aromatic molecules in solutions in terms of 
the following primary process
C H 3C O C H 3 ------ *■ C H 3C O C H 3% C H 3C O C H 3- , ’C H jC O C H ;,,

3CH3COCH3, and neutral fragments (1)

where CH3COCH:!+, CH3COCH3-, 'CHaCOCHn, and 
3CH3COCH3 represent the molecular cation, molecular 
anion, first excited singlet state, and lowest triplet state of 
acetone, respectively. In addition, we have reported the fol­
lowing values as their yields: G(free ions) = 1.5,
Gl'CHaCOCHa) = 0.31, and G(3CH3COCH3) = 1.1, where 
G(free ions) is the sum of the yields for both the free cation 
and anion. These values are in fairly good agreement with 
the independent measurements by other groups.46 It is 
realized that ionic processes contribute significantly to the 
radiolysis of acetone.

The effects of triethylamine and nitrous oxide on the 
spectrum of irradiated pure acetone indicate that the ab­
sorption band at 500 nm can be ascribed to either monomer 
anions of acetone or species produced from the monomer 
anion. The same band was observed for irradiated THF so­
lutions of acetone. Since the reaction

e30l- + CH3COCH3 —► CH3COCH3- (2)

is expected to take place in THF solutions, the absorption 
band at 500 nm is most likely assigned to molecular anions 
of acetone. In the THF solution of 6.0 X 10-4 M acetone ir­
radiated at 168°K the initial spectrum agrees with the 
spectrum of the solvated electron in THF, but the subse­
quent spectrum shows a 500-nm band. This spectral 
change can be explained by reaction 2. The decay curve at 
900 nm corresponds to the decay of the solvated electron 
by reaction 2, and its rate constant can be determined to be 
6 X 108 M-1 sec-1. The decay curve at 625 nm apparently 
consists of the short-lived absorption due to the solvated 
electron and the long-lived one due to the anion of acetone. 
On the other hand, the decay at 500 nm behaves as if there 
were only one absorbing species. This behavior is, however,

considered to result from a balance between the decay of 
the absorption due to the solvated electron and the concur­
rent growth of the absorption due to the molecular anion of 
acetone. If the absorption at 500 nm is formed indepen­
dently of the solvated electron, the rapid decay of the ab­
sorption due to the solvated electron should be observable 
in the initial part of the decay curve. The behavior of the 
decay curve at 500 nm also_ suggest§ that-the molar extinc­
tion coefficients of the solvated electron and the anion of 
acetone are roughly equal to each other. The absolute ab­
sorption spectrum of the solvated electron in THF has 
been measured at room temperature in the wavelength re­
gion from 555 to 2200 nm.17 Although the extinction coeffi­
cient at 500 nm is not shown in their measurement, its 
value may be close to that at 555 nm (4 X 103 M-1 cm-1) 
because the absorption does not decrease appreciably be­
tween 500 and 555 nm. Since the spectrum of the solvated 
electron generally shifts to shorter wavelengths as the tem­
perature decreases, the extinction coefficient at 168°K 
must be somewhat larger than that at room temperature. 
Therefore, the molar extinction coefficient of 5 X 103 M -1 
cm-1 determined for the molecular anion of acetone is con­
sistent with the suggestion mentioned above.

The decreasing lifetime of the absorption at 500 nm with 
an increase in anthracene concentration as well as the con­
comitant formation of the absorption due to anthracene 
anions supports the occurrence of the reaction proposed in 
the previous paper:2
CH3COCH3" + anthracene —*■

CH3COCH3 + anthracene' (3)
The removal of acetone anions by water may be due to the 
reaction:

CH3COCH3' + H20 —*- (CH3)2COH + OH' (4)

The anion of acetone has been studied in aqueous sys­
tems. Asmus et al.10 found that the transient spectrum pro­
duced by pulse radiolysis of aqueous solutions of 2-propa­
nol saturated with nitrous oxide changes depending on the 
pH value of the solution. This change has been attributed 
to the dissociation of a-2-propanol radicals formed by the 
following mechanism

HoO ---- *■ ea„", H, OH, etc.
e^ ' + NjO —► N2 + OH + OH'

OH or H + (CH3)2CHOH —► H20 or H2 + (CH3)2COH
(CH3)2COH —- (CH3)2CO- + H*

Molecular anions of acetone are consequently favored at 
high pH’s. The typical spectrum reported11 on the aqueous 
solution of 0.1 M 2-propanol at pH 13.3 decreases contin­
uously with an increase in wavelength up to 450 nm. Being 
different from the present results, the spectrum does not 
show the absorption band with a peak at around 500 nm. 
The discrepancy between these observations might be at­
tributed to the effect of the solvent on the spectrum.

Absorption spectra of anions of aromatic ketones, in fact, 
are known to show a large solvent shift. The benzophenone 
anion, for example, exhibits an absorption peak at 630 nm 
in hydroxylic solvents and 780 nm in ethereal solvents. Our 
previous study19 on the benzophenone anion produced at 
100°K by pulse radiolysis of ethanol solutions has clearly 
demonstrated that the initial spectrum has a peak at 780 
nm, but gradually shifts to shorter wavelengths as reorien­
tation of solvent molecules around the anion proceeds. In
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contrast to this result the absorption spectrum observed for 
the cyclohexanone anion in ethanol glass at 100° K does not 
show a spectral shift even at a few hundred of microsecond 
after the pulse. This fact excludes the possibility of a sol­
vent shift of the spectra of anions of aliphatic ketones in 
hydroxylic solvents. In addition the difference betwéen the 
spectra obtáined with aqueous solutions and with THF so­
lutions seems too large to be interpreted in terms of a sim­
ple solvent effect. At this nfÜment we cannot explain the 
difference.

Dimer cations of organic compounds produced by reac­
tion 5 were first found in the ésr study20 of dichlorometh-

M* + M — *- M2* (5)

ane solutions of naphthalene containing antimony penta- 
chloride as an oxidizing agent. Subsequently, a number of 
studies, especially spectroscopic and kinetic, have been 
made using a pulse radiolysis technique21 23 and a matrix 
isolation technique.12'24 Badger and Brocklehurst24 have 
suggested that the absorption band reported by Shida and 
Hamill7 is due to dimer cations of acetone. In the present 
study glassy n-butyl chloride and glassy n-butyl chloride 
solutions of acetone were y irradiated at 77° K to confirm 
this identification. As shown in Figure 2, irradiated pure 
n- butyl chloride had an absorption band at 530 nm, while 
irradiated n-butyl chloride solution of 0.5 M acetone had 
an absorption band at 740 nm, almost the same as that ob­
tained with pulse irradiated acetone saturated with nitrous 
oxide, n-Butyl chloride solutions of acetone at concentra­
tions between 0.05 and 0.4 M exhibited bands at both 530 
and 740 nm. The intensity of the band at 530 nm decreased 
and that at 740 nm increased with increasing concentration 
of acetone. No other bands were found in the wavelength 
region from 350 to 1200 nm. Moreover, an enhancement of 
the band at 740 nm did not occur during warming the solu­
tions. Their colors faded out without change in tint. These 
results rather indicate that the band at 740 nm can be as­
signed to molecular cations of acetone.

All the absorption bands in the visible or near-infrared 
region observed in other aliphatic ketones are assigned to 
molecular anions of the solute ketones as the analogy with 
acetone. The peak wavelengths of these absorption bands 
are tabulated in Table I. Anions of alkyl ketones with a 
large alkyl group tend to exhibit the absorption bands at 
long wavelengths except for diisopropyl ketone. On the 
other hand, locations of the absorption bands due to anions 
of cycloketones show no relationship with the number of 
carbon atoms. We have been unable to correlate the ab­
sorption bands with physical parameters of the parent ke­
tones such as dielectric constants, dipole moments, or their 
optical transitions in the uv.

Electron affinities of aliphatic ketones in the liquid 
phase are still unknown. However, our previous study2 has 
demonstrated that biphenyl anions are formed by electron 
transfer from acetone anions in irradiated solutions when 
biphenyl is added at concentrations higher than 0.1 M. 
This result implies that the electron affinity of acetone is 
comparable to that of biphenyl. The anion of biphenyl is 
easily photobleached by visible light. In the case of acetone

TABLE I: Peak Wavelengths of Anions of
Aliphatic Ketones

Anion W aveleng th , nm

A cetone 500
M ethyl e thy l ketone 510
M ethyl iso p ro p y l ketone 600
M ethyl isobuty l ketone 560
D iethy l ketone 550
D iisop ropy l ketone 520
C yclopentanone 775
C yclohexanone 580
C ycloheptanone 680
C yclooctanone 775
C yclododecanone 640

the threshold energy of photobleaching may be somewhat 
higher than that expected from the electron affinity be­
cause the Franck-Condon state of acetone resulting from 
photoionization of its anion is different from the usual 
state of acetone. However, the optical transition involving 
the electron in the highest orbital probably appears in the 
visible region. The similar argument can be applied to 
other aliphatic ketones electron affinities of which may be 
smaller than that of acetone. It is probable that anions of 
aliphatic ketones have their absorption bands in the visible 
or near-infrared region.
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Energy loss spectra are reported for the 10/10* reaction of argon ions upon argon at various noJLro scat­
tering angles using a new mass spectrometric technique. The spectra obtained are in good agreement with 
those obtained by conventional methods. Trajectory calculations were performed in order to determine the 
scattering angles and the instrument transmission function. An alternative scanning technique is also de­
scribed whereby a particular process can be monitored as the scattering angle is varied.

Introduction
We haVe previously shown that it is possible to study 

ion-molecule reactions at nonzero scattering angles in a 
double-focusing mass spectrometer.1 We now show that 
this approach allows the approximate determination of rel­
ative cross sections differential in both scattering angle and 
kinetic energy. The usefulness of kilovolt energy ion-mole­
cule reactions should be augmented by these developments. 
These reactions are already a source of information on the 
quantum state composition of ion beams,2 ion structure,3 
double ionization potentials,4 energy levels in inaccessible 
species,5 molecular structure,6 reaction kinetics for highly 
energized species,7 and other aspects of ion chemistry.38’6

Principle of the Method
Consider a conventional double focusing mass spectrom­

eter (ion source/electric sector/magnetic sector/detector) 
operated to transmit stable ions generated in the ion source 
at an accelerating voltage V, an electric sector voltage E, 
and a magnetic field strength B. For simplicity, assume 
that the reactant ion does not change its charge in the colli­
sion process. In the conventional mode of operation of the 
mass spectrometer, specification of the instrument geome­
try and of the parameters V and B specifies any reaction 
occurring in the second field-free region. If the beam is able 
to pass through the electric sector, the value of E is linked 
to the value of V and is thus not generally thought of as an 
independent variable. But this is not to say that the electric 
sector is superfluous when reactions occurring in the sec­
ond field-free region are being studied. It could serve for 
prior energy selection of the reactant beam, although we 
are not aware that any such experiments have been per­
formed in the second field-free region. More importantly, 
for experiments involving scattering collisions both in and 
following the electric sector, the sector can be used to select 
the scattering angle at which measurements are made. If 
the beam suffers angular deflection upon collision, the re­
quired ratio of accelerating voltage to electric sector voltage 
is changed; each new ratio specifies a particular small range 
of scattering angles in the collision process for which the 
product ions are transmitted and collected, though not 
along the central path through the spectrometer. The range 
of angles involved is discussed below.

In the earlier study,1 it was shown that if the magnetic 
field was set so as to detect ions of ma^s-to-charge ratio (m) 
at normal values of V and E, and V was then scanned to 
higher values, peaks due to scattered ions of mass to charge

ratios (m -  1), (m -  2), etc. could be detected at the same 
magnetic setting. As the voltage was scanned in the oppo­
site direction, peaks due to ions of mass-to-charge ratios (m 
+ 1), (m + 2), etc. were similarly observed. The structure 
observed in some of the peaks corresponded to different 
energy losses suffered by the scattered ions.

The main advantage of this method is that interference 
of the main ion beam can be avoided by studying reactions 
at nonzero scattering angles. However, due to hysteresis 
and nonlinearity it is difficult to adjust the magnet setting 
by amounts smaller than one mass unit; this made the 
study of low mass ions virtually impossible. For this reason, 
a new experimental method has been developed.

Consider a normal beam of ions of mass-to-charge ratio 
m which is transmitted through the double-focusing mass 
spectrometer set at accelerating voltage V, electric sector 
voltage E, and magnetic field B. If the value of E is re­
duced by a small amount to a new value E', the ions will no 
longer follow the central path and will not be transmitted 
through the electric sector. However, if a collision gas is 
now introduced, the beam can be deflected through a small 
angle and its trajectory altered enabling it to pass through 
the electric sector, as well as through the energy resolving 8 
slit. If no kinetic energy were lost in the collision (vide 
infra), the ions would still have the kinetic energy corre­
sponding to the original value of V, and they would thus be 
transmitted through the magnet and recorded as ions of 
mass-to-charge ratio m. If the accelerating voltage is now 
scanned upward, peaks due to ions which have suffered ki­
netic energy loss in the collision will appear at values V + 
AT where AF corresponds to the amount of kinetic energy 
lost. The value of E' controls the allowed scattering angles; 
scanning of the accelerating voltage will also influence the 
scattering angle to some extent (see below). The plot ob­
tained represents an energy loss spectrum corresponding to 
a small range of scattering angles.

Results and Discussion
All the measurements were made on a Hitachi-Perkin 

Elmer RMH-2 mass spectrometer under the following con­
ditions: accelerating voltage 8 kV, electron energy 70 eV, 
electron current 1 mA. Both the 8 slit and final resolving 
slit were kept as narrow as the sensitivity permitted. The 
collision gas was introduced into the second field-free re­
gion at a pressure of 1 X 10“5 Torr from where it diffused 
into the electric sector (ESA pump was shut off during the 
experiment).
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ENERGY LOSS (eV)
Figure 1. The curves marked a-f show a series of translational energy loss spectra for the reaction of Ar-+ ions with Ar plotted at different 
values of electric sector voltage and hence at different scattering angles. The peaks marked A in each plot correspond to ions that have been 
scattered elastically, the peaks marked B, C, and D correspond to ions that have undergone inelastic collisions without alteration of charge but 
in which the target molecules have gained excitational erergy.

Because data were already available8 from conventional 
scattering experiments, reaction 1 was chosen foi study. In

A r*  + A r  —- A r*  +  A r * '* ’ (1)

this reaction the target atom can be excited, ionized, or 
both. The choice of argon also eliminates the potential

complicating effects of the presence of ions other than 
those of a single mass-to-charge ratio.

Figure 1 shows the kinetic energy loss spectra for reac­
tion 1 obtained by the accelerating voltage scan method at 
different values of the electric sector voltage E'. Peak A 
represents elastically scattered ions and peaks B, C, and D

The Journal of Physical Chemistry. Vot. 79. No. 7. 1975



710 Ast, Terwillinger, Cooks, and Beynon

are due to inelastic processes. All energy loss measurements 
are made with reference to the elastic peak A. The kinetic 
energy losses associated with the elastically scattered ions 
which give peak A are negligible because of the small scat­
tering angles involved (see below). Furthermore, at the ion 
energies employed kinetic energy transfer to the target in 
the inelastic reactions is also negligible.9 Thus, the relative 
energy losses shown in Figure 1 approximately equal the 
amount, Q, of kinetic energy transferred to internal energy 
for the process in question.

Our results for reaction 1 are in agreement with those ob­
tained by a conventional study8 of reaction 1 covering vari­
ous scattering angles (0.5-13°) in the kinetic energy range 
500-3000 eV. Peaks corresponding in energy loss values to 
peaks A-C in Figure 1 were observed. Peak B was attrib­
uted to the excitation of the target to levels such as (3p5 4s) 
with Q = 11.5 eV, (3p5 4p) with Q = 12.9 eV, etc. up to the 
ionization limit of Q = 15.75 eV. Peak C was associated 
with excitation of the target atom to autoionizing levels, 
such as (3s 3p6 4s XP) with Q = 25.8 eV, (3s 3p6 4s XS) with 
Q = 26.7 eV, (3s 3d6 4p 1D) with Q = 27.55 eV, etc., as well 
as to the production of excited Ar+ ions such as Ar+ (3p4 
3d) with Q = 32.05 eV. In addition to these peaks, we also 
observe a fourth peak D centered at Q « 47 eV, which ap­
parently corresponds to the process in which the target 
atom is doubly ionized. The 3P, 1D, and 'S states of Ar2+ 
lead to predicted energy loss values of 43.4, 45.1, and 47.5 
eV, respectively, in good agreement with the experimental­
ly observed value.

Although energy loss spectra are readily obtained as de­
scribed above it was necessary to perform detailed trajecto­
ry calculations in order to establish the scattering angles 
and the instrumental transmission properties.

Consider a collision between an ion mi+ and a neutral m2 
in which mj+ is scattered through an angle 6 in the plane of 
analysis of the mass spectrometer without change of charge 
and in which an amount Q of translational energy of the 
system is converted into internal energy. The final velocity 
(ui) of m i+ is given in terms of its initial velocity (u0) by
v j t’o = [ M cos 9 + {(1 + pe -

P2(l -  e) sin2 o)/(l -  e)}1/2]/(p  + 1) (2)
where c = Q/(Q + l/2mii>02) and p = m-^/m^ Writing x = 
uo/ui, eq 2 can he rewritten

cos 9 = (/ix2 + m + 1)(1 -  e) -  x2 
2 xft(l -  e) (3)

The value of x is calculated from the value of V and the 
value of V + AV and the scattering angle 8 through which 
the detected ions have been deflected in the collisions can 
then be calculated. Trajectory calculations similar to those 
used to calculate metastable peak shapes10 were used to de­
termine the position where an ion scattered at any point 
along its path impinges on the /3-slit plane. The point of 
scattering was then iterated to the value necessary to per­
mit the ion to pass through the /3 slit. Generally, it was 
found that there are two such points, one near the entrance 
to the electric sector and one located near the exit of the 
electric sector or in the second field-free region itself. In 
general, due to the finite width of the ft slit and the resolv­
ing power of the magnetic sector, there is a range of posi­
tions from which scattering can be observed.

The calculations were performed assuming a constant 
cross section as a function of scattering angle in order to 
determine the instrument transmission. Results are given

TABLE I: Results of Scattering Angle Calculations“

Range of 
sc a tte r in g

angles Calcd re i
E'/E Q,eV obsd, deg abundance AT. eV

0.9983 0 0.10-0.82 707 0.03
13 0.04-0.83 664 13.09
32 0.04-0.87 608 32.30
48 0.04-1.05 169 49.19

0.9958 0 0.25-0.86 643 0.18
13 0.27-0.87 604 13.26
32 0.04-0.90 552 32.41
48 0.04-0.95 520 48.70

0.9933 0 0.39-0.92 588 0.45
13 0.42-0.93 553 13.54
32 0.44-0.97 507 32.73
48 0.04-1.00 473 48.91

0.9860 0 0.82-1.19 473 1.87
13 0.85-1.21 446 15.00
32 0.89-1.24 409 34.18
48 0.91-1.27 384 50.42

0 E' represents the value to which the electric sector was set for 
the experiment, E being the normal value of electric sector voltage
corresponding to transmission of the unscattered ion beam of mass 
m. Q is the energy defect of the reaction in the scattering collision, 
AV the calculated value by which the accelerating voltage needs to 
be increased to observe the process. Some of the apparent in­
consistencies in the scattering angles are discussed in the text.

in Table I, and they show the following, (i) There is a range 
of scattering angles corresponding to each E' value. This 
range is larger for the small electric sector offset values, for 
example, 0.04-0.83° for E'/E = 0.9983, and smaller for the 
large electric sector offset values, 0.89-1.24° for E'/E = 
0.9860. Both examples quoted refer to peak C. (ii) The 
range of scattering angles shows a very small variation be­
tween peaks A, B, C, and D observed at a particular E' 
value. For example, in the experiment performed with the 
electric sector value offset to 0.9860E, the range of scatter­
ing angles is calculated to be 0.89-1.24° for peak C and 
0.91-1.27° for peak D. Therefore, to a good approximation, 
ions giving rise to peaks A-D in each particular experiment 
(Figure la-f) can he considered as being scattered through 
the same range of angles, (iii) Instrument transmission falls 
off with increasing scattering angle and kinetic energy loss 
but the total change involved is small (less than a factor of
2). (iv) The error involved in approximating the energy de­
fect Q by the energy loss measured relative to the elastic 
peak never exceeds 0.6 eV and is thus smaller than the ex­
perimental error, (v) The scattering angle does not neces­
sarily increase monotonically with increasing electric sector 
offset as can be seen for the peak with Q of 48 eV. Since the 
reactant ion fragments within the electric sector the elec­
tric sector voltage necessary to transmit the ion scattered 
at an angle of 0° will be somewhat less than E and will, of 
course, vary with the collision point. The minimum scatter­
ing angles will occur for values of E' closest to this lowered 
value; this effect can be seen for Q = 48 eV in Table I, 
where the scattering angles are smallest for E'/E ~ 0.9958. 
Similarly, as long as E' is between the lowered value men­
tioned above, and E, there will be some collision point cor­
responding to zero or near zero scattering angles. This can 
also be observed in the table. (The large number of 0.04° 
scattering angles is due to round off errors in the computer,
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as the scattering angle is calculated by subtracting two 
large near equal numbers, and is of no physical signifi­
cance.) When E' is decreased still further (E’/E  = 0.9860) 
the near zero angles disappear.

The scattering angles involved in this study are fairly 
small. They never exceeded 1.3°. Larger electric sector off­
set values would have caused larger scattering angles, but 
the signal strengths were low in this region. However, even 
for this narrow range of scattering angles, it was found that 
the cross sections for the elastic and various inelastic colli­
sion peaks are an extremely sensitive function of 8. The 
large energy loss reactions giving peaks C and D (Figure 1) 
increase in abundance relative to the reactions w th smaller 
energy losses as \ E — E'\ and, hence the scattering angle, is 
increased. Completely analogous results were obtained 
when E' > E although this procedure is less desirable be­
cause at some point in the accelerating voltag; scan the 
main beam of unreacted ions is transmitted.

The method described shows the variation of energy loss 
spectra with the scattering angle; however, a small range of 
scattering angles is always involved (rather than a single 
value), which makes it difficult to follow the lehavior of 
the cross section for a particular process as the 'unction of 
the scattering angle 6. Therefore, a new experiment was 
performed in which the accelerating voltage is set to the 
value V + AV, corresponding to a particular pea< in the ki­
netic energy loss spectrum (for example, AV = 3 eV if we 
want to study peak B). When the electric secto- voltage is 
now scanned the scattering angle is being continuously 
changed and the resulting plot shows the variation of the 
cross section as the function of 8. The experimental curve 
for the elastic scattering (peak A) shows oscillatory struc­
ture, previously noted by Barat et al.H

Conclusions
The study of high-energy ion-molecule reactions at zero 

scattering angles in a mass spectrometer is a rapidly devel­
oping subject. It is now apparent that a douhle-focusing 
mass spectrometer in which the electric sector and acceler­
ating voltage are independently variable can also be used to 
give detailed information concerning ion-mol icule colli­
sions in which nonzero scattering of the ion beam occurs.

Absorption Spectra of 3,4-Polyisoprene and 1,2-Polybutadiene 711

An immediate advantage of nonzero scattering is that it 
brings into the compass of the mass spectrometer the study 
of reactions of the general type 10/ 10* in which the neutral 
is excited (or even ionized) but in which the fast particle 
does not change the number of charges it carries. Without 
the use of scattering angle as a parameter, the product ion 
beam is difficult to distinguish and resolve from the main 
beam of unreacted ions. More generally we have shown 
that kinetic energy loss spectra can be determined for par­
ticular scattering angles and that reaction cross sections for 
particular elementary reactions can be followed as a func­
tion of scattering angle. The procedure does not appear to 
be applicable to scattering angles larger than a few degrees 
and there is a considerable range of allowed angles at small 
electric sector offsets. The importance of the latter factor is 
probably minimized by the propensity for cross sections to 
fall off rapidly with increasing scattering angle. Moreover, 
the control which can be exercised over scattering angle is 
sufficient to cause marked changes in the relative cross sec­
tions for particular processes.
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Optical Absorption Spectra of y-lrradiated 3,4-Polyisoprene and 1,2-Polybutadiene
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The optical absorption spectra of 7 -irradiated 3,4-polyisoprene and 1,2-polybutadiene were investigated. 
Allyl radicals, dienes, and diene ions could be observed.

In connection with investigations in the radiolysis of
1,2-polybutadiene (1,2-PB) and 3,4-polyisoprene (3,4- 
PI)1-4 uv-absorption measurements of the two polydienes

have been made after 7 irradiation. The polymer samples 
were 7 irradiated and measured at T = —196° and room 
temperature. Both unirradiated and 7-irradiated 3,4-PI
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Figure 1. Uv absorption spectrum of 3,4-PI 7  irradiated and mea­
sured at room temperature, dose 9.5 X  1020 eV/g.
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Figure 2. Optical absorption spectra of 3,4-PI 7  irradiated and mea­
sured at T =  —196°, dose 2.4 X 1020 eV/g: (a) immediately after 7  
irradiation; (b) after bleaching with filtered light (350 nm < X < 550 
nm).

and 1,2-PB show a very strong absorption band with Xmax 
205 nm (Figure 1) due to the tt- tv* transition of the double 
bond in the side chain:

~CH2ŝ
CH
I
C— R
II
ch2

1,2-PB: R = H
3,4-PI: R = CH3

In addition to this strong absorption the uv spectrum of
3,4-PI 7 irradiated and measured at room temperature 
shows two shoulders at X 234 and 290 nm (Figure 1). The 
absorption at X 234 nm is assigned to dienes. The broad, 
weak shoulder with an absorption center of about 290 nm 
should be due to trienes and dienyl radicals5 though the 
latter are less probable because dienyl radicals have not 
been found by ESR measurements.4 After 7 irradiation of

log 1«. !

’3 : 1

os-

Figure 3. Optical absorption spectrum of 3,4-PI w th 0.5 wt % of an­
thracene as additive, dose 1.9 X 1020 eV/g, 7  irradiated and mea­
sured at T = -196°,

ÎE
K

9

f

e

Figure 4. HMO energy levels of the tt electrons of dienes (/I is the 
resonance integral).

3.4- PI at —196° there are further bands with Xmax 250 and 
450 nm, the latter being of very low intensity (Figure 2). 
The weak absorption at X 450 nm is bleachable with fil­
tered light of 350 nm < X < 550 nm (Figure 2). After 7 irra­
diation of 1,2-PB we observed the same absorption bands 
except for a blue shift of the weak absorption to 443 nm. By 
the addition of 0.5 wt % anthracene to 3,4-PI the absorp­
tion at X 450 nm is nearly suppressed and an additional 
weak long wave absorption at X 710 nm due to anthracene 
ions is observed (Figure 3). The absorption with Xmax 250 
nm at low temperature must be assigned to the doublet 
transition of allyl radicals. This is in good agreement with 
the calculated excitation energy of 5.29 eV for the doublet 
transition of the allyl radical by Longuet-Higgins and 
Pople.6 The formation of allyl radicals by 7 irradiation of
3.4- PI and 1,2-PB is established by ESR measurements as 
well.4

The absorption bands of 3,4-PI at X 234 and 450 nm are 
due to dienes for which Kaufmann3 has proposed a radia­
tion induced formation. Dienes are also found by infrared 
spectroscopy.3 The HMO energy levels for the w electrons 
of dienes are shown in Figure 4. The absorption at 234 nm 
is due to the tt- tt* transition f -*• g of a substituted diene. 
For diene anions and cations additional transitions g -* h 
and e —► f appear with less energy which correspond to the 
observed absorption bands of 3,4-PI at 450 nm and 1,2-PB 
at 443 nm.

The optical bleaching of these absorption bands by in­
tensive light of the same wavelengths indicates the pres­
ence of anions. Because of the greater electron affinity an­
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thracene is a more efficient electron scavenger then dienes 
and therefore the formation of diene anions is suppressed 
when anthracene is used as an additive. The presence of 
anthracene anions in such samples has been conf rmed by 
ESR measurements as well.4 No direct proof for the exis­
tence of diene cations can be given.
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Internal Energy of Product Ions Formed in Mass Spectral 
Reactions. The Degrees of Freedom Effect1

P. F. Bente, lll,2ab F. W. McLaffertv,* D. J. McAdoo,2ac and C, Lifshitz2d
Department of Chemistry, Cornell University Ithaca, New York 14850 
(Received June 28, 1974; Revised Manuscrht Received December 23, 1974)

The factors affecting the distribution of internal energy values, P(E), in secondary ions produced in the ion 
source of a mass spectrometer have been studied through experimental and theoretical investigations of 
the degrees of freedom (DOF) ef'ect on the metastable to precursor intensity ratio for a common metasta­
ble transition (m*) in a homologous series of molecular ions (M-+). An experimental study of the C^HfiO-4 
and metastable intensities for the process M-+ —► C^HfjO-4 —► Ĉ H.-jO4 (m*) for 16 2-alkanones ranging 
from C6H12O to C31H62O showec a linear relationship between [m*(C3H60-4 — C2H30 + + CH.r )l and the 
reciprocal of the number of inte~nal degres of freedom in M-+. Theoretical calculations of the DOF effect 
used the 2-alkanone photoelectron spectra and the optical approximation of Meisels to obtain P(E)m-+. 
Rate constants for formation of Z3Hf;0+, and other competing pathways as a function of molecular ion in­
ternal energy, k(E), were calculated using Rice-Ramsperger-Kassel-Marcus theory. The P(E)c3h6o-+ func­
tions were calculated by assuming statistical randomization of the excess internal energy between the 
CsHeO*4 and the neutral fragment. The resulting calculated DOF plot was linear and had a slope in excel­
lent agreement with the experimental results. The decreasing average internal energy of C^H^O-4 with in­
creasing size of M-4 arises because increasingly large neutral fragments carry away a larger fraction of the 
M-4 internal energy. Offsetting this is an increasing abundance of tight complex fragmentations of M-4 
which compete with CsHeO-4 fc rmation at low M-+ internal energies, causing the average internal energy 
of those M-4 ions which fragment to give C3H60-4 to be higher for larger M-4 ions. The general factors 
which affect P(E) of product ioo A+ are (1) P(E)m-+; (2) reactions competitive with A+ formation; and (3) 
the partitioning of excess energy between A+ and the neutral fragment.

Mass spectral ion abundances have been in;erpreted in 
terms of fragmentation rate constants as a function of ion 
internal energies, k(E), and the internal energy values of 
the precursor ions, P(jE).3’4 Calculations of k(E) using the 
Rice-Ramsperger-Kassel-Marcus theory5 ha/e provided 
satisfactory agreement with experiment.4~7 For molecular 
ions, M-4, useful approximations to P(E) m-+ c n  be derived 
from the photoelectron spectrum of the corresponding mol­
ecule/ ’’7 However, such methods will not yield information 
about P(E) of a primary product ion, such as A+; for the 
reaction sequence M-+ —► A+ —*• D+, prediction of [D+] 
using k(E)A+—D+ from RRKM calculations requires a 
knowledge of P(E)a+. The following factors should be im­
portant in determining P(E)a+: (i) P(E)m-+; (ii) k(E) for 
M-4 —► A-4; (iii) the k(E) functions for competing decom­
positions of M-4 (M-4 -* B+, C+, ...); and (iv) partitioning 
of excess energy between the A+ ion anc the neutral 
lost.3,6,8’9 A qualitative assessment of these factors has been 
made;10 this paper presents quantitative cilculations to 
test further these assumptions.

A further reason for this study is to investigate the origin 
of the so-called “degrees-of-freedom effect”.10 13 For the 
fragment ion A+ found in each of the mass spectra of a ho­
mologous series of molecules and the metastable decompo­
sition of A+ forming the daughter ion D+ in a field-free re­
gion of the mass spectrometer, m*(A+ —*■ D+), the abun­
dance ratio [m*(A4 — D+)]/[A+] is found to decrease as 
the size of the molecule increases. In fact, for all of over 30 
homologous series of a wide variety of compounds exam­
ined in this laboratory the logarithm of [m*(A+ —► D+)]/ 
[A+] is found (Figures 1 and 2) to give within experimental 
error a linear correlation with the reciprocal of the number 
of internal degrees of freedom of the molecule (DOF = ‘.in 
— 6, where n is the number of atoms in M-4). This correla­
tion is notable because of its generality, especially consid­
ering all of the competing factors which affect P(E)a+-10 
Further, the linearity of the correlation predicts a finite 
value for [m*]/[A4] for an infinite molecular size, meaning 
that some A+ ions formed from such a molecular ion will 
still have sufficient internal energy to fragment at a rate of
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lO^DOF (M+)

Figure 1. The degree-of-freedom (DOF) effect in 1-alkanols: (a) ex­
perimental results of ref 11; (b,c) calculated results of ref 14 assum­
ing E0(C2H5O+ —*■ H30+) = 3.4 and 3.7 eV, respectively.

Figure 2. The DOF effect for 2-alkanones: • , experimental values; 
O, calculated values (see text), using calculation II for C6, C7, and 
Cg, and calculation I for the remaining compounds.

~106 sec-1 in the metastable drift region. Although it is 
perhaps a moot question whether an infinitely large molec­
ular ion will indeed fragment to give any A+ ions, the exis­
tence of a finite intercept11 could imply that the excess in­
ternal energy of the fragmenting M-+ ion is not randomized 
between the very large neutral fragment and the A+ ion, 
contrary to the assumptions of the quasiequilibrium theory 
(vide infra).3 In a calculation of the DOF effect for C2Hr,0+ 
ions formed from 1-alkanols, Lin and Rabinovitch14 pre­
dicted a nonlinear DOF effect in which log [m*]/[A+] ap­
proaches — °° as 1/DOF approaches zero (Figure 1). The 
model used assumed statistical partitioning (randomiza­
tion) of the excess energy of M-+ between the C2H50 + ion 
and the alkyl neutral fragment, and the disagreement of 
the calculated results with experiment (Figure 1) at high 
DOF values could be due to the failure of this assumption. 
The disagreement could also arise from their assumption 
that P(£)m-+ is independent of the size of M-+; apparently 
no study comparing P(E)M.+ functions for a homologous 
series of molecules has been reported previously.

We present here experimental and theoretical studies on 
P(E) of the primary product C3H60-+ ions formed from 2- 
alkanones ranging in size from CfiH]20 to C3iHfi20.

P(E)c 3h 6o .+ is probed experimentally by comparing the 
abundance of metastable A+ ions having the narrow range 
of internal energies required for methyl loss in the field- 
free drift region to the abundance of the lower energy 
C3HeO-+ ions which reach the detector undecomposed 
[m*(C3H60-+ — C2H30+ + CH3-)]/[C3H60-+]. This system 
is well suited for experimental study and the quasiequili­
brium theory calculations for several reasons. The C3H60-+ 
ions, which are of high abundance in all these 2-alkanones, 
are formed by 7 -hydrogen rearrangement involving a six- 
membered ring transition state which has been shown to be 
highly specific for several lower molecular weight 2-alka­
nones.6 A substantial body of experimental data exists for 
the 2-alkanones including studies by photoionization and 
charge exchange, and for the product C3H60-+ ion includ­
ing studies of its structure and decomposition.1s.9.15- 17 The 
energy requirement for the reaction C3HeO-+ -* C2H30 + + 
CH3- has a relatively high value of 1.2 eV,17-18 so that the 
[m*(C3H60-+ —*■ C2H30 +)] value provides a measure of the 
abundance of C3HrO-+ ions formed with this relatively 
high internal energy. To recheck the linearity of the DOF 
effect, data for 16 homologous 2-alkanones were measured 
in one time period using a reverse-geometry double-focus­
ing mass spectrometer under computer control (Figure 2).

E xperim ental Section
Mass spectra, metastable ion (MI) spectra, and collision- 

al activation (CA) spectra were obtained on a modified Hi­
tachi RMU-7 double-focusing mass spectrometer in which 
the magnetic sector precedes the electrostatic analyzer.19 
Operating conditions were: 70-eV electron energy, 100-ííA 
total emission, 3.9-kV ion accelerating potential, 1.25-1.5- 
kV multiplier voltage, 1-2 X 10-6 Torr source pressure, and 
an ion source temperature of 225°. Abundances of C3H6- 
0-+, C2H30 +, C3H70 +, and C„Hm+ (signifying all ions con­
taining only C and H) ions in the normal mass spectra are 
shown in Figures 3 and 4; an AEI MS-902 was used where 
necessary to resolve isobaric ions.

For the MI data the pressure in the field-free drift region 
between the magnet and the electrostatic analyzer was less 
than 3 X 10-7 Torr so contributions from collision-induced 
metastables were negligible. The mass spectrometer was in­
terfaced with a Digital Equipment Corp. PDP-8 computer 
to give automated data acquisition and computer control of 
the electrostatic analyzer (ESA) potential.20 The relative 
intensities of m*(58-+ —► 43+) and m/e 58-+ for the DOF 
plot were determined by scanning the ESA potential alter­
nately over the metastable and precursor ion regions, 
changing the gain of the dc amplifier manually be a factor 
of 625 between regions. Ten scans were computer summed 
to give composite peaks, and the ratio [m*(58-+ — 43+)]/ 
[58-+] was calculated from the maximum intensities and 
the known gain of the dc amplifier. The shape and peak 
width of the metastable transition were identical for all the
2-alkanones examined, indicating that the peak heights ad­
equately represent the relative peak intensities.21 The ex­
perimental ratios (Figure 2) were found to be reproducible 
to within ~5%. MI and CA spectra22 were obtained for the 
molecular ions and other high mass oxygen-containing ions 
as described previously.19’22 The MI spectrum of 2-dodeca- 
none is shown in Figure 5; other spectra are included in ref 
2a.

Synthesis o f Compounds

The 2-alkanones C14H280, CisHsqO, Ci7H340, C2iH420,
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Figure 4. Abundances of C3H70 + and C„Hm+ (species containing 
only C and H) ions relative to the total ion abundance, ir the normal 
mass spectra of 2-alkanones as a function of the number of molec­
ular degrees of freedom: • , experimental values; O calculated 
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C23H460 , C26H52O, and C3iH620 were synthesized from the 
corresponding straight chain carboxylic acids by refluxing 
the acid with CH3Li in tetrahydrofuran,23 with purification 
by vacuum sublimation. The remaining 2-alkanones were 
obtained from commercial sources, with purity checked by 
gas chromatography and mass spectrometry.

C alculations

The ratio [m*(C3H60-+ -*■ C2H30 +)]/[C3H6C+] was de­
termined from P(E)c.,h6o-+ based on the factors outlined 
previously.810 Calculation I considered the effects of disso­
ciations of both low and-high energy M-+ ions in competi­
tion with the formation of C3M60-+, while calculation II as­
sumed that only high energy pathways were of importance 
competitively. The energy deposition function for electron 
impact ionization was obtained from the ph jtoelectron 
spectrum of the 2-alkanone, using the optical approxima­
tion of Meisels;7 this was convoluted with the thermal ener­
gy of the molecule before ionization to obtain P(E)m-+- 
Rate constants as a function of ion internal energy, k(E), 
for unimolecular decompositions of M-+ to C3 -pO-+ ions 
and to form product ions requiring higher activation ener­

gies, Eo, were calculated using RRKM theory.4"6 For reac­
tions with Eq < f?0(M'+ -*• C3H60-+), k(E) were estimated 
using the available experimental information from meta­
stable ion spectra, collisional activation spectra, and low 
electron-energy mass spectra. The probability that a mo­
lecular ion of any particular internal energy E will frag­
ment to form a C3H60-+ ion was then calculated from the 
corresponding &(M-+ —► C3H60-+) and the rate constants 
at that energy for the competing fragmentations. The in­
ternal energy of the C3H60-+ from an M-+ of a particular 
energy was calculated assuming that the excess internal en­
ergy in M-+ is randomized between the C3H60-+ ion and 
the 1-alkene neutral fragment in porportion to the density 
of states in each. These results weighted according to 
P(E)M.+ gave P(E)c3h6o-+- For the ratio [m*(C3H60-+ ->■ 
C2H30 +)]/[C3H60-+] the value of [C3H60-+] was derived 
from the area of P(E)c3h6o-+ below the appearance poten­
tial for C2H30 + formation, A(C2H30 +), and the value of 
[m*(C3HfiO-+ — C2H30 +)] from the area of the “metasta­
ble window” of energies at A(C2H30 +). Rate constants and 
energy partitioning were at 0.10-eV intervals; a sample cal­
culation for 2-hexanone at 0.05-eV intervals showed no sig­
nificant differences in the calculated [m*]/[C3HeO-+] ratio. 
Details of these steps are given below. Complete calcula­
tions were carried out for C6Hi20, C7H14O, C3HieO, 
CgHisO, ChH220, Ci7H340, C3]H620; results for all but 
C7H14O and CgHisO are shown in Figures 4-8.24

Calculation of P(E)m-+- Photoelectron spectra at 21.2 eV 
were obtained for acetone, 2-butanone, 2-pentanone, and 
2-hexanone25 and for 2-hexanone, 2-heptanone, 2-octa- 
none, and 2-undecanone26 (Figure 6a-8a).24 The spectra 
show a transition at low energy, assigned to ionization from 
a nonbonding orbital on oxygen, and an unresolved group 
of transitions at higher energies assumed to arise principal­
ly from orbitals belonging to the alkyl chain. The energy 
difference in onset of the alkyl and carbonyl peaks was 
found to correlate with the size of the 2-alkanone (Figure 
11a); data from the two sets of spectra gave linear correla­
tions with the same slope when the ratio of the areas of 
these peaks was plotted against the number of carbon 
atoms in the 2-alkanone (Figure lib). Photoelectron spec­
tra for the other 2-alkanones (Figures 9a and 10a)24 were 
obtained by interpolation and extrapolation of the correla­
tions of Figure 11. Following the treatment of Meisels,7 the 
energy deposition function D(E) was obtained from the 
photoelectron spectrum and the electron energy loss func­
tion F{En) using the relationship

D(E) = [ * ““ x(En, E)F(E„) dEn
•'Z(M)

where /(M) is the ionization potential of the molecule M 
and £ max is the energy of the ionizing electrons. x(En, E), 
the probability that an electron which loses energy En will 
deposit internal energy E in the molecular ion during the 
ionization process, was obtained from the photoelectron 
spectrum of M. For En less than A'nen the energy of the he­
lium I resonance line at 21.2 eV, x(E„, E ) was set equal to 
the photoelectron spectrum truncated at E = En and nor­
malized to unit area. For En > Ajiei, x(En, E) was set equal 
to the Hei photoelectron spectrum normalized to unit area. 
In calculating the energy loss function from the relation

F(En) = [ o . i E j / E j <h(£n)/£n d£„]

the relative photoionization cross section, ai(En), for the 2- 
alkanones was assumed to be equal to that obtained experi-
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2-dodecanone m/e I84 (M*) 
Unimolecular Metastable Spectrum

md

Figure S. The metastable ion decompositions (Ml spectrum) of the molecular ion (m/e 184) of 2-dodecanone.

mentally for n-butane.27 Theoretical calculations28 and the 
limited experimental data available indicate that the gen­
eral shape of a,(E) is the same for most organic molecules. 
D(E) was convoluted with the thermal energy distribution 
in the molecules before ionization to obtain the distribu­
tion of internal energy in the molecular ion, P(E)m+,4-7,24 
Figures fib--10b.

Reaction Mechanisms. The CoH^O-f and C9H;>0 + ions 
were assumed to be formed from the 2-alkanone molecular 
ions as shown in reactions 1 and 2,6-17 with assumed free

0 +'

CH'-fiCHif r cX H/ E

ii i:
CH,CX ,CH2

c h 2

OH

CH.C- (1)
CH.,-

CHiC£  ~ -  C H ,C = 0 + (2)
(II: ̂  CH •

0

CH,C c h 2: / ;  + ; r 
c h 2

c j i , (3)

rotations indicated by the circular arrows (vide infra). Col- 
lisional activation spectra, as well as metastable ion spec­
tra, of a variety of odd-electron ions in the mass spectra of 
higher 2-alkanones gave no evidence for the formation of
C.sHgO-+ ions from fragment ions. Substantial evidence has 
been offered that reaction 1 proceeds through a stepwise 
mechanism.6-29 At lowest ion energies transfer of the 7 hy­
drogen has been shown to be substantially faster than the 
subsequent 8  cleavage for butanoic acid;29 at higher inter­
nal energies, it would be expected that the tighter-complex 
rearrangement would be less favored relative to the simple 
cleavage of this second step. We have assumed that the hy­
drogen rearrangement is nearly complete in the transition 
state and that the 8 bond is partially cleaved; however, the 
relative results are not changed appreciably if the 8  bond is 
assumed to be normal in the activated complex. The most 
important properties (besides the En values) of the activat­

Figure 6. Data and results of calculations for C6H120: (a) photoelec­
tron spectrum of the molecule (experimental data); (b) calculated 
functions for P (E )U.+ and P(£)M.+ -Canso-H (c) calculated k (E ) func­
tions for (i) M-+ —  C3H60 +; (ii) M-+ —  C2H30-+; (iii) M-+ —  C„- 
Hm-+; (d) calculated value of Ff£)c3H6o-+ functions. The vertical line 
at 1.2 eV represents the "metastable window' for C3H60-+ —1► 
C2H30 +.

ed complexes for the competing M-+ dissociations are the 
relative number of free rotors in each, as an additional free 
rotor causes the sum of energy states to r:se more rapidly 
with increasing energy. All hydrocarbon ions were assumed 
to originate by direct cleavage of a carbon-carbon bond in 
the alkyl chain with retention of the charge on the alkyl 
fragment to form the CnH2n+i+ ion series (for example, 
reaction 3), and with subsequent loss of H£ or CH4 to form 
the C„H2„_i+ ion series.

Activation Energies, f?0• For reaction 1, E 0 was chosen 
as 0.6 eV in order to give k\(E) ~  106 sec-1 for E = 0.9 eV, 
in agreement with the difference between the extrapolated 
0°K photoionization appearance potential (A) of C3H60-+ 
and the adiabatic ionization potential (I) of 2-hexanone.15 
The onset of C2H30 + production from 2-hexanone is not 
clearly defined in measuring A, so that the value of A = 1.7 
eV is an upper limit on £ 0(C6HI2O-+ -* C2H30 +) and in­
cludes the effects of a kinetic shift and a competitive shift.5
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Figure 7. Data and results of calculations for CgH160: (a> photoelec­
tron spectrum of the molecule (experimental data); (bi calculated 
functions foCPt£)Msf  and P [E )m.+-~C3H«o-+; (c ) calculatef k (E ) func­
tions for <i) M-4 . C3H60-+; (il) M-* —  C2H30-+; (ill) M-+ —  C„-
Hm-+; (d) calculated value of P (E )c 3h6o -+ functions. The vertical line 
at 1.2 eV represents the “metastable window" for C3H60-+ —► 
C2H30+.

Figure 9. Data and results of calculation for C 17H3lO: (a) photoelec­
tron spectrum of the molecule (extrapolated data): (b) calculated 
functions for P(E)M.+ and F(£)m.+ -.c,h6o.+; (c) calculated k{E) func­
tions for (I) M-+ —  C3H60-+; (ii) M-+ —  C2H30-+; (ill) M-+ —  Cn- 
Hm-+; (d) calculated value of P{E)C3Hf.0.+ functions. The vertical line 
at 1.2 eV represents the “metastable window” for C3H60-+ -* 
C2H30+.

E(eV)
Figure 8. Data and results of calculations for C 11H22C: (a) photo­
electron spectrum of the molecule (experimental data); 'b) calculat­
ed functions for P(£)M.+ and P[E)u.+- -c-,h6o.+; (c) calculated k{E) 
functions for (i) M-+ -*■  C3H60-+; (II) M-* —► C2H30-+; (III) M-+ —*■ 
CnHm-+; (d) calculated value of F\E)c3h6o-+ functions. The vertical 
line at 1.2 eV represents the “metastable window" for D3H60-+ —* 
C2H30 +.

Figure 10. Data and results of calculations for C31H620: (a) photo­
electron spectrum of the molecule (extrapolated data); (b) calculated 
functions for P (E )M.+ and P (E )m.+—caH«o-+; (c) calculated k {E ) func­
tions for (I) M-+ -* C3H60-+; (II) -*■  C2H30-+; (ill) M-+ —  Cn- 
Hm-+; (d) calculated value of P (E )c3h6o-+ functions. The vertical line 
at 1.2 eV represents the “metastable window” for C3H60-+ —*• 
C2H30+.

Eo = 1.0 eV was chosen to give agreement with the above 
results and with the competition between C3H60-+ and 
C2H30 + formation as measured by charge excharge.16 Eo =
1.1 eV was chosen for reactions of type 3 to give agreement 
with the observed intensity of hydrocarbon ions in the nor­
mal mass spectrum of 2-hexanone. The calculated rate

curves for these three processes are shown in Figures 6c- 
10c.

The competition from processes with activation energies 
lower than 0.6 eV but with activated complexes which are 
tighter than that for C3H60-+ formation is important for 
the larger 2-alkanones. The unimolecular metastable spec-
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Figure 11. Photoelectron spectra of 2-alkanones: (a) the difference 
in onset energies (eV) for the alkyl and carbonyl peaks as a function 
of the number of carbon atoms; (b) the ratio of areas of the alkyl and 
carbonyl peaks as a function of the number of carbon atoms for 
spectra from two different sources (see text).

tra of the 2-alkanone molecular ions show many transi­
tions, increasing in number as the 2-alkanone becomes 
larger (Figure 5); many of the ions resulting from these low 
energy reactions are of negligible abundance in the normal 
mass spectrum, as noted previously.30,31 For 2-alkanones 
larger than CgHigO, there is no observable metastable tran­
sition of the molecular ion to give C;)HgO,+ despite the fact 
that this “tight complex” reaction gives a favored product 
in the normal spectrum. On the other hand, the ions pres­
ent in the metastable ion spectrum of these M-+ are not 
common in the normal mass spectrum, indicating that 
these processes have tighter activated complexes as well as 
Eo < 0.6 eV. These processes should cause a competitive 
shift in j4(C;)H60-+); for this in calculation I, it was re­
quired that the rate constant for formation of C:iHeO-+ 
reach ~107 sec-1 before the process can be observed. A 
sharp onset in P(£)m-+—c3h6o-+ at this internal energy, Ee, 
was assumed as shown in Figures 6b-10b. This low energy 
competition is not important for the lower 2-alkanones; the 
effect of this assumption was checked in calculation II by 
assuming a minimum rate constant of 106 sec-1. Calcula­
tion III neglects competition from both low and high ener­
gy processes, and assumes the energy deposition function 
in producing M-+ to be approximately parabolic, ranging in 
energy from 0 to 8 eV, similar to the assumptions of Lin 
and Rabinovitch;14 however, in contrast, in calculation III, 
this function is convoluted with the thermal energy calcu­
lated for each 2-alkanone.

E0 for C-jH60 + -*■ C2H30+ was estimated to be <1.2 eV 
from heat of formation data;18 calculations were made with 
values of 0.8, 1.0, and 1.2 eV to test the effect of this as­
sumption.

Calculation of k(E). Rate constants for decomposition of 
the molecular ion via the nth pathway were calculated as a 
function of internal energy from RRKM theory using the 
relation

k (E) -  V<?n*Gn*(£ ~ £o„)
1 ~~ hQ„*N*(E)

where G1 (E — Eo) is the sum of states up to energy E — Eo 
in the activated complex, N*(E) is the density of states of 
the molecular ion at energy E, h is Planck’s constant, and 
L* is the reaction path degeneracy.4 The ratio of the parti­
tion functions for the adiabatic rotations of the activated 
complex and the molecular ion, QnVQi*, was assumed 
equal to unity. Vibrational frequencies for the 2-alkanone 
molecular ions, assumed to be equivalent to those for the 
corresponding molecules, tfere obtained by combining the 
frequencies characteristic of the CH3COCH2- group with 
those of the appropriate alkyl group, CH:j CH2)n-. The lat­
ter were obtained from the frequencies of the n-alkane 
CH3(CH2)n-iC H 3 by removing three frequencies associ­
ated with a C-H bond in the CH3 group and changing the 
other CH3 to the corresponding CH2 frequencies.24 The 
frequencies for the CH3COCH2- group were obtained from 
those of acetone in a similar fashion. In addition six new 
frequencies were added which correspond to the six modes 
associated with the new C-C bond. In a similar way the 
frequencies for the 1-alkene molecules were calculated 
from the frequencies for the n-alkanes and propene.24 
Three free internal rotations were included in the ener­
gized M-+, and reduced moments of inertia were calculated 
from standard bond angles and distances according to the 
method of Hershbach.32

For the activated complex configuration of reaction 1, 
the three free internal rotations of M-+ were substituted by 
low frequency torsional modes; earlier studies have shown 
that the change, not the absolute number of free rotors, is 
the principal factor in determining k(E).6 CH2 deformation 
frequencies for methylene groups in the ring were increased 
by a factor of 2, the CH stretching and CH bending 
frequencies for the hydrogen transferred to the oxygen 
were reduced by a factor of 2, and the reaction coordinate 
was taken to be a C-C stretch at 1050 cm-1. The symmetry 
factor was equal to 2 for this reaction. Reaction 2 was as­
sumed to proceed by a “loose” complex in which the C-C 
bonds involved in ring formation in reaction 1 were taken 
as free rotations and a C-C stretch at 1200 cm-1 as the 
reaction coordinate. Other frequencies were assumed to be 
the same as in the molecule ion, and the symmetry factor 
was set equal to 1. Reaction 3 was assumec to proceed by a 
“loose” complex equivalent to that for reaction 2. To ac­
count for the fact that alkyl fragment ions or their further 
decomposition products, are produced by cleavage of any 
C-C bond in the alkyl chain of the 2-alkanone molecular 
ion, the symmetry factor L was varied linearly with in­
creasing size of the alkyl chain. L was set equal to 2 for 2- 
hexanone in order to give agreement with the experimen­
tally observed abundance of hydrocarbon ions in its mass 
spectrum. This gives a range of L from 2 for CfiH]20-+ to 27 
for C3iH620-+. Sums and densities of states for the active 
molecule-ion and the activated complexes, respectively, 
were evaluated using the approximations of Whitten and 
Rabinovitch.5,24,33

Energy Partitioning. The excess energy of the molecular 
ion was assumed to be partitioned statistically between 
C3H60-+ and the 1-alkene neutral fragment according to 
the formula given by Vestal:9

W{E, e) de AT1(e)Ar2(£ -  e -  £ 0) de/

N ^)N 2(E -  e -  £ 0)de

where W(E, e) de is the probability of finding energy t to (e
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+ de) in the C3HeO+ ion when there is energy E in M,+, 
and N\ and N2 are the densities of states5'24,32 for the 
C;jH60-+ ion and the neutral fragment, respectively. As 
noted by Lin and Rabinovitch,14 the general results of en­
ergy partitioning are not sensitive to the details, of the vi­
brational frequencies, and uncertainties in these parame­
ters are outweighed by the uncertainties in.P.E)M+ and 
P(E)M-+—C3H60-+-R'* *• ,,

P(E)c3h6o.+- The internal energy distribution function 
for the C3H60-+ ion was calculated by integrating W(E, e) 
dr over all values of E weighted by P(£)m-+ -c:1r<;0.+ as fol­
lows:

max *
R(£)c3H6o*t = J o P[E)U. . - Ĉ 0.*W{E €) de .

These distributions are shown in Figures 6d-10d. The in­
tensities of the CaHeO-4, m*(C3H60-+ —*• C2H30 +’.), and 
the C2H30 + formed from C3H60 ,+ were calculated from 
P(E)c3h60-+ using the approximation that ions with'inter- 
nal energy less than Eo remain as undecomposed C3H60-+ 
ions while ions with internal energy greater than Eo will de­
compose to form C2H30 + ions in the source. Those ions in 
a narrow energy range (~0.01 eV) about Eq will appear as 
metastables; the width of this “metastable windcw” was ar­
bitrarily chosen so that the calculated and exper mental ra­
tios of [m*(C3HfiO,+ —*■ C2H30+)]/[C3H60 ,+] would be 
equal for 2-hexanone.14,29 The use of such a “metastable 
window” in place of a more complicated calculation of the 
metastable intensity based on the contribution from pre­
cursor ions with a range of rate constants for decomposi­
tion over the time interval the precursor ion spends in the 
field free drift region has been shown to be reasonable by 
Lin and Rabinovitch.14 Figure 12 shows the relative proba­
bilities that a molecular ion with internal energy E will de­
compose to give nondecomposing C3HgO-+ ions, to give 
C3HeO-+ ions undergoing metastable decomposition, or to 
give C3HeO,+ ions with sufficient energy to produce 
C2H30 + ions, using calculation I with Eo(C}HfiO,+ —► 
C9H3O4") = 1.0 eV. These data combined with P[E)m.+ give 
the predicted values of [C3H60-+] in the normal mass spec­
tra shown in Figure 3; the calculated values of [C2H30 +] 
combine the production from C3H60 -+ and directly from 
M-+. The value for the total hydrocarbon ions [C„Hm+] 
represents the combined products for high energy reac­
tions, and [C3H7O4] signifies the total abundance of the 
doubly-rearranged product plus other low E0, tight com­
plex reactions as predicted by calculation I.

Discussion
A number of alternative explanations for the DOF effect 

were first considered and discarded.23 It was shown experi­
mentally that the linearity of the DOF correlation is largely 
independent of molecular ion internal energy a id half-life 
by varying the ionizing electron energy, thermal energy, ion 
source residence time, and time required to reach the field 
free drift region.2310 The intensities of M-+, —*•
A+), and A+ relative to the total ion current were plotted as 
a function of the size of M,+ for a number of homologous 
series; no consistent trends were observed for any of these. 
However, all of these series give linear DOF correlations for 
|m*(A+ —1► D+)]/[A+], and this is also true for certain sec­
ondary daughter ions in normal spectra. For example, a 
reasonably linear correlation with 1/DOF is found for the 
logarithm of [H30+]/[C2H50 +] from 2-alkanols, CaHr^4]/ 
[C4H80 2+] from ethyl esters, and [C3H60-+]/[C5HioO-+]

10
08
06
04
02
0

Figure 12. Calculated probabilities as a function of internal energy 
that M-+ will decompose to give C3H60-+, m*(C3H60-+ —► C2H3C r ), 
and C2H30 + from the decomposition of C3H60 ,+.

from 4-alkanones,2a indicating that the change in [m*(A+ 
—*■ D*)]/[A+] does reflect the change in P(E)a+.

Ion Abundances. In general, the abundance values for 
the major ions in the normal mass spectra (Figures 3 and 4) 
agree well with those predicted. The error in predicting 
C3HfiO,+ abundances for the smaller 2-alkanones may re­
sult from errors in the P{E)m.+ distribution, since C3H60-+ 
is produced from a region of P(E)m-+ which shows a valley 
for these compounds. The proportion of M-+ ions of these 
energies could be much greater than that assumed (Figures 
6a, 7a) due to autoionization or optically forbidden transi­
tions which occur with finite cross section under electron 
impact. The calculated values for [C3Hfi0 ,+] and [C2H30+] 
would agree with experiment more closely if /io(C:iH(;0 -+ 
-*■ C2H3O4") > 1.2 eV, but there is no particular justifica­
tion for this change. The values of [C3Hfi0 -+]/[C2H30 +] ob­
served in charge exchange experiments16 on 2-hexanone 
(Table I) are consistent with those calculated here in view 
of the sensitivity of the latter to the value chosen for E0 
(M,+ —► C3HeO-+). Charge exchange experiments16 on 2- 
hexanone-1,1,1,3,3-dr, indicate that direct cleavage (M-+ -* 
C2D30 +) predominates at these low energies over indirect 
acetyl ion formation (as indicated by [C2HD20+]); abun­
dances of these ions in the normal mass spectrum of this la­
beled compound are also consistent with the values calcu­
lated here.24 Also, ionization efficiency studies using 2-hex- 
anone-l,l,l,3,3-d5 indicate that the energy threshold for 
C2HD20 + formation (indirect pathway) occurs approxi­
mately 0.7 eV higher than that for C2D30+ ions, which pre­
sumably are produced by the direct process at threshold.24

The comparisons for the trends in ion intensities with in­
creasing size of the 2-alkanone and the more detailed com­
parisons possible for 2-hexanone indicate that the calcula­
tions adequately predict the competition between the path-
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TABLE I: Decomposition of 2-Hexanone Ions Formed 
with Specific Internal Energies by Charge Exchange

[c 3h 6o -*]/[c 2h 3o *]

Er „n n. + , eV 
c6h12°

1.0 2.1 3.1

Obsd 23 5.8 1.28

Calcd,
E 0( M-+— » C 3H6CK) 1.1 eV ~103 81 2.1

1.0 eV" 99 2.3 0.85
0.9 eV 8.6 0.61 0.33

° Value actually used for other reported results.

ways considered, and that the P(E)m-+ functions are valid • 
approximations.

Degrees of Freedom Effect. Figure 2 compares the ex- • 
perimental values of [m*(C3H60-+—* C2H30 +)]/[C3H60*+] 
with those calculated using a threshold value of fc(M-+ —► 
CrfHr,0-+) = 106 sec“1 (calculation II) for CeH^O, C7HX4O, 
and C8Hi60, and 107 sec“ 1 (calculation I) for the other 2- 
alkanones, and using .Eo(C3H60-+ -*■ C2H30 +) = 1.2 eV. 
The calculated DOF effect shows a remarkably good agree­
ment with the experimental results, duplicating the curva­
ture observed for the smaller members of the series and the 
linearity in the region from C9HI80  to C3iHe20, with a 
slope equal to that observed experimentally. All of these 
calculations, like those of Lin and Rabinovitch11 for the 1- 
alkanol system, correctly predict the general decrease in 
[m*]/[A] with increasing molecular ion size. The increasing 
amount of internal energy carried off by the neutral frag­
ment lowers the average internal energy of A+, which gen­
erally lowers [m*]/[A+] (Figures 6-10). An exception can 
occur for the smallest homolog; if the energy requirement 
for m*(A+ -*• D+) is less than the energy at which P(E)\+ is 
a maximum (these energies are equal in Figure 6d), the 
area of P(E)a+ corresponding to the metastable window 
will actually increase with increasing molecular ion size. 
Note (Figure 13) that reducing f?o(C3HfiO-+ -*■ C2H30 +) to 
0.8 ev, a value less than the maximum in P(E)cxh6o-+ does 
cause [m*(C3H(;0-+ —► C2H30 +)]/[C3Hfi0 -+] to increase in 
going from C6Hi20  to C7H14O; the area corresponding to 
undissociating C3HfiO-+ does not increase as much as the 
area corresponding to m*(C3H60-+ —*■ C2H30 +) with in­
creasing size of the neutral fragment.24

The calculations of Lin and Rabinovitch assume that 
P(E)M.+ is the same for all members of the series; these cal­
culations predict a correlation in which log ([m*]/[A+]) ap­
proaches —<*> as 1/DOF approaches zero. This occurs be­
cause an increasingly large neutral fragment removes a 
greater proportion of the internal energy of the molecular 
ion, resulting in a P(E)\+ which is peaked more and more 
sharply at lower internal energy, so that the area corre­
sponding to [m*] approaches zero faster than does that cor­
responding to [A+], The results of calculation III generally 
duplicate this behavior; addition of the thermal energy dis­
tribution to the assumed constant energy deposition func­
tion produces a P(E)^.+ .c3h6o-+ which is weighted slightly 
to higher internal energies for larger molecules, but still 
predicts a curved DOF effect in contrast to the experimen­
tally observed linearity. Calculation II, in which the change 
in the energy deposition function has been approximated 
from photoelectron spectra, shows an improved, but still 
curved, DOF effect.

Linearity is nearly achieved in calculation I, in which low

Figure 13. Comparison of results for different models used to calcu­
late the DOF effect. Curves labeled according to type of calculation 
(I, II, or III, see text) and activation energy (in eV) assumed for the 
reaction C3H60*+ —► C2H30 + + CH3-.

energy M-+ fragmentations competitive with the formation 
of C:,Hf,0 -+ ions have been included. The proportion of M-+ 
which should decompose by such processes increases with 
increasing molecular weight as can be seen from the very 
slow rise with M-+ internal energy of the calculated k(E) 
curves for larger species (Figures 9c, 10c); the increasing 
size of the molecular ion magnifies the effect of the differ­
ences in activation energy for two competing reactions. 
This is also shown by the effect of increasing molecular size 
on the relative abundances of the C3H(;0-+ and direct 
C2H30 + ions (Figure 3).

This also causes the kinetic shift for C3H60-+ formation 
to increase with the size of M-+; the calculated values show 
an approximately linear increase. The experimental 
iAc3H6o + _ I m +) values for 2-C6H120  anc 2-CnH340  dif­
fer by approximately 1.0 eV;24 from Figures 6c and 9c this 
would correspond to k < 106 sec“ 1 for the onset for C3- 
HfiO-+ formation. The minimum rate constant for domi­
nant C3HfiO-+ formation would of course be substantially 
higher, but calculation of this value would require informa­
tion on the k(E) functions for the competing low energy 
M-+ decompositions. The slopes of these functions must be 
even more shallow than that for M-+ -»• C3H60-+; this pre­
dicts that the increase of [C3H bO-+]/[1ow energy products] 
with increasing M-+ energy for higher 2-alkanones will be 
even more gradual than the increase of [C2H30  + ]/[C3H6- 
0 -+ ] with M-+ energy shown in Figures 9c and 10c.

A low energy M-+ decomposition of particular note is the 
formation of C3H70+ (m/e 59).34 This is an increasingly 
important process for homologs larger than 2-heptanone 
and becomes the most intense peak in the mass spectra of 
2-alkanones larger than 2-nonadecanone. However, unimo- 
lecular metastable transitions to form m/e 59 are observed 
only for C7H140-+, C8H160-+, and C9H180-+.:tr>

Collisional activation spectra of the major oxygen-con­
taining ions produced by alkyl fragment loss from the high­
er 2-alkanones show no detectable formation of m/e 59 as 
well m/e 58 ions, indicating that these ions are formed 
mainly from the molecular ion.24 The linearity of the DOF
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effect for the 2-alkanones can thus be explained without 
invoking nonrandomization of energy in the molecular ion 
fragmentation process. It also appears logical that the lin­
ear DOF effects observed for the other systems studied can 
arise through the same general causes. Lengthening of an 
alkyl chain for most types of molecular ions should increase 
the probability of low activation energy, tight complex 
reactions, which would provide ineteasing competition to 
the fragmentation pathway measured for the DOF study. 
Calculation I (Figure 13) indicates that a change in E0(A+ 
-* D+) from 0.8 to 1.2 eV does not affect the essential line­
arity of the DOF plot. However, it is obvious that all sys­
tems will not necessarily give linear DOF plots, and that 
this relationship must fail at sufficiently high molecular 
weights, as both [A+] and [m*(A+ —>- D+)] must go to zero.

Factors Affecting P(E)\+. The agreement of the calcu­
lated and experimental results support the previous postu­
late, based on the quasiequn|brium theory,3 concerning the 
factors which affect the internal energy distribution of A+ 
ions produced from M-+. The effects of structure (peaks, 
valleys, general shape) in P(E)M.+ are discernible in P(E),\+ 
for smaller molecules such as 2-hexanone, although the 
partitioning of energy between A+ and the neutral lost sub­
stantially smooths the distribution. For larger molecules 
the thermal energy distribution tends to smear out any 
structure in the photoelectron spectrum, and any remain­
ing structure in P(E)m-+ is completely removed by the ef­
fect of energy partitioning, giving P{E)a+ distributions 
which are sharply peaked at low energies.

The calculations confirm that competition from reac­
tions with higher activation energies and looser complexes 
will reduce the higher energy portion of P(E)a+, as expect­
ed. The increasing number of reaction pathways operative 
in the larger molecules (C„Hm+ formation) approximately 
compensates for their slower rise of k(E), so that the effect 
of high energy competition on P(E)m -+ - a + does not vary 
greatly over the series. The thermal energy distribution in 
the larger molecules shifts jP(-E)m-+^a to higher internal 
energies. The dramatic effect of low energy competition has 
been discussed above. Because the rate constants, k(E), are 
very sensitive to changes in activation energy, variations in 
these parameters will be reflected in variations in the com­
petition between different pathways and can cause sub­
stantial changes in P(E)m-+ .a+.

Energy partitioning between the ion and the neutral de­
termines how P ( jE)a+ is obtained from P ( £ ) m -* -a <- The 
calculations confirm that increasing the size of the neutral 
lost can produce a dramatic shift of P(E)a+ to lower ener­
gies with a corresponding sharpening of the energy distri­
bution. The energy partitioning is sensitive to the relative 
sizes of the neutral fragment and the A+ ion, but not to the 
details of the models chosen to represent them.
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A mass spectrometric examination was made of the vapor over solid and liquid CS2M0O4 and liquid 
Na^MoOi. For both compounds, gaseous monomolybdate molecules are the major constituents of the equi­
librium vapor. The partial pressure of CS2M0O4 molecules over the solid compound is given by the equa­
tion: In p(atm) = 15.14 — 3.22 X 104/T for T from 1070 to 1170 K. The enthalpy of vaporization of solid 
CS2M0O4 is 64.1 ± 2.7 keal/mol and of liquid Na2Mo04 is 73.4 ± 4.7 kcal/mol.

Introduction
Cesium and molybdenum are formed in high yields in 

the nuclear fission of uranium and plutonium, and there­
fore the possible formation of cesium molybdate in urania- 
plutonia reactor fuels must be considered. In the typical 
power reactor, the nuclear fuel is in the form of cylindical 
rods of the oxide contained within metallic tubes. During 
the operation of the reactor, the large difference in temper­
ature that exists between the center and the outer surface 
of the oxide rod can lead to the transport of volatile com­
pounds from the center of the rod to the interface between 
the oxide and the metallic cladding. The present study was 
undertaken to determine the composition of the vapor 
phase in equilibrium with solid and liquid cesium molyb­
date.

Indirect evidence for the existence of alkali metal mol­
ybdates in the vapor over the liquid phase was reported by 
Spitsyn and Kuleshov,1 who calcined samples of the mol­
ybdates in open platinum crucibles. Mass spectrometric 
studies2 3 of the evaporation of alkaline earth metal mol­
ybdates indicated the existence of gaseous molybdates. 
Studies4 of the vapor phase over liquid lithium and sodium 
molybdates showed the presence of gaseous Li2Mo04 mole­
cules; however, gaseous Na2MoC>4 molecules were not 
found. In our mass spectrometric study, the existence of 
gaseous CS2M0O4 molecules in the vapor over solid and liq­
uid cesium molybdate was demonstrated, and the partial 
pressure of cesium molybdate was measured as a function 
of temperature. A reexamination of the vapor phase over 
liquid sodium molybdate showed that gaseous Na2MoC>4 
molecules were present.

E xperim ental Section
In this study the composition of the vapor of the com­

pound under study was determined using a Knudsen cell 
and a mass spectrometer. The Knudsen cell was heated in­
ductively. The temperature was maintained constant by 
automatically controlling the power to the induction coil. 
The vapor effusing from the cell was mass analyzed using a 
quadrupole mass spectrometer. The cell was separated 
from the quadrupole assembly by a water-cooled copper 
plate with a Vg-in. diameter hole to collimate the molecular 
beam. The beam entered the electron impact ionization 
chamber at 90° to the axis of the quadrupole mass analyz­
er. The intensity of the positive ion beam selected by the 
mass analyzer was measured using an electron multiplier, 
the output of which, after amplification, was measured ei­

ther with a potentiometric recorder or a digital voltmeter 
equipped with a high-speed paper-tape printer. Peak 
heights were measured with a precision of ±1%. Appear­
ance potentials were estimated by extrapolation of the lin­
ear portion of the ionization efficiency curves using the 
H20 + peak as an internal standard. During the measure­
ments, the pressure in the system was maintained below 
10-7 Torr by means of an ion pump.

The temperature of the cell was measured with a disap­
pearing-filament optical pyrometer. The precision of the 
temperature measurements was ±0.5°. The pyrometer, 
prism, and vacuum-chamber window were calibrated to­
gether using a standard strip lamp.

Cesium molybdate from two sources was used. The data 
reported for the temperature variation of the ion current 
for CS2M0O4 over the solid were obtained with a high-pu­
rity sample of cesium molybdate from the same batch that 
had been prepared for calorimetric studies5 in this labora­
tory. All the other studies were done with a sample from a 
commerical source (Rocky Mountain Research); this mate­
rial was found to contain 99 mol % Cs2Mo04. The major 
impurity was probably the dimolybdate. The molybdenum 
content was 22.71 wt % (the theoretical value for CS2M0O4 
is 22.53 wt % Mo).

The initial experiments were done using a tungsten effu­
sion cell with an inner liner of iridium. It was found that 
cesium molybdate reacted with the iridium liner. The reac­
tion was most extensive when the sample was liquid. The 
reaction with the container was eliminated by replacing the 
iridium liner with a gold liner. However, when the sample 
was melted, the liquid tended to creep out of the orifice in 
the gold liner and would spread over the top of the cell. 
This led to nonreproducible ion-current data. This creep­
ing tendency was eliminated by placing the sample in a 
high-purity alumina crucible inside the gold-lined effusion 
cell. The molten cesium molybdate did not appear to react 
with or wet the alumina crucible. All of the solidified resi­
due after melting fell freely from the alumina crucible. No 
significant gain or loss in weight of the cell components was 
found when the alumina crucible and gold liner were used. 
The outer part of the effusion cell was made of molybde­
num.

A commericial sample (Baker Analyzed Reagent) of 
Na2Mo04 • 2H20  was dehydrated by heating at 150° and 
used without further purification. The material was found 
to contain 46.61 wt % Mo (the theoretical value for 
Na2MoC>4 is 46.59 wt % Mo). The gold-lined molybdenum 
effusion cell with the alumina inner crucible used for the
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Figure 1. Ionization efficiency curves for Cs+: (O) observed over
solid CS2M0O4; (-----) computed for atomic cesium from data of
Tate and Smith.7

cesium molybdate studies was also used for the study of the 
vaporization of sodium molybdate.

Results and Discussion
1. Cesium Molybdate. Mass analysis of the positive ions 

produced by the electron impact ionization of the vapor 
phase over solid cesium molybdate at 900° indicated the 
presence of Cs+, Cs2+, Cs20+, Cs2Mo03+, and Cs2MoC>4+. 
The major peaks were those due to Cs+ and Cs2Mo04+.

An ionization efficiency curve typical in form to that re­
ported for simple ionization was observed for the 
Cs2Mo0 4+ ion. An appearance potential of 7 eV was ob­
tained by extrapolation of the linear part of the curve. The 
curve reached a maximum at about 24 eV. The ion-current 
temperature data were obtained at 22 eV. No ions between 
Cs2Mo0 4+ and the limit of the mass spectrometer at about 
800 mass units, such as fragmentation products of the 
dimer, CS4M02O8, were observed, and hence it is assumed 
that the Cs2Mo0 4+ ion observed was produced from the 
parent molecule in the vapor. After verification that the 
correct number of peaks was obtained for the Cs2Mo0 4+ 
ion in accordance with the isotopic abundance data for ce­
sium and molybdenum, the resolution of the instrument 
was decreased to give a single composite peak for this ion. 
This procedure greatly increased the sensitivity of the in­
strument. The background signal at the composite peak 
was insignificant.

The ionization efficiency curve for Cs+ ion was complex, 
as shown in Figure 1. The data reported by Tate and 
Smith7 were used to construct a curve for the simple ion­
ization of cesium atoms. The scale factor for this latter 
curve was selected so that the two curves were approxi­
mately coincident below about 7 eV. The deviation of the 
observed curve from the curve derived from the data of

Tate and Smith indicates that one or more sources, in addi­
tion to simple ionization of cesium atoms, are involved in 
the production of Cs+. A likely reaction for the production 
of cesium ions is

Cs2Mo0 4 + e‘ = Cs* + CsMo04 + 2e‘ (1)
The appearance potential for this reaction was estimated 
by assuming that the energy required to remove a cesium 
atom from the Cs2Mo04 molecule is equal to the average of 
the energies required to remove cesium atoms from CS2O 
and CsO molecules; this energy is 1.6 eV.8 When the ioniza­
tion energy for the cesium atom is added, the appearance 
potential for reaction 1 is 5.6 eV. The deviation of the ob­
served curve for Cs+ from the predicted curve for the sim­
ple ionization of cesium atoms just above ~7 eV is consis­
tent with this reaction. Because the estimated appearance 
potential of reaction 1 is so near the observed appearance 
potential for the Cs2Mo04+ ion, the two processes would be 
expected to be competitive. Reaction 1 most likely has a 
higher probability than the reaction to produce Cs2Mo04+ 
ions. The shoulder on the observed curve for Cs+ ion indi­
cates the onset of a second fragmentation reaction, which 
probably also involves the Cs2Mo04 molecule. The ion-cur­
rent temperature data for the Cs+ ion were obtained at 8 
eV. The hydrocarbon background at the mass of the Cs+ 
ion was insignificant; however, the Cs+ ion background 
gradually increased as the study progressed. To correct for 
the Cs+ ion background, traces were taken with the shutter 
closed before and after each set of measurements at the 
Cs+ ion peak.

The observed appearance potentials for Cs2+ and Cs20 + 
of about 16 and 12 eV, respectively, indicate that these ions 
are produced by fragmentation because the appearance po­
tentials for both ions, if produced by simple ionization of 
parent molecules, would be expected to be about 4.5 eV.6 
Possible reactions for the formation of these two ions are

CsMo0 4 + e- = Cs:* + MoO, + 2e‘ (2)
Cs2Mo0 4 + e- = Cs20* + M0O3 + 2e- (3)

for which appearance potentials of 17.4 and 12.7 eV, re­
spectively, were estimated.

The observed appearance potential for the Cs2MoC>3+ 
ion was about 12 eV; it is most likely a fragment from a 
reaction involving Cs2Mo04.

The product of the ion current for Cs2Mo04+ and the ab­
solute temperature is proportional to the partial pressure 
of Cs2Mo0 4; the logarithm of the product is shown plotted 
against the reciprocal of the absolute temperature for two 
experiments in Figure 2. The change in slope at about 930° 
of the two lines obtained with 99 mol % cesium molybdate 
is attributed to the melting of the sample. The difference in 
the slopes of the two lines is 10.3 ± 6.4 kcal/mol. This dif­
ference is equal to AH -l- AH (fusion), where AH is the par­
tial molar enthalpy of Cs2Mo04 in the melt and AH (fusion) 
is the heat of fusion of Cs2Mo04. Since the liquid phase 
was nearly pure Cs2Mo04, the partial enthalpy should be 
approximately zero, and the difference in slopes should 
therefore be equal to the heat of fusion. Fredrickson9 has 
obtained a value of approximately 10.5 kcal/mol for the 
heat of fusion from preliminary drop calorimetry data. The 
very large uncertainty in the difference in slopes is mostly 
due to the large scatter of the ion-current data for the tem­
perature region of the solid. This scatter is believed to be 
due in part to the marked decrease in surface area of the 
sample that occurred after a molten sample had been fro­
zen.

723
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Figure 2. Temperature dependence of Cs2Mo04+ over cesium mo­
lybdate, at 22 eV: (O) high-purity sample, solid temperature range 
only; (A) 99 mol % sample.

The data for the upper line in Figure 2 were obtained 
using the high-purity sample of cesium molybdate and with 
the temperature limited to the solid range of the com­
pound. In this experiment, the precision of the measure­
ments of the ion currents was 0,3% and of the temperature, 
0.5°. The data given in Table I may be represented by the 
equation

In {IT) = (14.03 ± 0.33) -  (3.22 ± 0.14) x 104/T
(4)

with a standard deviation of 3%. The enthalpy of sublima­
tion of solid cesium molybdate computed from the slope is 
equal to 64.1 ± 2.7 kcal/mol.

The composition of the vapor was computed from mea­
surements of the change in the composition of the solid 
after long periods of vaporization at a constant tempera­
ture. Three experiments were done using the 99 mol % sam­
ple of cesium molybdate. The molybdenum content of the 
sample before and after vaporization was determined using 
the gravimetric silver molybdate method. The results of 
the three experiments are summarized in Table II. It is 
seen that the millimoles of CS2M0O4 in the vapor computed 
on the assumption that all the weight loss occurred as 
CS0 M 0 O4 is equal, within the experimental uncertainty, to 
the millimoles computed from the change in the molybde­
num content of the sample. If it is assumed that the sam­
ples were mixtures of Cs2Mo04 and Cs2Mo207, the appar­
ent loss of Cs20  can be computed; the equivalent Cs2Mo04 
loss computed on this basis is given in the fourth column of 
Table II. These results indicate that the weight loss and 
composition changes during vaporization into a vacuum are 
consistent with a vapor whose composition is that of 
Cs2Mo04. It is concluded that only Cs2Mo04 molecules are 
vaporized from solid cesium molybdate.

The absolute vapor pressure of Cs2Mo04 was determined 
using the Knudsen effusion method. To take into account 
the weight loss during the heat-up and cool-down periods, 
as well as variations in the rate of effusion due to tempera­
ture changes during the constant temperature period, the 
following form of the Knudsen equation was used:

TABLE I: Cs2M o 0 4+ Ion-C urrent Tem perature  
Product vs. T em p erature3

Temp, 7(Cs2 M o04*)r, Temp, 7(Cs2 Mo04*)r,
K A K K A K

1148.6 8.086 x 1 0 ' 7 1145.5 7.482 x IO-7

1125.8 4.559 x 1Ó" 7 1167.2 1 . 2 0 0  x 1 0 ‘ 6

1091.8 1.871 x IO" 7 1 1 0 1 . 8 2.392 x IO' 7

1090.5 1.771 x 10" 7 1079.4 1.253 x 10 ‘ 7

1107.7 2.701 x 10 ' 7 1115.7 3.621 x 10 ' 7

1070.6 1.070 x 10 ' 7 1142.3 6.772 x IO-7

1132.3 5.616 x IQ-7 1165.6 1.193 x 10 ' 6

0 Data in chronological order.

TABLE II: Composition o f the Vapor Phase over Solid  
Cesium M olybdate Obtained from  W eight Loss and  
Change in Composition a fter  Evaporation

M illim oles of C s2 M o04 in vapor

From
F rom  total F rom  change in change in

wt. loss Mo content Cs content
No. (±0 .0 0 1 )° (±0 .0 0 2 ) (±0.003)

1 0 0.144 0.145 0.144
1 2 0.190 0.187 0.192
15 0.174 0.174 0.174

“ Estimated uncertainty.

AIV = 44.33KAjJIp0
exp B jl /T ,  -  1 /D  

T d t (5)

where Aw is the total weight loss observed; K, the Clauss- 
ing correction factor; A, the orifice area; M, the molecular 
weight of the effusing species (425.75 for CsoMoCL); p n, the 
vapor pressure (in atm) at the temperature To (the average 
temperature during the constant temperature period); B, 
the temperature coefficient of the vapor pressure (3.22 X 
104, eq 3); and T, the temperature at time t. The integral in 
eq 5 was evaluated over the period that the cell was at or 
above 750°; the evaluation was done in a stepwise fashion 
using the average temperature during each interval. The 
heat-up and cool-down periods contributed about 2 and 
0.1%, respectively, to the value of the integral. The results 
of three Knudsen effusion experiments are given in Table
III. The pressure derived at each temperature was used to 
compute the value for the intercept, A, of an equation with 
the same form and slope as eq 4. The vapor pressure of ce­
sium molybdate is given by the equation
lnp(atm) = (15.14 ± 0.05) -  (3.22 ± 0.14) x  104/T

(6)
with a standard deviation of about 5% for the pressure.

The standard free energy of formation of gaseous cesium 
molybdate may be calculated from the equation
AGf°(Cs2Mo04, g) = AG1°(Cs2Mo0 4, c, /3) -

RT In p(Cs2Mo04) (7)
where AGf°(Cs2Mo04,c,/3) is the standard free energy of 
formation of the high-temperature d form of solid cesium 
molybdate, which is the equilibrium form over the temper­
ature range from 845 K to the melting point at about 1213
K.10 An equation for the temperature dependence of
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TABLE III: Knudsen Pressure Determination of 
Cesium Molybdate0

44.33- Inte- Inter-
KA • gral cept

No. V M To, K Aï(',g eq 5 Po, atm A

io-n 7.71, 1166.6 - 0.0197, 12.72 3 .36 x 10' 6 15.03,
15-1 7.43e 1183.0 0.0351j 13.35 5.90 x 10' 6 15.220
15-n 7.43e 1185.7 0.0386! 14.69 5.89 x 10' 6 15.15.5

0 Orifice radius, ~ 0 . 1 1 cm; Effusion times, ~500 min.

AGf°(Cs2Mo04,c,/?) was derived from the enthalpy of for­
mation at 25°,5 the calorimetric entropy,11 the preliminary 
high-temperature enthalpy data obtained by Fredrickson9 
for CS2M0O4, the enthalpy data for liquid and gaseous cesi­
um selected for the JANAF tables,8 and the equations for 
gaseous oxygen and solid molybdenum given by Kelley.12 
The equation derived is

AGf°(Cs?Mo04, c, (3) = -393,126 + 86.7T +
6.114T In T -  1.075 x 10'2T 2 -  4 x 104/T  (8)

*
which, when combined with eq 6 and 7, gives the following 
equation for the standard free energy of formation of gas­
eous CS9M0O4 from gaseous Cs:

AGf°(Cs2Mo04, g) = -329,044 + 56.61T +
6.114T In T -  1.075 x 10‘2r 2 -  4 x 104/ jT (9)

The temperature coefficients obtained from In (IcsT) vs. 
1 IT plots were 6-10% more negative than those observed 
for the Cs2MoC>4+ ion. This indicated that a reaction with a 
more negative temperature coefficient than the fragmenta­
tion reaction, eq 1, was making a contribution to the Cs+ 
ion current because the fragmentation reaction would be 
expected to have the same temperature coefficients as the 
Cs2Mo0 4+ ion. The most likely explanation is a reaction 
that produces cesium atoms in the gas phase independent 
of the fragmentation reaction. Several reactions in which 
cesium atoms may be produced were considered.

Reaction of the cesium molybdate with the outer molyb­
denum cell, i.e.

Cs2Mo0 4 + Mo = 2Cs(g) + 2Mo02 (10)

was rejected because the calculated temperature coefficient 
is —3 X 104, which is more positive than that observed for 
the Cs2Mo0 4+ ion. The calculated equilibrium cesium 
pressure is about 2 X 10-8 atm at 1050 K for reaction 10. A 
reaction similar to this may have been responsible for the 
reaction of liquid cesium molybdate with the iridium liner 
prior to the use of the gold liner.

A more plausible reaction to account for a very small 
pressure of cesium atoms in the gas phase is the reaction of 
cesium molybdate to form the dimolybdate:

2Cs2Mo0 4 = Cs2Mo20 7 + 2Cs(g) + V20 2 (11)

However, the observed change in composition of cesium 
molybdate after extensive vaporization (Table II) would in­
dicate that this reaction must play a very minor role in the 
vaporization process. Noting that the equilibrium cesium 
pressure would be four times the oxygen pressure, one may 
compute the cesium pressure from the equation:

(5/2)RT In pCs = AG° + 2RT In a(Cs2Mo04) -
RT In a(Cs2Mo20 7) (12)

where
AG° = 2AGt°(Cs2Mo04) -  AGj0(Cs2Mo20 7) -

2AGf°(Cs, g) (13)
The activity terms in eq 12 must be considered because the 
low-melting Cs2Mo207 (mp 464°)10 will form a liquid solu­
tion on the surface of the solid Cs2Mo04. This liquid layer 
would have approximately the composition of the liquidus 
of the CS2M0O4-CS2M02O7 system which at 800° contains 
about 60 mol % CS2M02O7. The concentration of the dimo­
lybdate would decrease as the temperature is increased. 
Since the liquid would be in equilibrium with solid 
CS2M0O4, the activity of Cs2Mo04 would be unity under 
the choice of reference states implicit in eq 12. The stan­
dard free energy change may be computed from the data 
given above for CS2M0O4 and Cs, the enthalpy of formation 
of Cs2Mo20 7 measured by O’Hare,13 and an estimate of the 
entropy of CS2M02O7;14 it is found to be

AG° = -208,C92 + 64.16T (14)
If the activity term for Cs2Mo20 7 is neglected, the cesium 
pressure is found to be 1.9 X 10-12 and 6.2 X 10~n at 1050 
and 1150 K, respectively. The temperature coefficient of 
reaction 11 is —4.2 X 104, if the contribution of the partial 
molar enthalpy of CS2M02O7 is not included. This latter 
term would be expected to be relatively small, but would 
have to be taken into account :f a quantitative treatment of 
the Cs+ ion data was to be made. Therefore, if the observed 
Cs+ ion current is a combination of contributions from the 
fragmentation reaction, eq 1, and the decomposition reac­
tion, eq 11, a temperature coefficient more negative than 
that found for Cs2Mo04+ ¡on would be expected, as was ob­
served.

2. Sodium Molybdate. The mass analysis of the positive 
ions produced by electron impact ionization of the vapor 
over liquid sodium molybdate in the temperature range 
from 870 to 1015° indicated “he presence of Na+, NaO+, 
Au+, Na2Mo04+, and AuNa+. The gold-containing ions ori­
ginated from the interaction of sodium with the gold liner of 
the effusion cell. The observed appearance potentials for 
Au+ and AuNa+ were 7.8 and 6.2 eV, respectively. The ap­
pearance potential of Au+ when formed by the simple ion­
ization of gold atoms is 9.18 eV,15 and therefore the Au+ 
ion observed in this study probably originated from a frag­
mentation reaction involving the AuNa molecule. The ob­
served appearance potential for the Na2Mo04+ ion was 7.2 
eV. The ionization efficiency curve for Na2MoC>4+ reached 
a maximum at about 25 eV. A detailed study of the mass 
spectra was not made because our principal objective was 
to determine whether Na2Mo04 gaseous molecules were a 
constituent of the vapor phase over liquid sodium molyb­
date.

The ion currents for the Na+ and Na2Mo0 4+ ions were 
measured as a function of temperature, using an electron 
energy of 22 eV. The results are shown in Figure 3. The en­
thalpy of vaporization of Na2Mo04 is 73.4 ± 4.7 keal/mol, 
whereas the enthalpy of the process for the production of 
Na+ is 62.7 ± 6.2 kcal/mol. The latter enthalpy is smaller 
than reported by Yamdagni et al.,4 who determined it to be 
72 ± 5 kcal/mol in their study of the vaporization of liquid 
sodium molybdate from a molybdenum cell over a temper­
ature range from about 1000 to 1130°. They suggested a 
reaction analogous to reaction 10 to account for the ob­
served Na+ ion current. In our study the liquid sodium mo­
lybdate did not contact the molybdenum outer cell and 
hence a different series of reactions was responsible for the
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I04/T , K '1

Figure 3. Temperature dependence of Na+ and Na2Mo04+ over liq­
uid sodium molybdate at 22 eV: (O) Na2Mo04+, ordinate scale fac­
tor 109; (A) Na ,̂ ordinate scale factor 108. /in amperes.

formation of the Na+ ion. In view of the complication in­
troduced by the reaction with the gold liner in the present 
study, the results of the two studies cannot be readily com­
pared.

The molybdenum content of the residue from the effu­

sion study was determined and compared with the value 
for the starting material. From the weight loss and the 
change in molybdenum content the ratio of Na20 to M0O3 
in the vapor was estimated to be 1.03. This indicates that 
significant decomposition occurred, in addition to the va­
porization as Na2Mo04 molecules.
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The Uranium-Hydrogen System1
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Pressure-composition isotherms have been extended to 680 atm for the uranium-hydrogen system. The 
present investigation indicates that in contrast to the work of Chevallier, Spitz, and Blum the uranium- 
hydrogen system retains broad, two-phase plateaus on the pressure-composition isotherms at tempera­
tures as high as 846°. The phase diagram for this system and the calculated thermodynamic potentials are 
discussed and compared with previous investigations.

Introduction

The uranium-hydrogen system has been studied exten­
sively at lower temperatures (below 450°) where the disso­
ciation pressure is near or below 1 atm.2 7 More recently, 
investigators have extended the temperature and pressure

range using high-pressure equipment. Pressure-tempera­
ture isochores have been used to define the phase bounda­
ries and thermodynamic potentials for the uranium-hydro­
gen system.s 12 It was the purpose of this investigation to 
study the uranium-hydrogen system over the pressure
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Figure 1. The apparatus used to study the high-pressure high-temperature behavior of the uranium-hydrogen system.

range from 0.1 to 680 atm of hydrogen at temperatures 
from 596 to 846°. The results of these measurements will 
be compared with previous data and shown to disagree 
with the work of Chevallier, Spitz, and Blum.

Experimental Section
Apparatus. The apparatus shown schematically in Fig­

ure 1 consisted of a sample vessel, furnace, temperature 
measurement and control systems, low-pressure glass and 
high-pressure stainless steel volume calibration systems, 
pressure measuring systems, and a high-pressure gas pump 
with a purification train. The high-pressure tubing used 
throughout the system was made of 316 stainless steel with 
coned and threaded connections. The valves were standard
30,000 psi valves (Autoclave Engineers, Inc.) with bodies of 
316 stainless steel and gaskets of teflon. Gold wires or gold- 
plated stainless steel rods were placed where needed in the 
high-pressure tubing to minimize tne free gas volume.

The sample vessel (Figure 2) was machined from a single 
bar of Udimet 700. In some cases, this nickel-based alloy 
can undergo stress crack corrosion when exposed to hydro­
gen and therefore the vessel was designed for a minimum 
yield at 6800 atm at 900°. To minimize permeation, the in­
terior of the vessel was lined with a continuous gold blad­
der (1 mm wall). Gold capillary tubing was extended from 
the sample chamber to the high-pressure system beyond

Figure 2. The Udimet 700 high-pressure sample vessel.

the chill block and was electron-beam welded to the end of 
the nipple cone. The sample vessel was sealed by crushing a 
gold 0 ring. To keep the uranium sample from reacting 
with the gold, the sample was placed inside a thin pure alu­
mina (AL 995. Western Gold and Platinum, Inc.) crucible 
and cover. A small stainless steel frit was attached to the
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front of the closure stub of the sample vessel to minimize 
gas surges and particulate motion.

The furnace, a clam shell type, was powered by a Leeds 
and Northrup (L&N) zero-voltage-firing silicon-controlled- 
rectifier power supply that was regulated by a current ad­
justing controller (L&N, Electromax III). The temperature 
controller maintained the sample temperature on a given 
isotherm to a precision of ±0.5°.

The temperature of the reaction vessel was sensed by 
chromel-alumel thermocouples attached to its outer sur­
face. In addition, there were two sample temperature 
probes inserted in thermowells drilled into the vessel and 
positioned adjacent to the sample. These probes consisted 
of a sheathed, tip sensitive, chromel-alumel thermocouple 
(Control Products Corp.) and a four-lead platinum resis­
tance temperature sensor (Rosemont 104MD). tThe tem­
peratures were monitored by a digital indicator (L&N, Nu- 
matron). The temperature difference between the sample 
probes was a constant value for a given isotherm |less than 
0.5°) while the temperature distribution on the outer sur­
face of the sample vessel was found to range from 3° at 
596° to 10° at 846°.

The temperatures of all tubing and calibrated volumes 
external to the sample vessel were stabilized in a circulat­
ing air bath. These temperatures were sensed with individ­
ual platinum resistance temperature sensors (Rosemont, 
104ME).

The temperature sensing equipment was calibrated in 
two different ways. For temperatures below 180°, the 
probes were clamped to a copper heat sink maintained in a 
constant temperature oil bath and compared against a 
platinum resistance standard of known accuracy. In this 
temperature range, the total uncertainty in temperature 
was less than ±0.2°. From 450 to 850°, the probes were 
clamped in an Inconel heat sink which was placed in a tube 
furnace and surrounded with Fiber Frax felt (Carborun­
dum Corp.). A Pt-P t—10% Rh thermocouple of known cal­
ibration was used to determine the response of the sample 
probes. The temperature uncertainty of sample probes was 
less than ±0.7°.

The hydrogen pressure over the sample was monitored 
with a 680-atm pressure transducer (Teledyne Taber 
Corp.) and a dead weight gage (Ruska Corp., Model 2400) 
operated on oil and interfaced to the hydrogen through a 
pressure null cell (Ruska, Model 2417). The pressure trans­
ducer had an uncertainty of ±0.7 atm; however, the dead 
weight gage had an uncertainty of only 0.01% of each pres­
sure reading or 0.003 atm, whichever was greater.15 The 
pressure null cell was machined from a single bar of A-286 
stainless steel. The sensitivity of the cell was particularly 
useful in determining when pressure equilibrium had been 
reached. Its sensitivity allowed detection of pressure differ­
ences on the order of 5 X 10“ 1 to 1 X 10“ ’ atm differential 
pressure per meter division.

The gas pressures in the calibrated volume sections were 
measured with five separate pressure sensors in a manifold: 
an MKS Baratron (1000 Torr head, uncertainty ±1 Torr), 
an Ashcroft Digigauge (0-34 atm, uncertainty ±1.4 X 10“:! 
atm), and three Fairchild (Model TF150) pressure trans­
ducers (0-6.8, 0-54, 0-540 atm; uncertainty ±0.1% of the 
full scale reading). AH pressure sensors were calibrated 
against dead weight gages after being attached to the pres­
sure system. The pressure transducer manifold allowed the 
gas pressure to be read by the one sensor that was operat­
ing with the lowest error.

The volumes of the glass vessels were determined by 
weighing with water to be 27.62 ± 0.01, 25.61 ± 0.01, 105.30 
± 0.02, 492.99 ± 0.02 cm 1 at 25°. The expansion of helium 
from these volumes was then used to measure the volumes 
of the high-pressure section which were 50.5 ± 0.1, 264.1 ±
0. 1, 1066.4 ± 0.3, 3966.1 ± 0.6 cm5 at 25° The total free gas 
volume of the sample vessel containing jnhydrided urani­
um was 10.02 ± 0.01 cmi After hydridir.g the free gas vol­
ume was determined to be 9.36 ± 0.01 cm ’. This change in 
free gas volume agrees with the values expected due to the 
expansion of the sample on hydfiding. Tliis change in sam­
ple volume was very significant in determining the hydride 
compositon at high pressures as will be discussed later. The 
sample vessel was heated to different temperatures at vari­
ous pressures and the pressure vs. temperature response 
was noted. Even though the pressure transducers, high- 
pressure valves, etc. were maintained at room temperature 
while the reaction vessel was heated, it was found that for 
all temperatures and pressures, the free gas volume with 
the hydrided sample could be separated into a “hot zone” 
with volume 2.41 ± 0.01 cm1 and a “cold zone” with volume 
6.95 ± 0.01 cm1. The insensitivity of the “zone” calcula­
tions to variations in temperature and pressure was proba­
bly a consequence of (1) lining the sample vessel with a ma­
terial (gold) that has a very low solubility for hydrogen, 
thus minimizing solubility corrections, (2) overdesigning 
the vessel so that the dimensional changes are small over 
this pressure range, and (3) minimizing the free gas volume 
in the transition region between the hot and cold zones.

Permeation from the sample vessel could be detected at 
elevated temperatures and pressures and therefore a per­
meation coefficient and measured for each isotherm. By re­
cording the time of each extraction, the hydrogen lost by 
permeation could be determined. Losses due to permeation 
ranged from 1 to 13% of the total hydrogen extracted from 
the sample over an isotherm, and these corrections were in­
cluded in the final calculations for sample composition.

The system was pumped to high pressures with a two- 
stage diaphragm pump (American Instruments Co., 46- 
14021 SP). The gas was passed through a powdered UH:i 
bed and a stainless steel particle filter just prior to entering 
the sample vessel.

Materials. The uranium metal used was high-purity, de­
pleted uranium slabs furnished by the Atomic Energy 
Commission. The analysis of the sample is shown in Table
1. X-Ray analysis showed only single phase a (orthorhom­
bic) uranium patterns. The sample was cleaned successive­
ly in warm 1:1 HNO:!, distilled water, and ethanol, and then 
weighed (18.7193 ± 0.0001 g). It was loaded into the vacu­
um baked (1000°, 10“ ' Torr) alumina crucible which was 
transferred to the sample vessel. The seal of the sample 
vessel was torqued closed and the vessel attached to the 
pressure system and evacuated.

The hydrogen used in these experiments was Matheson 
Gold Seal (99.999% min) gas that was passed through a 
powdered UH;i column located adjacent to the sample ves­
sel. The UH:j in the column was made in situ from the same 
grade of uranium as the sample. Prior to the entry of hy­
drogen, the system was evacuated (gage pressure, 10“ 1 
Torr) and flushed with purified helium several times. Due 
to the capillary tubing in the closure stub, etc. all the sys­
tem was not at as low a pressure as the gage reading but 
contamination was minimized by the flushing operation. It 
was then pressure checked with purified helium to 680 atm 
and evacuated again. Finally the hydrogen was allowed to
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TABLE I: Im purity A nalysis of Uranium  Sam ples“

Elem ent ppm Elem ent ppm

Cu 3 As ND
Fe 1 2 Ge ND
Pb 3 Bi , - ND
B 8 Cd ND
Mg 1 2 Mn ND
Si 35 Ni ND
P ND' Ti ND
Zn ■ ND T1 ND
V n d In ND
Co ND Ba ND
Mn 3 Li ND
Sb ND Be ND
Sn ND Cr ND
O 26 Al 1 2

N 9
° The elem ental analysis was obtained by emission spectroscopy 

(D. W anner), spark source mass spectroscopy (F. Oswalt), and 
vacuum  fusion (W. Andrzejewski), al. of Sandia Laboratories. ND, 
not detectable.

flow through. After several minutes, the system was sealed 
and pumped to approximately 600 atm. The temperature 
was cycled from room temperature to 600°. By cycling the 
temperature and pressure four or five times, the sample 
was made very reactive and desorption measurements 
showed that it could be fully and reproducibly hydrided.

Experimental Procedure. In a typical run, the sample 
was pressurized at room temperature to approximately 600 
atm of hydrogen and left overnight. The next morning, the 
sample temperature was raised to the desired temperature 
and allowed to equilibrate. The pressure was then moni­
tored for a length of time to determine the permeation 
coefficient for that temperature and pressure. Then an ali- 
quote of hydrogen was transferred to the high-pressure cal­
ibration system. When the system reached an equilibrium 
(i.e., the change in pressure was either dominated by the 
loss of gas by permeation or was less than 0.1% of the over­
pressure per hour, whichever was greater) the pressure was 
recorded. By successive measurements, pressure-composi­
tion isotherms were obtained for nine temperatures be­
tween 596 and 846°. The change in composition of the sam­
ple was obtained by determining the quantity of hydrogen 
transferred to the calibration volumes and subtracting 
from it the quantity of gas lost from the free gas volume of 
the sample vessel. In these calculations, the free gas volume 
of the hot zone was assumed to vary from 2.41 to 3.07 cm:! 
according to the law of mixtures as the desorption from the 
sample continued across the two-phase plateau. The 
change in sample volume was found to be particularly im­
portant at high pressures. The total composition was calcu­
lated by summing the individual extractions from the sam­
ple. These calculations were performed on a CDC 6600 
computer.

The equation of state for hydrogen as proposed by 
Roder, McCarty, and Hall was used to determine the densi­
ty of hydrogen.14 Since this relation is solved for pressure P 
(p, T), and cannot be solved explicitly for the density (p) as 
a function of pressure and temperature (T), the solution 
was approximated and then solved iteratively using New­
ton’s method until the deviations in the calculated density 
produced changes in the pressure that were smaller than 
the deviations due to the error in the measured pressure

1000.0

Figure 3. Pressure-composition isotherms for the hydrogen-urani­
um system.

(0.01% of the pressure reading or 0.003 atm, whichever was 
greater). The equation of state for hydrogen has not been 
measured directly at both high temperatures and pressures 
and therefore the uncertainty of the gas density is difficult 
to determine; however, the relation used here is considered 
to have an uncertainty of 0.8% or less for these pressures 
and temperatures.11

As can be seen in Figure 3, the isotherms have plateaus 
that are flat with abrupt discontinuities at the phase 
boundaries. Although the temperature controller main­
tained the temperature on a given isotherm to ±0.5°, pres­
sure shifts associated with the temperature fluctuations 
could be detected. The overall accuracy of the pressure- 
composition isotherms was difficult to determine statisti­
cally because so many variables are involved in complex 
and possibly synergistic ways. An attempt was made to es­
timate the uncertainty in the composition by varying the 
input parameters within their measured uncertainties 
about the measured points. As might be expected, the over­
all uncertainty changes with the magnitude of the stoichi­
ometry and the isotherm of interest. For example, at 595° 
and low stoichiometries, the uncertainty in the composition 
is considered to be ±0.002H/U and is dominated by the 
uncertainties in the free gas volumes of the sample and cal­
ibration vessels. At higher compositions on the plateau, the 
uncertainty is ±0.008H/U and at very high pressures, it in­
creases to ±0.020H/U. For the 846° isotherm, the overall 
uncertainty in the composition increased primarily due to 
the uncertainty in the coefficient for hydrogen permeation 
from the sample vessel. For this isotherm and low sto­
ichiometries, the uncertainty in the composition is 
±0.03H/U and at higher stoichiometries on the plateau, it 
is ±0.07H/U. At very high pressures, the uncertainty in 
composition may be as high as ±0.18H/U but is thought to 
be considerably less.

R esults and D iscussion
The pressure-composition isotherms obtained in this 

study (Figure 3) were obtained for each of the three metal
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TABLE II: Coefficients of Eq I for the T w o-Phase P lateau  Region (H /U  Ratio Equal to 1.5) and the Apparent 
Therm odynam ic Potentials for the Form ation of the Hydride from Three Phases of Uranium

a uranium  + 3 UH3 3 uranium  + 3UH3 y uranium  + 3UH3

A -4225  ± 4 -4110  ± 80 -4 2 0 0  ± 30
B 6.045 ± 0.004 5.94 ± 0.08 6.02 ± 0.03
aA/f, kcal mol" 1 -2 8 .9 6  * 0.03 -2 8 .2  ± 0.5 -2 8 .8  ± 0 . 2

aAS, cal m ol' ,0 K" 1 -4 1 .4 3  ± 0.03 -4 0 .7  ± 0.6 -4 1 .3  ± 0.2
aAG298, kcal m ol" 1 -1 6 .6 2  ± 0.04 -1 6 .1  ± 0.7 - 1 6 .5 ± 0 .3

Figure 4. Dissociation pressure vs. reciprocal temperature for U/H 
ratio of 1.5.

phases of uranium («, 3. 7 )- For all isotherms, as hydrogen 
is removed from the solid solution with uranium hydride (3 
phase UH:;), the pressure drops rapidly until a plateau is 
reached indicating the existence of two solid phases. As ad­
ditional gas is removed, the plateau ends abruptly, drop­
ping the pressure rapidly, and indicating the transition to 
the single phase metal solid solution containing dissolved 
hydrogen.

For a given composition, the pressures on the two-phase 
plateau could be fitted to the relation:

log P (atm ) =  + B  (1)

where the coefficients A  and R  are given in Table II for the 
three phases of uranium metal and 3-uranium hydride at 
an atom ratio of H/U equal to 1.5. Between the «, 3, and
7 -uranium phases, little deviation is found in the least- 
squares fits for the coefficients A and B (Figure 4) even 
though there are significant enthalpy and entropy changes 
between the metal phases. These changes are partially 
manifested as shifts in the solubility at the phase bounda­
ry.

The simple reaction for the uranium-hydrogen reaction 
may be expressed as

U + | h , —  UHr (2)

However, when the reaction is considered in greater detail, 
eq 2 can be separated into a piece-wise continuous reaction

of hydrogen reacting with uranium as a metal, a two-phase 
material, and finally reacting with the hydride. Equation 2 
can be expanded to describe steps of the reaction as shown 
by15

a U + j H 2 — ► UHr.

(r" -  r ' )b UHr , + ----- r----- ;H2 — ► UHr ..

c UHr.. + ~ H2 — *■ UHr- .„
+ Ynet reaction U + ---- -̂---H;—*-UHr.,,r

where r"  + x = r (3)

Here r' and r" are respectively the lower and upper sto­
ichiometries of the tie line between the phase boundaries 
for the same isotherm and (rv + r) is the final atom ratio of 
the hydride. At lower temperatures, where r' ~  0 and r" ~
3.0 the net reaction in eq 3 has the form:

U + I  H: — ► UH: (4)

The integrated form of the van’t Hoff equation may be 
expressed in its general form for the pressure plateau re­
gion as

In P(atm) = ( T(°IC) ~ AS) (5)

from which the enthalpy (AH) and entropy (AS) for the 
plateau region may be calculated.1-’ In agreement with pre­
vious studies, the van’t Hoff plots of the plateau pressures 
(Figure 4) were found to be straight lines.- 11 Using this ob­
servation from previous investigations, the high-tempera­
ture data have been extrapolated back to the region where 
(r" — r') equals 3.0, thus “apparent” potentials of forma­
tion (aAH, ¡,AS) can be obtained from the extrapolated 
higher temperature data. Correspondingly, the “apparent” 
free energy (.,A(7k,*) may be determined from standard 
relations. In Table 111, the results of this study are com­
pared with the work of previous investigators.

The “apparent" enthalpy and entropy calculated in the 
present study are lower than those of previous investiga­
tors. These differences are thought to be the result of the 
purity of the uranium used in the different studies. Partic­
ular care was taken to minimize oxygen contamination of 
the sample in the present work. The excellent agreement 
between the high-temperature and low-temperature values 
of aAH indicate that the “apparent” enthalpy is reasonably 
constant with temperature.

The only other high-pressure data that extends above 
650° is that of Chevallier, Spitz, and Blum.11 Their data 
are in considerable disagreement with the present results 
at high temperatures. It is difficult to d seem specifically
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TABLE III: Comparison of the Plateau Dissociation Pressures (atm) and Thermodynamic Properties

Ref 2 a 
Temp,°C

8 9 10 4,2b,12 5 6 7 11 T h is  work“

595.9 16.6 16.7 14.6 15.3 18.0° 11.6“ 15.8“ 15.7° 15 15.19 ±0.05
619.9 22.9° 23.0 20.1 21.0 . 25.0° 15.9° 21.7° 21.6° 21 20.53 ±0.08
644.3 32.2° 31.3 27.4 28.4 34.3° 21.5° 29.5° 29.4° 27 27.55 ±0.09
672.8 43.9° 44.0° 38.4° 39.6° 48.6° 30.0° 41.3° 41.2“ 36 38.72 ±0.08
712.0 67.9° 68.0° 59.3° 60.7° 75.8° 46.0° 63.6° 63.4° 51 58.3 ±0.1
745.8 96.2° 96.4° 83.9“ 85.5° 108° 64.7° 89.7° 89.6° 65 79.3 ±0.2
778.2 131° 131° 114° 116° 149° 87.9° 122° 122° 74 106.3 ±0.9
809.6 175° 176° 153° 154° 200° 116° 163° 163° 81 138.6 ±0.9
846.2 239° 239° 207° 209° 274° 158° 220° 226° 86 185 ±2

T for a
disse press
of 1 atm 430 429 435 432° 420° 445° 430 431“ 431° 425°

Thermodynam ic P rope rties  fo r the Form ation of g-UH 3 from  a -U ran ium 0
AH, kcal 

m o l"1
-30.8 -30.8 ± 

0.4
-30.7 -30.3 ± 

0.1
-30.08 ± 

0.03
(-30.45) 

(-30.35 ± 
0.03)

-29.1 ± 
0.3

-3 0 .5± 
0.7

-30.6 -30.1 -28.96 ±0.03

AS, cal 
m o l"1

-43.9 -43.9 -43.3 -43.0 -43.6 -42.5 — 43.3 ± 
0.4

-43.3 -42.7 -41.43 ±0.03

CK " 1
AG298, kcal -17.7 -17.7 -17.8 -17.5 -17.4 -16.4 -17.6 -17.7 -17.4 -16.62 ±0.04

m ol"1
A b -4500 -4500 -4480 -4410 -4600 -4255 -4450 -4460 -4380 -4225±4
Bb 6.40 6.40 6.32 6.26 -6.55 6.20 6.32 6.33 6.22 6.045 ±0.004

° Indicates the values in the table were extrapolated beyond the temperature range of the original work. 6 These are coefficients in eq 1 
for the plateau dissociation pressure vs. temperature. 0 Thermodynamic values not given in the original works were computed from eq 5. 
d Uncertainties in the dissociation pressures are a 1 a standard deviation corresponding to H/U compositions from 0.5 to 2.5 and therefore 
define the maximum slope of the plateaus.

why this is the case; however, since in their sample the two- 
phase region was rapidly disappearing at 710°, and nonex­
istent above 820°, perhaps their sample reacted with some 
other material and failed to respond to hydrogen at the 
higher temperatures.
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Gas chromatography is widely used to measure the thermodynamic functions of adsorption on the homoge­
neous surface of graphitized thermal carbon black in the region where Henry’s adsorption law is valid. A 
high-precision instrument with computer data acquisition measures the isosteric heat of adsorption and 
the change of the heat capacity during adsorption. The method is used to study the adsorption of benzene 
and n-pentane on different graphitized thermal carbon black samples. The data are directly comparable 
with the values calculated from statistical thermodynamics on graphite since it is shown that adsorbate- 
adsorbate interactions are negligible and that the behavior of the bulk gas phase is nearly ideal. *The results 
obtained for benzene could be compared with the molar heat capacity of adsorbed benzene measured by 
calorimetric methods and extrapolated at zero surface coverage. With n-pentane, however, the gas solid 
chromatographic method is unique, as extrapolation of calorimetric measurements is impossible because of 
strong adsorbate-adsorbate interactions at relatively low surface coverage.

Introduction
Recent theoretical developments in adsorption studies 

have focused attention on the importance of the heat ca­
pacity of the adsorbed molecules. This paper deals with the 
determination of this thermodynamic function.

The molecular statistical theory of adsorption allows the 
derivation of the thermodynamic functions of adsorption 
from the partition function of the adsorbed molecule.1-4 
The principles of this theory2-6 have been successfully ap­
plied to predict the thermodynamic functions of adsorption 
of various compounds on graphitized thermal carbon black 
(GTCB) which is the choice absorbent for this type of 
study because of its homogeneous surface and because its 
particles are aggregates of small polyhedral particles each 
face of which is a 001 plane of the graphite lattice.7

The theoretical importance of the determination of the 
heat capacity change during adsorption at very low surface 
coverage results mainly from the fact that the adsorbate 
heat capacity is very sensitive to the model proposed for 
the adsorbed molecule.

The experimental methods of measurement of the adsor­
bate heat capacity have been reviewed by Pace8 who out­
lined the problems encountered in carrying out significant 
measurements of the heat capacity of the adsorbed gas, 
especially for coverage ratios smaller than one monolayer.

Berezin and Kiselev910 have measured the heat capacity 
of organic vapors adsorbed on GTCB, as a function of the 
surface coverage at 20°. The lowest coverage studied was 1 
^imol/m2 which is approximately equivalent to 30% of a mo­
nolayer.

Gas chromatography has been used in many instances to 
measure the thermodynamic functions of adsorption on nu­
merous adsorbents, especially at very low surface coverage 
of GTCB,11-10 but until now no attempt has been made to 
determine by this method the adsorption change of the 
heat capacity.

Such a measurement needs a highly accurate instrument 
in which all experimental parameters (pressures, tempera­
tures, injection characteristics, . . . )  are tightly controlled.

Also retention times have to be measured very precisely 
using the mass center of the elution peaks and not their 
maximum and this can be done only through computer ac­
quisition of the elution chromatogram.

The molecular statistical theory of adsorption can be 
used to predict the change of the heat capacity during ad­
sorption at very low surface coverage as well as the free en­
ergy and the differential heat of adsorption.5’16

We present here the principles of the chromatographic 
measurement of the change of the heat capacity during ad­
sorption and a comparison between the theoretical results 
and the experimental values obtained for the adsorption of 
benzene and n-pentane on graphitized thermal carbon 
black.

T heoretical
1. Thermodynamic Functions Calculated from Statisti­

cal Thermodynamics. It has been shown that Henry’s ad­
sorption equilibrium constant per unit surface area (Kh) 
can be calculated from statistical mechanics.3'6 For quasiri- 
gid molecules, in the classical approximation, we have

Kh =  8tt2A R T  P(~<P/RT)- l] x

sin 9 d x  dj dz dd dcp dip (1)

where <f> is the potential energy of adsorption; x, y, and z 
are the coordinates of the mass center of the molecule; 6, <p, 
and ip are the Euler angles of orientation to the surface; and 
A is the surface area of the adsorbent. Equation 1 assumes 
no lateral interactions in the adsorbed phase and an ideal 
bulk gas phase.

With Steele’s notations4 the second virial coefficient de­
scribing the interaction of the adsorbate with the surface is

b a s  =  ‘  • / [ e x p i - ^ /R T )  -  1 ]  x

sin 9 d.r dy dz d0 dw dp (2)
The limiting value for zero pressure of the apparent volume 
of the gas space or excess volume Vex -.hat the adsorbed
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TABLE I: Therm odynam ic Functions o f Adsorption of 
B enzene on G raphite C alculated from S tatistica l 
Therm odynam ics

T, °C ^ AS’, cm3/m 2 kcal/mol
ACp,

cal/mol °K

0 472.11 9.720 2.60
20 130.77 9.586 2.85
40 43.13 9.447 3.12
60 16.41 9.303 3.41
80 7.03 9.152 3.71

100 3.33 8.995 4.01
120 1.71 3.833 4.29
140 ' 0.95 3.665 4.55
160 0.56 3.492 4.78
180 . 0.35 3.316 4.96

molecules',would occupy if present at a pressure p 17 can be 
predicted from the Ras value:

lim Va  = £ as (3)
o

Barker and Everett18 have derived an exact expression 
which takes into account the adsorbate- adsorbate interac­
tions and the nonideality of the gaseous phase in terms of 
virial coefficients. The thermodynamic functions of adsorp­
tion can easily be calculated from the relationship giving 
the Henry coefficient.3-6

From eq 1 we have derived, the isosteric heat of adsorp­
tion <7st and the change in the heat capacity during the ad­
sorption SCP for benzene adsorbed on the basal plane of 
the graphite surface (cf. Table I) using the classical meth­
ods of statistical thermodynamics. The adsorption poten­
tial is calculated after the semiempirical Lennard-Jones 
potential, as suggested by Kiselev and coworkers19--0

= 5 > ,  =
i

X r - c itZ > v 6 -  c i2Z ' v R + t f . - D v 12
i  L  j  j  j

(4)

In this equation r,-y is the distance between the ith atom 
center of the adsorbate molecule and the yth carbon atom 
center of graphite. The potential energy of the molecule <j> 
is taken as the sum of the potential energies of its separate 
atoms <!>;.

The attraction constant is calculated using the Kirk- 
wood-Miiller formula21

/  <7. O'. \1
O'- Cf J ( f )

L / V X,- Xi /  J (5)

C,-9 is given by a similar formula.20 = 0.937 A3 is the po­
larizability of graphite carbon atoms, their diamagnetic 
susceptibility is xj = 105 X 10-5 A3.22 For carbon atoms in 
benzene a, = 0.96 A3 and xi ~ 1-23 X 10~5 A3; for the hy­
drogen atom a, = 0.43 A3 and Xi ~ 0.37 X 10" r’ A3.23

The repulsion constant B, is calculated for each type of 
atom in the adsorbate molecule so that the equilibrium dis­
tance is the sum of the van der Waals radii of this atom and 
the graphite carbon atom.

The summations in eq 4 were calculated using a comput­
er for the nearest 10,000 carbon atoms in a semispherical 
volume of 40 A radius; the accuracy of this calculation is 
10~4. The program principles have been published.24

Integration of eq 1 is carried out for all distances z of the 
molecule above the graphite surface and for all its orienta­

tions. As the potential of adsorption does not change when 
the molecule of benzene moves parallel to the graphite sur­
face, eq 1 is simplified to

k h - 4 f * ‘ * ^ e x p (  q /RT  -  1] -

sin 0 d6 &J da (6)
The model of adsorption described by eq 6 is that of an 
ideal bidimensional gas adsorbed on a homogeneous sur­
face.

2 . Thermodynamic Functions Derived from Gas Chro­
matography. The adsorption isotherm is obtained by gas 
chromatography from the change of the net retention vol­
ume Vk° with the concentration of the compound in the 
gas phase, according to the relation14

where ng is the number of molecules of the component in 
the gas phase per unit volume, na the number of adsorbate 
molecules per unit surface area, and A the total surface 
area of adsorbent in the column. At zero surface coverage 
the retention volume per unit surface area VA is equal to 
the slope of the adsorption isotherm na = f(nK) at the ori­
gin. Steele2'’ has shown that the most convenient form of 
the adsorption isotherm is a virial expression, i.e., a power 
series of the amount adsorbed

In = In Kh 2̂ -'20l,3 (8)

where p* is the fugacitv of the bulk gas phase.
For a static system and a solute highly diluted in the 

bulk gas phase under total pressure P, Locke26 derived a 
relationship which takes into account the nonideality of the 
gas phase, neglecting higher order terms

In — = In KhRT + 2 +  2/?,,-£7. (9)' n l
where £¡,2 is the second virial coefficient characterizing the 
interaction between the molecules of the diluent gas and 
the sample vapor. Equation 9 is valid if the diluent gas is 
not adsorbed.

Locke has applied eq 9 to gas chromatography using for 
P the average pressure in the chromatographic column. 
This is not correct however and Everett,2' taking into ac­
count that the partition coefficient at infinite dilution ( n j  
nR) changes with the pressure, has calculated the exact 
value of the retention volume in gas liquid chromatography 
when the gas phase is not ideal. The same treatment can be 
used in gas solid chromatography28-29 and gives

In l ’A -  in k hr t  + 2B;DHa + (10)

where
= 3 ( P j /p y  1 

4 ( p j p y  -  1 (10a)

P | is the inlet pressure and P0 the outlet pressure.
The corrected retention volume per unit surface area is 

then
In I’AC = In KnRT = In l ’A - -- e2 (11)

The Henry coefficient per unit surface area can thus be de­
rived from the retention volume per unit surface area ac­
cording to the above equation. We shall show in the next 
section that in the experimental conditions used in this 
work both corrective terms 2B2D^a and 2R\i(PJRT)]?,*
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can be neglected. From the value of the Henry adsorbate 
equilibrium constant given by eq 11 it is possible to derive 
the isosteric heat of adsorption11“15

Q st
d In Kh 
d (l/f) (12)

For practical applications it has always been assumed until 
now that <jst is independent of temperature. If data points 
which are more or less scattered deviate from linearity, this 
is usually considered as due to experimental error.30 For a 
given coverage ratio however the isosteric heat of adsorp­
tion changes with temperature if the heat capacity of the 
compound in the gas phase is different from that in the ad­
sorbed phase. The change of qst with temperature is given 
by8"30

(3?8t/3 TK  = Cp -  Ca = -AC,- (13)
where Ca is the molar hea||ppacity of the adsorbed com­
pound and Cp is the molar heat capacity of the vapor at 
constant pressure. The mean value of the change of the 
heat capacity during adsorption, ACp, in the temperature 
range studied can be derived from eq 13 by integration

<7. t = b -  AC PT  (14)
This equation is valid if there is no discontinuity or maxi­
ma of ACp in the temperature range studied.

A maximum in the value of the molar heat capacity of 
the adsorbate is to be expected only when a two-dimen­
sional condensation does occur. Such a maximum can only 
appear at low temperatures and high surface coverages8 or 
when adsorbate-adsorbate interactions are large10 and ob­
viously not in the experimental conditions prevailing in gas 
chromatography.

If the theoretical model assumed for benzene adsorption 
is correct, it is seen in Table I that statistical thermody­
namics predicts a variation in the value of ACp with tem­
perature. In the temperature range where our experiments 
are carried out (90-160°), however, this variation is of the 
same order of magnitude as the errors made on ACp mea­
surements themselves (ca. 10%). From eq 12 and 14 we ob­
tain by integration

R In Kh = a + y  + ACt> ln T (15)

and for the corrected retention volume Vac

R In V a + R In R + -  + (AC, + R) In T (16)

Thus a least-squares fitting of the experimental measure­
ments of Vac at various temperatures allows the determi­
nation of ACp.

3. Measurement of the Heat Capacity Change during 
Adsorption. The net retention volume is usually derived 
from the value of the retention time of the compound fR, 
the retention time of an unretained compound to, and the 
carrier gas flow rate Dc at the column temperature Tc

' R° = ./'(/R -  to)Dc (17)
j  is a correction factor which takes into account the effect 
of gas compressibility

j = 1.5 ( P M 3 ~ 1 
Ip J p j - -  i

(18)

The flow rate at column temperature is related to the mea­
sured flow rate D\ by the relation

A = D.h- P- ^ (19)

where Pe is the partial pressure of water in the flowmeter, 
P a the atmospheric pressure, Pc the outlet pressure of the 
column during the experiment, and T a the ambient tem­
perature. These corrections are difficult to make exactly, 
and the flow rate which is usually measured with a soap 
bubble flowmeter is never known with a precision much 
better than 1%, so it is better to measure ACp with a proce­
dure which does not need to measure Dc.

The geometrical volume of the column plus the dead vol­
umes of the instrument is given by

Fg = j l 0Dc , (20)
Combining eq 17 and 20, we have

(2D' 0
as long as inlet and outlet pressures are maintained con­
stant during the entire experiment.

The specific retention volume or retention volume per 
unit surface area is thus

VA ! G
A (22)

Vr° may be compared with the excess volume defined by 
Steele and Halsey17 which is measured from statia mea­
surements at low vapor pressure of the adsorbate in the ini­
tial part of the adsorption isotherm, where Henry’s law is 
valid

r R° = KhRTA = lim r ex (23)
p~* 0

As Vq, which is a geometrical volume, does not change ap­
preciably with temperature, we can write

d In k 'M l /T )  = d In \ \ / c ( l /T )  (24)
with k' = (tR -  t0)/to-

If adsorbate-adsorbate interactions are negligible (ej = 
0) and if the gaseous phase is ideal (e2 = 0), we have com­
bining eq 12, 23, and 24

d In k
d(l/T)

(25)

The value of the retention volume (eq 16) and k' are de­
rived from

R In /?' = a -  In + R In R +A
j  + (Kcp + R) In T (26)

When the corrective terms et and e2 are not negligible h' is 
replaced in eq 26 by k'c, the corrected capacity factor with

In klc = In k’ -  ei -  22 (27)
Using a least-squares fit method, it is possible to determine 
the constants of eq 26 corrected or not for gas-phase noni­
deality or adsorbate-adsorbate interactions, as needed. 
The three constants are

ot — ci In Va/A  + R In R
(3j= b (28)

y = A Cp + R

The method is valid as long as all the experimental param­
eters are controlled with a sufficiently high precision. Using 
the procedure described above by eliminating the flow rate 
measurements, we arrive at a much better precision for the

The Journal of physical Chemistry. Voi. 79. No. 7. 1975



Heat Capacity Changes on Carbon Blacks 735

T A B L E  I I :  E x p e r im e n ta l D a ta  fo r  n -P e n ta n e  A dsorbed  on G ra p h it iz e d  T h e rm a l C a rb o n  B la c k  S te r l in g  M T G

T, °C /R. sec /m, sec G, sec log k' cm3/ir r e 2

^  ;
120.015 154.699 77.584 77.235 0.0013 ± 0.5 x 10-! 0.34 0.0020
109.987 177.117 77.230 76.848 0.1155 ± 0.5 x 10-3 0.44 0.0020
100.075 208.076 76.832 Í6.4Í2 0.2363 ± 0.4 x 10-:i 0.58 0.0020
90.065 252.453 76.403 75.938 0.3663 ± 0.5 x 10-:i 0.78 0.0020
80.075 316.462 75.946 75.428 0.5045 ± 0.5 x 10-:i 1.08 0.0020
70.029 411.711 75.515 74.935 0.6526 ± 0.7 x 10-3 1.52 0.0020
60.040 - 555.646 75.002 74.349 0.8111 ± 0.3 x 10-3 2.18 0.0019
54.980 656.298 74.711 74.015 0.8598 ± 0.6 x IO"3 2.65 0.0019

measurement of the isosteric heat of adsorption. ” Using 
our equipment the random errors on k' measurements are 
smaller than lft-3- which is necessary for a significant deter­
mination of thglmean value of the heat capacity change 
during adsorption in the temperature range studied.

The derivation of the coefficients a, (i, 7 for eq 26 or 27 
has been carried <5ut following the procedure described by 
Linnik32 on a Univac 1108 computer, with double precision 
calculations. At the same time the random error made on 
the coefficient estimation is given32 and the student t fac­
tor is chosen in such a way that the coefficients of eq 28 are 
known at a 95% confidence level.

It Has to be noticed that the values of k' reported in 
Table II for n-pentane adsorbed on GTCB Sterling MTG 
have to be known with a very high precision but not neces­
sarily the values of the retention volume V & which is fortu­
nate since the largest sources of error made on UA measure­
ments come from the determination of the geometrical vol­
ume Uq, and the surface area A.

Experim ental Section

1. Chromatographic Equipment. The chromatographic 
equipment specially designed for high precision measure­
ments has been described previously.31

The column is in an oil bath. Its temperature is con­
trolled within 0.01° per day. The flame ionization detector 
is connected to a buffer gas tank in which the pressure (ca. 
1100 mbar) is controlled within 3.3 mbar. This is the col­
umn outlet pressure. The inlet pressure is controlled by a 
Texas Instruments pressure controller, working with refer­
ence to the outlet pressure, with fluctuations smaller than 
±0.015 mbar.

The gas volumes outside the column have been kept as 
small as possible by design. The volumes of these tubings, 
between sampling valve and column, and between column 
and detector, are estimated to be both about 20 pi.

The columns (i.d. 2 mm) were filled with graphitized 
thermal carbon black previously sieved (160-200-p frac­
tion). Sterling MTG (surface area 8.7 m2/g) and Sterling 
FTG (surface area 12.7 m2/g) have been kindly supplied by 
Dr. W.R. Smith (Cabot. Co, Boston). Sterling FTG, hydro­
gen treated at 1000° (surface area 12.5 m2/g), was obtained 
by courtesy of Dr. F. Bruner (Analytical Chemistry Insti­
tute, Rome University). The surface was measured using 
the BET method.

The Sterling MTG sample and the hydrogen treated 
Sterling FTG sample were packed in a 2-m long column 
while the Sterling FTG sample graphitized by Cabot was 
used to fill a 50-cm long column. The carrier gas was ultra- 
high-purity helium purchased from Air Liquide (02 < 1 
Vpm and H20 < 2 Vpm). Before entering the column the

TABLE III: Adsorption o f M ethane on Graphitized  
Therm al Carbon B lack at 20° a

' A>  ̂ ist»
emVnv kcal/mol

Gas chrom atography6 

From  adsorption iso therm 0 

From  adsorption iso therm “1 

This work, S terling MTG 
This work, S terling FTG 

H, trea ted

0.0064 3.11
0.0100 2.9
0.0082 3.03
0.0054 3.49 ± 0.02
0.0071 3.31 ± 0.01

“ Comparison between data from the literature extrapolated at 
20° and our experimental results. b Reference 15. 1 Reference 3 4 . 
" Reference 35.

carrier gas flows through a Molecular Sieve 5 A trap at 
room temperature. Great care is taken to prevent diffusion 
of oxygen into the instrument which is carefully purged be­
fore heating the column.

A Carlo Erba liquid sampling valve is used to inject a 2- 
pl gas sample of a mixture of methane and the vapor of the 
compound studied diluted in helium. The sample size is ap­
proximately 0.1 pg. The starting time of the injection is 
known with an accuracy of 30 msec;31 its time width has no 
influence on the component retention time.

The detector signal is recorded on punched tape at the 
maximum speed of 5 data per second. The data are then 
handled on a Hewlett-Packard computer which calculates 
the different moments of the chromatographic elution 
peak. Retention times are defined as the mass center of the 
elution peak.

Peaks are fairly symmetrical due to the high homogene­
ity of the GTCB adsorbent and can be classified in cate­
gory 1 of Guiochon and Goedert’s simulation treatments.33

2. Determination of the Retention Time of the Unre­
tained Compound. To determine the gas hold-up time, t(), 
i.e., the retention time of an unretained compound, we 
need a suitable tracer. Methane has been used since it is 
the least adsorbed gas which gives a signal with the flame 
ionization detector. Methane time is not however equal to 
1 0, and a correction is necessary.

Its value can be estimated from different literature data. 
Static measurements of the adsorption of methane on 
GTCB have been made.34’35 The values V\ reported in 
Table III are extrapolated at 20° from the values of Ky¡RT 
= limp .(|1/{.X/A at different temperatures reported in these 
papers.

The retention volume per unit surface area of methane 
has been measured by gas chromatography.15 The value ex­
trapolated at 20° is also reported Table III. For our calcu-
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TABLE IV: Influence of the Corrections on the Thermodynamic Functions M easured for n-Pentane  
Adsorbed on GTCB Sterling MTG

C orrection  k' c/st, ACp, Cor
applied at 100° kcal/m ol ca l/m o l °K O bservation no.

Bulk re su lts  
no co rrec tion  

C orrection  for 
methane reten tion  

C orrection  1 + 
co rrec tio n  for 
nonidealily of 
the gas phase 

C orrec tion  1 + 
co rrec tio n  for 
random tem peratu re  
fluctuations (±0 .0 1 °) 

C orrection  1 + 
co rrec tion  for a 
+ 0 . 1 ° deviation 
from  the exact 
tem pera tu re  

C orrections for 
Vi = r d = 20 pi,
A/ = 415 m sec, 
r  = 2 0 0  msec 

C orrections for 
Vi =  Vd = 100 pi,
A/ = 2072 m sec, 
r  =  2 0 0  msec 

C orrec tions for 
Vi = r d = 100 pi,
A/ = 2072 m sec, 
a = 500 msec

1.712 8.831 ± 0.042

1.727 8.837 ± 0.046

1.719 8.838 ± 0.046

1.727 8.837 ± 0.046

1.732 8.842 ± 0.046

1.741 8.837 ± 0.046

1.779 8.837 ± 0.046

1.786 8.838 ± 0.046

5.79 ± 0.50 

6.25 ± 0.50 

6.29 ± 0.50

6.25 ± 0.50

6.26 ± 0.50

6.25 ± 0.50

6.25 ± 0.50

6.25 ± 0.50

0

1

2

Sim ulation 3
trea tm en t

Sim ulation 4
trea tm en t

Sim ulation of 5
co rrec tio n  for 
instrum enta l e r r o r s  
on reten tion  tim es 

Sim ulation of 6

correc tion  fo r 
instrum ental e r r o r s  
on retention  tim es 

Sim ulation of 7
correc tion  for 
instrum enta l e r r o r s  
on reten tion  tim es

Figure 1. Variation with temperature of the specific retention volume 
of methane on GTCB (cm3/m2): (1) Sterling MTG, R In km' =  
-18.068 + 2885/T; (2) Sterling FTG, H2 treated, R In km' = 
-13.091 + 2727IT.

lations, however, we need not only the retention time of 
methane, im, but also its ratio to the time of an unretained 
compound to and literature data can only give an estima­
tion of this ratio. To carry out this measurement, the flame 
ionization detector is changed for a catharometer detector 
and hydrogen is used as carrier gas. Helium is not retained 
on graphite at the temperature of the experiments as 
shown by Steele’s statistical thermodynamic calculations.4 
Our experimental results are also reported in Table III.

They are in excellent agreement with the data derived from 
the literature.

Figure 1 shows for each column the variation of the spe­
cific retention volume of methane, Va, with temperature. 
Va is proportional to the capacity factor for methane km'.

The differential energy of adsorption is calculated by a 
least-squares fit of the experimental data (In km' vs. 1/T) 
to a linear equation. The isosteric heat of adsorption re­
ported in Table III is derived.

This regression analysis shows that the relative random 
error made on km' estimation at the 95% confidence level 
calculated from the relative standard deviation is 0.5% on 
the Sterling FTG H2 treated sample and 2% on the Sterling 
MTG sample, because the difference (fm — f0) is 2.2 sec at 
100° with the first sample of larger area and only 0.2 sec 
with the second one. A computer simulation treatment 
shows that the resulting absolute errors on ACp at a 95% 
confidence level, occurring from the errors on km' are ±0.03 
cal/mol for the Sterling MTG sample and for the hydrogen 
treated Sterling FTG sample. With the untreated Sterling 
FTG GTCB sample the value of methane correction has 
been extrapolated from the value measured on the H2 
treated sample. The question arises of the validity of meth­
ane retention measurement with hydrogen carrier gas. At 
20°, using the method described by Steele4 the value of the 
specific retention volume calculated for hydrogen on 
graphite, VA = BasM, is 4 X 10-4 cm:Vm2, only a factor of 
10 lower than the specific retention volume of methane at 
the same temperature.
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TABLE V: Thermodynamic Functions of Adsorption of 
Benzene and n -Pentane on Graphitized Thermal 
Carbon Black

___  AC,,
Adsor- GTCB qst, b, cal,/
bate sample kcal/mol kcal/mol mol °K

Ben- Sterling 
zene MTG 

Sterling 
FTG 

H;
treated
Sterling
FTG

it-Pen- Sterling 
■' tane MTG 

Sterling 
FTG

Ho
treated
Sterling
FTG

9.78 ± 0.07 

9.98 ± 0.05 

9.83 ± 0.05

8.84 ±Vo3 

8,88 ± 0.04 

8.83 1 0.06

12.9 ± 0.1 8.1 ± 0.3 

12.3 ± 0.1 5.8 ± 0.2 

12.2 ± 0.2 6.0 ± 0.6

11.1 ± 0.2 6.2 ± 0.5 

10.8 ± 0.2 5.2 ± 0.7

11.5 ± 0.2 7.2 ± 0.6

With an average absolute pressure of 2 atm in the gas 
chromatographic column, 2.6 X 10-7 mol/m- of hydrogen 
are adsorbed.

Assuming the hydrogen molecule occupies an area of 12 
A2, the reduction of the total surface area available because 
of hydrogen adsorption is 2% at 20° and approximately 1% 
at 100°. This results in the same reduction of the experi­
mental k m' value compared to the theoretical one. This 
change is of the same order of magnitude as the relative 
error made in k m' measurements, so that hydrogen adsorp­
tion is negligible here.

When the flame ionization detector is used, the retention 
time of the unretained compound is calculated from the 
methane retention time by

At each temperature k m' is derived from the equation given 
in Figure 1, previously established for the corresponding 
column. The data in Table IV shows that the correction 
made for the retention of methane on graphitized thermal 
carbon black is significant. For instance, bulk results give 
ACP = 5.79 cal/mol °K for n-pentane on Sterling MTG 
while the corrected value is ACp = 6.25 cal/mol °K.

3. Instrumental Errors. The question of instrumental er­
rors has already been discussed at length by Goedert and 
Guiochon. 11 W’e deal only with its influence on the mea­
surements of AC;, and of the isosteric heat of adsorption.

Goedert and Guiochon36 have shown that a temperature 
gradient of ±0.01° introduces a relative error of about 10_;> 
on the determination of k' for a coiled column 2-m long 
with a 10-cm coil diameter. This error is smaller by a factor 
of 50 than the average error made on k' measurements 
themselves. The influence of average fluctuations of ±0.01° 
on ACp and qs, measurements are reported in Table IV and 
are insignificant. These values have been obtained from a 
simulation test reproducing the temperature fluctuations 
which have been introduced into the program of determi­
nation of the coefficients of eq 26.

Another simulation test reported in Table IV shows that

the corrected ACp values are influenced very little by the 
lack of accuracy of the temperature measurements. Period­
ic calibration by the Conservatoire National des Arts et 
Métiers, Paris, shows that they are accurate within 0.05°. 
Table V shows systematic error of +0.1° changes
ACp by only 0.5%, much less than the average error of the 
measurement.

Two systematic errors appear during the measurement 
of the retention time: the time constant r of the electronic 
system and the time spent in the dead volume of the in­
strument, At. The corrections should be applied only to the 
denominator term of k', as they cancel by difference in the 
numerator term (ír — t0).

The dead volumes of the instrument are the volumes be­
tween the sampling valve and the column inlet, V¡, and be­
tween the column outlet and the detector, V V  Both vol­
umes have been designed to be as small as possible; they 
are estimated at about 20 til {torn geometrical consider­
ations. The corresponding correction is

“ = i ( k v ‘ + v ‘) 1301
where Dc is the flow rate at column outlet pressure.

Combining eq 20 and 30, we have

"  ■ ■ £ ( § ' *  * ‘ ‘ )  (31)
Vr, is measured once for each column from flow rates and 
unretained retention times measurements using eq 20.

Whenever the retention time is measured from the peak 
first moment, the correction for the detector time constant 
is to substract this time constant. A larger time constant 
results in a larger signal-to-noise ratio and a more precise 
time measurement, but. on the other hand, the time con­
stant cannot be accurately measured and even the concept 
of time constant for real detectors and amplifiers is an 
oversim plification.A  compromise is thus necessary and 
a value of 20*3 msec has been selected.

In Table IV it is seen that these corrections for systemat­
ic instrumental errors do not result in any appreciable 
change of either the ACP value or the mean value of the iso­
steric heat of adsorption. Different simulation tests have 
been carried out using corrections corresponding to highly 
improbable values, such as, V¡ = V„ = 100 /d and a time 
constant of 500 msec. qsl remains unchanged while the in­
crease in ACp is less than 1%. The reason is that these cor­
rections merely result in a proportional change of k ' , thus 
shifting the In k' vs. l/T  graph without modifying the tem­
perature dependence.

Consequently, even at the level of accuracy presently ob­
tained, only the correction for methane retention, which is 
temperature dependent, is meaningful as far as AC,, mea­
surements are concerned.

Results
Table II lists the experimental results of the measure­

ments of retention times of n-pentane on the GTCB Ster­
ling MTG sample. At each of the eight different experi­
mental temperatures, six injections of the same mixture of 
adsorbate vapor and methane were made. The mean value 
of k' at each temperature is listed and used in further 
treatment. A total of 48 experimental data is thus used for 
each system. The successive measurements of each series 
were carried out by decreasing the temperature. A final 
measurement was then made at the highest temperature to
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Figure 2. Variation with temperature of the Henry adsorption coeffi­
cient (/¿mol/m2 mmHg) of n-pentane and benzene adsorbed on 
GTCB: (a) Sterling MTG; (b) Sterling FTG; (c) Sterling FTG H2 treated.

103.A (logt )  Kh )

Figure 3. Deviation of the experimental values of log KH for benzene 
from linear dependence on the reverse of the temperature (solid 
points) and from a fit on eq 15 (open circles): (a) Sterling MTG; (b) 
Sterling FTG; (c) Sterling FTG H2 treated. The vertical line represents 
the relative standard deviation interval for each temperature. It is the 
same for the solid points or the open circles.

Figure 4. Same as Figure 3 except for n-pentane.

check that the k' value has not changed during the whole 
thermal treatment. The standard deviation of the measure­
ment of log k' is between 2 and 5 X 10-4 (cf. Figures 3 and 
4). '

Figure 2 shows the variation of the Henry adsorption 
coefficient per unit surface area with the temperature, ad­
sorbed on the three GTCB samples for benzene and rt-pen­
tane. At first glance it seems that the graph log Kh vs. l /T  
could be well fitted by a straight line. The importance of 
the systematic deviations A(log K\\) between the experi­
mental data and the result of a straight line fit is demon­
strated in Figure 3 for benzene and Figure 4 for n-pentane 
(solid points). They are much larger than the relative stan­
dard deviation reported on these graphs for each experi­
mental point. The deviations between experimental data 
and the result of a least-squares fit on eq 15 (circles in Fig­
ures 3 and 4) are smaller than the errors and scattered 
around zero.

The values of the coefficients derived from the least- 
squares fit of the experimental results in eq 15 are given in 
Table V. The larger random errors made on the measure­
ments of log k' with the Sterling FTG H2 treated sample 
explain the larger error made on the mean value of the heat 
capacity change during adsorption, ACp (cf. Table V). The 
random errors made on ACP measurements are usually 
about 5-10% but when experimental conditions are favor­
able as with benzene on the Sterling MTG or Sterling FTG 
samples, the precision of the ACp measurement is very 
good (2.5%). In Table V is also reported the mean value of 
the isosteric heat of adsorption qst in the range of tempera­
ture studied, for the sake of comparison with measure­
ments previously published. This value is obtained by fit-
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TABLE VI: Influence of Sample Size on the Retention 
of Benzene and n-Pentane on Graphitized Thermal 
Carbon Black

Amount
injected.

Adsorbent Adsorbate ¡±g k' rsd

Sterling MTG n- Pentane 
120.07°

Benzene
160.03°

H, trea ted  n- Pentane
Sterling FTG 129.7=

A
Benzene
160.05°

0.360 1 . 0 0 1 1.1 X 10-3
0.150 1 . 0 0 1 1.1 X 10-3
0.030 0.993 1.9 X io-3
0.250 0.855 0.4 X io-3
0.200 0.860 0.6 X io-3
0.060 0.860 7 x 10-3
0.240 5.773 1.3 X io-3
0.100 5.775 1 . 0 X io-3
0.030 5.792 2.3 X io-3
0.0100 6.342 1 . 0 X 1 0 - 3

0.065 6.345 1.5 X 10-3
0.015 6.391 5.0 X 10-3

ting a straight line through the experimental points. For 
each temperature the isosteric heat of adsorption can be 
calculated from b and ACP values using eq 14.

a. Influence of the Adsorption Isotherm Curvature. 
Table VI shows the influence of sample size on k' value and 
therefore on the retention volume Va which is directly pro­
portional to k'. The effect of sample size is negligible as the 
variations in k' are of the same magnitude than the errors 
of measurements. It can be assumed that the adsorption 
isotherm is linear for the compounds studied in the tem­
perature range of the experiment. During all this work, the 
amount injected in the column was approximately 0.1 pg. 
We shall estimate the corresponding surface coverage for 
benzene on the graphitized thermal carbon black sample.

The maximum concentration in the gas phase at the col­
umn outlet is given by the following eq16

;?gM = i i i / n /  Vr / 2 tt (32)

where m is the amount injected, N  the number of theoreti­
cal plates, and Vr the retention volume. The maximum 
surface concentration naM in the adsorbed phase is thus

«aM = » A ' V r /.4(1 + k’) (33)

Therefore the maximum surface concentration at column 
outlet is directly related to the amount injected in the col­
umn by the relation

»aM = m / N k ’/ A ^ (  1 + IP) (34)

With the 2-m long column of Sterling MTG at 160° the 
maximum density of benzene molecules adsorbed at the 
column outlet is thus naM = 0.3 X 10-3 junol/m2 which cor­
responds to 10-4 of a monolayer. For Sterling FTG, we 
have naM = 0.1 X 10-3 /¿mol/m2 (ca. 3 X 10-5 of a mono- 
layer).

Near the inlet, these values are larger but at 2 cm from 
the column inlet, they are only a factor of 10 larger. Equa­
tion 32 shows that naM is inversely proportional to the 
square root of the column length.12

This shows that in our gas chromatographic experiments 
the adsorption phenomenon is studied in a range of surface 
coverage 100 times lower than the lowest coverage attain­
able in static experiments.

The adsorbate-adsorbate interactions are characterized 
by the value of the two-dimensional second virial coeffi­
cient B 2D of eq 10. The value of B 2d can be calculated from

the experimental data of Ross and Olivier37 for benzene ad­
sorbed on graphitized thermal carbon black. The value of 
B-2D (—4.5 X 104 m2/mol) is easily derived from the model 
they adopted for the two-dimensional equation of state and 
the isotherm at lofy stuface coverage.

The corrective term of e q l i  expressing the influence of 
adsorbate-adsorbate interactions is thus 2fi2Drca = -2.7 X 
10"5 for the Sterling MTG column and 2B2Dna = -0.9 X 
10-n for the H2 treated Sterling FTG column.

Adsorbate-adsorbate interactions are thus completely 
negligible in our gas chromatographic experiments. Blu, 
Jacob, and Guiochon29 arrived at the same conclusion for 
the system rc-heptane-graphitized carbon black.

We shall notice here the very good agreement between 
the static measurements of Ross and Olivier37 and the 
chromatographic data for benzene adsorbed on graphitized 
thermal carbon black (cf. Table VII). At 49.6° the value of 
the Henry .constant derived from Ross and Olivier’s experi­
mental results is 0.52 /imol/(m2 mmHg). The values of the 
Henry constant extrapolated at this temperature from gas 
chromatographic retention data are 0.58 and 0.49 ^mol/lm2 
mmHg) on the Sterling FTG and Sterling MTG samples, 
respectively.

b. Contribution of the Gas-Phase Nonideality to the 
Measurements. We have already shown that helium which 
is used as carrier gas is not adsorbed on graphitized ther­
mal carbon black. The only possible influence of the carrier 
gas on the retention is thus the nonideal behavior of the gas 
phase, accounted for by the last term of eq 10.

The second virial coefficient, B v>, for the interactions 
between the solute vapor and helium has been calculated 
using the method described by Hirschfelder, Curtiss, and 
Bird.39 At 100° fi12 is 31.0 cm3/mol for the system n-pen- 
tane-helium and 22.0 cm3/mol for the system benzene-he­
lium. The corrective term of eq 10, (2Bi2P0/R,n./:i4, is thus 
about 2 X 10~ 3  under the present experimental conditions.

The corrective term e2 in eq 11 is significant when ap­
plied to the capacity factor k' which is determined with a 
relative precision of 0.5 X 10-3 (cf. Table II) but it is not so 
for the absolute values of the specific retention volume VA! 
because the largest sources of errors made in this case origi­
nates in the measurements of the geometric gas volume V(;, 
and of the surface areas.

As regards to the determination of the adsorption change 
of the heat capacity, however, it is only the variation of the 
corrective term with temperature which is important. In 
the temperature range of measurements, 90-160° for ben­
zene and 60-130° for n-pentane, the variation of the cor­
rective term with temperature is at least a factor of 5 small­
er than the measurement errors on In k'. The value of ACp 
is only 0.5% larger when the correction for gas-phase noni­
deality is made. The gas phase can thus be considered as 
ideal.

Discussion
Gas chromatography has been made accurate enough to 

permit the measurement of the temperature dependence of 
the thermodynamic functions of adsorption at zero surface 
coverage. Furthermore we have shown that the corrections 
for nonideal behavior of the molecule in both the adsorbed 
and gas phases are negligible.

The isosteric heat of adsorption and the Henry adsorp­
tion coefficients extrapolated at 20 and 49.5“ from our gas 
chromatographic experiments are reported in Table VII. 
These data are compared with those available in the litera-
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TA B LE VII: Comparison betw een  the R esu lts of the  
Gas C hrom atographic and S tatic M ethods (B enzene  
A dsorption on G raphitized Therm al Carbon Black)

*’• 
T, °C

. .
qm ol An51* 
mmHg

is t '
kcal ' 
mol

S terling  MTG 1 0 0 0.060 9.9
(this work) 49.6“ 0.49 10.3

2 0 “ 2.57 10.5
Sterling FTG 1 0 0 0.073 1 0 . 1

(this work) 49.6“ 0.62 10.4
2 0 “ 3.30 1 0 . 6

Sterling FTG 1 0 0 0.070 1 0 . 0

H., trea ted 49.6“ 0.58 10.3
(this work) 2 0 “ 3.01 10.4

Ref 37" 49.6 0.52 9.25'
Ref 386 2 0 3.59 1 0 .2h
" Experimental data extrapolated at lower temperature. h Ex­

perimental data extrapolated for zero surface coverage.

the first layer of molecules as with most other adsorbates 
such as n-pentane.

The limiting value of the molar heat capacity of benzene 
vapor at zero pressure, Cp = 18.37 cal/mol °K is calculated 
from the molar heat capacity of benzene under atmospher­
ic pressure Cp' a,M = 19.25 cal/mol °K,4:t according to the 
following equation44

The second derivative of the benzene virial coefficient B 
with respect to the temperature was calculated from the 
experimental data compiled in ref 45.

The adsorption change in the heat capacity of benzene at 
20°, ACp, obtained from calorimetric measurements on a 
GTCB of high surface area (S = 29 m2/g) is thus 5.6 ± 2 
cal/mol °K. This value is in good agreement with that mea­
sured in this work on the Sterling FTG samples. It is also 
very close that calculated by Pierotti and Smallwood40 
from the adsorption isotherms of benzene adsorbed on 
Sterling FTG (2700°). 4s expected, ACP did not change 
with surface coverage and was found to he 5.5 ± 0.5 cal/mol 
°K.

ture and obtained from the static adsorption measure­
ments extrapolated to zero surface coverage.

The isosteric heat of adsorption measured by gas chro­
matography agree well with the experimental results of 
Isirikyan and Kiselev,H and also with the isosteric heat of 
adsorption (10.0 kcal/mol) measured by Pierotti and 
Smallwood40 for benzene adsorbed on GTCB Sterling FT. 
This last value is also extrapolated to zero surface coverage 
from static adsorption isotherm experiments. All the above 
experiments are in disagreement with Ross and Olivier’s 
value of 9.25 kcal/mol:tl

For the adsorption Henry coefficient K h our results on 
Sterling MTG are much lower than on Sterling FTG, but in 
better agreement with the experiments of Ross and Olivier. 
The adsorption coefficient on the Sterling FTG sample is 
closed to that measured on the Sterling FTG H2 treated 
sample. The difference may be explained from measure­
ment errors in the surface area of both sample using the 
BET method.

Good agreement is observed between our results on the 
Sterling FTG sample and those of Isirikyan and Kiselev 
obtained on different samples of graphitized thermal car­
bon black. It is thus significant to compare our measure­
ment of the heat capacity change during adsorption of ben­
zene on GTCB with that obtained from calorimetric mea­
surements by Berezin and Kiselev.9 "1

These authors have measured the average molar heat ca­
pacity, Ca, of benzene adsorbed on thermal graphitized car­
bon black for surface coverages between 1 and 15 /imol/m2. 
At the lowest surface coverage the error made on Ca is 
1 l°o.41 The lowest surface coverage attainable in the calori­
metric measurement is thus more than a factor of 10° larger 
than the one at which the gas chromatographic measure­
ment is carried out. The value extrapolated at zero surface 
coverage is Ca = 24 cal/mol °K.

This extrapolation is valid as long as adsorbate adsor­
bate interactions are weak, as demonstrated by Berezin 
and Kiselev.10 This is in agreement with a previous result 
by Pierce and Ewing.42 The adsorption isotherms of ben­
zene are concave to tne pressure axis at low coverage; the 
heat of adsorption does not increase with increasing surface 
coverage as expected when lateral interactions take place in

On the Sterling MTG sample the heat capacity change 
measured is higher than on the Sterling FTG samples (ACp 
= 8.1 ± 0.3 cal/mol °K) and the mean value of the isosteric 
heat of adsorption lower (Table V). Table VII shows also 
that the adsorption Henry coefficient is much smaller than 
the one on the Sterling FTG samples. This may indicate 
that this GTCB of lower surface area possesses a different 
surface structure. Within the limits of errors the heat ca­
pacity change during adsorption ACp measured for n-pen- 
tane is the same on the two untreated Sterling samples. It 
is higher with the hydrogen treated Sterling FTG. The 
mean values of the isosteric heat of adsorption of rc-pen- 
tane are however very close for the three samples studied 
(Table V).

The values of the heat capacity change during adsorp­
tion for n-pentane on GTCB at zero surface coverage are 
unique. They cannot be obtained using the conventional 
methods of measurements. W’hen adsorbate-adsorbate in­
teractions cannot be neglected even at moderate surface 
coverages, which is the case for most organic compounds on 
graphitized thermal carbon black,42 the molar heat capaci­
ty cannot be extrapolated to zero surface coverage. This is 
true for n- pentane whose adsorption isotherm has the nor­
mal convex shape in the low-pressure region6 indicating 
that lateral interactions increase with increasing surface 
coverage.

High-precision gas chromatography thus allows the 
study of the adsorption change of the heat capacity at zero 
surface coverage and the comparison with the value derived 
from statistical thermodynamics.

The mean value of the heat capacity change during ad­
sorption of benzene on graphite calculated with the model 
of eq 1 is 4.4 cal/mol °K in the temperature range investi­
gated (cf. Table I). This is 1 cal/mol °K lower than the 
value found in our experiments (Table V) which shows that 
the model used to calculate the adsorption potential has to 
be refined. In fact, as we have shown earlier, when using 
the adsorption potential given by eq 4 it is not possible to 
predict correctly the relative retentions of phenanthrene 
and anthracenen or that of ds-2-butene and frans-2-bu- 
tene.16

However, the very close values of ACP obtained for ben­
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zene and n-pentane on GTCB Sterling FTG proves that 
the adsorption behavior of both molecules on the homoge­
neous surface of graphitized thermal carbon black is very 
similar when adsorbate-adsorbate interactions are negligi­
ble.

Accurate gas chromatography opens a new field of stud­
ies in adsorption.
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A New Example of Formal Non-Steady-State Kinetics. 
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Solutions to the rate equations governing the kinetics of a simple adsorption-abstraction mechanism for 
the heterogeneous recombination of atoms are examined in detail and compared to a description of the 
same mechanism based on the steady state hypothesis.

Introduction
Textbook illustrations of the phenomenological descrip­

tion of the time history of reacrants, intermediates, and 
products in “complex,” i.e., two or more step, reactions are 
ordinarily confined to Harcourt and Esson’s classic, se­
quential first-order reaction scheme, A -► B —► C,1 or to 
one or another of its close relatives which include more 
first-order steps and/or one or more of the reverse pro­

cesses.2~7 All other mechanisms are dealt with using the 
steady state hypothesis. The reason for this is that, even 
two-step mechanisms in which one or both steps are sec­
ond-order reactions usually lead to unwieldy solutions ex­
pressed in terms of higher functions, if explicit solutions 
may be had at all.8-10

In conjunction with an experimental investigation of the 
surface recombination of nitrogen atoms, we have been led
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to explore the behavior of a two-step mechanism which is 
at once conceptually transparent and mathematically man­
ageable. We believe that a close scrutiny of this example 
will prove rewarding zo any student of chemical kinetics, 
and we are confident that the insights afforded by this sim­
ple model will prove useful in the analysis of surface kinet­
ics experiments.

Results and Discussion
Mechanism and Rate Equations. The physical picture is 

closely related to the Langmuir-Rideal mechanism for the 
recombination of atoms at active surface sites.11'12 Sup­
pose, ad arguendo, that the active sites are initially empty. 
An atom, N, approaching the surface from the gas phase 
may strike an empty site, E, and stick, creating a filled site,
F. Subsequently, another atom may strike the filled site, 
combine with the atom adsorbed there to form the mole­
cule N2, which departs, regenerating an empty site. This 
mechanism may be written as follows:

— F (1)

-  N2 + E (2)

We wish to draw attention to the absence of the reverse of 
reaction 1. This is an important simplification, without 
which our method of dealing with the mechanism would 
fail. Physically, this omission amounts to assuming a long 
adsorption lifetime compared to (k-iN)-1, the pseudo-first- 
order lifetime of a filled site with respect to abstraction.

It is convenient to define the following quantities: let S 
be the total concentration of active sites, empty plus filled, 
i.e., S = E + F; let p = ko/ki, and R = S/Nq, where Nq is 
the initial concentration of atoms. The dimensional 
awkwardness of dealing with atom concentrations in units 
cm' 3 and surface active site concentrations in units cm-2 
may be side-stepped by taking the surface-to-volume ratio 
to be unity and simply speaking of the numbers of atoms 
and sites.

The differential equations governing the kinetics of our 
mechanism are
-dX /d t  = kxNE + k2XF = (£, -  k2)NE + k2NS (3)
-d £ /d /  = k\NE -  k2NF = (/?, + k2)NE -  k2NS (4)

Introducing the reduced variables, U = N/Nn, E = E/S, B 
= fciWoi, and the parameters R and p defined above, eq 3 
and 4 become

~ ì  =  (1 "  P ^ È + PÜ (5)

“ I  = (1 + p)NÈ -  p N  (6)

Since N  appears in both terms on the right side of both 
equations, we may proceed in the following way. Let Z = 
J oefij dB, so that dZ/AB = Al or dZ = N  dB. Then eq 5 and 6 
become

R dZ ~ ^  + P ^

= (1 + p)E ~ p (8)

Equation 8 may be readily integrated, assuming E = 1 at 6 
= 0, to give the following expression describing the evolu­
tion of the relative number of empty sites:

E = T-C—  + ( r X T - ) e ' (Up)Z 0 )1 + p  \ 1 + p /
Putting this result into eq 7 and integrating yields an ex­
pression describing the decay of the relative number of 
atoms:

-V = 1 - [1 e '(Up)Z] (10)

Equations 9 and 10 govern the kinetics in the event that 
the surface sites are initially empty, clearly a special case, 
which applies only to the first experiment with a virgin sur­
face. For an arbitrary initial relative number of empty sites, 
E% it is easy to show that eq 9 and 10 must be replaced by

E =
1 + p È ’ ~  <>»

and

N = 1

g j l  ~ p)
(1 + p)

En 1 +  p_
[ 1  ~ e-<Up)zl (12)

Equations 10 and 12 express N(B) as a function of the 
quantity S o ' N ( B )  dfl; that is, the value of N  at any particu­
lar epoch, B, depends in a complicated way on its entire 
previous history. Likewise, according to eq 9 and 11, the in­
stantaneous value of E depends on the prior history of the 
relative number of atoms. These may not at first sight ap­
pear to be particularly illuminating results because we nat­
urally wish to study the histories N(B) and E(6) themselves, 
and these are contained in the equations in highly implicit 
form. Fortunately, certain features of the problem may be 
discussed without having the actual time histories in hand, 
the histories may be obtained in explicit analytical form in 
special cases, and a simple numerical procedure can be de­
vised to generate the time dependence of E and N  for any 
case.

Steady-State Hypothesis. In the mechanism under dis­
cussion the role of intermediate may be assigned to the 
empty sites, which are destroyed in reaction 1 and formed 
in reaction 2. Accordingly, the canonical steady-state ap­
proach requires setting the derivative, dE/d0, equal to zero 
in eq 6 and solving for the steady-state value of the relative 
number of empty sites thus

Es = p /(l + p) (13)

This result may then be substituted in eq 5 which, upon in­
tegration, gives the time dependence of N under steady- 
state conditions. The result is

iVg = exp[-2pR9/(l + p)] (14)
In the steady state the relative number of atoms declines 
exponentially with a pseudo-first-order rate constant equal 
to 2k iSp/(l + p).

It is natural to wonder about the circumstances, if any, in 
which an actual atom decay is correctly described by the 
results of the steady-state treatment or, more generally, 
what relation any actual decay history has to the steady- 
state result. A glance at eq 13 and 11 reveals that when E0, 
the initial number of empty sites, is exactly equal to the 
steady-state value, E remains constant at that value 
throughout the decay and eq 14 correctly describes the 
decay of atoms. For any other circumstances in general, E 
differs from the steady-state value throughout the decay,
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although it approaches nearer to Es as the decay pro­
gresses, Z grows, and the second term in eq 11 declines in 
absolute magnitude. Note, however, that E is not asymp­
totic to Es in a single decay because Z is not asymptotic to 
infinity. In general, the fraction of sites empty at the end of 
a decay will be different from £ s, although for certain com­
binations of parameters the difference will be insignificant­
ly small not only at the end of a decay but also for most of 
its duration. The fact that the value of E draws closer to Es 
during a decay, regardless of its initial value, clearly implies 
that if a sufficiently long sequence of experiments is con­
ducted, starting the first experiment with a surface on 
which all the active sites are initially empty, sooner or later 
the behavior of subsequent decays will be indistinguishable 
from that expressed by eq 13 and 14.

Initial and Final Rates. From the certain knowledge 
that both 6 and Z are zero at the beginning of a decay, the 
relation d In N/dH = dN/dZ, and eq 12, we find

[d In N /d6ko = - * [ p  + ¿o(l -  p)J (15)
This expression for the initial logarithmic decay slope will 
later prove to be useful for initiating the numerical proce­
dure for computing decay histories. By setting Eq in eq 15 
equal to p/( 1 + p), the steady-state value, agreement with 
eq 14 may be readily confirmed. The logarithmic decay 
slope at any time, 8, is given by eq 15 if Eq is replaced by 
E(8).

In order to learn about the behavior of a general decay in 
its final stages it is necessary to ascertain the asymptote 
approached by the quantity Z at t = °°, call it Z„. An equa­
tion for this quantity may be obtained simply by setting eq 
12 equal to zero, for we may be quite sure that N  = 0 at 8 = 
°°. Regrettably, except for special cases, the resulting equa­
tion for Z„ is transcendental and must be solved numeri­
cally for specified values of p, E q, and R. The general be­
havior of an arbitrary decay may be summarized by saying 
that it starts out exponentially with a logarithmic slope 
given by eq 15 and finishes exponentially with a different 
logarithmic slope which may be either larger or smaller 
than the initial value.

The Special Case p — 1. When p = 1, eq 7 becomes

_J_dN __ 1 dfln N) _
R dZ ~ R d9 ~ 

which may be integrated straightaway to give

N = e RB = e k\st (p = 1)
It follows from eq 17 and the definition of Z that

z = r.Vdfl = ¿(1 -  e-Re) (p = 1)
*'0 E

This expression for Z may be put into eq 11 to obtain the 
explicit time dependence of E

(16)

(17)

(18)

E exp (p =  1)

(19)

Equations 17,18, and 19 completely specify the behavior of 
the system in this special case.

We have seen in eq 14 that the decay of atoms is a simple 
exponential whenever Eq = £ s. Now we see in eq 17 that 
the decay of N  is also a simple exponential when p = 1, re­
gardless of the initial value of the fraction of empty sites. 
The physical reason for this is that when p = 1, i.e., kx = k2.

Figure 1. Graph of E„, /Es vs. R for selected values of E0 for the spe­
cial case p =  1.

Figure 2. Graph of 80 3 vs. R for E and N for the special case p = 1.

an atom is just as likely to be removed when the site is 
empty as when it is already occupied. The removal of 
atoms proceeds as though there were only one kind of site, 
the kinetic distinction between empty and filled sites hav­
ing been eliminated. Since the total number of sites, S, is 
constant, the decay of atoms is pseudo-first order with an 
effective rate constant k\S, just as eq 17 indicates.

As time advances, the quantity Z increases from zero and 
asymptotically approaches the value Z„ = l/R. Likewise, it 
may be seen from eq 19 that E approaches an asymptote, 
Ec, as 8 increases without limit. It is instructive to consider 
the ratio of this asymptote to the steady-state value, the 
latter being equal to 0.5 in this special case

E j E s = 1 + (2E n -  l ) ^ (2/R> (20)

Graphs of this ratio as a function of R are shown for a few 
values of Eq in Figure 1. When the number of surface sites 
is sufficiently small compared to the initial number of 
atoms, that is, when R is small enough, the fraction of 
empty sites at infinite time is always close to the steady- 
state value. When R is small, each surface site must be used 
many times on the average for all the atoms to be pro­
cessed; consequently, ample opportunity for establishing a 
steady-state exists. On the other hand, when R is very
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Figure 3. Schematic graph of W vs. ft to illustrate the numerical com­
putation of decay histories.

large, most sites do not interact with an atom at all, and 
those that do interact, rarely do so more than once; conse­
quently, if all sites are covered to start with (Eq = 0), the 
decay is accomplished mainly by the removal of adsorbed 
atoms, and if all sites are empty to start with (Eq = 1), the 
decay is accomplished mainly by adsorption.

It is also of interest to inquire about the rate at which E 
approaches its asymptotic value, compared to the rate at 
which atoms disappear. For this purpose consider the 
quantity (Eq -  E)/(Eq -  £„) which varies from 0 at the 
beginning of a decay to 1 at the end; and for comparison 
consider also the quantity (1 -  N), which also varies from 0 
to 1 throughout the decay. With a little algebra one may 
solve for the time, 0p, required for each of these quantities 
to achieve some arbitrary fraction, p, of its final value. The 
results of such calculations for p = 0.9 are shown in Figure
2. For the disappearance of atoms, 6p is of course just pro­
portional to 1 /R, the reduced exponential lifetime (see eq
17). The surface coverage never approaches its asymptote 
more slowly than N does, and when R is small, it does so 
much more quickly. Curiously enough, ftp for the change in 
E has a maximum at R = 0.59, approaches that for N  at 
large R, and approaches the value In (1 — p )-1/2 as R ap­
proaches zero. The position of the maximum is fairly insen­
sitive to the choice of p. For any p greater than 0.5, the 
maximum lies at some value of R between 0.46 and 0.59. Fi­
nally, it may be noted that ftp for the change in E is inde­
pendent of £(> in this special case, p = 1.

Numerical Procedure and Some Results for p ^  1. Our 
procedure for generating solutions to the basic differential 
eq 7 and 8 in the event that p ^  1 may most easily be fol­
lowed by reference to Figure 3 in which the curve schemati­
cally represents the time history of N  we wish to compute. 
According to eq 15, for sufficiently short times we may 
write

N  = e ^ 6 =  1 -  oft (21)

where a = £[p + £o(l — p)]. Let us divide the ft axis into 
equal intervals of length r . The success of our procedure 
clearly depends on selecting a judiciously small value for r  
in any particular computation. Assuming that N follows 
the approximate straight line in eq 21 throughout the first 
time interval, we may compute its value, N ,, at the end of 
that interval by substituting r  for ft in that equation. The

trapezoidal area under that initial line segment is an ap­
proximation to the value of Z at the time r, which we may 
denote by Z t. Thus

Z, = J  '  (1 -  oft) d8 = 7 ^1 -  (22)

We may put this value of Z\ into eq 12 to obtain a refined 
estimate of N  at the time r, shown optimistically on the 
curve as N in Figure 3. Likewise, the area beneath the 
line segment joining the points (0, 1) and (r, N\*) may be 
taken to be a refined value of Z 1; which we may call Z\*. 
The line joining (0, 1) to (r, N\*) is extrapolated to the 
time 2r to establish the point (2r, No). The value for Z-> is 
then taken as the sum of Z\* plus the area beneath the line 
segment joining (r, N\*) and (2t, N o). The value of Z-> thus 
obtained is put into eq 12 to compute N 2*. The value of 
No* may then be used to calculate Z2*, a refined value for 
Zo, by adding to Z\* the area beneath the segment joining 
(r, N 1*) to (2r, JV2*), which segment is then extrapolated 
to obtain jV:!, and so on. The sequence of Ni* values togeth­
er with E values obtained by substitution of the Z,* into eq 
11 are the desired solutions to eq 7 and 8. The procedure 
just sketched may readily be programmed for digital com­
putation. Selecting a value of r too large for the case in 
hand leads to oscillations of the N j *  about the solution, 
which range from mild to bizarre.

Each decay is uniquely determined by the parameter trio 
(p. Eq. R). Close examination of eq 11 and 12 reveals that 
computational effort devoted to exploring parameter space 
may be reduced as a result of simple relationhips between 
certain pairs of decays which we call complimentary. The 
decay (p\, Eq\, R )  and the decay (p2, £ 02, R )  — ( p r 1, 1 -  
Eq 1, R) are complimentary. For such a pair

N,(0 ) 00 iV2(pte) (23)

E{(fl) + E2 (pi 8 ) = 1 (24)
Thus, for example, a single computation yields histories for 
the complimentary decays (5, 0.6, 1) and (0.2, 0.4, 1). Fur­
thermore, curves such as those in Figure 2 are superimpo- 
sable for complimentary decays providing that the ordinate 
pertaining to the second member of the complimentary 
pair is multiplied by a factor of pj.

Speaking somewhat loosely, the shapes of N(ft) vs. ft 
graphs are mainly affected by the parameters p and Eq, 
whereas the rates at which N  and E approach their respec­
tive asymptotes are mainly affected by the parameter R. In 
Figure 4 we have illustrated the variety of decay curve 
shapes arising from various choices for p and Eq in the 
event that R = 1. For reference, the special case p — 1, 
which is governed hv eq 17, has been included in Figure 4.

Figure 5, computed for p = 5, is the analog of Figure 1. 
The results in Figure 5 together with eq 13 and 24 may be 
used to generate corresponding graphs for decays with p =
0.2.

Finally, Figures 6 and 7, showing results computed for p 
= 5, p = 0.9, and the extreme possibilities for Elh are analo­
gous to Figure 2.

Epilogue

Any practitioner of experimental gas-surface kinetics is 
painfully aware of the difficulties involved in effecting a 
separation of the inherent characteristics of the surface 
processes from the supererogatory kinetic properties of the
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Figure 4. Computed graphs of N vs. 9 for selected parameter trios. 
The special case p =  1, for which the decay graph is a simple expo­
nential, is included for comparison.

R

Figure 5. Graph of E,„ /Es vs. Ft for selected values of E0 for the 
case p = 5.

system which arise from gaseous atoms having to overcome 
impediments to their arrival at the surface. In presenting 
our formal mechanism we have purposely avoided men­
tioning diffusion and flow problems in order to focus atten­
tion on the kinetics of the surface process itself. In discus­
sions of surface recombination which deal in detail with the 
complications introduced by diffusion and flow in actual 
experimental arrangements it has been the custom to treat 
the surface formally as a featureless sink for atoms, and it 
is usual to define for this purpose a quantity 7 , which is the 
probability that an atom will be permanently removed 
from the gaseous sample upon making a single gas-kinetic 
encounter with the surface. The analysis of experimental 
results is bent toward the determination of a value of 7 
thought to be characteristic of the material from which the

R

Figure 6. Graph of 8oa vs. ft for E and A/for the case p =  5, E0 =  0.

Figure 7. Graph of 90 g vs. R for E and N for the case p = 5, E0 =  1.

surface is made, and its temperature. The possibilities that 
7 might depend on the time in a given experiment or on the 
prior history of the surface have usually, though not al­
ways,14 been ignored. For many years it was usual to write 
the rate law for the disappearance of atoms in heterogene­
ous recombination as first order in atomic concentration. In 
recent times this rate law has occasionally proved to be in­
adequate and experimental results have been treated using 
an ad hoc rate law composed of a sum of first-order and 
second-order terms. It has even been claimed in some work 
that the rate law is strictly second order in atomic concen­
tration. The mechanistic justification for one or another of 
these forms of the rate law has always been somewhat 
vague and tailored to current exigencies. The simple mech­
anism discussed here obeys a rate law which cannot be gen­
erally described in terms of order numbers; however, it can 
in various circumstances masquerade as a first- or second- 
order reaction or a linear combination of the two, and it 
may therefore be flexible enough to accomodate the appar­
ent inconsistencies of results regarding the form of the rate 
law for heterogeneous recombination of atoms. The results 
we have presented suggest how a “complex” mechanism of 
surface recombination might manifest itself in the shape of 
an atom decay history at short times when surface coverage 
is approaching its asymtotic value. It is clearly desirable
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that suitable experiments be undertaken to establish the 
time scale of prestationary state processes in surface re­
combination of atoms in order that we may develop a more 
detailed view of surface reaction mechanisms than a single 
parameter can give.
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The dye, l,l'-diethyl-2,2'-cyanine chloride, was studied in aqueous solution using Fourier transform proton 
magnetic resonance. The concentration dependencies of the chemical shifts for several different dye pro­
tons were determined over a concentration range of 2 X 10“ 2 to 3 X 10-5 M. All resonances shifted to high­
er applied field as dye concentration increased, establishing an aggregate structure in which dye molecules 
stack face to face with considerable overlap of the quinolinium ring system. In dilute solutions where only a 
monomer dimer equilibrium occurs, the nmr data are interpreted in terms of “ring-current” theory and 
a dimer model that leads to K], ~ 1  X 10:! M -1. At higher concentrations, greater degrees of aggregation 
occur, which, by 2 X 10-2 M, shift dye aromatic protons —0.36 ppm compared with the monomer values. 
This shift change is interpreted in terms of a polymer composed of units similar to the dimer. Little specif­
ic evidence for any unique J-aggregate structure could be obtained. In D20  solutions, the methinyl proton 
was replaced slowly by deuterium and the rate was studied from pD 7 to 10.6. A rate constant for the acid- 
catalyzed process of 5 X 102 M~1 sec-1 was found for dye solutions at zero ionic strength.

Introduction
Dyes with the general formula

have been particularly interesting to spectroscopists and 
photochemists since the early part of this century. General­
ly, aqueous solutions of these dyes have a visible absorption 
spectrum that depends strongly upon dye concentration. 
Increasing dye concentration produces at least one. and 
often several, new absorption bands that are shifted by as 
much as 1000 A to shorter or longer wavelengths compared

to the dilute-solution spectrum. For sufficiently dilute so­
lutions, most of these dyes can be shown to produce the 
spectrum of the unassociated dye molecule. The spectral 
changes observed upon increasing concentration have been 
attributed to dye association.1 The first new band that ap­
pears at shorter wavelength is usually ascribed to a dimer. 
For many cyanines dimerization is followed by a generally 
unspecified degree of aggregation, which results in further 
shifts in the main band to even shorter wavelengths. At 
higher concentrations, certain of the cyanine dyes exhibit 
an intense and unusually sharp absorption at longer wave­
lengths (“J ” band).2 ,2 The most well-known example of “J” 
band formation is aqueous l,l'-diethyl-2,2'-cyanine chlo­
ride, which has n = 0 in the series shown above and is the 
subject of this paper.

While much speculation has taken place concerning the 
nature of the dye-dye interactions, little evidence seems to 
exist regarding important details of the structure of the as­
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sociated dye species. The extent of aromatic ring overlap is 
not known, even though this is a critical parameter in 
theories that have been proposed to account for the spec­
tral shifts.4’5

Our experiments represent an effort to obtain nmr data 
which can be understood in terms of a consistent picture of 
the complex equilibria that lead eventually to the so-called 
“J” aggregate. ^.

During the course of this investigation, a hydrogen ex­
change reaction was observed for the dye in water and in 
methanol solutions. The kinetics of this process in aqueous 
solution are also reported.

Experimental Section
The dye used in these experiments was obtained from 

Eastman Organic Chemicals. It was recrystallized from eth­
anol and then dried in a vacuum oven at 80° for 4 hr. No 
further purification was attempted. All but the most con­
centrated samples were prepared with 100.0 at. % DoO sup­
plied by Diaprep, Inc. Otherwise, 99.7 at. % D20 obtained 
from Merck Sharp and Dohme was used. The methanol so­
lutions were prepared with methanol-d^ also obtained 
from Merck Sharp and Dohme.

Absorption spectra were obtained on a Cary Model 14 
spectrometer at room temperature. Portions of the dye 
were weighed on a microbalance, dissolved in distilled 
w'ater, and stored in the dark. The samples were shaken in­
termittently and sonicated over 24 hr to ensure complete 
dissolution of dye.

Typically, sodium 3-trimethylsilylpropionate-2,2,3,3-d4 
(TSP) would be added to aqueous samples for use as an 
nmr internal reference. However, we found that salts such 
as this are not sufficiently inert with respect to the equilib­
ria under study and thus, they were omitted. The chemical- 
shift scale was established by measuring the shift of the 
HDO resonance of the solvent relative to TSP (6 = —4.64 at 
our probe temperature) and then measuring the position of 
lines in the dye spectra relative to the HDO line. This 
method was checked for each sample to ensure that the 
probe temperature and sample pD were constant, because 
of the sensitivity of the HDO resonance position to temper­
ature and pD. The chemical shifts in this work are reported 
relative to TSP.

Since salts must be avoided in the aqueous dye samples,- 
no buffers were used. If the pD fell below 6.4, protonation 
(deuterionation) of the dye could be detected by the ap­
pearance of new resonances in the spectra.6 Determinations 
of the pD of dye solutions established that it remained at
7.0 ±0.1.

Degradation of the dye solutions due to exposure to light 
and air is possible. No degradation was detected by nmr in 
samples as much as two weeks old.

The europiumilID trisfl,1,1,2,2,3,3-heptafluoro-7,7-di- 
methyl-4,6-octanedione), EulfodD. used as a shift reagent, 
was obtained from Norell Chemical. Inc. It was kept in a 
drybox under nitrogen until use. The reagent was added to 
3 X 10~3 M deuteriochloroform solutions of the dye.

The pD of samples used in the study of the rate of H-D 
exchange was adjusted by adding small quantities of dilute 
DC1 or NaOD while observing the change on a Radiometer 
Model 26 pH meter. Sufficient sample was prepared so that 
any possible change in the pD of a sample could be fol­
lowed independently of the nmr experiments.

The nmr spectra were obtained on a Varian Model HA- 
100 spectrometer at a probe temperature of 36°. The in­

strument had been modified for Fourier transform (FT) 
mode operation.' All spectra were obtained by signal aver­
aging in the FT mode since many of the solutions were of 
such low concentrations as to make signal averaging in the 
“slow-sweep” mode impractical. The time used for accu­
mulation ranged from several minutes to 3 days depending 
upon the concentration of the solution and the signal-to- 
noise ratio (S/N) desired in the resultant spectrum. For the 
most dilute solution, 260,000 “impulse responses” with a 
duration of 1.0 sec were averaged.

The data used in the rate study were also obtained in the 
FT mode. In this case, data were accumulated for 20 min, 
stored on magnetic tape, and another accumulation was 
started. We were able to take data without long interrup­
tions since the process of storing data on tape required less 
than 1 min.

Field-frequency lock for the spectrometer was main­
tained using the signal from the residual HDO of the aque­
ous solvent. An offset mode of FT operation was developed 
such that all resonances appear in the usual manner even 
though the lock line is near the center of the spectrum.7 
Without this modification, the “normal” mode of FT oper­
ation results in a serious complication of the spectrum by 
producing overlap of the methyl and aromatic signals.

Spectral simulation was done on a Varian Model 620/i 
computer interfaced with the FT nmr apparatus. The pro­
gram used was supplied by Varian.

Results

Absorption Spectra. The general features of the visible 
absorption spectra of the dye were found to be in agree­
ment with previously published spectra.1-8-9 At the lowest 
concentration examined, 1 X 10-5 M, the absorption maxi­
mum is at 525 nm with a strong secondary absorption at 
490 nm, which is attributed to the first vibronic level of the 
monomer. No spectral changes occur until the concentra­
tion of dye exceeds ~5 X 10-5 M. As the concentration in­
creases to 1 X 10~:! M. a new absorption maximum is 
formed at 484 nm with a loss of extinction at 525. An isos- 
bestic point was detected at 496 nm. Since the band at 484 
nm has been attributed to a dimer, the presence of the isos- 
bestic point is evidence that only a monomer dimer 
equilibrium is significant for dye concentrations up to 10-3
M.

At higher concentrations, several competing equilibria 
appear to exist with new bands appearing at both shorter 
and longer wavelengths.1-2

Nmr Spectral Analysis. The spectrum of a solution of 
l,T-diethyl-2,2'-cyanine chloride in D20  at a concentration 
of 6.7 X lCT3 M is shown in Figure 1. The spectrum is com­
posed of three distinct bands centered about the solvent 
signal. A triplet at 1.55 ppm and a quartet at 4.41 ppm re­
sult from the methyl and methylene protons of the ethyl 
groups. The complex pattern below 7 ppm is composed of 
the lines due to the 12 aromatic ring protons. The reso­
nance for the methine proton, H9, is not always observed. It 
was found that this was due to exchange with deuterium of 
the solvent, which is discussed in a later section. In freshly 
prepared solutions, the methine signal appears at 5.1 ppm.

Changes in the various aromatic proton chemical shifts 
should be the most sensitive nmr measure of the aggrega­
tion phenomena. However, since the region is complicated 
by large second-order spin-spin interactions, this informa­
tion was not fully usable. An analysis was attempted of the 
aromatic (ABCDEF) spin system in an effort to assign as

The Journal of Physical Chemistry. Voi. 79. No. 1. 1975



748 R. E. Graves and P. I. Rose

8 0  7.0 ' 6.0 5 0  4.0 3 0 2.0 1.0

p o m  f r o m  T S P

Figure 1. N m r  s p e c t r u m  o f  a  6.7 X  10-3  M  s o lu t io n  o f  1, 1 ' - d ie t h y l -  
2 , 2 ' - c y a n in e  c h lo r id e  in  D 20 .  ( M a r k e d  l in e s  a r e  s o lv e n t  o r  in s t r u m e n ­

ta l . )

¡Dye] mi"
Figure 3 .  A  p lo t  o f  t h e  c h e m ic a l  s h i f t  o f  H 3 i3 ' a n d  t h e  m e t h y l  g r o u p  o f  

1 ,1  ' - d ie t h y l - 2 , 2 ' - c y a n in e  c h lo r id e  in  D 20  a s  a  f u n c t io n  o f  c o n c e n t r a ­

t io n .

Experimental

Calculated

M3) * 781. / 
V (4) = 768 0 
M5) = 764 3 
M6) = 739 0 
M7) = 772.0 1/(8) = 768 0
J 34 9 2 

0
0 5 
2.51 506 02 4 
8 9

Figure 2. C o m p a r is o n  o f  c a lc u la t e d  a n d  e x p e r im e n t a l  n m r  s p e c t r a  

f o r  t h e  a r o m a t i c  r e g io n  o f  a  1 X  1 0 ~ 3 M  s o lu t io n  o f  1 ,1 ' - d ie t h y l -  

2 , 2 ' - c y a n in e  c h lo r id e  In  D 20 .

many chemical-shift values as possible. Figure 2 shows a 
comparison of the calculated and experimental spectrum 
for a dye concentration of 1 X  10-3 M. The parameters 
used to give this result are listed in the figure and are in 
reasonable agreement with published values for analogous 
compounds.8 (The values of the coupling constants for the 
aromatic protons were obtained by use of a europium shift 
reagent.9)

Only three of the six aromatic protons could be assigned 
to distinct features of the spectrum (Figure 1). Two pairs of 
lines, assigned to H.- •. and H4 4', form an “AB” pattern. As­
signment of the low-field part to H;l 3- is based upon the 
proximity of these protons to the opposite quinolinium 
ring. The lines assigned to H4 4 are partially obscured by 
other signals. The group of lines at ~7.30 ppm is assigned 
to protons 6 and 6'. The high-field position of these relative 
to the other aromatic protons is consistent with assign­
ments in analogous compounds.8

Concentration and Temperature Effects. The effect of 
aggregation upon the spectrum of the dye was observed in a 
series of solutions whose concentrations ranged from 3 X  

10' 5 to 2  X  10“2 M. The chemical-shift values for the 
methyl and the 3,3' protons are plotted as a function of

Figure 4. T h e  m o d e l  o f  t h e  d im e r  o f  t h e  d y e  a r r iv e d  a t  b y  a n a ly s is  o f  

t h e  n m r  d a ta .

concentration in Figure 3. From the data in Figure 3, one 
can extrapolate to a chemical shift in water at “infinite” 
dilution of 7.96 ± 0.01 ppm for protons 3,3' and 1.65 ppm 
for the methyl protons. These values are believed to char­
acterize the dye monomer and should be compared to the 
chemical-shift values obtained for the dye in methanol, 
where the dye has been established10 to be in the mono­
meric state. In methanol solutions, a shift of 7.97 ppm was 
found for the 3,3' protons and a shift of 1.65 ppm for the 
methyl protons. This agreement, despite the difference in 
solvent, allows one to conclude that the dye is essentially 
monomeric in D20  solution at 1 X 10~5 M.

From Figure 3 one can obtain a total “dilution shift” of 
—0.36 ppm for and —0.165 ppm for the methyl pro­
tons.

One can interpret the data from the dilution study in 
terms of a model for dye-dye interaction which is consis­
tent with both the molecular and crystal structures.11'12 
The molecular structure imposes restrictions on dye associ­
ation because of the ~54° “twist” between the planes of 
the two quinolinium moieties. The crystal structure also 
shows that for pairs of dye molecules with close nonbonded 
interactions M3.3--3.6 A between adjacent quinolinium 
planes), the 77-ethyl groups point away from each other. 
This situation also seems reasonable from electrostatic and 
steric considerations for the association of the dye mole­
cules in solution.

The twist requires one to regard the dye as a mixture of 
enantiomers, i.e., of “right-” and “left-handed” structures 
which may be termed, for convenience, “d” and “1.” The 
crystal structure shows that the dye molecules that “pair” 
as described above are centrosymmetrically related, i.e., the 
alternation . . . dldl . . . exists. The resulting aggregate 
would then not possess any helical sense.

The arrangement shown in Figure 4 depicts our model 
for the basic unit of the dye aggregate (dimer). As implied
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/ H (4) 
H(5I

Figure 5. The effect on the chemical shift of the various aromatic 
ring protons as a function of the position of the overlapping ring sy s­
tem.

above, it resembles the juxtaposition of two dye molecules 
in the crystal.

For this model we determined the set of perpendicular 
and radial distances of each proton, H„ from each of the 
condensed rings of the nearest nonbonded quinolinium sys­
tem (i.e., on a * adjacent dye molecule). This gave a basis13 
for calculating the chemical-shift change experienced due 
to “ring currents” when the state of the dye changes from 
monomer to dimer, trimer, etc.

It is important that under no conditions was more than a 
single, averaged spectrum observed for the dye. This means 
that exchange of a dye molecule between monomer and the 
various n-mers is rapid on the nmr time scale.14 For the 
same reason, although there will be more than one environ­
ment for each proton, Hi, in any rc-mer, only a single aver­
age resonance is observed.

The chemical shift of a dye proton. H„ for a solution of 
dye aggregate(s) undergoing fast exchange is given by

5 <«> -  jVE5i.E + A,o6i.o M)
1 A E + Arn

where N& represents the number of H\ protons on end or 
“external” groups of n-mers and ¿¡e is the chemical shift 
characteristic of that environment; N 0 and 5i_o represent 
similar parameters for Hi when found in internal (over­
lapped) portions of the n-mer. For a dimer one has

8i(2) = (5ilE + 6i>0)/2 (la)
If one makes the chemical shifts relative to the infinite 
dilution value (monomer) and assumes that

6i>E as 6(1> = 0 (2)
eq 1 can be rewritten as

Ailn> = No^i.oA-^E + No)
=  ( n  -  l)A ii0/n  (3)

It is seen that A; 0 becomes the characteristic shift change 
upon formation of the “infinite” (e.g., n £ 15) aggregate.

In Figure 5, the aggregation-induced shift was calculated 
as a function of displacement of the aromatic plane of one 
dye with respect to its nearest neighbor. Clearly, the “ring 
current” theory predicts that only ~ 100% overlap would re­
sult in the small differences observed for Ao among the var­
ious aromatic proton positions. The predicted An is —0.40 
± 0.05 ppm, in good agreement with the experimental H33' 
value of —0.36 ppm.

7 96 j-----

Figure 6. Theoretical curves showing the effect of the dimerization 
constant (K0) on the chemical shift of H33' as a function of concen­
tration. The dots (O) indicate experimentally determined chemical- 
shift values. ’*

Both the electronic absorption and nmr data obtained 
for an aqueous solution of the dye are difficult to interpret 
quantitatively at high concentrations since several aggre­
gate species coexist. From 10-5 to ~10-3 M, however, the 
electronic spectra indicate that only a monomer-dimer 
equilibrium takes place.10 For the equilibrium

2M D (4)
with

Kd = [D]/[Mj= (5)
one can derive an expression for the dimerization constant, 
Kd, in terms of the observed chemical shift change, 
A(obsd), the dimer chemical shift, A(2), and the dye concen­
tration, C.

Equation 6 was derived with the usual assumptions re­
garding the material balance and a dimer chemical shift 
given by eq 3. In Figure 6, three chemical-shift vs. concen­
tration curves are shown, which were calculated using eq 6. 
Also shown are the experimental chemical-shift values that 
permit an estimate of Kq = ~1 X 103

Nmr spectra of a 2 X  10~2 M solution of the dye in D2O 
at various temperatures between 0 and 35° were obtained. 
Even though the electronic spectrum for a solution at this 
concentration gains considerable J-band intensity with de­
creasing temperature,10 only small changes in the chemical 
shifts to lower field were observed. Also observed were rel­
ative changes in the chemical shifts of certain aromatic 
protons. For example, the chemical shift difference be­
tween H3 3' and H4 4' is gradually reduced from 13.6 to 6.6 
Hz in going from 35 to 0°. This results primarily from a 
larger deshielding of the H4 4- proton than of Heating 
from 35 to 60° produced no significant effect upon the 
H3 3'-H4 4- separation but resulted in a spectrum that was 
essentially identical with one obtained at 35° for a concen­
tration of ~5 X  10-3 M. Previous studies of this dye dem­
onstrate that heating a 2 X  10-2 M solution to 60° com­
pletely eliminates the J band and results in an electronic 
absorption spectrum that closely resembles that of a 5 X  

10-3 M solution at room temperature.10
Hydrogen-Deuterium Exchange. A transient feature of 

the dye nmr spectrum is the signal due to the methine pro­
ton (H9). We were unable, at first, to observe this signal in 
D20  solution, although it appeared in spectra of the dye in 
methanol (5.1 ppm). The H9 resonance was observed for 
DoO solution only by taking the spectrum soon after the
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TABLE I: Observed Pseudo-First-Order Rate 
Constants for Deuteration of 1,1'-Diethyl-2,2’-cyanine°

pD i o V pD 105*,

7.08 8.1 9.08 2.7
7.15 4 -1» 10.05 2.7
8.04 3'2 10.65 2.3

<1 [dye] = 3 X 10~3 M. b Reaction was observed at 36° and pD 
was measured at ~25°.

sample had been prepared. Even in methanol-d,», the H9 
resonance disappeared after several days at room tempera­
ture.

The change in H9 signal intensity was followed as a func­
tion of both time and pD. Each data point was obtained by 
averaging the signal ipr ~20 min and is assumed to repre­
sent the intensity at a ^time” defined as the middle of the 
accumulation period.'The assumption loses validity only if 
the averaging period approaches the reaction half-life.

Representative kinetic data are shown in Figure 7. A 
pseudo-first-order process is established by the generally 
good fit to the semilog plots by least-squares lines. The re­
sulting pseudo-first-order rate constants, kp, are given in 
Table I. Rate constants were calculated from the data in 
Table I by assuming the following equation:

K  n CA(obsd),/2Al2) ( ,  A(obsd) 2

v1 " (6)

ra teobsd =  ( k n +  * d*[D*] + 7W [O D -])[d ye] (7)

in which k 0, kn+, and feoD- are the respective constants for 
the possible uncatalyzed, acid-catalyzed, and base-cata­
lyzed reactions leading to exchange. The best fit to the data 
results from k 0 = 2.5 X 10-5 sec-1, &d+ -  5 X 102 M-1 
sec-1, koo- ~ 0. The rate curve calculated using these 
values is shown in Figure 8 along with the experimental 
pseudo-first-order rate constants.

Discussion
It is evident from this study that the nmr chemical shifts 

are sensitive to the association of l,T-diethyl-2,2'-cyanine. 
Of immediate significance is the increased shielding that is 
observed for all the dye protons with increasing degree of 
association (concentration). This aspect of these results es­
tablishes that the various dye states in solution involve an 
overlapping (face-to-face) arrangement of the aromatic 
planes. The presence of “in-plane” interactions is not sup­
ported by this datum. Also, the magnitude of the nmr 
chemical shift changes are much larger than could be ex­
pected to result from a dye-counterion interaction.15 The 
data, thus, support Padday’s1® conclusion that dye associa­
tion rather than ion pairing17 is responsible for the changes 
in the visible absorption spectrum of the dye.

The “ring-current” effect, which is widely employed to 
explain chemical-shift changes produced (through space) 
by aromatic rings, clearly predicts that a proton that ap­
proaches the edge of an aromatic ring will be deshielded. A 
nucleus that is above the ring system can experience a large 
shielding, which is observed in this study for all the proton 
resonances of the dye as the concentration is increased.

Since the interpretation of our data involves the classical 
Johnson and Bovey “ring-current” theory,13 the question 
can be raised concerning its suitability. There is evidence 
that the theory underestimates the deshielding produced

Figure 7. Plot of the intensity (area) of the methine proton signal (H9) 
as a function of time for pD 9.08 and 7.13.

Figure 8. Plot of the data in Table I (O) showing the theoretical curve 
obtained from the analysis of the rate data.

in the aromatic plane;18 however, we believe that sufficient 
evidence exists showing substantial accuracy of this theory 
for predicting the above-the-plane shieldings.18-19 Further­
more, evidence has been given that places the aromatic ring 
current of nitrogen heterocycles at nearly 100% of the value 
for the hydrocarbon analogs.20

Further information is obtained by comparing the dilu­
tion shifts experienced by the various aromatic ring hydro­
gens. We have shown that only very small relative shifts are 
found. For a given interplanar separation, a search was 
made for conformations of “associated” quinolinium rings 
that would result in nearly identical ring-current shifts, A0, 
on all of the six aromatic hydrogens as this datum requires. 
We can propose only one reasonable conformation which 
meets this requirement, namely, that which involves nearly 
complete overlap of the heterocyclic nuclei of adjacent dye 
molecules. Figure 5 shows values of A0 for each ring proton 
which are calculated for varying amounts of relative ring 
displacements in the x and y directions. It is evident that 
the similarity in A0 required by the data for all protons is 
approached only for zero displacement. We estimate that
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the relative shifts would be particularly sensitive to ring 
displacements along the “major” axis (labeled x in the di­
agram). The shift data for the dye between 10-5  and 2 X 
10~2 M at 35° would limit the possibility of this sort of ag­
gregate stagger to less than 1 A. Displacements in the 
orthogonal direction (y axis) are nearly as effective in pro­
ducing large relative shifts, and, again, values of ~1 A 
would have been detectable.

The structure of the dye aggregate proposed by 
Scheibe21 and coworkers, in which the dye molecules are 
arranged in a parallel “card pack” structure, fails to give 
even reasonable agreement with our nmr results. From his 
model we calculate the following chemical shift changes (in 
Hertz) for the various aromatic protons in the fully aggre­
gated dye: A0(H )̂ = 148, Ao(H4) = 134, and Ao(Hs) = 67. 
As can be seen, not only is there a large discrepancy be­
tween the measured and calculated shifts but also a large 
relative shift between the protons.

The nmr spectral effects found upon cooling a 2 X 10-2 
M solution from 35 to 0° provides, on the basis of the above 
discussion, some insight concerning the J-aggregate struc­
ture. It is known from the visible absorption data that the J 
state does not involve a large fraction of the total available 
dye until the temperature of nearly saturated solutions is 
reduced to ~5°.10 This implies that changes in the nmr 
spectrum by cooling result from increased amounts of dye 
in the J-aggregated state. The principal effect that was ob­
served by nmr was the change in the relative chemical shift 
of the aromatic protons.

These effects are interpreted as evidence for distinctly 
altered and reduced overlap of the associated aromatic 
moieties in the J species. This would also reduce the angle 
0, which is measured between the direction of the principal 
transition moment (along the major molecular axis) and 
the line that defines the aggregate axis. Molecular exciton 
theories4 have been developed that require that 0 be above 
or below a certain critical value in order for aggregation to 
result in short- or long-wavelength displacements of the 
electronic absorption bands of the dye. The most recent 
theory5 indicates a critical angle that varies somewhat de­
pending upon the dye considered but has a value <35°. Our 
model of the l,T-diethyl-2,2'-cyanine dimer has 0 ~  29°, 
while the J aggregate would have a smaller, though pres­
ently indeterminate value. (In our dldldl .. . model, the 
meaning of the angle 6 is not as straightforward a matter as 
for planar dyes.) We furthermore interpret our results to 
indicate no major change in the aggregate structure upon 
passing from dimer to H to J states.

From the dimerization constant of ~ 1  X 103 M~l, the 
2,2'-cyanine dye has less tendency to dimerize compared 
with several thiacyanine and thiacarbocyanine dyes that 
have constants of ~ 1  X 104 to 3 X 105 M-1.22 This situa­
tion is not unexpected based upon a comparison of the ab­
sorption spectra for these (planar) dyes at similar concen­
trations.

There is considerable uncertainty in our value of K& 
since it is evident that dimer formation is not extensive in 
the limited concentration range over which the dimer equi­
librium is dominant. We know of no other published value 
of Ad for this dye with which to compare the nmr deter­
mined value. However, the earlier work of Scheibe25 pre­
sents data that indicate a dimerization constant ~ 0 .2  X 103

If we suppose that deuteration of the cyanine results 
from the following sequence which involves protonation:

Aggregation of 1,1 '-Diethyl-2,2'-cyanine Chloride

V /  , *13 \ / *32 /
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C + D C C + H* (8)
*3! /  \ fe23 1H D H D

we can write the following expression for the replacement 
of the methine protofn

\  %
rate = ~ ( kn ~ )  [D+][dye] (9)

where22
&a = |dye][D+]/[dye H+] ~ 1 x lO"4

From the values of the protonation and deprotonation 
rate constants determined recently by Dynes and cowork­
ers,24 we estimate a value for the overall rate in eq 9 of ~3 
X 103 M~l sec-1. This value is approximately a factor of 6 
larger than our experimental result&iowever, we note that 
the data24 that were used to arrive\t the estimate for the 
(acid-catalyzed) second-order rate constant pertain to ex­
periments done using 0.2 M KNO;! and with much more di­
lute (1 X 10-5 M) dye solutions than used in the present 
work. In the absence of a more suitable mechanism, we 
presently attribute the slower rate observed by us to a com­
bination of these factors. Dynes and coworkers24 have al­
ready shown their equilibria to be sensitive to ionic 
strength, and it is possible that it is sensitive to the dye 
concentration as well.

With appropriate choice of cyanine pAa, it would be pos­
sible to “tag” dye molecules with tritium at some low pH so 
that exchange out would be negligible at the pH range of 
interest. It appears that dyes with pKa values around 1.0 
would be suitable.
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Formation of S02_ radicals over various zeolites and alumina has been confirmed using an esr technique. 
In the case of NH4Y, the number of radicals is maximum at the adsorption temperature of 200°, and two 
types of S02-  radicals are observed. One gives an esr signal with g\\ = 2.008 and g± = 2.002, is unstable 
over 300°, undergoes a còllisional broadening in the presence of oxygen at room temperature, and reacts 
with oxygen at 200°. The other gives an esr signal with g\\ = 2.010 and g± = 2.0^2, is stable up to 500°, and 
does not'interact with oxygen. It is concluded that the adsorption sites for the Ibrmer are located in the su- 
percage and that those for the latter are located the sodalite unit. The effect of the calcination tempera­
ture on radical formation indicates that adsorption sites for S02- radicals are formed as a result of deami­
nation and dehydroxylation of NH4Y. The p resele of preadsorbed S02~ radicals enhances the formation 
of 0 2" radicals on decationated zeolites. ■* ' .

Introduction
Zeolites have been known to possess redox properties ca­

pable of converting certain adsorbed molecules into the 
corresponding radical cations and anions.

Stamires and Turkevich1 have demonstrated that tri- 
phenylamine forms cation radicals over decationated zeo­
lites. Since then, many works have been reported on the 
formation of various cation radicals over zeolites.2 7 On the 
other hand, the formation of anion radicals over zeolites 
has been scarcely reported. Turkevich and Ono8 reported 
the formation oi trinitrobenzene anions over decationated 
Y zeolites. Flockhart et al.9 studied the conditions of the 
formation of anion radicals of trinitrobenzene and tetracy- 
anoethylene on decationated Y zeolites in some detail.

Stabilization of anion radicals of simple inorganic sub­
stances such as oxygen7 ,:> or carbon dioxide'8 on zeolite 
surfaces has been also reported, but anion formation has 
been always assisted by uv or 7 irradiation except for a few 
cases. U-IS

We have previously reported that sulfur dioxide, when 
adsorbed on synthetic mordenite, formed its anion radi­
cals.7 The present study deals with the formation of sulfur 
dioxide anions mainly over Y zeolites. The conditions and 
the mechanism of the formation of anions, their thermal 
stability, and their interaction with oxygen have been stud­
ied.

Experimental Section
Materials. The ammonium form of Y-type zeolite 

(NH4Y) was prepared by exchanging the sodium from a 
Linde type Y zeolite with NH4+ cations from an ammo­
nium nitrate solution. The per cent exchange was deter­
mined to be 90.5% by flame photometry of the eluted sodi­
um cations. The ammonium form of L-type zeolite (NH4L) 
was prepared in the same manner from a type L zeolite ob­
tained from Strem Chemical Inc. The degree of exchange 
was 45.5%.

Hydrogen mordenite (HM) was obtained from Strem 
Chemical Inc.

Alumina was prepared by adding aqueous ammonia to 
aluminum nitrate solution. The precipitate was dried at

90° for 15 hr and then calcined at 500° for 2 hr.
Silica gel was obtained from Mizusawa Chemical Indus­

try. Sulfur dioxide was obtained from Matheson.
Apparatus and Procedure. Adsorption of gases was car­

ried out with a conventional static vacuum system. The 
standard method for samples preparation was as follows: 50 
mg of NH.jY was placed in an esr sample tube with an inner 
diameter of 3 mm and evacuated at 200° for 1 hr and then 
at 600° for 5 hr. The sample was kept under vacuum and 
showed a small peak at g = 2.00, but the intensity was neg­
ligibly small in comparison with that of sulfur dioxide an­
ions. Then, the sample was exposed to sulfur dioxide vapor 
of 13 mmHg at 200° for 2.5 hr. The esr measurements were 
carried out with a JEOL-PE-1X spectrometer with a 100- 
kHz field modulation. Radical concentrations were esti­
mated by comparison of the areas obtained by double inte­
gration of the first derivative curves for the sample and the 
standard solution of l,l-diphenyl-2-picrylhydrazyl.

Results and Discussion

Formation of SO-r and Its Thermal Stability. When 
NH4Y evacuated at 600° for 5 hr was exposed to sulfur 
dioxide vapor of 13 mmHg for 2.5 hr at 200°, an esr signal 
with anisotropic g values of g = 2.008 and gj_ = 2.002 was 
observed at room temperature as shown in Figure la. The 
signal was a little broader at —196°. The comparison of 
these g values with those of S0 2̂  in literatures17-211 indi­
cates that sulfur dioxide forms its anion radical on the zeo­
lite. The intensity and the line shape does not change at all 
within 24 hr at room temperature.

Then, the thermal stability of S02-  was examined by 
evacuating the system at various temperatures. At room 
temperature, the radicals were entirely stable for 7 hr and, 
at 200°, they were still quite stable and the esr intensity 
decreased only 10% in 4 hr. At these temperatures, the line 
shapes of the spectra did not change with time; the esr sig­
nal with g || = 2.008 was observed all the time. At the evacu­
ation temperature of 300°, the esr intensity decreased con­
siderably in the first 15 min and continued to decrease 
until it reached 15% of the original intensity after about 1 
hr and then remained constant. The decrease in the inten-
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Figure 1. Esr spectra of S 0 2 radicals on decationated Y: (a) S 0 2-  
formed at 200°, (b) after evacuation at 300°. ^

Figure 2. Change in the line shape of S 0 2-  signal with adsorption 
time at 400°: adsorption time (a) 4 min, (b) 15 min, (c) 60 min, (d) 
230 min, (e) after evacuation for 45 min.

sity was accompanied by a change in the line shape. The 
sample evacuated at 300° for 4 hr showed esr signals of g\\ 
= 2.010 and g ± = 2.002, as shown in Figure lb. When this 
sample was further evacuated at 500° for 2 hr, the esr in­
tensity decreased only slightly, but the line shape did not 
change any longer. Then, the sample was again exposed to 
sulfur dioxide at 200°, and it was found that the esr inten­
sity and the line shape returned to those of the sample be­
fore evacuation treatments. This indicates that the de­
crease in the esr intensity over 300° is caused by the de­
sorption of sulfur dioxide, not by the destruction of the ad­
sorption sites for S02- . It is suggested that there are two 
types of adsorption sites for S02~; one gives the S02~ radi­
cals which show esr signals with g , = 2.008 and g ± = 2.002, 
and are unstable over 300°, while the other gives S02- rad­
icals which show the esr signal with gy = 2.010 and g x —
2.002 and are stable up to 500°. We will designate the for­
mer site A and the latter site B for further discussions.

Effect of Adsorption Temperature on SO-?~ Formation. 
After NH4Y was evacuated at 600° for 5 hr, it was exposed 
to sulfur dioxide vapor at 200° and the change in the esr in­
tensity of SO;-  was followed with time. The esr intensity 
increased for first 2.5 hr and then remained constant. The 
final amount of radicals was 1.4 X 1018 spins/g.

75 3

go = 2.038
1 H

A
Figure 3. Change in the line shape with oxygen pressure: (a) 0 
mmHg, (b) 33 mmHg, (c) 145 mmHg.

The NH4Y samples treated at 600° for 5 hr were exposed 
to sulfur dioxide vapor of 13 mmHg for 3.5 hr at various 
temperatures. Below 200°, the intensity increases with ad­
sorption temperature, suggesting that the formation of 
S02-  needs activation energy. If the adsorption is carried 
out at room temperature, the esr intensity is only about 4% 
of the sample of adsorption temperature of 200° even after 
15 hr. The intensity is maximum at 200°. Above 300°, the 
intensity decreases with adsorption temperature, showing 
that S02- radicals are unstable in this temperature region 
in accord with the results described in the previous section. 
Actually, at the adsorption temperature of 400°, the esr in­
tensity decreased with time, and at the same time, the line 
shape changed (Figure 2). At 2 min, both of the signals with 
gll = 2.008 and gy = 2.010 were observed, hut the relative 
intensity of the former decreased as the adsorption time in­
creased. When the sample was evacuated at 400° for 45 
min, the spectrum showed S02-  radicals were present only 
on site B (Figure 2e). This shows that S02- radicals are 
formed both at site A and site B initially, but the S02- rad­
icals at site A decays with prolonged heating at 400°.

Interaction of Oxygen with SO'>~ Radicals. The NH4Y 
exposed to sulfur dioxide at 200° for 2.5 hr and evacuated 
at room temperature showed esr signal with a g| value of
2.008 as shown in Figure 3a. Tcrthis system, gaseous oxygen 
of various pressures was admitted. On admission of 33 
mmHg of oxygen, the signal suddenly broadened as shown 
in Figure 3h. When 145 mmHg of oxygen was added, the 
spectrum showed a signal of g e = 2.010 (S02- on site B) 
without any sign of broadening, instead of the signal of gy 
= 2.008 (S02-  on site A) as shown in Figure 3c. Further in­
crease of oxygen pressure did not change the line shape of 
the spectrum. Evacuation of oxygen at room temperature 
led to the recovery of both the intensity and the line shape 
of the esr spectrum to those of the spectrum before oxygen 
adsorption. Thus, the loss of esr intensity on admission of 
oxygen is not caused by ar. irreversible reaction of S02 - 
with oxygen, but by a physical interaction, namely, by a 
collisional broadening of the esr signal. The above results 
indicate that only the S02- radicals adsorbed on site A in­
teract with oxygen and that their esr signals are completely 
washed out as a result of collisional broadening. By con­
trast, the S02-  radicals adsorbed on site B do not undergo 
the broadening. The difference in the behavior of the S02-
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Temperature of pretreatment °C
Figure 4. E ffec t o f ca lc ination tem perature on the form ation o f S 0 2 
radicals on decationa ted Y.

adsorbed on site A and those on site B toward oxygen is 
probably due to the difference in the accessibility of oxygen 
to the sites: site A may be located in the supercage to which 
oxygen is easily accessible, while site B may be located in 
the sodalite unit (most probably site D and the entrance of 
oxygen molecules into the sodalite cage may be blocked at 
the window of the sodalite cage by the preadsorbed sulfur 
dioxide at site II or site IF. This also explains the slow de­
sorption of SO-r radicals from site B. A similar phenome­
non due to the difference in the location of adsorption sites 
has been reported in the case of the interaction between 
0 2-  radicals and oxygen.12

It is worthy of note that admission of oxygen at room 
temperature did not affect the concentration of SO » , since 
the formation of various cation radicals is known to be 
greatly enhanced by the presence of oxygen.4-7-21 2:1 Since 
adsorbed oxygen is generally considered to work as an elec­
tron acceptor in the formation of cation radicals,4 ’ ' - 1 it is 
natural that oxygen does not enhance the formation of 
anion radicals, in which adsorbed molecules have to accept 
an electron from the surfaces.

Although the interaction of oxygen with SO-»“ radicals at 
room temperature is reversible and no decay of SOa“ is ob­
served within 2 hr, admission of 20 mmHg of oxygen at 
200° led to the irreversible decay of the S02~ radicals. Thè 
intensity of the signal decreased to 5% of that before oxy­
gen admission in 60 min. Since S02“ radicals are quite sta­
ble at 200° without oxygen as described above, the decay 
must he caused by a chemical reaction of S02~ with oxy­
gen. The sample after the reaction showed only the signal 
due to S02“ radicals adsorbed on site B. These results 
strongly support the theory that oxygen is not easily acces­
sible to site B.

Effect of the Calcination Temperature on S02~ Forma­
tion. The NH |Y zeolites were evacuated at various temper­
atures for 5 hr and exposed to sulfur dioxide of 13 mmHg 
for 2.5 hr and esr measurements were carried out. The ef­
fect of calcination temperature on the formation of the 
S02_ radicals is shown in Figure 4. The radical amount in­
creases considerably when the calcination temperature is 
raised from 500 to 600°. The radical amount attains its 
maximum at 600° and decreases over 650°. These results 
are qualitatively in agreement with the previous results on 
the effect of calcination temperature on the formation of 
trinitrobenzene or tetracyanoethylene anions on decation­
ated zeolites.8-9 This suggests that the same mechanism is 
operative for charge transfer. The formation of anion radi­
cals is caused by a charge transfer from the basic sites (B)

Y. Ono, H. Tokunaga, and T. Keii

TABLE I :g  Values of S 02 over Different Catalysts

tTvyAl) x A A No. of sp in s /g

NH,Y 2.008 2.002 1.2 x 10
2.010 2.002 2 x 10 :7

NaY 2.009 2.004 2.002 2 x 10,:
CaY 2.009 2.002 1 x 1017
CoY 2.009 2.002 1 x 1017
ZnY 2.010 2.002

2.008 7 >: 1017
HM 2.008 2.002 2 >: 101'
NH,L 2.008 2.001 2 x 1018 (9 x 10 ls)a
A I A 2.008 2.002 3 >: 10''

c Adsorption of SO2  at 100°.

which are formed by the deamination and the following 
dehydroxylation of NH4Y.

NH, A

° \  / \  
AF s
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0 \  + / °  
At Si

o y  \ /  \
B, basic site C. Lewis site

The mechanism of transformation of NH4Y is well estab­
lished by a variety of experimental methods.24“26 The 
deamination of NH4Y occurs around 300° and the dehy­
droxylation occurs around 500°. Turkevich and Ono8-27 
found that the catalytic activities for cracking of cumene 
and isomerization of xylene fall sharply when the calcina­
tion temperature exceeds 500°, and attributed the activity 
change to the loss of Br^nsted sites (A) by dehydroxyla­
tion. The formation of cation radicals increases with dehy­
droxylation and the adsorption sites for cation radicals are 
considered 'to be Lewis sites (C).1-4-9

The number of the S02~ radicals for the sample calcined 
at 600° is 1.4 X 10IH/g. which is smaller than that from 
tetracyanoethylene anions adsorbed at room temperature.9 
The difference may be due to the difference in the electron 
affinities. Since the total adsorption amount of sulfur diox­
ide at the equilibrium pressure of 13 mmHg at 200° is 1.3 X 
10-‘ /g, only about 1% of the adsorbed sulfur dioxide is in 
the form of the anion radicals. Decrease in the number of 
radicals over 650° is considered to be caused by the de­
struction of the zeolite framework.

The S02- radicals are completely destroyed after the 
sample was exposed to water vapor of 21 mrr.Hg for 1 hr.

Formation of SO-r Radicals on Various Catalysts. The 
formation of S02_ radicals on various catalysts was con­
firmed. The adsorption of sulfur dioxide was carried out at 
20CC for the samples treated at 600° for 5 hr. The observed
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TABLE II: g  Values and the Hyperfine Splitting Constants of 0 2 on Zeolites

O'ft XX A yy g zz V Tvv Ref

Decationated Y with 2.009 ± 0.001 2.002 x 0.001 2.038 ± 0.001 4.5 ± 0.2 5.0 = 0.5 5.8 ± 0.4 This work
preadsorbed S02"

Decationated mordenite 2.010 ± 0.001 2.002 ± 0.001 2.040 ± 0.001 4.5 ± 0.4 ' 6.2 ± 0.3 6.1 ± 0.1 This work
with preadsorbed S02" \

Decationated Y y irra- 2.009 ± 0.001 2.002 ± 0.001 2.038 ± 0.001 4.7 ± 0.5 5.7 ± 0.5*" 6.5 ± 0.5 11
diated

A1HY y irradiated 2.009 ± 0.001 2.003 ± 0.001 2.038 ± 0.001 4.8 ± 0.5 5.7 ±0.5 6.5 ± 0.5 13

q = 2.0093» +

Figure 5. Esr spectra of S 0 2 radicals on various forms of Y zeolite.

g,= 2.008

Figure 6. Esr spectra of S 0 2 radicals on (a) decationated morden- 
rte, (b) decationated L, and (c) alumina.

spectra are illustrated in Figures 5 and 6, and their g values 
and radical amounts are listed in Table I.

It should be noted that S02_ radicals are formed even on 
NaY. The amount of radicals on NaY is about 10% of that 
on NH4Y. The formation of radicals on NaY may be c.ue to 
the presence of decationated sites in NaY. Flockhart et al.9

Figure 7. Esr spectra of 0 2 radicals superimposed on those of 
S 0 2-  radicals: (a) decationated Y, (b) decationated mordenite.

found that the reduction of tetracyanoethylene occurred on 
NaY and suggested that the reducing agent was a hydroxyl 
ion. The metal exchanged zeolites (CaY, CoY, ZnY) and 
the decationated form of zeolites with different crystal 
structure (HM and NH4L) also have reducing activity.

The formation of S02_ radicals is also observed on alu­
mina, but silica gel has no reducing activity.

It should be noted that the g values of the S02~ radicals 
studied in this work are all in the very narrow range (g =
2.008-2.010, g ± = 2.001-2.002). This indicates that the na­
ture of the adsorption center is considered to be very simi­
lar in all cases; the electronegative aluminum sites are re­
sponsible for charge transfer. In the cases of the S02~ radi­
cals adsorbed on titanium exchanged Y zeolite, gxy value is
2.004, quite different from that of the SO2-  radicals on the 
catalysts studied in this work. In the former case, metal 
cations (Ti3+) are considered to be adsorption centers for 
S02_ radicals.1,1

Formation of 0 2~ Radicals on Zeolites with Pread­
sorbed S 0 2~. When the decationated Y zeolite with ad­
sorbed SOo- radicals was kept in an oxygen atmosphere for 
19 hr at room temperature and then the system was evacu­
ated, small bumps were superimposed on the spectrum of 
S O r radicals. These bumps are more clearly seen on pro­
longed contact with oxygen. Figure 7a show's the spectrum 
measured at -196° after 2 days contact with oxygen. The 
spectrum shows the hyperfine structure due to a 27Al nucle­
us. This new signal is assigned to O r  radicals, since both 
the g values and the hyperfine splitting constants agree 
with O2-  radicals on 7-irradiated zeolites1113 (Table II).

In the case of HM with preadsorbed S02_ radicals, O r  
radicals are more easily formed. After the S02~ radicals 
were formed in an ordinary manner, the catalyst was ex­
posed to 10 mmHg of oxygen for 30 min and then the sys-
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tern was evacuated for 5 min at room temperature. The 
sample gave the spectrum shown in Figure 7b. The g values 
and the hyperfine splitting constants are listed in Table II. 
The formation of 0 2~ radicals was observed also on NH4L 
zeolite.

Without preadsorbed SO2/  radicals, the zeolites do not 
give 0-2~ radicals after the same treatment. Thus, the 
mechanism of CD“ formation is considered to be caused by 
a successive transfer of an electron in the following manner.

e- + SO, —* SO,“
SO,“ + 0, — - 0,“ + so,
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CNDO Model of Carbon Monoxide Chemisorbed on Nickel
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CNDO calculations have been made for the interaction of CO with (100) and (111) faces of clusters con­
taining from 1 to 13 Ni atoms. Binding energies have been determined both with respect to location on the 
surface and distance from the surface. The parameters in the calculation were chosen for their ability to 
give reasonable geometric and electron properties for Ni(CO)4 and Ni clusters. The most stable place for 
CO occurs with multicenter bonding of a carbon atom directly over the center of the hole formed by four 
surface atoms on the (100) face. The binding energy is not affected much by cluster size. Only the Ni atoms 
closest to the carbon atom contribute appreciably to the binding energy. Calculated trends in charges indi­
cate that chemisorption of CO causes a negative surface potential in agreement with the experiment and 
that CO bonded directly over a surface atom has a charge similar to CO in Ni(CO)4 while multicenter and 
bridge bonded CO is more negative. The relative charges and C-0 bond orders correlate well with infrared 
spectra of chemisorbed CO. The bond orders indicate that Ni s and p orbitals and not d orbitals are pri­
marily responsible for CO bonding to Ni.

1. Introduction

Experimental techniques have been developed to the 
point that papers regularly appear in the literature dealing
with the interaction of small molecules and atoms with 
well-defined crystallographic planes of metals. While these 
works give considerable information about the structure of 
the surface atoms and the energetics of various adsorbed 
states of molecules, they have not led directly to a knowl­
edge of the structure of the adsorption site and of the metal 
adsorbate bond angles and distances. Because of the im­
portance of this detailed knowledge to understanding ad­
sorption and catalysis a variety of theoretical models have

been proposed to develop a picture of surface complexes 
which will account for the experimental observations. In 
this paper the application of a CNDO calculational model 
to CO adsorption on (100) and (111) faces of Ni is present­
ed.

Theoretical models of chemisorption may be developed 
on a variety of levels.1 Weinberg2 has shown that an empir­
ical bond-energy-bond-order correlation model of chemi­
sorption leads to reasonable values of adsorption energies 
for a number of light gases and metals. General aspects of 
many electron theories of adsorption on metals have been 
reviewed by Schrieffer.3 Complete ab initio quantum-me­
chanical treatments of metal crystal surfaces do not seem

The Journal of Physical Chemistry. Voi. 79. No. 7. 1975



CNDO Model of CO Chemisorbed on Ni 75 7

feasible at present but the great strength of some chemi­
sorption bonds and the variation in behavior of different 
crystal faces suggest that calculations for a relatively small 
cluster of metal atoms plus an adsorbate will give a useful 
model of chemisorption. Grimley4-5 has developed a for­
malism for discussing adsorption using perturbation theory 
and found that the concept of a surface compound is useful 
in this approach where it was found possible to assume 
values of interaction potentials which led to reasonable 
values for the C-Ni bond energy of adsorbed CO.

A molecular orbital model for chemisorbed CO6 was orig­
inally introduced to rationalize infrared spectra of chemi­
sorbed CO. This model which is adapted from MO theory 
for coordination complexes seeks to describe the role of 
various atomic and molecular orbitals in charge transfer to 
and from the metal and the consequences thereof. Using 
the overlap as an adjustible parameter Doyen and Ertl7 
have applied the Grimley formalism44"’ to obtain values for 
the energy of adsorption of CO on different locations on 
single crystal planes of Ni. Some aspects of the orientation 
of CO with respect to Ni atoms at a surface have been ex­
amined with extended Hiickel calculations by Robertson 
and Wilmsen.8 Politzer and Kasten9 have correlated CO in­
frared stretching frequencies for CO adsorbed on NiO with 
overlap populations derived from extended Hiickel calcula­
tions. The CNDO procedure has been used to calculate the 
interaction energies of light atoms with a group of carbon 
atoms arranged as in a graphite lattice.10 The widespread 
use of semiempitical molecular orbital methods to treat a 
wide variety of chemical structures has led to some general 
guidelines for their use. The exact values of quantities such 
as ionization potentials, spectral transition energies, and 
dipole moments are usually not accurate; close agreement 
between calculation and experiment being regarded as 
merely a happy accident. However, trends in values for 
similar compounds are often well reproduced by the calcu­
lations. Equilibrium bond angles and charge distributions 
are usually given more accurately than energies. The use of 
a EHMO procedure for metal clusters11 calculates a large 
charge build-up on the central metal atom which should be 
avoided by CNDO calculations which explicitly contain 
electron-electron repulsion terms. Also the EHMO method 
has not usually been successful in giving equilibrium inter- 
nuclear distances whereas the CNDO methods have.12 The 
CNDO procedure used here has been shown19 to give rea­
sonable values for equilibrium internuclear distance, d 
band occupancy, binding energy, Fermi level, and d band 
width for clusters of up to 13 nickel atoms. The results14 of 
this CNDO procedure for the interaction of a hydrogen 
atom with the (111) surface of a cluster of 10 nickel atoms 
indicated that the bonding involves mainly nickel s and p 
orbitals and that the most stable position for a hydrogen 
atom is over a surface hole. This CNDO procedure also 
gives a reasonable interpretation of the valence shell photo­
electron spectrum of chemisorbed CO.In

2. Calculation Procedure
The starting point for CNDO (complete neglect of differ­

ential overlap) methods is Roothaan’s16 LCAO SCF equa­
tions, which are simplified by ignoring and approximating 
large numbers of integrals so that the computations for a 
large molecule can be carried out on a computer in a rea­
sonable length of time, i.e., from a few minutes to 1 hr. The 
CNDO procedure used was basically a modification of that 
by Pople et aZ.17' 19 The modifications mainly consist in

recognizing d orbitals as being sufficiently different from s 
and p orbitals as to require separate treatment. The diago­
nal F matrix elements are like those of Baetzold20 in which 
the d orbitals have different orbital exponential coeffi­
cients from the s and p orbitals. In the off-diagonal F ma­
trix elements a different parameter was used to represent 
the resonance integrals for d electrons from that used for s 
and p electrons as in the work of Clack et a l 21 Slater type 
orbitals were used. All valence shell electrons in the 3d, 4s, 
and 4p orbitals of nickel were included while all inner-shell 
electrons were treated as part of a nonpolarizable core. 
Closed shell calculations were done here because of the lim­
itation on computer memory, but this is quite satisfactory 
since the main interest here is in ground state geometry 
and energies and not in magnetic properties which would 
require open shell calculations.

The molecular orbital 4>, is given by

= E c fix„ a>u
where Cul is the coefficient of the atomic orbital X„ in mo­
lecular orbital i. The matrix equation

FC = CE (2)
is solved with the diagonal matrix elements
F ,J { s) -  -(1/2)(4A + A3a ) -  0v;A -  l/2 )y „A -

NdA>WA -  (l/2 )P MMyssA + £ p u> -
X

Z  (NsByssAB + AdByss.AB) (3)
B#A

F u/(d )  = —(1/2)(/dA + V )  -  NsAys, sA -

(NdA -  l/2)ysVA - (1 /2 )P ^ y s.s.A + -
X

Z(-VsB>s-sAB + NdE;sVAB> (4)
B*A

and the off-diagonal elements
= (l/2)(/3A + dB)Sw -  (1/2)Puvy uvAB (5)

where 7SA is the ionization potential of an electron from an 
s orbital on atom A, A is the electron affinity, A/A is the 
total number of valence shell s and p electrons on atom A 
in the initial atom configuration, is the number of d 
electrons in the initial configuration and

P w = (6)
i

with the sum being over occupied molecular orbitals. Since 
matrix eq 2 depends on the values of the coefficients, CM„ 
which are calculated by solution of the matrix equation, the 
final solution is obtained by an iterative procedure where 
the coefficients from one solution are used to calculate a 
new solution for coefficients and total energy until two suc­
cessive energies agree to within lO- '1 atomic units.

The two center electron repulsion integrals are given by
>ss'AB -  / / x sA(l)A;A( l ) ( l / r 12)As. B(2)Xs,B(2)dr1dr2.

(7)
where the integration is over all values of position coordi­
nated dri and dr2 for electrons 1 and 2 in orbitals s and s' 
on atomic orbitals XA and XB of atoms A and B respective­
ly and ri2 is the distance between electrons 1 and 2. The 
electron repulsion integrals involving only s orbitals are 
readily calculated so all p and d orbitals in electron repul­
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sion integrals are replaced by s orbitals with the same or­
bital coefficient. In eq 3-5 the s and p orbitals are referred 
to with a subscript s and the d orbitals with a subscript s'. 
All d orbitals of an atom are treated as being equivalent. 
The notation 7SS A refers to the case wfiere both orbitals s 
and s' are on atom A. The resonance integrals, 0, are treat­
ed as arbitrary constants. In eq 4 dA is 0dA or 0SA depending 
on whether /j is a d or an s or p orbital and likewise for 0B.

The input parameters used for ni'ekel atoms are listed in 
Table I. These were chosen on the basis of giving reason­
able values of equilibrium bond length, d orbital occupan­
cy, binding energy. Fermi level, and d band width for a 
cluster of six nickel atoms.13 The basis for the parameter 
selection, the effect of parameter variation, and a fuller dis­
cussion of the development of the equations used here have 
been reported,22 as there are no established CNDO param­
eters for transition metals. The carbon and oxygen atom 
parameters are those given by Pople et a/.12

The calculations were performed on the Facom 230-60 
computer at the Hokkaido University Computer Center.

3. Results
The results of calculations for the interaction of one CO 

molecule with various Ni clusters are given in Tables II—IV. 
The arrangements of the atoms in the clusters are given in 
Figure 1. The Ni latt.ce parameters used were based on a 
Ni-Ni nearest distance of 2.50 A. Although the coordinates 
are rounded off in Figure 1 and in the tables, the input to 
the computer program contained the coordinates to six sig­
nificant figures. In all cases, except for the one indicated on 
Table II. the C and O atoms are located on a line normal to 
the surface with a CO distance of 1.15 A. In obtaining equi­
librium distances for the CO molecule from the surface the 
energies were determined usually at 0.1-A intervals. The 
binding energy is the difference in energy between the clus­
ters with a CO molecule and the sum of the isolated CO 
molecule electronic energy plus the energy of the same Ni 
cluster without the CO molecule.

The results in Table III indicate that the most stable po­
sition for chemisorbed CO is with multicenter bonding on 
the (100) face. As the CO moves from directly over an atom 
toward a nearest neighbor to form a bridge bond the bind­
ing energy increases until the midpoint between the two 
atoms is reached. For a bridge bond the symmetrical bridge 
is the most stable. The equilibrium distance above the 
plane of the surface decreases as the CO goes from being 
above one atom to the symmetrical bridge position. Also in­
dicated in Table III is that as the CO goes from the sym­
metrical bridge location to the symmetrical multicenter po­
sition the binding energy increases and the height above 
the surface plane decreases.

4. Discussion

The CNDO method and parameters used here give quite 
good values for the Ni-C equilibrium bond length in 
Ni(CO)4 but the bind.ng energy of CO to Ni is considerably 
too high. Table II shows a calculated equilibrium Ni-C dis­
tance of 1.8 ± 0.1 A which is in good agreement with the ex­
perimental value of 1.82 A.23 The calculated binding energy 
per CO molecule in Ni(CO)4 is 0.24 au whereas the experi­
mental value is around 0.05 au. Likewise the binding ener­
gies for chemisorbed CO in Table II of 3.5 to 8.4 eV are 
considerably above the experimental chemisorption ener­
gies reported in the range of 1.4-2 eV.24-2s In these CNDO 
calculations the parameters have not been optimized for

T A BLE  I: Nickel Atom Parameters for an Initial 
Configuration of 3d8, 4s2, 4p°; 0, Resonance Integral; £, 
Orbital Exponential Coefficient; I, Ionization 
Potential; and A, Electron Affinity

A -6 eV
d̂ -10 eV

<-s 1.8
£d 2.5
(4 + As)/ 2 4.3 eV
(/,  ̂ Av)/2 1.3 eV
(/„ + Ad)/2 10.0 eV

T A BLE  II: CNDO Calculations for CO Interacting 
with Ni Clusters Having the CO Directly Over a N i
Atom

Ni-
Binding Charge C6 

of energy on dis-
Type of cluster0 CO, au CO. e tance

Ni(CO), 0."24 +0.20 1.8*
Linear Ni CO 0.23 -0.14 1.8*

(lOO)planar Ni5CO (1. 2. 4-6) 0.29 -0.18 1.8*
(100) cluster Ni,CO (1, 2, 4-10) 0.24 -0.21 1.8
(100)cluster Nil:1CO (1-13) 0.31 +0.22 1.8
(111) planar Ni?CO(l-7) 0.27 +0.19 1.8
(lll)cluster Ni,„CO(l-10) 0.27 -0.22 1.8
(100) Ni4NiCO (l-4)c 0.13 -0.28 1.8*
(lOO)Ni.NiCO bent (1-4)d 0.22 +0.23 1.8
(111) NijNiCO (1-5)° 0.13 +0.19 1.8
0 The numbers in parentheses after each Ni cluster refer to the 

atom numbers in Figure 1. b The asterisk indicates equilibrium 
distance determined. ‘ The fifth Ni atom has x, y, z coordinates 
1.25, 1.25, 1.77 Â and the CO molecule is located linearly above it. 
d Same arrangement as in c except that the line on which the
NiCO are located is at 45° to the surface normal. The Ni atom po­
sition is unchanged. ' The sixth Ni atom has x, y, z coordinates 0, 
1.44. 2.04 Â and the CO molecule is located linearly above it.

4 3 4 3• • • • •
8 A (0,144, -2 04) & 8 ,O -(1.25,1.25,1.77)

5* ’*(0,0,0) 2«(2.500) • *(0,0,0) • (2.5,0,0)9 10 10 7.0 o
6.  7. 12 6 13• • •

(HD SURFACE (100) SURFACE

Figure 1. A tom  coordinates and numbering fo r Ni clusters. Open c ir­
cles indicate subsurface atoms.

CO adsorption on Ni but rather parameters previously se­
lected for other situations were used. For C and 0 the stan­
dard parameters of Pople et al. 1 '2 which fit CH and OH 
units but give too large binding energies for CH4, HoO, CO, 
CO2, etc. were used. The Ni parameters used were those 
previously used to fit Ni clusters.13 Undoubtedly better 
binding energies could be obtained by optimizing the pa­
rameters for the CO and Ni system.

As noted in the Introduction the most useful result of 
approximate calculations is not absolute values but trends. 
For CO adsorbed directly above one Ni atom the binding 
energy is not a strong function of the cluster size. In Table 
II the binding energy stays about constant for 1 to 13 atom 
clusters; the special case of CO on an exposed Ni atom in
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TABLE III: CNDO Calculations for CO Interaction 
with Ni Clusters Having the CO in Bridge and 
Multicenter Locations

Type of c lu ster

Binding 
energy of 

CO. au

Charge
on

CO, e
C oordinates 
of C atom"

(100) N i5CO (1 -1 ,8 ) 0.21 + 0.21 0, 0, 1.8*
CO over atom  

(100) Ni5 CO (1 -1 ,8 ) 0.22 + 0.19 0 .2 5 ,0 , 1.8*
asym m etric bridge  

(100) Ni5CO (1—1.8) 0.29 + 0.08 0.75, 0, 1.6*
asym m etric  bridge 

(100) Ni .-CO (1—4,8) 0.35 + 0.03 1.0, 0, 1.5*
asym m etric  bridge 

(100) NT,CO (1-4 . 8) 0.39 0.00 1.25. 0. 1.4*
sym m etric  bridge 

(100)N ir,CO (1—4,8) 0.41 + 0.05 1 .2 5 .0 .2 5 , 1.4*
m ulticenter asym  

(100) N i5CO (1-1 ,8) 0.61 + 0.11 1.25, 1.0, 0,7*
m ulticenter asym  

(100) N i5CO (1-4 ,8) 0.70 + 0.16 1.25, 1.25, 0.6*
m ulticenter sym  

(100) Ni;,CO (1-4) 0.39 + 0.06 1.25*0, 1 .5 ’
sym m etric  bridge . 

( I l l ) Ni6CO (1-5 , 8) 0.39 + 0.10

A i

0.625, 1.08/ 1 3
sym m etric  bridge 

(111) N iGCO (1-5 .8) 0.46 + 0.06 0, 1.4. 1.3* .•
CO over su b su r­

face Ni
(111) NieCO (1-5, 8) 

CO over hole 0.48 + 0.09 1.25, 0.72, 1.3*
" The asterisk indicates equilibrium distance above surface de­

termined.

the last three lines of Table II being an exception. This is 
true for both (100) and (111) planar and three-dimensional 
clusters included in Table II. This result indicates that the 
cluster size taken for the calculations is not affecting the 
results greatly. This lends credence to representing some, 
but certainly not all, aspects of chemisorption by calcula­
tions with small clusters.

Comparison of the binding energies of CO in Tables II 
and III indicates that a bridge bond with the carbon atom 
between two Ni atoms and a multicenter bond with the car­
bon atom over a hole formed by three or four surface atoms 
are more stable than the bond with the C atom directly 
over a surface atom. The multicenter bond is more stable 
than the bridge bond. The LEED pattern for CO on the 
(100) Ni face shows an ordered C(2 X 2) pattern which is 
consistent with the multicenter bonding location. Tracy24 
proposed such a structural model for the LEED pattern 
while Park and Farnsworth26 proposed a bridge structure 
for the C(2 X 2) LEED pattern.

The binding energy for a bridge CO structure on the 
(100) face is seen in Table III to be about 56% of the maxi­
mum binding energy for the symmetric multicenter posi­
tion. Since the bridge location is at the highest potential 
energy for a CO molecule moving along the minimum ener­
gy path between two multicenter positions, the activation 
energy for diffusion over a sparsely covered (100) surface 
would be expected to be about 44% of the maximum experi­
mental binding energy of 30 kcal/mol24 or about 13 kcal/ 
mol.

While most of the clusters representing the (100) face 
contained five Ni atoms, some calculations with a four 
atom cluster were made as indicated in Table III. When the 
fifth Ni atom located below the centroid of the four surface 
atoms is missing tĥ e equilibrium distance of the CO above 
the surface plane is. mot appreciably changed nor is the 
binding energy appreciably changed for both the bridge 
and multicenter positions. In the multicenter location the 
distance from the carbon atom to the Ni atom in the sub­
surface layer is about 2.4 A which is considerably longer 
than the Ni-C distance of about 1.9 A to the surface atoms. 
Thus only the Ni atoms closest to the CO affect the CO 
binding energy.

The CO interaction with the (111) face of a six atom 
cluster with the CO in a multicenter position over the hole 
formed by three surface atoms has a binding energy about 
% of that for the (100) face as shown in Table III. Prelimi­
nary data have been quoted7 as giving a lower binding en­
ergy for CO on the (111) face than for the (100) face of Ni. 
There are two kinds of triangular surface holes on the (111) 
face; one with and one without an atom directly below the 
center of the hole. As indicated in Table III, the difference 
in binding energy for these two sites is small. This result is 
in keeping with the fact that the Ni-C distance is 3.3 A to 
the subsurface Ni atom while the equilibrium distance to 
the surface atoms is only about 1.9 A.

Some aspects of the binding of a CO molecule to an ex­
posed Ni atom which is the only atom in its plane above a 
(100) or (111) plane are given in Table II. When the CO 
molecule is located directly above the exposed Ni atom the 
resulting binding energy of 0.13 au is only about half of 
that obtained when the Ni atom is part of the main top 
layer. One might have expected a higher binding energy for 
CO to such an exposed surface atom but this was not found 
for both the (100) and (111) surfaces. However, when the 
CO molecule was tilted at a 45° angle to the surface nor­
mal, the binding energy to the exposed atom of 0.22 au is 
about that for a bonding site directly over an atom in the 
surface layer.

For the parameters used these calculations do not give 
good values for absolute charges on atoms but the trend in 
a series is consistent with experimental observations. Ab 
initio calculations27 for Ni(CO)4 have the Ni atom slightly 
positive and the CO ligands slightly negative while the 
CNDO method and parameters used here give a charge of 
+0.2 e on the CO ligands. For CO attached to a cluster of 
Ni atoms the charge on the CO given in Table II is about 
the same if the CO is directly over one Ni atom. Normal­
ized to Ni(CO)4 these calculations indicate chemisorbed 
CO would have a negative charge. This is in accord with the 
experimental observaton that chemisorbed CO produces a 
negative surface potential.28 The relative calculated charg­
es for CO interacting with different sites on the clusters are 
also in accord with the observed infrared bands for chemi­
sorbed CO. which are broad bands in the region of 2075 and 
1935 cm '1.3  In the general molecular orbital model of lig­
and or chemisorbed CO, the infrared band position is shift­
ed to lower frequencies as more electron density is trans­
ferred onto the CO unit in orbitals which are antibonding 
in the CO rr system.6-29 The asymmetric C-0 stretch in mo­
lecular Ni(CO)4 occurs at about 2058 c m '1.3  This corre­
sponds with the high-frequency band of chemisorbed CO 
and the CNDO calculations give very similar charges on the 
CO unit in Ni(CO)4 and adsorbed directly over a surface 
atom. For multicenter bonded CO the calculations put
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more negative charge on the CO which will give lower in­
frared frequencies corresponding to the several bands mak­
ing up the very broad absorption feature centered at 1935 
cm-1.

The infrared band positions for chemisorbed CO may 
also be correlated with the bond orders in Table IV calcu­
lated from the molecular orbital coefficients. The C 0 
bond order for CO directly over a surface ¿tom is about the 
same as in Ni(CO>4, thu§fagreeing with the assignment of 
the 2075-cm_1 band to this structure. For multicenter 
bonded CO the C-0 bond order is only 83% of that for 
Ni(CO)4, thus strengthening the assignment of the 1935- 
cm“1 feature to multicenter and bridge bonded CO. The 
main drop in bond order occurs in the ir bond order which 
fits the general molecular orbital picture of the ir bonding 
system having a large influence on the infrared band posi­
tion.

The calculated bond orders indicate that the Ni s and p 
orbitals are primarily responsible for the,Ni-C bond with 
the d orbitals making only a small contribution to the bond 
order. This result is somewhat at variance with the past 
great emphasis that has been placed on the role of d elec­
trons in chemisorption. Indeed, the case of Ni may be dif­
ferent from other transition metals in this respect and even 
here the d orbitals are important in determining the charge 
distribution. The importance of the Ni s and p orbitals is 
not confined to CO chemisorption as both CNDO14 and ex­
tended Huckel11 calculations indicate that the bond order 
for H atom adsorption on Ni is due mainly to Ni s and p or­
bitals. Of course one needs to be cautious of the results of 
semiempirical calculations, particularly those such as the 
relative importance of different orbitals which could be 
greatly affected by the choice of parameters. One fact that 
lends credence to the importance of the Ni s and p orbitals 
is that an ab initio calculation for Ni(CO)427 also indicates 
the s and p orbitals make a larger contribution to the Ni-C 
bond order than do the d orbitals. This CNDO method re­
produces that result for Ni(CO)4.

The adsorption of CO on Ni has been treated previously 
by other approximate theoretical methods. Since all of the 
methods are approximate, they all have their advantages 
and disadvantages. An extended Huckel procedure was 
used by Robertson and Wilmsen8 to examine some differ­
ent orientations of CO on clusters of Ni atoms. They found 
a bridge CO structure to be more stable than a linear Ni 
CO system which these CNDO calculations agree with, but 
they apparently did not consider the multicenter position 
which the CNDO procedure gives as the most stable. As 
used the extended Huckel calculations give an energy mini­
mum for the adsorbed CO at an asymmetric position be­
tween two Ni atoms. This result is probably a result of the 
carbon atom being maintained at a constant distance above 
the surface as it was moved between two Ni atoms to deter­
mine the energy minimum. In the CNDO calculation 
(Table III) the energy minimum is symmetrically located 
between the two Ni atoms and at this location the carbon 
atom is closer to the surface plane than when directly over 
one Ni atom. This points out one of the advantages of the 
CNDO method over the extended Huckel which Robertson 
and Wilmsen stated was not useful for determining bond 
lengths. They used a constant distance of the carbon atom 
over the surface whereas in the CNDO calculation the ener­
gy minimum with respect to vertical displacement of the 
CO was determined for each location on the surface grid. 
However, the extended Huckel method certainly comes

TABLE IV: Bond Orders for CO Interacting with Ni 
Clusters

N i-C  bond order
Type o f ----------------------------------------- C-O
clu ster  s, p d Total bond order

Ni(CO), a 0.57 0.05 0.62 a 0.72
77 0.07 0.07 0.14 ■ . 77 0.42

Total 0.64 0 . 1 2 0.76 Total 1.14
(100) N i5CO a 0.55 0.06 0.61 a 0.72
CO d irectly 77 0.08 0.09 0.17 77 0.40

over Ni
Total 0.63 6.15 0.^3 Total 1 . 1 2

(100) Ni5CO a + 77 1.95 0.44 2.39 a 0 . 6 8
m ulticenter 77 0.26

Total 0.94

closer to the absolute values of the adsorption energy than 
does the CNDO procedure with the parameters used here.

In the applicati®n by Doyen and Ertl7 of the perturba­
tion formalism developed by Grimley to CO chemisorption 
the binding energy of CO to the surface is normalized at 
one location to the observed chemisorption energy and the 
variations in binding energy as a function of surface loca­
tion determined. Thus the question of an absolute determi­
nation of binding energy does not arise. The results of 
Doyen and Ertl find the CNDO results are in good agree­
ment as to the location of the maximum and minimum en­
ergy sites. Charge distributions were not discussed in their 
paper. The binding energy in their formalism is proportion­
al to an overlap integral which was determined using only 
Ni d orbitals so nominally they attributed the bonding to 
only Ni d orbitals. The CNDO results indicate s and p or­
bitals are also important, perhaps even more important 
than d orbitals. However since the s and p orbitals make up 
a spherically symmetric distribution about the Ni nuclei as 
do the d orbitals, the resulting binding energy distribution 
as a function of surface position would be about the same 
for s and p overlap use as it was for d orbital use. Thus 
their main results are independent of whether one attrib­
utes the binding to s and p or to d orbitals. The CNDO pro­
cedure has the advantage of furnishing a natural basis for 
discussing the relative involvement of different orbitals 
while the perturbation formalism used by Doyen and Ertl 
takes into account the influence of extended metal proper­
ties on the chemisorption band.

Since exact ab initio calculations for chemisorption are 
too difficult at present, I believe all types of approximate 
calculations should be done. While one cannot place too 
much faith in any one result of a single approximate meth­
od, those results on which several approximate methods 
agree, such as has now been obtained for relative binding 
energies of CO on different Ni sites, are likely to be correct.
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Figuré 1. (A) Dashed line represents the residual 3748-cm _1 SiOH 
band on a silica which had been degassed under vacuum at about 
1100°. Solid line spectrum was obtained after admitting 10 Torr of 
H20  at 20° and evacuating the excess. (B) After adding 5 pmol of 
H20  to a degassed deute'ated silica. (C) After adding H2180  to a de­
gassed deuterated silica. (D) Taking two spectra as in B, displacing 
one by 11 cm - 1  to 3730 cm-1 , and summing the two (see text). (E) 
After adding 5 /¿mol of NH3 to a degassed deuterated silica and eva­
cuating the excess. The %  T scale refers to Figure A.

of the 3741-cm_1 band (or of the bands due to SiNH2 when 
present) but with increasing temperatures (>400°) the 
3741-cm'1 band diminished in intensity (as did the SiNH2 
bands) and the 908/888-cm~I bands reappeared.

At no stage in this work were any bands observed be­
tween 2400 and 2000 cm-1 which could be attributed to the 
formation of SiH containing species. Further, no reaction 
took place between degassed silica and C2H4, HCN, HC1, 
0 2, H2, or PH3.

Assuming that the new site corresponds to a “reactive” 
siloxane bridge site, the stoichiometry for reaction could be 
represented as follows:

/.O  H,0
Si Si + NH,

CH,OH

-~SiOH 

» SiOH + ^>SiNH,

—)SiOCH,

whereas for the boron compounds previously studied1-2 
(BF3, BCI3, B2Hfi), the reaction is:

be expected with equal intensities and separated by 11 
cm-1.

It is difficult to account for the results on the assumption 
that the surface is oxygen deficient and contains Si radical 
sites (further, no ESR signals have been detected for de­
gassed samples2) or are

X  
•Si

type sites involved as has been postulated by Low from the 
pyrolysis of methylated silica.7 We have also considered the 
possibility that geminal functional groups are formed and 
that the somewhat broader band at 3741 cm-1 when H20  is 
the reactant is due to coupling between the identical 
Si(OH)2 groups. However, we have rejected this since the 
peak position' and band width remained constant for any 
H/D ratio (e.g. and 1:9 H20-D20  mixture should give a 
spectrum in the yOH region which contains 95% SiOH- 
SiOD pairs and only 5% SiOH-SiOH pairs). Nonetheless, 
the unusual breadth and slight low wave number shift of 
the 3741-cm-1 band relative' to the 3748-cm- 1 SiOH band 
might reflect a very weak type of hydrogen bond interac­
tion with the neighboring Si Old, SiNH2, or SiOCH3 groups, 
or it might simply be a reflection of some unusual geome­
try-

The existence of reactive siloxane bridge sites which are 
formed as a result of the thermal dehydroxylation of silica 
has been suggested by others.8' 11 Such sites might account 
for many of the anomalies (i.e., high surface chlorine 
values) which have been noted in studies of the chlorina­
tion of degassed silica by hydrogen sequestering agents.12-13 
We also note that the 400° pretreatment for the initial ap­
pearance of these sites coincides with maximum tempera­
ture to which silica gels can be heated before rehydration 
becomes somewhat irreversible and the onset of hydropho- 
bicity starts.14 Further details of our investigations of the 
nature of these sites will be reported later.
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Fragmentation of a-Alkoxyalkyl Radicals. An Electron 
Paramagnetic Resonance Study

Publication costs assisted by the Institut fur Strahlenchemie im Max-Planck- 
Institute fur Kohlen forschung

Sir: From product studies of reactions involving a-alkoxy- 
alkyl radicals it has been inferred1"5 that in many cases 
these radicals undergo a C-0 bond scission {6 scission) to 
yield a carbonyl compound and an alkyl radical:

/ H • / K ■R — 0 — C —*- R, + 0 = C  (1)
x i; X R;)

An analogous fragmentation reaction has been observed to 
occur with a-dialkoxyalkyl and a-hydroxy-a-alkoxyalkyl 
radicals.6"12

So far, however, there have' been no attempts to directly 
demonstrate the occurrence of reaction 1 by physical meth­
ods such as EPR. In previous EPR work on ether radicals, 
emphasis was placed on characterization of the primary 
radicals formed by H abstraction13"17 and, with one notable 
exception involving the methyloxiranyl radical,18 radicals 
formed by fragmentation of these species were not ob­
served.

Product studies on the liquid-phase uv photolysis of 
tert-butyl methyl ether19 and di-feri-butyl ether4 at room 
temperature had indicated that the terf-butoxyisopropyl 
radical (Ri = tert-butyl, R2 = Rs = methyl) fragments 
quantitatively according to. (1) whereas .the homologous 
tert-butoxymethyl radical (Ri = tert-butyl, R2 = R3 = H)

is stable with respect to fragmentation under these condi­
tions. EPR studies were expected to yield supporting infor­
mation on this and analogous systems.

Alkoxyalkyl radicals were produced by photolyzing di- 
feri-butyl peroxide (3 vol %) in benzene containing 5-7.5 
vol % of the ethers 1-10 (Table I). The photolytically 
formed tert-butoxy radicals abstract hydrogen from the 
ethers to yield f-BuOH and «-alkoxyalkyl radicals which 
may be stable under the experimental conditions or frag­
ment according to (1). The results obtained with varinuÿ. 
ethers are summarized in Table I. In the series of tert-' 
butyl ethers (1-3) the radical derived from 1 does not frag­
ment at 30° whereas with 3 only the fragment radical is ob­
served at the lowest attainable temperature of 0°. 2 oc­
cupies its expected place in tnis series, the primary radical 
being the only one observable at 0° whereas considerable 
fragmentation is found at 30°. It is suggested that (a) F and 
B strain20 in the primary radical and (b) the stabilizing in­
fluence of the alkyl group on the carbonyl bond of the frag­
mentation product are responsible for this trend. Con­
cerning the latter, it may be estimated by Benson’s method 
of group increments21 that the stabilization of the carbonyl 
group effected by substituting CH3 for H in formaldehyde 
(i.e., in going from formaldehyde to acetone) is of the order 
of 3.8 kcal/mol. From this it may be inferred that the rate 
of fragmentation of the primary species derived from 3 
should be between 100 and 1000 times larger than that of 
the primary radical derived from 1.

The primary radicals formed on H abstraction from the 
cumyl ethers 4 and 5 begin to show fragmentation at 0° 
(Figure 1). In this series, the fragmentation process is clear-

TABLE  I: Radicals Observed on H Abstraction from Various Ethers

N o. Ether Tem p. °C R adicals detected Structure Coupling constants, mT

1 t - BuOCH.j 0 and 30 /-BuOCHo /-BuOCH, n a = 1.66(2), <7CH = 0.03(9)
2 /-BuOCH2CH3 0

30

/-B uOCHCH3

/-B uOCHCH3,
(c h 3)3c

/-BuOCHCH.j

(CH3),C

d a  = 1.35, aB =  2^16(3), 
acH, =  0.02 (9) 

a , =  2.27(9)

3 /-B uOCH(CH3), 0 (c h 3)3c (c h 3)3c aB = 2 .2 7 (9 )
4 PhC(0H 3)2OCH3 0 and 30 PhC(CH3),OCH,,

PhC(CH3),
PhC(CH3),OCH2

PhC(CH3)2

( l a  = 1.70(2)
aB =  1.60(6), a„ = 0 .4 7 (2 ) ,  

am = 0 .1 6 (2 ) , av = 0 .5 5
5 PhC(CH3)2OCH,CH3 0 and 30 PhC(CH3)2OCHCH3,

PhC(CH3),
PhC(CH3)2OCHCH3 ( l a  = 1.42, aB =  2.19(3)

6 PhCHjOCHoPh 0 and 30 PhCHOCH,Ph PhCHOCH.Ph ( l a  -  1.52, flocHo =  0.14(2),
<73 =  0 ,157,

a2 =  0 .163, a3 =  0.46, =  0.51, 
= 0 .58

7 PhCHiOCH., 0 and 30 PhCHOCHg PhCHOCH, d a  = 1 .51, «„CH =  0.14(3),
=  0.15, a2 =  0.16, a3 =  0.45, 

d i  = 0 .50, a5 =  0.57
8 PhCH,OCH,CH3 0 and 30 PhCHOCHoCH.,,

PhCH>
PhCHOCH,CH3

PhCH,

c ia  =  1.52, a0cH, =  0.14(2),
=  0 .155, = O.I65 , 

a.. =  0 .45, (U = 0.50, ti5 = 0.58  
d a  =  1.63(2), a0 =  0.51(2), 

am = 0 .1 8 (2 ) , ap =  0.62

9 PhCH2OCH(CH3)2 0 and 30 PhCHOCH(CH3),,
PhCHo

PhCHOCH (CH3)2 d a  —  1.51, C70 C H ^  —  0 . 1 0 , 
a c  =  0 .0 1 (6 ) 
eg =  0 ,15s, ( h  =  0.16s, 
a 3 =  0.45, <74 =  0 . 50, <75 =  0.58

1 0 PII3COCH3 5 P h3C Ph.C a„  =  0.25(6), d m =  0.11(6), 
a ,  =  0.28(3)
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Figure 1. Radicals observed on H abstraction from cumyl ethyl ether in benzene at 0°: (a) spectrum of PhC(CH3)2 OCHCH3 recorded at 1-mW 
microwave power and 0.05 mT modulation amplitude; (b) centra! part of the spectrum of PhC(CH3)2 showing second-order structure. The 
spectrum was recorded using a microwave power of 0.2 mW and a modulation amplitude of 0.004 mT.

ly facilitated by resonance stabilization of the product radi­
cal which amounts tc more than 11.2 kcal/mol. 22-23 The ef­
fect is even more pronounced with the radical produced 
from 10 which shows complete fragmentation at 5°. With 
the primary radical from 5 the activation energy of frag­
mentation was determined, using the method described by 
Hamilton and Fischer,24 to be 8 ± 1 kcal/mol.

Tn the series of benzyl ethers (6-9) fragmentation does 
not seem to occur if the primary radical is of the benzyl 
type. With 7, exclusive H abstraction at the benzylic car­
bon is observed. With 8 and 9, however, H abstraction from 
the ethyl and isopropyl groups, respectively, seems to take 
place in addition to H abstraction from the benzylic car­
bon. This is concluded from the presence of the fragmenta­
tion products of the expected primary radicals. The latter 
radicals could not be identified unambiguously due to in­
terference with the intense lines from the benzyl type radi­
cals.
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