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A complementary shock tube system was used to study dilute mixtures of carbon dioxide and hydrogen in a 
1:5 ratio reacting behind reflected shock waves to produce water and carbon monoxide over the temperature 
range 2275-3860 K. One shock tube was outfitted to record simultaneously the infrared emissions from water 
and carbon dioxide through interference filters centered at 3.8 and 4.2 p, respectively. In order to minimize 
overlapping emissions, D2 was employed instead of H2. The formation of D2O exhibited quadratic depen­
dence with respect to reaction time. The appearance of CO2 emission served primarily to mark time zero for 
the reaction and to establish the position of equilibrium. Argon was the inert diluent. The starting reactant 
percentages and the reflected shock zone pressure were varied for the purpose of determining the order 
dependencies for D2 and the total gas density. The second shock tube was connected to a time-of-flight mass 
spectrometer which recorded the histories of reactants, products, and intermediates. One notable feature 
of the TOF experiments was the detection of a small peak at m/e 29 corresponding to the HCO radical which 
was formed at times previous to significant CO production when H2 was used as a reactant. Runs performed 
on a CO2-D 2 mixture under similar conditions revealed the presence of DCO. The mole fraction for water 
formation from both shock tubes was fit to the expression (1 — /D2o//D20,eq) = exp(—k [D2]°-3[M]°-7t2), where 
k = !102o o±o-2 exp(—81.4 ±  2.3/RT) cm3 mol-1  s-2. The units for the activation energy are kcal mol-1. Prod­
uct profiles computed from a selection of literature rate constants making up an atomic mechanism did not 
compare favorably with the experimental results. The possibility of a mechanism involving vibrational exci­
tation of the reactants prior to transition state formation is discussed.

Introduction

Surprisingly little shock tube work has been devoted to 
the reaction of hydrogen and carbon dioxide.2 The reverse 
reaction is the water gas shift which is of importance in com­
bustion processes,3 but is inconvenient to study in shock tubes 
because of the ready absorption of the reactant water on the 
walls before shock initiation. The same problem is present in 
studies of the decomposition of water.4

However, the high-temperature combination of hydrogen 
and carbon dioxide produces equilibrium amounts of water 
and carbon monoxide readily calculable from thermodynamic 
data5 in an environment that is nearly ideal for shock tube 
work. The reaction is almost thermoneutral over the tem­
perature range 2300-3800 K (AH2300 — 5-7 and AH3800 = 3.5 
kcal mol-1) and will produce an equilibrium mole fraction of 
water of 0.160 to 0.162 from an initial CO2/H 2 ratio of 1:5.

There exists then a method of introducing a known amount 
of water into a shock zone that has not been subjected to se­
vere temperature changes caused by excessive heats of reac­
tion. It is also possible to study the H2 + CO2 system by two 
independent analytical techniques; namely, infrared emission 
and time-of-flight (TOF) mass spectrometry. A shock tube 
coupled to a TOF ion source yields information about the time 
histories of reactants, products, and intermediates at 2 0 - m.s 

intervals. On the other hand, uninterrupted emission profiles 
may be obtained from an infrared shock tube. The two sources 
of data complement one another.

The H2 + CO2 CO + H2O system is an attractive candi­
date for computer analysis since there are a limited number 
of reaction steps possible. Previous shock tube studies have 
reported rate constants for the dissociations of H2 and CO2 
and many of the ensuing three center reaction rate constants 
have been measured.
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1032 J. M. Brupbacher, R. D. Kern, and B. V. O’Grady

Experimental Section
The complementary shock tube system has been described 

previously.6 The usual precautions with regard to shock tube 
outgassing rates, ultimate vacuums, mixture preparation, and 
low impurity content of gas mixtures were observed.

A series of preliminary runs on the infrared emission facility 
using H2 and CO2 diluted in argon revealed a substantial 
amount of overlapping emission at 3.0 n, the wavelength ini­
tially chosen to monitor the appearance of water. Substitution 
of D2 for H2 resulted in virtually clean emission from D2O 
through an interference filter centered at 3.8 ix. A filter at 4.2 
ix was selected for CO2 emission although it was realized that 
emission from D2O would contribute to the signal recorded 
at the 4.2-ix detector station. Since the CO2 intensity was used 
primarily to mark reflected shock arrival, the D2O contribu­
tion was of no consequence. However, it was necessary to de­
termine the level of CO2 emission at reaction equilibrium and 
for that reason a mixture of D2 and O2 was shocked in order 
to determine the amount of emission at 4.2 ix attributable to 
D2O. Emissions at the two wavelengths mentioned passed 
through slit widths set at 0.5 mm. The respective interference 
filters (Infrared Industries) had ±0.10 ix bandpass at half-peak 
height. The detectors, transient recorders, and data handling 
process have been described elsewhere.7 Polaroid pictures of 
each experiment were also taken.

Two reacting mixtures were prepared with the following 
reactant compositions: (A) 2% CO2- 10% D2; and (B) 1% C 02-  
5% D2. A third mixture (C) consisting of 10% D2-l%  O2 was 
used to measure the amount of D2O contribution to the 
emission recorded at 4 2 ¡x. Linde argon (99.996%) comprised 
the balance of each of the three mixtures. Matheson CP grade 
deuterium (99.5%) was employed without further purification. 
Matheson commercial grade CO2 (99.5%) was condensed, 
degassed, and subjected to bulb-to-bulb distillation. The re­
acting mixtures A and B displayed impurity levels of oxygen 
below the O2 background of the TOF mass spectrometer which 
previously had been determined to be 30 ppm. Linde oxygen 
(99.5%) was utilized for mixture C. Mixtures A, B, and C were 
all shocked at an initial pressure of 5 Torr. In addition, mix­
ture B was shocked at 10 Torr.

A fourth mixture (D) consisting of 2% CO2-10% H2 in a 
diluent of Matheson Research Grade Ne-1% Ar (99.995%) was 
shocked at 5 Torr initial pressure in the tube connected to the 
TOF mass spectrometer. The peak heights corresponding to 
m/e 18 (H2O), 40 (Ar), and 44 (CO2) were measured at 20-/rs 
intervals. A small peak relative to parent CO at m/e 29 ex­
hibited a noticeable variance during the observation period. 
The possibility that the peak might be composed of HCO in 
addition to 13CO (natural abundance) was tested by shocking 
mixture D in which D2 was used instead of H2 at comparable 
temperatures and pressures. A peak at m/e 30 (DCO) was 
detected.

Linde hydrogen (99.95%) served as the reactant in mixture 
D and as the driver gas in all of the experiments performed.

Figure 1. Infrared emission record from a 2% CO2-10%  D2- 8 8 % Ar 
mixture reacting at 3110 K. Shock arrival at left of picture. Growth of 
D20  emission recorded at 3.8 p and decay of C02 at 4.2 ix. The sweep 
speed is 50 ixs/cm.

and H20  (or D20). The amount of HCO or (DCO) formed was 
too small for quantitative treatment and a reasonable mass 
balance and equilibrium position (within 3%) could be 
achieved without including the radical concentrations. This 
assumption was confirmed by the following two independent 
determinations of the equilibrium mole fraction of CO2. The 
mole fraction of CO2 at equilibrium was calculated by dividing 
the ratio of the peak heights corresponding to m/e 44/40 at 
equilibrium by six times the ratio of 44/40 at time zero. Since 
the initial mole fraction of CO2 was in all experiments 1/ 6, 
subtracting the mole fraction of C 02 at equilibrium from the 
initial mole fraction yielded a value for the equilibrium mole 
fraction of water. The value so obtained was equal to 0.157 
which compared favorably to the value of 0.160 calculated 
from JANAF thermodynamic data.

A second determination was attained using the infrared 
facility and the following equation

/c 02,eq ~ /c 02,
/ rtot rint \Wco2,co ~ P̂20,~ )

^C02,i
(I)

where /co2,i and /co2,eq are the initial and equilibrium mole 
fractions of C 02, /co2,», is the total signal level at the C 0 2 
plateau at 4.2 ix, / d 2o ,® is the contribution from the interfering 
emission of D20  at 4.2 11 determined from shocks of mixture 
C at comparable temperatures and pressures, and Ico2,i is the 
emission from the initial concentration of C 02 at time zero. 
Substitution of the experimentally determined quantities in 
eq I yields a value for o2,eq-

ÆWq = °~167 (L43fi J ' 07) = °-010b.o4

Results
A photographic record of an infrared experiment is shown 

in Figure 1. The emission from D20  is seen to be nonlinear 
with respect to reaction time. Records taken at higher tem­
peratures (—3250 K) revealed a steady plateau for both the 
D2O and C 02 signals. At the highest temperatures achieved 
in this work, a measurable decay from the D20  plateau was 
noted which was attributed to water decomposition.

The TOF experiments confirmed that all of the species 
could be accounted for by inclusion of H2 (or D2), CO, CO2,

Using the stoichiometric relation D2 + C02 — D20  + CO, the 
mole fraction of D20  at equilibrium may be calculated.

/BzO.eq = 0-167 -  0.010 = 0.157

Kinetic data for the production of water from both shock 
tubes were fit to the following equation

( 1  -  / D 2o / / D 20 ,e q )  =  eXp(-kT2) (II)

Although the value of k' was determined by data up to a mole

The Journal o f Physical Chemistry, Vol. 80, No. 10, 1976



Reaction of H and C02 behind Reflected Shock Waves 1033

TABLE I: Race Constants Reaction. TABLE I: Rate Constants for Hater-Gas Reaction, (contd.) Rate Constanta for Hatcr-Cas Reaction, (contd.)

Mixture

21 CO, - 1

2534
2584
2612
2667
2728
2731
2742
2786
2795
2855
2903
2916
2965

2975
3007
3024
3030

B. 17. C02 - 5X D 
P, - 5 Torr

Ar
PS »
ool

2567. 2.11 
2730. 2.16 
2753. 2.09 
2758. 2.17 
2799. 2.18 
2808. 2.18 
284S. 2.11 
2878. 2.12 
2970. 2,22 
3029. 2.24 
3045. 2.24 
30S2. 2.16 
3109. 2.21 
3156. 2.26 
3249. 2.28 
3291. 2.29 
3330. 2.30 
3354. 2.26 
3451. 2.24 
3822. 2.30 
3857. 2.30

10.5
10.7
16.5
13.7
10.6

31.6 
45.3
63.7 
54.1 
73.5

239244

. 17. C02 - 51 D2 
P. -  10 Torr

2756
2791

287.1
2853
2885
2921
2937
2939
2967
2991
3089
3167

k x 10‘ 13

1.48
0.72
2.46
2.13 
3.37 
3.60 
4.82 
2.99 
4.67 
7.86

11.6
5.30
8.13 
9.77 
8.19 8.01

18.3
17.4

0. 2% C02 - 10X - 88X He
Pj - 5 Torr

2410. 2.24 0.54 
2437. 2.25 0.78 
2512. 2.28 0.47 
2538. 2.29 1.25 
2573. 2.30 1.47 
2718. 2.35 2.19 
2908. 2.41 7.69 
3032. 2,44 11.2 
3066. 2.45 9.34

fraction of 0.1 , the rest of the experimental points displayed 
a good fit to eq II also. The results from an infrared experi­
ment are depicted in Figure 2. Variance of the initial reactant 
compositions and the initial shock tube pressure was accom­
plished with mixtures A and B. The order dependencies on 
the concentration of deuterium, which was approximately 
constant over the extent of reaction calculated (/d2o = 0.1 ), 
and the total gas density [M] were determined by a least- 
squares procedure to be 0.3 and 0.7, respectively. Hence, in 
eq II, k' = k [D2]03[M]0-7. The Arrhenius parameters were 
calculated using the rate constants determined from mixtures 
A, B, and C, and are given in the following expression

k = lo20 0±0-2 exp(—81.4 ±  2.3/RT)

The units for k are cm3 mol-1  s-2 and the units for the acti­
vation energy are kcal mol-1. The rate constants are plotted 
in Figure 3 and are listed in Table I (miniprint material, see 
paragraph at end of text regarding miniprint material).

In several of the runs at the higher temperatures, decay 
from the plateau established by D20  emission was noted. The 
maximum mole fraction attained was calculated as described 
previously and the amount of water decomposition over a 
100-jiS interval was determined and a pseudo-first-order rate 
constant was calculated. The values at 3417 and 3715 K were
4.56 X 102 and 1.53 X 103, respectively, which compare fa­
vorably with those obtained by other workers;4 namely, 5.67 
X 102 and 1.96 X 103 cm3 mol-1  s-1.

Discussion

The main findings of this work are the quadratic growth of 
the water profiles to a known mole fraction level that was 
confirmed by two independent techniques; the appearance 
of the HCO radical during the reaction period; the represen­
tation of the reaction profiles over a considerable temperature 
range by a single equation; and the feasibility of utilizing the 
reaction of carbon dioxide and hydrogen for the purpose of 
introducing a known amount of gaseous water from an es­
sentially thermoneutral reaction source into the shock tube.

The detection of HCO and the nonlinear production of 
water suggests the possibility of an atomic mechanism. Since 
most of the plausible reaction steps have been measured and 
reported from many different laboratories, an attempt to fit 
the product profiles recorded for water from mixture B (5 
Torr) at 2758, 3045, and 3822 K was made using the following 
sequence:

Figure 2. Fit of eq II to experimental data obtained from 1 % C02-5%  
D2-94%  Ar mixture at 3045 K.

10 Vt ( n

Figure 3. Arrhenius plot of the data in Table I: X, mixture A; O, B at 5 
Torr; V, B at 10 Torr; A , D.

The Journal o f Physical Chemistry, Vol. 80, No. 10, 1976



1034 J. M. Brupbacher, R. D. Kern, and B. V. O’Grady

initiation

C 02 + M ^ C O  + 0  + M (1 )
H2 + M ^  2H + M (2)

H2 + H2 ^  2H + H2 (3)
H2 + H ^  3H (4)

o  + h 2^ o h  + h (5)

product formation

OH + H2 ^  H20  + H (6)

H + C 0 2 ^  CO + OH (7)

intermediate formation

H + C02 ^  HCO + O (8)

H2 + C 02 — HCO + OH 0)
product decomposition

h 2o  + M ^ H  + OH + M (10)

CO + M ^ C  + O + M (ID
Several of these reactions have different literature values 

for their Arrhenius parameters. For instance, the activation 
energy for the decomposition of CO2 is reported to range from
74.1 to 107 kcal mol-1. References to the various rate constants 
tried and a representative set of values are listed in Table II. 
When more than one reference is indicated, the first one 
pertains to the representative value. The computer programs 
for the calculation of the time dependent concentrations of 
the species found in steps 1-10 were run by Mr. James Hardy 
at the University of Texas and Dr. Tony Dean at the Univer­
sity of Missouri.15 The amount of CO decomposition is neg­
ligible at the highest temperature achieved in this work and 
was not included.16 The activation energies for reactions 8 and 
9 were derived from thermochemical data5 and the preexpo­
nential factors were estimated. The concentrations of HCO 
formed were small relative to the major species and their ex­
clusion from the reaction scheme did not affect appreciably 
the calculated profiles for the major species.

It is interesting to note that the calculated values from the 
program for the mole fraction could be fit very well by the 
functional dependence found in eq II. However, the magni­
tude of k' differed markedly from the experimental values. 
The quadratic growth is a direct result of the fact that the 
initiation reactions 1-4 have not reached equilibrium in the 
time involved for the experiments (500-600 ¿ts).

Comparison of the computer profiles calculated using the 
rate constants in Table II revealed that the representative set 
listed came closest to duplicating the experimental results but 
only at the higher temperature end. The observed mole frac­
tions of water were greater than the calculated amounts by a 
factor of 2 at 2758 K and by a factor of 1.5 at 3045 K. These 
factors increased to 1000 at 2758 K and to 60 at 3045 K when 
the highest value10 for the activation energy of step 1 was tried. 
Calculations were performed with starting amounts of 10, 20, 
and 30 ppm of O2 using reactions 1-10 and adding the reac­
tion9

H + 0 2^ 0  + 0H  (12)

in order to test for the effect of impurities17 below the de­
tectable background level. The amount of water predicted at 
2758, 3045, and 3822 K remained well below that observed.

TABLE II: Representative Rate Constants®

Reaction Rate constant Ref

1 3.80 X 10-n e-74.1/RT 8,9,10,11
2 1.55 X 10—iOg—88.9/flT 12
3 5.48 X 10- 9e-1O6'3',ß7’ 12
4 3.53 X 10- 9e-87-2/Ä7' 12
5 3.65 X 10- 10e-13-7/fir 13
6 8.64 X lQ-lle-6.4S/RT 14
7 1.18 X l0-We-2OA/RT 9
8 1.00 X 10-10e-l04/RT 5
9 1.00 X 10 -we-ioe/RT 5

10 2.00 X 10- 9e-105 ¡RT 4
a Units of preexponential factor and activation energy are cm3 

molecule-1 s-1 and kcal mol-1, respectively.

One possible explanation for the discrepancy might be that 
the rates of decomposition are severely affected by the pres­
ence of reactive species. For instance, decomposition of C02 
in a hydrogen environment and/or decomposition of H2 in a 
carbon dioxide environment could lower drastically the ap­
parent rates of decomposition for either H2 or C 0 2 or both. 
Previous work on exchange systems argue indirectly against 
this proposal. The self-exchange of HD18-19 and of CO7’20 in 
inert gas diluents displayed activation energies far below the 
amount predicted by an atomic mechanism. In these systems 
the decomposition process was not affected by another species 
and it was concluded that the mechanism responsible for the 
large amounts exchange products formed was not atomic.

The complete details of the exchange mechanism are not 
known. The importance of the vibrational energy content of 
the reactants has been emphasized and the observed nonlinear 
time dependence for product formation supports the con­
tention that there exists a nonequilibrium step(s) in the ex­
change mechanism.21 The determination of non-zero-order 
dependencies for the inert gas diluent argues also for a mul­
tistep process involving excitation of the reactants prior to 
exchange.

Extending this line of reasoning to the present system and 
accepting the likely notion that the excitation consists pri­
marily of vibrational energy, the following steps may be 
written

H2 + M — H2v + M (13)
C02 + M -► C 02v + M (14)

I~h - 1
H2V + C°2  — 1 £  O—C = 0  I ^  H20  + CO (15)

tt ^  r o—c=o 1
H2v + C 02^  • • • 1 ^  OH + HCO 

L H-H J (16)

Reactions 13 and 14 actually represent a sequence of steps 
leading to some vibrational energy manifold that is being 
depleted rapidly with respect to its equilibrium concentrations 
by the conversion reactions 15 and 16. The specific identifi­
cation of this manifold is uncertain since it is the difference 
between the activation energy of step 15 and the experimental 
value, 81.4 kcal mol-1. The activation energies for steps 15 and 
16 are not known.

Similar ideas with regard to the importance of vibrational 
energy and the depletion of vibrational levels from their 
equilibrium amounts have been advanced to explain the ex­
perimental result that the activation energies for the decom­
positions of a large number of simple molecules are less than 
their respective bond energies.22-23
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Current work in this laboratory on the reaction of H2 + 
CNC1 —*• HCN + HC1 has produced similar results; namely, 
the production of HCN and HC1 in amounts that far exceed 
those predicted by an atomic mechanism.
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Rare Gas Sensitized Radiolysis of Hydrogen Sulfide in the Low Concentration Range

MieczysTaw Forys,* Antoni Jowko, and Iwona Szamrej
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Hydrogen and sulfur yields have been determined in the rare gas sensitized radiolysis of hydrogen sulfide. A 
decrease in G (H2) and G (S) has been discovered in each of the three mixtures examined: H2S-Ar, H2S-Kr, 
and H2S-Xe. A mechanism has been proposed including (1) competition between a charge transfer to H2S 
and Ar2+ formation in the H2S-Ar system, and (2) competition between an excitation transfer to H2S and 
formation of excited rare gas molecules in H2S-Xe and H2S-Kr mixtures. Rate constants of the charge and 
excitation transfer have been estimated: feAr++H2S = 1-8 X 10-9 cm3 s-1, &Kr*+H2s = (0.6-1.5) X 10-9 cm3 s-1, 
and fexe*+H2S = 2.7 X 10-9 cm3 s_1. The relevance of Franck-Condon transitions in the charge-transfer pro­
cesses has been shown. The maximum recombination energy values of the rare gas molecular ions were esti­
mated as 14.0,12.7, and 10.8 eV for Ar2+, Kr2+, and Xe2+, respectively.

Introduction
The rare gas sensitized radiolysis of hydrogen sulfide has 

been the object of several investigations using 7 1“5 and pulse6 
radiolysis techniques.

Jezierska and Forys2 have reported results on G(H2) in 
H2S-Xe, H2S-Kr, and H2S-Ar systems in a full range of 
concentrations. The main experimental feature observed was 
the fact that G(H2)R (R denotes the rare gas) varied slowly at 
large concentration of hydrogen sulfide in all systems and 
decreased sharply at small amounts of hydrogen sulfide in 
argon and krypton containing mixtures. The lowering of 
G(H2)r was not observed in the xenon-hydrogen sulfide 
mixture.

On these grounds, the mechanism of hydrogen formation 
has been proposed including reaction 1 in the case of argon and 
krypton

R+ + HjS —*- HS+ +  H +  R (la)

—*■ S+ +  H2 +  R (lb)

this reaction being in competition with

R+ + 2R — *■ R^ + R (2)
followed by

R /  +  H,S — ► H»S+ + 2R (3)

It should be here pointed out that only a few points were ob­
tained in the region of lowering G (H2) (below ca. 2 mol % of 
H2S) in each case.

Woodward et al.3 have measured G(S) in an H2S-Ar mix­
ture as well as G(S) and G(H2) in a H2S-Xe mixture. The 
hydrogen and sulfur yields in the last system generally sup­
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ported the data of ref 2, but G(S) from H2S-Ar mixtures was 
enormously large (about 20) and was in contradiction with 
G(H2) = 7 from ref 2.

So, the aim of this investigation was to measure G(H2) and 
G(S) in all three systems of interest to solve the discrepancy 
between the data of ref 2 and 3, and obtain more detailed re­
sults on hydrogen and sulfur yields at small (below 2 mol %) 
concentrations of hydrogen sulfide. In the course of the ex­
periment it has been observed that G(H2) decreases also in 
the mixture H2S-Xe, where formation of hydrogen from ionic 
processes is not possible.5 Thus, it was necessary to propose 
a mechanism which would be able to explain a decrease in 
G(H2) in all three mixtures.

Experimental Section
The experimental technique was exactly the same as in ref

5, 7, and 8.
Briefly, the 60Co 7  ray source of the Institute of Applied 

Radiation Research at Lodz was used for irradiations. Hy­
drogen sulfide has been used as a dosimeter, taking9 G(H2) 
= 7.1. The dose rate in hydrogen sulfide was 9.0 X 1015 eV g' 1 
s ' 1, unless mentioned otherwise. The maximum absorbed 
dose was 1 X 102° eV g“ 1. At low concentrations of hydrogen 
sulfide the conversion corresponded to formation ca. 0.01 mol 
% of hydrogen in the mixture.

G(prod)R, a radiation yield from the sensitization processes, 
was calculated using2

G(prod)‘ -  G(prod)H2SFH!s
G(prod)R = ----------------------------------  (I)

T'r
Here G(prod)1 is a measured product (hydrogen or sulfur) 
yield per total absorbed dose; G(prod)HaS = 7.1 is that pro­
duced by the dose absorbed in hydrogen sulfide. We assume 
that G(H2)H2S is not influenced by a rare gas. Fh2S and Fr are 
the fractions of the dose absorbed in hydrogen sulfide and rare 
gas, respectively. They were calculated, taking Fr + Fh2s = 
1 , from

H2S ^h2s +  xr(®r/'^h2s)

Here * h2s and xr denote corresponding molar fractions and 
Sh2s/Sr = the stopping power ratios. Woodward’s data10 were 
used for calculations: Sxe/Sh2s = 2.45, Skt/S h2s = 1-70, and 
Sat/S h2s = 0.96.

At molar fractions of H2S below 0.01 (the range of interest) 
G(prod)R was practically equal G(prod)'. At low mole frac­
tions of hydrogen sulfide its conversion was relatively large. 
Thus, the mean value of the mole fraction, x 'h2s, was used for 
calculations: x 'h2S = xh2s — 0.5 xh2, where xr2 denotes the 
mole fraction of hydrogen produced. The sensitivity limit of 
the sulfur determination is equal that formed when ca. 0.1 mol 
% of hydrogen is produced in the mixture. Thus, sulfur yields 
were not measured at low concentrations of hydrogen sulfide 
in the irradiated mixture because of a too low H2S conversion 
required (corresponding to formation ca. 0.01 mol % of hy­
drogen in the mixture). Hence we measured hydrogen yields 
and in the discussion we assumed that sulfur is produced 
stoichiometrically, which has been shown in the higher con­
centration range.

Results
In the preliminary analysis of the data it has been stated 

that G(H2)R depends not only on the [H2S]/[Ar] ratio but also 
on rare gas pressure. So, the effect of the [H2S]/[Ar]2 ratio on

G(H2)r and G(S)R is shown in Figures 1-3 for the H2S-Ar, 
H2S-Kr, and H2S-Xe mixtures, respectively. The overall 
pressure used in the experiments varied in the range 300-700 
Torr. It is seen that the hydrogen yield stoichiometrically 
corresponds to the sulfur yield in all mixtures within the range 
of experimental error. Particularly, unlike the observations 
in ref 3, G(S) from the H2S-Ar mixture does not exceed the 
value of G(H2) = 7 and is much less than 20, the figure ob­
tained in ref 3. As all parameters of Woodward’s and our ex­
periments were the same except for dose rates (Woodward’s 
dose rate was 7.4 X 1014 eV g-1  s' 1 in pure H2S), we have 
performed the experiment at a dose rate of 5.0 X 1014 eV g“ 1 
s ' 1. However, the results (Figure 1) were not altered and thus 
the reason for the discrepancy is not yet understood.

G (H2) decreases sharply at low concentrations of hydrogen 
sulfide in all three systems: from 7.0 to ca. 4 in H2S-Ar; from
5.5 to 3.5 in H2S-Kr; and from 5.4 to 1.8 in H2S-Xe in the 
range of H2S concentrations 2-0.05 mol % in Ar and 0.5-0.05 
mol % in Kr and Xe. This is essentially the same result as in 
ref 2, keeping in mind that a H2S-Xe mixture was not inves­
tigated in the range below 0.5 mol % of hydrogen sulfide.

It should be noted here that Perner and Franken6 observed 
lowering in G(H2) in the pulse radiolysis of the H2S-Xe 
mixture. They have found G(H2) to equal 1.8 and 5.7 at 0.13 
and 1.6 mol % of H2S respectively.11 Woodward et al.3 have 
obtained G(H2) = 3.7 at 0.5 mol % of H2S compared to 4.7 and
5.2 at 2.5 and 12 mol % of H2S, respectively. Also, Jonsson and 
Lind12 have observed a sharp decrease in G(—CH3SH) from 
30 ±  10 to 10 ±  2 when the methanethiol concentration had 
been changed from 1 to 0.02% in argon-sensitized radiolysis 
of methanethiol.

Discussion
When a mixture containing a large excess of rare gas is ir­

radiated, the main primary processes can be written in the 
following manner:

R +  e ' — ► R+ + 2e ' (4)

-—► R* + e~ (5)
Ion recombination has been shown8 not to be a source of 

hydrogen or sulfur in the rare gas-hydrogen sulfide systems. 
Thus, only the processes of charge and energy transfer should 
allow to the formation of these products.

Resulting ions are produced in their ground (2P3/2) and 
excited (2Pi/2) states, and excited atoms are formed in higher 
excited Rydberg states, low-lying resonance (3Pi and 1P1), and 
metastable (sP2jo) states. When hydrogen sulfide is present 
in the mixture

R+ +  HaS —*- R + H2S+ (6)

simple and dissociative charge transfer, reactions la and lb, 
as well as excitation transfer can occur which results in ob­
served hydrogen and sulfur yields. These processes are in 
competition with the formation of molecular ions from atomic 
ions (reaction 2) and from atoms in higher excited states 
(Hornbeck-Molnar processes)

R** +  R —*- R?+ -I- e~ (7)
Hornbeck-Molnar processes are very fast (k = (1-2) X 10' 9 
cm3 s ' 1) and prevent higher excited states from being involved 
in a reaction with low concentration (of the order of 1 mol %) 
admixtures.

At near atmospheric pressures a radiation from the reso­
nance states 3Pi and LPi is thought to be reabsorbed by
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Figure 1. The plot of hydrogen and sulfur yields from sensitization with 
argon, G(prod)Ar, as a function of the [H2S 7 [A r |2 ratio: (O) G(H2)Ar;
(•) G(S)Ar.

( • )  G(S)Kr.

Figure 3. The plot of hydrogen and sulfur yields from sensitization with 
xenon, G(prod)Xe, as a function of the [H2S ]/[X e ] 2 ratio: (O) G(H2)Xe; 
( • )  G(S)Xe.

ground-state rare gas atoms so that they decay by a cascade 
of transitions to the metastable states, as well as by collisional 
conversions between states of nearly the same energy.13’14

Ellis and Twiddy15 have shown that both the metastables 
of argon 3Po and 3P2 have similar rate constants for a deacti­
vation in a three-body reaction

R*(3P2,0) +  2R — ► R2*(3,12 u+) + R (8)

&8(3P2) = 1.7 X 10-32 cm6 s_1 and ka(3Po) = 1-2 X 10-32 cm6 
s-1. Also rate constants for an excitation transfer from 3P2 and 
3P0 to small molecules are similar, as measured in discharge 
flow16 experiments. On this basis it may be stated that both 
states take part in reaction 8 and an excitation transfer to 
molecules with similar rate constants and a composite rate 
constant for the 3P2,o state can be found in radiolysis experi­
ments, as it has been observed in pulse radiolysis.17 Measured 
rate constants of the reaction 8 are 2.8 X 10-34 (He),18a 5 X 
IO- 34 (Ne),18b 6 X 1(T33 (Ar),16 4 X 10~32 (Kr),19 9 X lO“ 32 cm6 
s- 1 (Xe).20

Le Calvé and Bouréne17 have shown that Ar2 molecules are 
unable to excite the (C3IIU) state of nitrogen (v' = 0 at 11.2 eV).

It could be supposed similarly that observed lowering in 
G(H2) is caused by a competition between the reaction of a 
dissociative excitation transfer to hydrogen sulfide

R*(3P40) +  H2S — *• R + H +  HS (9a)

—► R + 2H +  S (9b)

— ► R +  H2 +  S (9c)

and reaction 8 followed by

R2(3'12„) +  HzS —+■ 2R +  H2S* - f *  H (10a)

— ► 2R + H + HS (10b)

— *• 2R + H2 + S (10c)

Among the reactions 9 and 10, processes 9c and 10c may be 
excluded owing to the results of our experiments with buta­
diene8'21 which have shown that (1 ) S+ ions are absent and,
(2) molecular hydrogen is not produced in the primary pro­
cesses.

Besides reactions 9 and 10 two additional processes should 
be considered at low concentrations of hydrogen sulfide. (1 ) 
At concentration of hydrogen sulfide of order of 0.1 mol %, the 
product hydrogen is present in the system at relatively high 
concentration ([H2]/[H2S] ee 0.1) and the energy transfer from 
a rare gas to hydrogen might occur. Fortunately, Hotop and 
Niehaus22 have shown that Ar and Kr (and presumably Xe) 
react with hydrogen only in their high Rydberg states. Because 
these are quickly removed in the Hornbeck-Molnar reaction 
7, hydrogen may be taken to he nonreactive under our con­
ditions. (2) The most reactive possible impurity is oxygen. It 
was removed below 0.01 mol % (a limit of sensitivity of chro­
matographic detection). Because of the fact that at low con­
centrations (below [02]/[H2S] = 0.1) oxygen only slightly in­
fluences G(H2) from hydrogen sulfide,23 it also cannot cause 
the observed decrease in G(H2).

Additionally, if the effect were caused by any impurity, an 
enlarged spread of the experimental results at low concen­
trations of H2S should have been observed. This was not dis­
covered in the performed experiment. Thus, the observed 
decrease in G(H2) should be ascribed to the changes in the 
charge and/or excitation transfer from the rare gas to the 
hydrogen sulfide molecule.

Hydrogen Sulfide-Argon Mixture. In the hydrogen sul­
fide-argon mixture the reaction scheme of hydrogen forma­
tion may be written as follows:
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Ar +  e — *- Ar+ +  2e (ID

— ► Ar* + e~ (Ha)

Ar+ +  H2S — *■ Ar +  H +  HS+ (12)

U * h 2

Ar+ +  2Ar —► Ar2+ +  Ar (13)

Ar2+ +  HzS — 1► H2S+* +  2Ar (14)

Lb  h2

Ar* +  Ĥ S — *■ H2S+ +  Ar +  e~ (15a)

—► H(2H) +  HS(S) +  Ar (15b)

Ar* +  2Ar — ► Ar2* +  Ar (16)

H +  H2S — ► H2 +  HS (17)
Rate constants of reactions 16 and 15 have been rather well 

established and are equal to 6 X 10-33 cm6 s- 1 16 and 8 X 10_ '° 
cm3 s-1 ,24 respectively.

It can be calculated that the rate of reaction 15 will be equal 
to that of reaction 16 at 1.2 X 10-2 mol % of HoS at the radi­
olysis pressure (500 Torr). It follows from Figure 1 that 
G(H2)Ar decreases by 0.5AG(H2) actually at ca. 0.2 mol % of 
H2S (500 Torr total pressure). Hence, competition between 
the reactions 15b and 16 cannot be responsible for the ob­
served decrease. It is also known from Woodward’s3 experi­
ments that reaction 15a occurs consuming G(Ar*) = 2.0. 
Taking G(ion)Ar = 3.8 and AP(Ar+) = 15.8 eV14 one can obtain 
the lowest value of energy necessary to ion formation 60.0 eV, 
hence the maximum G(Ar*) is 3.5 (supposing 11.7 eV14 for the 
energy level of the 3P state of argon). From that, only 3.5 — 2.0 
= 1.5 excited argon atoms may transfer energy to hydrogen 
sulfide via excitation transfer, reaction 15b, even without 
taking into account subexcitation electrons. This is less than 
that necessary to cause the observed lowering G(H2)Ar by 
more than 3.1 (Figure 1) even if two hydrogen atoms are 
formed in reaction 15b. This supports our assumption that 
competition between reactions 15 and 16 is not responsible 
for the observed effect.

The rate constant of reaction 13 is24’25 2 X 10-31 cm6 s_1. 
The rate constant of reaction 12 has not been measured as yet 
using the primary method but was evolved from the previous 
Ar-H2S radiolysis data2 as 1.0 X 10~10 cm3 s-1. The value k 13 
= 6 X 10-32 cm6 s-1  has been taken.2 If the value 2 X 10-31 is 
used for A13 the rate constant of reaction 12 becomes 3.3 X 
10_1<) cm3 s_1. Also, an estimation can be made by the com­
parison of data for charge transfer from Ar+ to other small 
molecules. These lie usually between 1 X 10-9 and 10 X 10-9 
cm3 s_1. In this case a decrease in G(H2) by 0.5AG(H2) should 
take place (at 500 Torr of Ar) in the range 0.3-3 mol %. Our 
experimental value is 0.2 mol %. So, the present refined results 
support ionic mechanism proposed previously.2 A steady-state 
treatment of the scheme leads to

1 =  1 /  t iA rT x
G ( -  G ÍH / G(Ar+) \ kn[HSV

CHI)

The corresponding plot is shown in Figure 4. Here G(H2)* 
is the hydrogen yield from reaction 15b, taken constant in the 
entire range of concentrations used (see above comparison of 
the rate constant of reactions 15 and 16). It has been calculated 
as 3.2, a difference between the plateau value of G(H2)Ar = 7.0 
and G(Ar+) = 3.8.14 From the slope and intercept of the line

Figure 4. A Stem-Volmer-like plot for a hydrogen sulfide-argon mixture.

the rate constants ratio is A13/A12 =  1.1 X 10~22 cm3. Tak- 
ing24,25 /j | 3  =  2  X 10-31 cm6 s_1 one can obtain & 1 2  = 1.8 X 10-9 
cm3 s-1. This value is somewhat larger than the previous2 
value of 3.3 X 10“ 10 cm3 s-1, but is in good agreement with that 
of the reaction26 He+ +  H2S (k = 4.4 X 10-9 cm3 s_1).

We wish to note here that reaction 14 implies charge 
transfer to hydrogen sulfide without destruction of a molecule 
o fH 2S. It is not obvious, because AP(Ar2+) = 14.71 eV14 just 
as AP(HS+) = 14.3 -  14.4 eV and AP(S+) = 13.4 eV27 and 
both reactions 14a and 14b seem energetically possible.

Ar2+ +  H2S —*- H +  HS+ 4- 2Ar (14a)

—*■ H2 +  S+ + 2Ar (14b)

To understand this feature (1) more detailed information 
about the Ar2+ ion, and (2) consideration of the kinetics of 
charge-transfer processes is required. Here we shall consider 
Ar2+ recombination energy and later on with the kinetics of 
charge transfer.

So, a well depth of the Ar2+ ion has been calculated28 as e 
= 1.25 eV, being consistent with the data on rainbow scat­
tering for Ar+ + Ar.

This allows RE(Ar2+) = RE(Ar+) -  e = 15.76 -  1.25 = 14.51 
eV, below AP(Ar2+) by 0.2 eV. Moreover, R2 vacuum-ultra­
violet fluorescence data29 show that the equilibrium distance 
of the lowest bonding states (1’32 u+) of R2 is shorter than that 
of the 12 g+ ground state and transition from the lowest vi­
brational levels of 1,3SU+ states occurs in the repulsive part of 
the ground state potential. This lowers the transitions 
energy by several tenths of an electron volt in the case of Xe2. 
The equilibrium radius in R2+ is even smaller than in 
R2(1,32u+) (in the case of Xe 3.128 and 3.4,29 respectively). It 
forces us to suppose that the actual electronic energy released 
in the Franck-Condon (FC) transition during the charge 
transfer'is less by at least several tenths of electron volt (for 
Xe more than 0.3 eV) than that calculated from RE(R+) and 
the well depth of the molecular ion, R2+. This means that the 
actual value of RE is below ca. 14.0 eV for Ar2+. It is less than 
AP(SH+) but yet more than that of the S+ ion. Taking28 t = 
1 eV for Kr2+ and Xe2+, RE(Kr+) = 14.0 eV, RE(Xe+) = 12.1 
eV,14 and the height of the repulsive part of the ground state 
potential corresponding an FC transition of 0.3 eV, we can 
obtain RE(Kr2+) = 12.7 eV and RE(Xe2+) = 10.8 eV. Both 
values lie below27 the AP of HS+ and S+ ions.

Hydrogen Sulfide-Krypton Mixture. In the krypton- 
containing mixture two states of the Kr+ ion are formed, 2P3/2
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(RE = 14.00 eV) and 2P i/2 (RE = 14.67 eV)14 with relative 
abundances30 0.67 and 0.33, respectively, both of them being 
energetically able to cause a dissociative charge transfer to 
hydrogen sulfide. However, it has been noted that S+ ions and 
molecular hydrogen are not produced in the hydrogen sul­
fide-krypton mixture. This is not an unusual result because 
there are known energetic ranges (“ gaps” ) where the proba­
bility of the charge transfer is relatively low.30 This seems to 
be connected with the postulate that high vibrational exci­
tation in the charge transfer reactions has relatively low cross 
section.31 It appears to be the case for the charge transfer re­
sulting in the formation of an H-H bond in reactions of the 
type lb.

This problem was considered in detail in the recent study 
of Laudenslager, Huntress, and Bowers.32 They have shown 
that for the thermal energy charge transfer reaction to be fast, 
an energy resonance should exist with a level of the molecular 
ion that has a large FC factor connecting it with the ground 
state neutral molecule. They have also pointed out that pho­
toelectron peaks may be considered as experimental FC fac­
tors.

There are a number of papers dealing with photoelectron 
spectra of hydrogen sulfide.31-38 Figure 5 shows the photo­
electron spectrum (Hel 584-A radiation) of hydrogen sulfide 
from ref 34. From this, it is seen that in the range 14.0-14.7 eV 
there is a low probability of the formation of both 2Ai and 2B2 
states, the vertical IP of the first being 13.4 eV and second 15.5 
eV. Thus, only ions having RE in the vicinity of these values 
should be expected to have a large cross section of charge 
transfer to hydrogen sulfide with formation of 2Ai or 2B2 states 
of H2S+. Of the rare gas ions of interest (RE in parentheses) 
Ar+(2Pi/2 15.9 eV, 2P3/2 15.7 eV), Ar2+ (ca. 14.0 eV), Kr+(2P 1/2
14.7 eV, 2P3/2 14.0 eV), Kr2+ (12.8 eV), Xe+(2P1/2 13.5 eV, 2P3/2
12.1 eV), Xe2+ (10.8 eV), only Ar+ and Xe+(2Pi/2) have ap­
propriate RE’s. However, Fiquet-Fayard and Guyon27 have 
shown that none of the 2Ai and 2B2 states of the molecular ion 
H2S+ can be correlated directly with ground state fragments 
(S+ + H2 or SH+ + H). They considered potential surfaces 
and claimed that fragmentation involves predissociation 
through a quartet, 4A, state. This is in good agreement with 
the work of Dibeler and Liston39 on photoionization efficiency. 
From their data it follows that the probability of S+ ion for­
mation becomes different from zero at a photon energy of
13.36 eV but is very small and reaches its maximum value (still 
much smaller that that for H2S+ formation) at 14.2 eV. The 
HS+ ion appears at 14.3 eV with a low intensity up to 14.7 eV 
and a maximum intensity at 16 eV.

Thus, we may conclude that of the listed rare gas ions the 
only one which can cause a destruction of the H2S molecule 
in a charge-transfer process is the Ar+(2Pi/2 and 2P3/2) ion. 
The Ar2+ ion is expected to form H2S+(2A i) without notice­
able predissociation; the Kr+(2Pi/2, 2P3/2) ion apparently 
reacts with krypton with formation of Kr2+ rather than with 
hydrogen sulfide; the Kr2+ and Xe+(2Pi/2) ions give the 
H2S+(2Ai) ion without predissociation and Kr2+, Xe+(2P3/2) 
and Xe2+ ions produce the H2S+ ion in its ground 2Bi state.

Thus, it seems that in the case of krypton we may propose 
that the sole process in the mechanism of hydrogen formation 
is an excitation transfer from Kr(3P2jo) metastables to hy­
drogen sulfide molecule. Energy levels of these states are 9.91 
and 10.56 eV.14

Owing to a slight excess of energy of 3Po state compared to 
AP(H2S+) = 10.4 eV the Jesse effect may be expected to play 
a minor role in this mixture. However, because of the high 
excess energy available (9.91 eV vs. D(H-SH) = 3.7 eV) a high

Figure 5. A photoelectron spectrum of hydrogen sulfide34 (Hel 58.4-nm 
radiation).

degree of destruction of the H2S molecule should be expected. 
Thus, reaction 9a is rather improbable. It is also improbable 
from the energy balance. In fact, if reaction 9a were operating, 
then G(Kr*) should equal a plateau value of G(H2) = 5.7. 
Taking G(Kr+) = 4.2, abundances of 2Pi/2 and 2P3/2 0.33 and
0.67, respectively,30 G(Kr*) = 5.7, and a mean energy of the 
3P state 10 eV, we obtain an energy required for their forma­
tion of 117 eV, a value much more than 100 eV, even without 
taking into account energy taken by subexcitation electrons. 
Thus, reaction 9b seems to be a main process of energy 
transfer from atomic krypton to hydrogen sulfide. Figure 6 
shows Stern-Volmer-like plots for the competition between 
processes 9b and 8 followed by 10a (upper curve) as well as 
processes 9b and 8 followed by 10b (lower curve).

Unfortunately, a scattering of our results does not allow us 
to make a choice between two mechanism (probably both of 
them are partially operating). Nevertheless for each case a 
constant ratio can be calculated. It is equal respectively to 
ks/kgb =  2.2 X 10-23 cm3 (reaction 10aassumed) and 6 X 10~23 
cm6 s-1  (reaction 10b assumed}. Taking kg = 4 X 10~32 cm6 
s_1 one obtains fegb = 0.6 X 10-9 and 1.5 X 10~9 cm3 s_1. Both 
values are in the range of measured excitation transfer rate 
constants for Ar(3P2) and Xe(3P2) atoms.24’40

Hydrogen Sulfide-Xenon Mixture. Xenon has a recom­
bination energy of the Xe+(2P3/2) state of RE = 12.13 eV and 
the 2Pi/2 state of RE = 13.44 eV.14’40 The first value is below 
appearance potential of the S+ ion AP(S+) = 13.40 eV and 
AP(SH+) = 14.27 eV,27’34’39 the second one below AP(SH+) 
and just equal to AP(S+). The higher 2P i/2 state is rather 
slowly converted into the ground 2P3/2 state. Hence, ener­
getically reaction lb could occur. However, it was mentioned 
above that (1 ) it is improbable from the view of FC transitions 
and, (2) molecular hydrogen and S+ ion are not formed in the 
primary processes of the xenon-sensitized radiolysis of hy­
drogen sulfide.21 Additionally, relative abundances of the 2P i/2 
and 2P3/2 states are known to be 0.33 and 0.67, respectively,30 
and the expected maximum decrease caused by reaction lb 
was AG(H2) = (l/3)G(Xe+) = (l/3)(4.6) = 1.5. This is much 
less than the lowering in G(H2) observed in Figure 3.

Thus, excitation transfer from xenon to hydrogen sulfide, 
reactions 9 and 10, should be taken as responsible for hydro­
gen formation. Because reactions 9c and 10c have been elim­
inated, the lowering in G(H2) can be accounted for if any one 
of three following sets of reactions are operating: (1) reaction 
9a competing with (8) followed by (10a); (2) reaction 9b 
competing with (8) followed by (10a); and (3) reaction 9b
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Figure 6 . A Stern-Volmer-like plot tor a hydrogen sulfide-krypton 
mixture: (upper points) competition of processes 9b and 8  followed by 
10a; (lower points) competition of processes 9b and 8  followed by 10b. 
Curve b is the upper line a when transformed to the right-hand ordinate.

competing with (8) followed by (10b). Sets 1 and 2 are kinet- 
ically identical. The first mechanism implies G(Xe*) = 
G (H2)piateau = 5.5, the second one G(Xe*) = 0.5G(H2)piateau 
= 2.8.

The value 5 .5 /1 0 0  eV is rather improbable from the ener­
getic view. If we take the mean excitation energy of Xe equal 
ca. 9 eV, G(Xe+) = 4 .6 ,14 AP(Xe+ 2P3/2) = 12.1, and AP(Xe+ 
2P i /2) = 13.5 eV then we obtain the energy required equal to 
106 eV, more than 100 eV. So it is improbable that mechanism 
1 is the only one operating. However, it may not be fully ex­
cluded, because previous experiments in our laboratory6 have 
shown that at least a fraction of the hydrogen atoms formed 
in the radiolysis of a xenon-hydrogen sulfide mixture has ki­
netic energies higher than 1 eV.

Mechanism 3 requires the lowest value of G(H2) to be equal
0.5G(H2)piateau = 2.8. Our experimental value is 1 .8; on this 
basis mechanism 3 may be excluded.

Steady-state approximation for mechanism 1 or 2 gives

1 _  1 U Xe]2 ^
G(H2)Xe G(Xe*)\ +  <W)

It is seen from Figure 7 that experimental data fit eq IV 
rather well. The rate constant ratio feg/^a.b evolved from the 
intercept and slope of the straight line in Figure 7 is equal 3.3 
X  1 0 -23  cm3. Taking10 kg — 9 X 10-32 cm6 s_1 one obtains 
k9a,bXe — 2.7 X  10- 9  cm3 s ' 1. This value is comparable to that 
for Ar (&i2 = 8 X 1 0 ' 10 cm 3 s' 1)24 as well as to the rate con­
stants of excitation transfer from xenon to other small mole­
cules which are as a rule somewhat larger than the corre­
sponding values for argon,40 keeping in mind that the value 
oí ks used is the only one available as yet.

The proposed mechanism of the excitation transfer from 
the rare gas to hydrogen sulfide involves the supposition that 
the Xe2 molecule in excited 1'32u+ states does not decompose 
the hydrogen sulfide molecule (reaction 9a). It implies that 
either the Xe2(1,32u+) molecule transfers the excitation 
without decomposition of the H2S molecule, or it radiates 
without absorption of radiation by H2S molecule. The rate 
constants of the unimolecular relaxation

R / ' ‘2U+) — ► 2R +  h, (18)

are 0.3 X  106, 3 X  106, and 2 X  107 s“ 1 for Ar2, Kr2, and Xe2

Figure 7. A Stern-Volmer-like plot for a hydrogen sulfide-xenon mix­
ture.

molecules, respectively.41’42 The rate constant of the collisional 
deactivation of R2, &io, is not known, but for estimation pur­
poses it may be supposed similar to kg and taken as 1 X  10“ 9 
cm3 s_1. If so, reaction rate ratios uis/fio at the highest point 
of the H2S concentration range where a sharp decrease in 
G (H2) (Figures 1-3) is observed (0.3 mol % of H2S at 500 Torr 
overall pressure) are 0.4, 0.06, and 0.006 for Xe2, Kr2, and Ar2, 
respectively; and those at lowest point of G(H2) measured (0.1 
mol %, 300 Torr) are 2, 0.3, and 0.03. Thus, the rate of uni­
molecular spontaneous decay (18) is negligibly small com­
pared to that of collisional decomposition (10) in the entire 
range for Ar (0.006-0.03), is small for Kr (0.06-0.3), and is 
significant for Xe (0.4-2).

The energy of the Xe2 radiation at maximum intensity is
7.7 eV,29 enough for reaction 10b to occur. The pressure of H2S 
corresponding to 0.5-0.1 mol % of H2S at 500 Torr overall 
pressure is equal 2.5-0.5 Torr and the mean path to the wall 
of the vessel is 1-2 cm. It seems that emitted light may not be 
entirely absorbed by H2S under these conditions.

Concluding, the excitation transfer from R2* molecules to 
H2S should be expected to occur mainly via a collisional 
mechanism in the case of argon and krypton. In the xenon- 
containing mixture spontaneous decay of the Xe2 molecule 
without decomposition of the hydrogen sulfide molecule seems 
possible.

Conclusions
The foregoing discussion emphasizes the complexity of 

energy transfer processes from the rare gas ions and excited 
atoms and/or molecules to the molecule even when the latter 
is a simple one like hydrogen sulfide. Nevertheless, if the FC 
rule requirement is involved and correct RE’s of rare gas 
molecular ions are taken the experimental results are con­
sistent with the supposition that hydrogen and obviously 
sulfur is produced both in charge- and excitation-transfer 
processes in the H2S-Ar mixture, and in the excitation- 
transfer processes alone in the H2S-Xe and H2S-Kr mixtures. 
Rate constants of charge and excitation transfer evolved from 
present experimental data using the proposed mechanism are 
quite consistent with other available data. Thus, our evidence 
strongly supports the relevance of the FC rule for the kinetics 
of charge-transfer reactions as proposed by Laudenslager, 
Huntress, and Bowers.32
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The recombination energy of the rare gas molecular ions is 
estimated to be equal to or less than 14.0,12.7, and 10.8 eV for 
the Ar2+, Kr2+, and Xe2+ ions, respectively.

Excitation transfer appears to be the sole process of the 3P2,o 
state decay in argon in the range of H2S concentrations cov­
ered, and to be in competition with the Xe2*(3,12u+) and 
Kr2*(3il2u+) molecular formation in other mixtures. The Kr2* 
molecule is expected to transfer the excitation energy via a 
collisional mechanism with at least partial destruction of 
hydrogen sulfide. The Xe2* is believed to decompose most 
likely by spontaneous radiative decay, the radiation not being 
absorbed by hydrogen sulfide in the concentration range 
corresponding to the observed decrease in G(H2)Xe.
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Difiuorocarbene has been identified in methane-oxygen-argon flames initially containing <1% CF3Br and 
burning at 0.04 atm. Profiles of the concentration of this species (maximum 1014 molecules cm-3) through 
the reaction zone of the flame have been determined, and from these, profiles of the net chemical reaction 
rates have been calculated. These data, combined with knowledge of the complete microstructure of the 
flames studied, suggest that CF2 is formed in this flame principally by the reaction CF3 + H —► HF + CF2 (2), 
and k2 = 2 X 1014 cm3 mol-1  s_1 at 1540 K. The decay of CF2 is via reactions with the major flame radicals, 
CF2 + (O, H, OH) —► products, with rate constants of the order of (1-5) X 1013 cm3 mol-1 s ' 1. The implica­
tion of these reactions for the mechanism of flame inhibition by fluorocarbons is discussed.

Introduction

The reactivity of difiuorocarbene continues to be of interest 
in the field of carbene chemistry in general,1 and it is of direct 
practical interest from the viewpoint of the mechanism of the 
high-temperature pyrolysis and oxidative degradation of 
fluorocarbons and fluorocarbon polymers.2,3 The CF2 radical 
has been produced by photolyses,4-6 pyrolyses,1,7,8 and by hot 
atom9 and shock tube2,10-15 techniques. It has been reported 
as a product of hydrocarbon-fluorine flames16 and has been 
investigated spectroscopically using a matrix isolation tech­
nique.17 The radical has been generated in or introduced into 
the ion source of mass spectrometers by several techniques, 
and its appearance potential is well established.18-20 Spec- 
trophotometric monitoring of CF2 in flash photolyses and 
shock tube studies has provided the most direct determina­
tions of rate constants for recombination of CF24,5 and, re­
cently, for reaction with 0 2 at high temperature.15 Rate data 
are also available for reaction between CF2 and HX ,9 C2F4,5,6 
and CF3H.14 There have been little data reported on reactions 
of CF2 with atomic and radical species;21 it appears that such 
reactions are important in high-temperature C/F/O systems.15

We report here observations of difiuorocarbene in low- 
pressure methane flames to which small amounts of CF3Br 
have been added. Considerable information is available for 
radical and stable species composition profiles for these flames 
as well as aerodynamic and temperature profiles.22 This in­
formation, together with the fact that the data permit a 
quantitatively meaningful kinetic analysis, leads to mecha­
nisms for the formation and decay of CF2 in the flame and to 
estimates of rate coefficients for reactions between difiuoro­
carbene and the major flame radicals. The mechanism implies 
that H atom scavenging reactions by the fluorocarbon part of 
the CF3Br molecule contribute to its observed effectiveness 
as a flame inhibitor.

Experimental Section
The apparatus used was constructed to study the chemical 

microstructure of low-pressure flat flames. The details of 
construction and its performance have been described,22-26 
so only a limited description will be given here.

Near stoichiometric methane—oxygen-argon flames and 
their analogues containing <1% CF3Br are burned on a cooled, 
porous plug copper burner with a diameter of 10 cm. The 
pressure is maintained at 32 (±0.02) Torr. Under these con­
ditions, the flame appears as a steady luminous disk about 3 
mm thick and sitting about 2-3 mm above the surface of the 
burner. The burner can be moved vertically, and its distance 
from a fixed sampling cone can be measured precisely. This 
sampling cone, constructed from quartz, has an outside angle 
of about 38°, and the orifice at its tip has a diameter of 87 p . 
It is fixed to a cooled flange, which forms the interface between 
the low-pressure flame housing and a differentially pumped 
two stage quadrupole mass spectrometer (Extranuclear 
Laboratories EMBA II).

As the flame gases expand into the low-pressure (~5 X 10-5 
Torr) region downstream of the orifice, their temperature 
drops rapidly, and chemical reactions are effectively 
quenched. The expansion, initially in the slip-transition flow 
regime, makes the transition to molecular flow upstream of 
a second cone, through which the central portion of the mo­
lecular beam is admitted to the mass spectrometer proper. 
The beam is modulated by a toothed chopper wheel upstream 
of the electron impact ionizer. An electron multiplier (14-stage 
Cu-Be or Channeltron) is used to detect the mass analyzed 
ions. Detection of signals in phase with a reference signal from 
the chopper wheel permits distinction between ions origi­
nating from molecules within the beam and those randomly 
scattered off surfaces in the mass spectrometer.

Temperature profiles were determined using fine wire 
(0.0025 cm) Pt/Pt-10% Rh thermocouples coated with silica 
to reduce'catalytic reactions on the metal surface. Radiation 
corrections were calculated using the formulation by Kas- 
kan;27 the emissivity of the coated wire was measured to be 
0.22 ±  0.02. Area expansion ratios, required for velocity profile 
calculations, were measured on unignited gas using hot wire 
anemometers calibrated in situ.28

The sampling system mass spectrometer is calibrated di­
rectly for the major stable species from mixtures of known 
composition passed through the burner without ignition, and 
otherwise sampled in exactly the same manner as with the 
flame. The procedures used to identify, calibrate for, or esti­
mate the concentration of minor stable species are specified
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elsewhere.29 The procedure for. estimating radical concen­
trations will be discussed presently.

Cylinder gases (Ar, O2, CH4, and CF3Br) were of the highest 
purity available commercially; all had stated purities of 99.99% 
except CF3Br (99%). The gases passed through Drierite and 
molecular sieve traps before entering the critical flow system, 
and their purities were checked periodically by mass spec- 
trometric analyses.

The use of molecular beam sampling techniques allows the 
possibility of sampling atom and radical species, as well as 
highly reactive stable species, in addition to the normal flame 
gases. We routinely sample quantitatively species such as H, 
OH, CH3, and 0  from flames, and others have successfully 
applied similar techniques to flames as well as a variety of 
dynamic sampling problems.30-33 In flame-microstructure 
studies, species concentration, temperature, and gas velocity 
are determined along an axis, here called z, perpendicular to 
the flame front as a function of distance from a fixed reference 
point in the flame,34 here taken to be the burner surface. 
Meaningful analyses of these profiles for rate data require 
either that the sampling probe presents acceptably small 
perturbation to the flame, or that quantitative corrections be 
made for the perturbation. In either case, it is necessary to 
demonstrate, by calculation or experiment, the perturbing 
effect of the probe. We have empirically characterized the 
molecular-beam probe used in this study25 and have assessed 
the accuracy with which one might expect to determine rate 
constants for elementary reactions at flame temperatures 
using this sampling technique.26 A properly constructed probe 
offers no visual perturbation to the flame and shows concen­
trations of species and temperature at a given point in the 
flame to be those characteristic of a position slightly upstream 
of the actual physical location of the probe tip.34 For certain 
well-known flame reactions for which the radical concentra­
tions can be determined to ±50% or better (e.g., H ±  O2 —*• OH 
+ 0 ) rate constants can be evaluated in good agreement with 
literature values measured in the same temperature range.29 
For other, less well-defined reactions, the limitations of ac­
curacy for the rate constants are dominated by the lack of 
definition of the mechanism and the uncertainties in knowl­
edge of the absolute radical concentrations involved.26 The 
limitations specific to the reactions examined here will be 
noted as those reactions are discussed.

Identification of the CF2 Radical
An unignited mixture of CH4 (10.1%)-O2 (21.2%)-Ar 

(67.6%)-CF3Br (1.1%), passed through the burner and sam­
pled in the usual fashion, gives no signal at 50 amu with an 
electron energy of 14.5 eV and other adjustable instrument 
parameters optimized for high sensitivity. When the flame is 
ignited without CF3Br, no signal is observed at 50 amu, 14.5 
eV, anywhere across the flame front. When CF3Br is added 
to the flame, a signal is easily detected at mass 50. The vari­
ation of the intensity of the signal at mass 50 was measured 
as a function of distance from the burner surface using several 
electron energies. These profiles are shown in Figure 1. The 
70-eV profile is typical of the CF3Br decay profile22 usually 
monitored at the base peak, 69 amu, and the intensity of the 
signal at mass 50 at 70 eV is everywhere directly proportional 
to that at mass 69. The CF2+ ion is a fragment ion in the nor­
mal electron impact spectrum of CF3Br and at high electron 
energy dominates the profile of mass 50. At lower electron 
energy, the 50-amu profile has the character of an interme­
diate flame species, but with some contribution from CF3Br 
close to the burner. Finally, at low enough electron energy, a

Figure 1. Profiles of the mass spectral intensity at 50 amu at various 
energies of the ionizing electrons, "he initial composition of the flame 
gases was 10.1% CH.4- 2 1 .2 % 02-67.6% Ar-1.1% CF3Br; pressure, 
32 Torr; initial linear flow velocity, 48 cm s-1 .

profile is observed of a species initially absent from the re­
acting mixture, maximizing in the primary reaction zone, and 
decaying to zero. Thus, the signal at 50 amu at low electron 
energy is associated with the presence of CF3Br in the flame, 
but does not arise from dissociative ionization of the inhibitor 
molecule. Similar results were obtained from a flame con­
taining 0.3% CF3Br.

To further characterize the source of the signal at 50 amu, 
a number of appearance potential measurements were made. 
The electron energy distribution in the high efficiency ion 
source of the mass spectrometer is broad relative to that of 
conventional ionizers, and it has been previously demon­
strated24 that the accuracy of appearance potential mea­
surements using a simple linear extrapolation is about ±0.5 
eV. This will also be apparent from the succeeding discussion. 
The argon constituent of the flames provides a convenient 
reference gas for calibration of the electron energy scale, and 
its ionization efficiency curve was determined simultaneously 
with that of the species in question.

An ionization-efficiency curve determined at z ~  0.5 cm, 
where the maximum occurs in the profile, is shown in Figure
2. At this point in the flame, the appearance potential for the 
species observed at 50 amu was found to be 11.6  ±  0.2 eV, 
where the limits refer to the precision of the measurement. 
This is in good agreement with values expected for ionization 
of CF2. The ionization potential for the CF2 radical has been 
recently reported to be 11.5 eV,20 and appearance potential 
measurements with conventional ion sources have yielded 
values of 11.7 eV.18’19 The ionization efficiency curve of Figure 
2 shows distinct structure, suggesting contributions to mass 
50 from other sources above approximately 20 eV, presumably 
CF2+ from CF3Br. To verify this, an ionization efficiency curve 
was determined for 50 amu at a point in the flame close to the
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Figure 2. Ionization efficiency curve for 50 amu determined at z ~  0.5 
cm for the flame described in Figure 1.

burner surface, where the low electron volt profile data (Figure 
1) indicate that [CF2] = 0. This curve is shown in Figure 3. The 
low-energy contributor is clearly absent from the curve and 
the appearance potential measured is 20.5 eV, within the range 
of literature values quoted for formation of CF2+ from CF3Br 
(18.3, 21.4 eV).3S Shown as an insert in Figure 3 is an appear­
ance potential measurement for 69 amu, CF3+, determined 
where the CF2 is at a maximum. The value measured is 12.1 
eV, compared with 12.1-12.5 eV reported for the formation 
of CF3+ from CF3Br.35

In methane flames containing CF3Br, several intermediate 
stable species associated with the inhibitor have been ob­
served;22 these species might be expected to make some con­
tribution to the mass 50 peak at normal electron energies. It 
is necessary to examine the possibility that they might be re­
sponsible for or contribute to the low electron energy signal 
at 50 amu. The species in question are CH2CF2, F2CO, and, 
if sufficient inhibitor is present, CF3H. For the flames con­
taining 1% CF3Br initially, the maximum mole fractions ob­
served (and the distance from the burner surface at which the 
maximum occurs) for these intermediates are 1.0 X 10-3 (z 
= 0.52 cm), 1.8 X 10~3 (z = 0.68 cm), and 6.5 X 10~5 (z = 0.57 
cm), for CH2CF2, F2CO, and CF3H, respectively. Appearance 
potential measurements for CF2+ from these species have 
been reported only for CF3H (14.7 eV, 20.2 eV),35 and these 
are well outside the experimental error of the appearance 
potential measurements made here. Furthermore, the in­
tensity at 51 amu, which is about seven times that of 50 in the 
“pattern” of CF3H,36 is zero everywhere across the flame front 
under the measurement conditions of the CF2 profile. 
Therefore, no contribution is made by CF3H to the signal at 
50 amu at 14.5 eV.

Appearance potentials for CF2+ from CH2CF2 and F2CO 
can be estimated from enthalpy of formation data. For 
CH2CF2, AP(CF2+, CH2CF2) = Aif°f(CF2+) + AHVCH2) -  
A //°f(CH 2CF2). Using the values recommended by Lifshitz 
and Long37 for the enthalpies of formation, AP(CF2+, 
CH2CF2) is about 17.5 eV compared with 11.6 eV observed.

The CF2+ ion is a very minor species in the fragmentation 
of excited CH2CF2+ ion38 and, in fact, is not reported at all in 
standard compilations of mass spectral data.36 Using the

Figure 3. Ionization efficiency curve for 50 amu determined at z ~  0.06 
cm for the flame described in Figure 1. The insert shows an ionization 
efficiency curve for 69 amu determined near the [CF2] maximum.

patterns reported by Lifshitz and Long, and taking into ac­
count the discrimination of our mass filter over the range 
50-64 amu, we estimate that the contribution to 50 amu from 
CH2CF2 at 70 eV is less than one-third the signal actually 
observed at 14.5 eV, and is bound to be negligible at the lower 
electron energy.

Finally, one can calculate the appearance potential for CF2+ 
from F2CO to be 19.3 eV when AH°{ for 0  and F2CO are taken 
from Benson.39 The CF2+ ion is also reported to be a very 
minor species in the F2CO mass spectrum.36 However, in this 
case, the profiles for mass 50 and for mass 47 or 66 (i.e., F2CO) 
are sufficiently different that it is clear by inspection alone 
that they do derive from the same species in the flame. The 
F2CO profile reaches a maximum around z = 0.7, well down­
stream of that for 50 amu; the maximum is broad and the 
decay is slow, so that the profile has a long tail on the down­
stream side, reaching zero at z ~  2 cm. All of these charac­
teristics are in contrast to the profile shown in Figure 4.

In summary, the appearance-potential measurements, to­
gether with a consideration of the profiles and nature of other 
possible interfering species, lead to the conclusion that the 
species observed at low electron energy at 50 amu is the CF2 
radical. As will be shown later, the absolute concentration of 
this radical in this system is low, about two orders of magni­
tude lower than in the shock tube10 and photolytic4 studies, 
where the radical was monitored via its optical absorption. 
Optical detection of CF2 in flames might be possible under 
certain optimum conditions, but for our system it would re­
quire instrumentation sufficiently stable and sensitive to 
detect a 0.5% attentuation.

Estimation o f Concentration o f CF2

The concentration of CF2 can be estimated using a tech­
nique that has been applied previously to the major flame 
radicals.24 It is assumed that the ionization cross sections for 
the species in question and another chemically similar species 
have the same ratio at equivalent energies above their ap­
pearance potentials as they have at 70 eV. With a knowledge 
of those cross sections and by measuring the relative intensi­
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Figure 4. Concentration profile for CF2 and CF3Br. The flame is that 
described for Figure 1.

ties at the appropriate electron energies, the relative con­
centrations can be calculated. In this case, we chose CO2 for 
comparison with CF2. This may not be an optimum choice 
from the viewpoint of similar chemistries (although it is not 
as bad as it might, at first, appear because of the remarkably 
low reactivity of the radical4), but an equally critical re­
quirement in this quadrupole system is that ions with nearly 
the same mass are compared. There is the additional advan­
tage to using CO2 that the required total ionization cross 
section for CO2, Qco2> has been measured directly. The cross 
section for CF2 must be estimated. A simple additivity cal­
culation using Mann’s41 atomic cross sections gives a value of 
4.82 X 10-16 cm2 (based on 70 eV and Qat — 3.62 X 10~16 cm2). 
However, Beran and Kevan have found that perfluorocarbons 
generally have measured ionization cross sections less than 
additivity calculations predict. Using their empirical corre­
lation, eq III, a value of 3.39 X 10" 16 cm2 is calculated for Qcp2, 
and is taken to be the better approximation. Then

- X c f 2
x  Qco2(70eV) h 0(E° + b) 

C° 2 Q c f 2 ( 7 0  eV) IU(E° + b)
where X  denotes mole fraction; E°, the appearance potential; 
and b, a constant. The mole fraction of CO2 is known from 
calibration, and (150/ / 44) was measured to be 0.017 ±  0.001 at 
the maximum of the CF2 profile. This gives -XcF2(max) ~  4.5 
X 10-4 in the 1% GF3Br containing flame. This value is used, 
together with argon as an internal standard, to generate a 
concentration profile from the intensity profiles. It is difficult 
to accurately estimate the uncertainty in this value but, con­
sidering the various assumptions made, a factor of 2 would be 
appropriate. Figure 4 shows the concentration profile for CF2 
in the 1% flame together with that of CF3Br for orientation 
purposes.

The maximum X c f 2 in the flame containing 0 . 3 %  CF3Br 
was estimated by comparing intensities at 5 0  amu directly 
with that of the 1% flame, both measured under the same 
conditions. The maximum CF2 mole fraction in this flame was 
1 . 6  X 1 0 ~ 4 .

Kinetic Analyses
In order to obtain rate data from a profile such as that 

shown in Figure 4, it is necessary to take into account the fact 
that in a system with concentration and temperature gradients 
as large as in the flame, mass and thermal diffusion contribute 
importantly to the observed concentration at a point. The net 
chemical reaction rate, K ¡, of a flame species can be deter­
mined by evaluation of the following equation:

Kdz)
PqVq dGj(z) 

A(z)Mi dz
where

Gi(z)
Mj

E-XiMi [* i(z )
Dj-At / dXj(z) kTi dT (z)\ I
u(z) \ dz T(z) dz /  J

In these equations, p is the mean density; v, the bulk flow ve­
locity; A, the area expansion ratio; M, the molecular weight; 
X, the mole fraction; T, the temperature; D, a binary diffusion 
coefficient; and kr, the thermal diffusion ratio. The subscript 
i associates the quantity with the species i, and subscript 0 
refers to unburnt gas conditions. The development of these 
equations from physical modeling of the flame may be found 
in standard reference books,34’43 the specific computational 
techniques used to analyze profiles from low-pressure flames 
have been documented,44 and some results for reaction rate 
coefficients are also available.22’26 We apply the techniques 
here to the CF2 radical and use the derived information to 
construct a mechanism for the formation and decay of CF2 in 
the flame and to estimate rate coefficients for some of the 
reactions involved. Z)cF2-Ar and fer(CF2) were evaluated using 
the Lennard-Jones potential with the parameters suggested 
by Svehla.45 The net reaction rate for CF2 calculated in the 
flame containing 1% CF3Br is shown as a function of distance 
from the burner surface in Figure 5. The same quantity for 
CF3Br is also shown.

It has been found that in stoichiometric flames containing 
0.3% CF3Br,22 the reaction responsible for 90% of the disap­
pearance of the inhibitor is

CF3Br + H — HBr + CFS (1)

We have been unable to detect unambiguously the CF3 radical 
in these or the 1% CF3Br containing flames. The CF2 radical 
is readily detectable in both cases, however; this, together with 
the fact that in the 0.3% flame, no species is observed con­
taining the CF3 group intact, leads to the conclusion that the 
CF3 radical is rapidly destroyed. It seems reasonable to sup­
pose that CF2 is a product of this destruction and, further, that 
it is the principal source of CF2 in the early part of the flame. 
Of all of the reactions that can be written forming CF2 from 
CF3 in this system (including those with CH4, OH, O, Br, and 
H 02), only

CF3 + H HF + CF2 + 40.5 kcal m ob 1 (2)

is exothermic and therefore may be fast. Since H atoms diffuse 
rapidly into the low-temperature region of the flame and since 
H is the dominant radical in these flames, reaction 2 is prob­
ably the most important source of CF2. Two other reactions 
could conceivably contribute to the formation of CF2:

CF3H — HF + CF2 (3)

and
CH2CF2 + O -  H2C0 + CF2 (4)

Small amounts of CF3H were observed in the 1% CF3Br con­
taining flames. However, reaction 3 is unlikely to be anywhere 
near its high-pressure limit under the conditions of the 
flame;14 therefore, the use of the reported rate coefficient14 
for (3) will overestimate its importance in this system. In fact, 
we can estimate the rate constant for (3) in our system from 
the minimum value of A cfjH, where reactions forming CF3H 
can be considered negligible. The rate constant so calculated 
is six times less than that expected from the literature value.
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TEMPERATURE, °K x ICT2

Figure 5. The net chemical reaction rate profiles for CF2 and CF3Br 
determined from analyses of the profiles shown in Figure 4.

Reaction 4 is assumed to occur with a rate coefficient equal 
to that of the parallel reaction giving F2CO + CH2 as product; 
this coefficient has been estimated at flame temperature from 
previous studies.22 Using these rate coefficients and the 
measured reactant concentrations and temperatures, it is 
found that reaction 3 could account for 4% and reaction 4 for 
19% of the observed maximum net formation rate of CF2. 
Thus, reaction 2 accounts for >75% of the CF2 formation.

If the concentration of CF3 can be determined, then an es­
timate for the rate coefficient of reaction 1 can be made. The 
observation of CF3H in the 1% CF3Br containing flame pro­
vides a means of determining [CF3] if the reactions of CF3H 
can be properly evaluated. CF3H is formed by H atom ab­
straction reactions between the CF3 radical and species such 
as H2, CH4, H20 , and HBr in the flame. Rate constants for all 
these abstraction reactions except H20  Eire available.46’47 We 
take the rate constant for the analogous reaction with H2S47 
as a reasonable approximation to that with H20 . A direct re­
combination of CF3 with H has also been postulated as a for­
mation route in these systems.48 The consumption of CF3H 
is most likely via reaction with H atom since the decay occurs 
relatively early in the flame, where the concentration of that 
atom is large relative to O, OH, and H 02. A rate coefficient for 
this reaction was calculated by Skinner and Ringrose.49,56 
Reaction 3 also contributes to the net rate of reaction of CF3H. 
Assuming these seven are the only important reactions in­
volving CF3H in the flame, and with a knowledge of the net 
reaction rate of CF3H calculated from the profile data, X cf3 
can be estimated. Its maximum value was found to be 3 X 10-5 
at z ~  0.5 cm. The value changes by about a factor of 2 for an 
order of magnitude change in the rate coefficient for either the 
recombination reaction, CF3 + H -*■ CF3H, or the abstraction 
reaction with water, CF3 + H20  —* CF3H + OH, the two re­
actions that are the least well defined. Based on our maximum 
sensitivity for radicals species in general24 and on the fact that, 
to avoid interference from CF3Br, it is necessary to work at 
electron energies only a few tenths of an electron volt above 
the appearance potential for CF3+ from CF3 in the search for 
this radical, it is not surprising that we were unable to detect 
CF3, even in the flame containing 1% CF3Br.

Using the calculated X c f 3, we evaluate the rate coefficient, 
fe2, of reaction 2 at the point of maximum net formation of CF2 
to be 2 X 1014 cm3 mol-1  s_1 at 1540 K. For this calculation, 
all of the uncertainty in the determination of X cf2, R cf2> and 
X c f 3 propagate into fc2, so that this number is good only to 
within an order of magnitude. Since the calculated value 
corresponds to the reaction occurring about every tenth gas 
kinetic collision, it probably errs on the high side.

The decay of CF2 in the flame can proceed by several routes. 
We have considered the possibility of CF2 reacting with all the 
major and minor observed constituents of the flame, and the 
results of these considerations are summarized in Table I. The 
table is divided into three parts, and each will be discussed in 
turn. Part A lists those reactions that are primarily responsible 
for the consumption of CF2 in the flame. These reactions are 
all thermodynamically favorable and although there is no 
quantitative information available regarding their rates, there 
is qualitative evidence that they can be fast. Bauer et al.2 in 
their shock tube studies of the oxidation of perfluoroethylene 
suggest that reaction 7 has a rate constant very much larger 
than that for the reaction of CF2 and molecular oxygen, re­
action 11. Other shock-tube studies of the C2F4- 0 2 system 
have led to similar conclusions, but favor reaction 610 or re­
action 815 as the dominant reaction path for CF2 + 0. Reac­
tions of CF2 with H and OH have not been characterized, but 
must be considered here since H and OH concentrations are 
appreciable (actually greater than [0 ] everywhere in the 
flame) and, sterically, reaction with H should be more favor­
able than with O. It is not possible to distinguish among re­
actions 5-10 because they do not lead to unique products in 
this system. At the point in the flame where CF2 is disap­
pearing rapidly, there are parallel reactions forming HF, 
F2CO, and CO.22

Part B of Table I lists reactions that could occur but can be 
shown quantitatively to be unimportant. For each of the re­
actions shown, some rate constant data are available, and are 
found in the references cited. This data, together with the 
measured concentrations of the reactants, permit calculation 
of the rate of disappearance of CF2 in the flame by the reaction 
in question. The calculated rate may be compared with the 
observed rate of disappearance of CF2. None of the reactions
11-17 can account for as much as 1% of the observed decay 
rate and usually not even 0.1%. For example, the most im­
portant of these, reaction 12, has a rate constant of 1.1 X 1010 
cm3 mol-1  s~x ~  1800 K ,15 where K qf2 is a minimum (see 
Figure 5). The mole fraction of CF2 at this point in the flame 
is 8 X 10-5 and of 0 2, 6.9 X 10~2. The rate of disappearance 
of CF2 via reaction 11 is 5.3 X 10~9 mol cm-3 s_1.The observed 
rate of decay of CF2 of 6.2 X 10“ 7 mol cm-3  s_1 and thus re­
action 11 is of negligible importance in this flame. Analogous 
calculations for the other reactions listed in part B lead to 
similar conclusions.

Part C of Table I lists those possible reactions that are 
considered to be slow, but for which it is not possible to 
quantitatively demonstrate that fact. Some of these reactions 
are assumed to be relatively slow because of their endother- 
micity.

That CF2 is remarkably unreactive toward alkanes, olefins, 
and gases such as 0 2, H2, and CO has been noted by various 
investigators.4’5’50 The rate constant for the reaction of CF2 
with either C2F45 or C2H44 is found to be smaller than that for 
reaction with 0 2 at room temperature.

Even at 500 K, little reaction was observed between CF2 
produced in a discharge and reagents such as C3H8, CO, or H2, 
although small amounts of the recombination product, C2F4,
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TABLE I: Possible Reactions of CF, in TABLE II: Rate Coefficients Determined for Reactions of
Inhibited Methane Flames CF, in Inhibited Methane Flames

(5)
(6 )
(7)
(8) 
O )

(10 )

(1 1 )
(1 2 )
(13)
(14)
(15)
(16) 
(17)

(18)
(19)
(20) 
(2 1 )

(22)

(23)
(24)
(25)
(26) 
(27)

A. Major Reactions Consuming CF, 
CF, + H -» HF + CF 
CF, + 0->C O  + F + F 

-> F,CO 
->■ FCO + F

CF, + OH -*■ CO + HF + F 
F,CO + H

B. Reactions that Are Quantitatively Slow
Ref

CF, + O, -»• F,CO + O 1 15-» CO + 2F + o l
CF, + CF, -> C,F4 4, 5, 6
CF, + M ->■ CF + F + M 11
CF, + HF -> CF,H 9
CF, + HBr -* CF,HBr 9
CF, + CF,H -> C,F4 + HF 14
C. Reactions that Are Qualitatively Slow

CF, + CH, -*■ HF + CFCH, Endothermic
CF, + Br CF + BrF Endothermic
CF, + CF,Br C,F4 + BrF Endothermic

(CH4 i
CF, + | Cq  J products 50

'  CO, '
CF, + CH,CF, -* H,C— CF,2 2 2 * \ /  * 5,6

c
F2

CF, + F,CO -*■ CF, + FCO Endothermic
CF, + O -> CF + FO Endothermic
CF, + OH -*■ CF + FOH 
CF, + H,CO -*■ products 
CF, + CH3Br -*■ products

Endothermic

were observed.50 There appear to be no data reported on the 
reactions of CF2 with H2CO or CH3Br, for which exothermic 
reactions can be written. However, even if these reactions were 
to have rate coefficients equal to that of reactions with the 
major radical species, it is unlikely that they could be signif­
icant in this system since, at the point of the maximum rate 
of CF2 decay, the concentrations of CH3Br and H2CO are 100 
and 10 times smaller, respectively, than any one of the major 
radical species.

Although it is not possible to distinguish among reactions
5-10, we can estimate a rate constant for reaction of CF2 with 
H, 0, and/or OH as follows. We consider that at 1800 K, where 
K c f 2 is a minimum, the observed net reaction rate is the rate 
of decay of CF2, i.e., CF2 is no longer being formed. This is 
reasonable since [CF3] ~  0 at this point in the flame. If we 
assume that the rate coefficient for reaction with each of the 
radicals are equal, then

K cf2 = —d[CF2]/df = &r[CF2] £  [i] i = H, O, OH

and k r can be calculated. It is found to be 1.0 X 101 3  cm3 mol-1  
s-1. Alternatively, we may assume that reaction with a single 
radical dominates the decay of CF2. Then

K CF2 = ki[CF2][i] i = H, 0 , or OH

We find that k\ is 2.4 X 1013, 4.9 X 1013, or 2.5 X 1013 when the 
dominant radical reactant is assigned to H, 0 , or OH, re­
spectively. The results of these two types of calculations 
permit a bracketing of the rate coefficient for the reaction 
between CF2 and these species. It should be noted that errors 
in the absolute concentration of CF2 do not propagate into the 
rate constant here because of the R 'c f 2/ [ C F 2] term. However,

Reaction T, K k, cm3 mol s 1

CF3 + H ^ HF + CF, 1540 2 X 10 1 4

CF, + (H,0,OH) -> 18C0 1 X 1013,
products if kH = k0 = /¡oh

CF, + H -* products 1800 2 X 1013,
if > k0 , /¡oh

CF, + O ->• products 1800 5 X 1013,
if k0 > feH, k0 H

CF, + OH -*• products 1800 3 x 1013,
if /¡o h  »  k0 , k H

the net reaction rate for CF2 does depend upon the value of 
the diffusion coefficient for CF2 in argon, and, by necessity, 
this is calculated from a model for molecular interactions that 
is not very realistic for radical species. We estimate that the 
rate constants calculated for CF2 + H, O, or OH, an average 
between the two types of calculations, are good to a factor of 
5 or better.

A summary of the rate coefficients determined for reactions 
relating to CF2 in the flame is given in Table II. There are no 
literature data available for comparison of the rate coefficients 
for CF2 reactions estimated here, formation or decay. Keating 
and Matula15 conclude that the reaction CF2 + 0  —► FCO + 
F can be important in shock tube studies of C2F4- 0 2 oxidation 
as the oxygen concentration is increased. The (gas kinetic) 
value for the reaction rate constant of this reaction used by 
them in modeling their experiments is ten times higher than 
that found here.

Comments on the Involvement o f the Fluorocarbon 
Adduct in Flame Inhibition

The use of chemical extinguishants for fire protection is now 
common. These agents are considered effective by virtue of 
their interference with the normal chain reactions responsible 
for flame propagation. The exact nature of this interference 
has been the object of a number of investigations (see, e.g., ref 
51 and the references therein). Until very recently the fluorine 
containing part of the halohydrocarbon inhibitors was viewed 
as an essentially nonreactive adduct whose function was to 
transport bromine to the flame reaction zone; bromine is 
considered to be the principal reactive agent in retarding flame 
propagation. For some time, CF3Br has been known to be 
rather more effective than one might expect on the basis of 
its bromine content52 and, in that sense, has been described 
as a synergistic system.53

In this discussion, it is important to bear in mind that there 
are significant differences between flames maintained at low 
pressure and at atmospheric pressure, but they are differences 
that are understood and can be modeled. Once the basic 
chemistry of the system is identified, the relative importance 
of any reaction under a variety of imposed conditions can be 
assessed.

The reactions proposed for the formation and decay of CF2 
are relevant to the mechanism of inhibition of CF3Br to the 
extent that inhibition does involve the fluorocarbon adduct. 
Reactions such as (2) and (5) are true atom scavenging reac­
tions since, once formed, HF does not react further in the 
flame. Reaction 7 could also have a similar effect since the 
decay of F2CO is relatively slow in the flame and could itself 
provide for a relatively rapidly bimolecular route to remove 
H atoms from the secondary reaction zone.22 The early ap­
pearance of both HF and F2CO in the flame is consistent with 
the notion that these three reactions are important.22 The fact
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that the CF2Br2 is only as effective as CH2Br2 and Br2 in re­
ducing the burning velocity of atmospheric methane flames52 
suggests that, for inhibition, reaction 2 is the most significant 
of the three.

However, other reactions proposed for the decay of CF2, 
those producing F atoms, e.g., could result; in promotion, 
rather than inhibition. Rapid F-atom abstraction reactions, 
such as F + CH4 —► HF + CH3, could hasten the decay of fuel. 
Promotion of fuel reaction at low temperature has been ob­
served in HBr-propane flames burning at 1 atm54 and was 
partly attributed to reaction of Br atoms with CjHs. We are 
unable to observe F atoms, supposing they are present in de­
tectable concentrations, because of interference at 19 amu by 
H20 , which has an appearance potential well below that for 
F+ from F atoms and whose concentration is relatively large 
throughout the flame. Since we do observe inhibition at low 
pressures55 where, according to current ideas regarding the 
Br mechanism,51 the effectiveness of the Br part of the mol­
ecule should be greatly reduced, such promotion reactions are 
unlikely to be important in this system. This further implies 
that reactions 6 , 8, and 9 are not important here, or that the 
F atoms produced react so rapidly that their concentration 
in the region where methane is being attacked remains very 
low.
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Reduction of HgX2 (X  = Cl, Br, I, SCN, or CN) in aqueous solutions by hydrated electrons or (CHs^COH 
radicals yields transient HgX radical molecules. The optical absorption spectra of HgX, except for HgCN, 
exhibit two bands: a long wavelength band the position of which is dependent on the nature of X  (Xmax 330, 
350, 355, and 415 nm for X  = Cl, Br, I, and SCN, respectively) and an approximately three times stronger 
band which peaks independently of X  around 240-250 nm. HgCN shows only one distinct peak at 285 nm 
and no comparable absorption at shorter wavelengths. The HgX radical molecules readily reduce tetranitro- 
methane and p-benzoquinone. In the absence of suitable reaction partners two HgX combine to form the 
stable Hg2X 2 except for HgCN which disproportionates. Differences between HgCN and the other HgX are 
also observed in their reactions with molecular oxygen. While HgCN transfers an electron to form 0 2-_, the 
other HgX add oxygen to form primarily a peroxy radical, -02HgX. Based on these findings and the optical 
absorption characteristics the following electronic structures of HgX are proposed: The cyano compound 
seems to be best described by a three electron bond between the mercury atom and the cyano group, 
Hg.-.CN, with the third electron in a a* orbital. A hybrid structure, -Hg-X, is assigned to the other species 
(X = Cl, Br, I, and SCN) with one of the orbitals participating in the a bond to the halide and the other con­
taining the unpaired electron.

Introduction
Mercuric halides and pseudohalides predominantly exist 

as undissociated molecules HgX2 in aqueous solution if X  = 
Cl, Br, I, SCN, and CN. Reduction eventually leads to the 
rather insoluble precipitates Hg2X 2. Only the corresponding 
mercurous cyanide, Hg2(CN)2, cannot be isolated owing to 
spontaneous disproportionation of the Hg+ oxidation state 
in this particular compound.1

A transient intermediate HgCI resulting from dissociative 
electron capture during the reduction of mercuric chloride

HgCl2 + eap-  — HgCI + Cl“  (1)

has recently been identified and characterized in a pulse ra­
diolysis study.2 The reduction was not only achieved by hy­
drated electrons, but also by other reducing species such as 
(CH3)2COH radicals. The HgCI exhibited radical character, 
for example, it readily reacted with oxygen, transferred an 
electron to tetranitromethane, and in the absence of suitable 
reaction partners dimerized

2HgCl -  Hg2Cl2 (2)

to the stable form of mercurous chloride. The HgCI showed 
optical absorption with two distinguishable maxima at 245 
nm (t 7 X 103  M _1 c m '1) and 330 nm (e 2.3 X 103  M _1 cm-1), 
respectively. Evidence for HgCI as an intermediate in the re­
duction of HgCl2 has also been found in gas phase investiga­
tions3 and is discussed in polarographic studies of chloride 
containing systems.4 Very recently, also HgCN from the re­
duction of Hg(CN)2 has been proposed.30

The present paper is concerned with the formation and 
characterization of other HgX radical species in aqueous so­
lution. From our earlier work with HgCI it became evident that 
electronic excitation of this radical molecule does not only

involve electrons located at the mercury atom.2 No absorption 
corresponding to the 330 nm band is found for either Hg22+ 
or its precursor Hg+, i.e. for mercury ions in the +1 oxidation 
state which are not attached to a hetero-atom.5 Based on the 
absorption spectra and some chemical reactions of the various 
HgX, possible electronic structures of this radical species are 
proposed.

Experimental Section
The experimental details of optical and conductivity pulse 

radiolysis measurements have already been described.0”9 The 
pulse experiments were done with high-energy electrons from 
a 1.6-MeV Van de Graaff generator (10 mA) at pulse lengths 
of 0.5-3 fis and an absorbed dose of ca. 700 rads/1 ns pulse 
duration. The experiments were carried out under commonly 
used radiation chemical conditions. Solutions were prepared 
from reagent grade compounds and triply distilled or “ Milli- 
pore” filtered water. Deoxygenation whenever required was 
achieved by bubbling with either argon or N20. The latter was 
used if eaq_ were to be converted to OH radicals (N20  + eaq~ 
—*• N2 + OH-  + OH-). Reactions involving 0 2 were usually 
investigated in air saturated solutions or 1:1 mixtures of air- 
saturated solutions with solutions saturated with N20  or 
argon.

Dosimetry was based on optical measurements of C(N0 2)3~ 
ions (e.3 5o 1.5 X 104 M_1 cm” 1) formed during the reduction 
of tetranitromethane (TNM) by eaq_ and (CH3)2COH in 
deoxygenated solutions of 10-3 M TNM and 10_1 M 2-pro- 
panol. This process occurs with a yield of G'(C(N02).-.f ) =
5.6.8 10 The dosimetry solution also served as a reference 
standard for the conductivity data.8’9 For every neutral TNM 
molecule which is reduced one C(N0 2)3-  plus the associated 
positive counter ion, Haq+, is formed. The observed conduc­
tivity signal V which is observed on the oscilloscope as a result
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of this reduction process is proportional to the yield (G or 
concentration) and the specific conductivity of the ions (A in 
Q-1  cm2).7 The product (GA)x for an unknown system X  is 
given by

(GA)x  = V x

V  TNM
G t n m A t n m (3)

With G t n m  = 5.6 [G(N02)3~ + Haq+ ion pairs formed per 100 
eV absorbed energy] and A t n m  = A c (n o 2)3-  + ^Haq+ = 360 Q-1  
cm2 the pulse induced changes in conductivity of the unknown 
system can be interpreted quantitatively.

All data given in this paper refer to room temperature.

Results
Formation and Spectral Properties ofHgX. Reduction of 

HgX2 (X = Cl, Br, I, SCN, and CN) by hydrated electrons or 
other strongly reducing agents lead to transient species 
showing significant absorption bands in the near uv and 
sometimes also the visible range. Figure la shows, for example, 
an absorption-time curve traced at 420 nm in a deoxygenated 
(Ar saturated) pulsed solution of 10-3 M Hg(SCN)2 and 5 X 
10-1  M 2-methyl-2-propanol. The latter was added to remove 
OH- radicals which are produced simultaneously with about 
the same yield as the reducing eaq- . Under these conditions 
the one-electron reduction of the mercuric compound is 
completed during the ca. 1 ¡is electron pulse, i.e., maximum 
absorption of the primary reduction product has developed 
during this time period. A different picture is seen at 270 nm 
(Figure lb). Only the initial fast increase in optical absorption 
is due to the transient species. Formation of a more strongly 
absorbing stable product in the decay reaction of the transient 
species is responsible for the second slow increase. Details on 
this process will be discussed later.

Assignment of the transient absorption from Figure la to 
the radical molecule HgSCN and corresponding absorptions 
to HgX in similar experiments with the other mercuric com­
pounds is based on the same grounds as presented for HgCl 
in our previous paper.2 Spectral considerations exclude 
complete separation of the mercury from the halide, i.e., Hg+ 
or X 2--  formation since the absorption spectra of the latter 
are significantly different. In addition kinetic salt effect ex­
periments on the bimolecular decay of the absorption in the 
absence of other scavengers indicates that the transient 
species carries no charge. Finally conductometric measure­
ments are in agreement with simultaneous X -  ion elimination, 
for example, during the reduction of Hg(CN)2 an anion is 
observed with a pK  = 9.3 identical with that of HCN. The 
underlying process for the HgX formation is therefore gen­
erally the dissociative electron capture

HgX2 + eaq-  -  HgX + X -  (4)

The bimolecular rate constants for the reaction given in eq 
4 was determined by kinetic analysis of the decay of the strong 
eaq-  absorption at 700 nm and the formation of the HgX ab­
sorption in pulsed deoxygenated solutions of various low 
concentrations of HgX2. The results are summarized in Table 
I; that for HgCl2 is taken from our previous investigation.2 The 
reduction of HgX2 by hydrated electrons is seen to occur es­
sentially by diffusion controlled processes.

Reduction of HgX2 by the «-hydroxy radical from 2-pro­
panol

HgX2 + (CH3)2COH -  HgX + X -  + Haq+ + (CH3)2CO (5)
was followed through the formation of the HgX absorption 
at appropriate wavelengths in pulsed N2Osaturated solutions

0.07 w

0 ------------- i------------- 1------------- 1------------- 1------------- 1—
250 300 350 400 450 500

A [nml — » -

Figure 1. Optical absorption spectrum of HgSCN and absorption-time 
traces at 420 nm (a) and 270 nm (b). Solution: N20  saturated, 10- 1  M 
2-propanol, 10- 3  M Hg(SCN)2. Dose per pulse: ca. 600 rads (HgSCN 
is formed with G =  5.6 molecules per 100 eV absorbed energy).

TABLE I: Bimolecular Rate Constants for the Reduction 
of HgX2 by Hydrated Electrons and (CH,-¡)2COH Radicals

k(HgX2 + eaq-), ¿(HgXa-MCHskCOH), 
HgX2 M-1 s" 1 M—1 s- 1

HgCl2a (4.0 ±  0.3) X  1010
HgBr2 (3.4 ± 0.4) X  1010
Hgl2 (3.0 ± 0.5) X  1010
Hg(SC- (4.5 ± 0.5) X  1010

N)2
Hg(CN)2 (1.6 ± 0.3) X  1010 b

(2.0 ± 0.2) X  109 
(2.4 ± 0.6) X  109 
(2.0 ± 0.5) X  109 
(2.2 ± 0.5) X  109

a Taken from ref 2. h k = 1.3 X  1010 M 1 s 1 reported in ref 30.

of 10-1  M 2-propanol and various low concentrations of HgX2. 
Under these conditions 85% of the primary radiolysis products 
of water (eaq- , OH-, and H-) are converted to the reducing 
species (CH3)2COH10 which then react according to eq 5 (the 
remaining 15% result in chemically inert /3-hydroxy radicals).10 
The bimolecular rate constants for these electron transfer 
processes are also listed in Table I. No such reaction could be 
observed for Hg(CN)2 + (CH3)2COH. The electron transfer 
reaction in this case presumably is too slow to compete with 
the combination and disproportionation of two (CH3)2COH 
radicals.

Reaction 5 was generally used to obtain the optical ab­
sorption spectra of HgX. The spectra were obtained from the 
change in optical density immediately after the pulse in N20  
saturated solutions of 10-3 M HgX2 and 10-1  M 2-propanol. 
Only the HgCN spectrum was measured in argon degassed 
solutions containing 5 X 10-1  M 2-methyl-2-propanol instead 
of 2-propanol as OH- scavenger.

The spectrum of HgSCN is shown in Figure 1. Its shape is 
essentially that of HgCl reported in our previous paper,2 i.e., 
two absorption bands are observable. The weaker band at 
longer wavelengths is, however, shifted considerably toward 
the red as compared to that of HgCl and peaks at 415 nm (e4x5
4.4 X 103 M-1  cm-1). The uv peak could not be resolved since 
Hg(SCN)2 itself increasingly absorbs with decreasing wave­
length. It seems to be very similar though to that of HgCl. The 
absorption steadily increases toward shorter wavelengths and 
may also have a maximum around 245 nm with an extinction 
coefficient which is about 2-3 times higher than that of the 
long wavelength band.
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Similar characteristics have been found for the absorption 
spectra of HgBr and Hgl, i.e., a long wavelength band, the 
position of which depends on the nature of the halide, and a 
comparatively 2-3 times stronger uv band, the position of 
which appears to be independent of the halide around 240-250 
nm.

A significant difference is observed for the absorption 
spectrum of HgCN. As can be seen from Figure 2 only one 
peak is found with Amax 285 nm, and an extinction coefficient 
(«285 3.5 X 103 M-1 c m '1) similar to that of the long wave­
length band of the other HgX. No absorption occurs around 
245 nm, i.e., the absorption band which was independent of 
the halide function does not exist.

The corresponding Xmax and cmax for the long wavelength 
absorptions are listed in Table II. Since the uv bands could 
not be resolved quantitatively except for HgCl only their ex­
istence or nonexistence is noted in the same table.

Reactions of HgX. In Figure la it can be seen that the ab­
sorption at 420 nm decays to its prepulse value. At shorter 
wavelengths, e.g., 270 nm, the initial fast rise in optical ab­
sorption due to HgSCN is followed by a slower second increase 
indicating the formation of a strongly absorbing and stable 
product (Figure lb). The kinetics of this second process are 
identical with that of the 420-nm decay both following sec­
ond-order rate laws. The final absorption in Figure lb is 
therefore attributed to the stable form of mercurous thiocy­
anate formed in the dimerization process

2HgSCN -  Hg2(SCN)2 (6)

Similarly the formation of Hg2Cl2 from HgCl2 and the other 
Hg2X 2 (X = Br and I) from the corresponding HgX could be 
observed at shorter wavelengths. No such stable absorption 
was observed during the reduction of Hg(CN)2. This, however, 
was to be expected since, as mentioned above,1 the hypo­
thetical Hg2(CN)2 does not exist in aqueous solution. Never­
theless the transient HgCN absorption also decays by a sec­
ond-order process. Since radiation chemical yields, i.e., con­
centrations of the HgX radical molecules are calculable (G 
values and dose are known) the rate constants for their bi- 
molecular decay can be derived from the measured half-lives 
at various doses. The corresponding results for 2k 2 are listed 
in Table III.

The HgX radical molecule is also very reactive toward other 
compounds. As has been established already for HgCl in our 
previous study it readily reduces tetranitromethane.2 The 
reaction

HgX + C(N02)4 -  C(N02)3-  + HgX+ + N 02 (7)

can be observed by following either the decay of the HgX 
absorption or the formation of the strongly absorbing 
C(N02)3_ ion at suitable wavelengths. The solutions used for 
these experiments were N20  saturated and also contained 
10_1 M 2-propanol, high concentrations of HgX2 (10“ 2 M or 
saturated solutions) and comparatively small concentrations 
of TNM. For the cyano compound argon and 2-methyl-2- 
propanol (5 X 10-1 M) were used instead of N20  and 2-pro­
panol. Under these conditions HgX is formed via reactions 
5 or 4 within the period of the pulse prior to any possible direct 
reaction of (CH3)2COH or eaq~ with TNM. The bimolecular 
rate constants for the electron transfer reaction 7 are listed 
in Table III and indicate essentially diffusion controlled 
processes.

A fast electron transfer is also observed for the reaction of 
HgX with p-benzoquinone which at pH 5-5.5 leads to the 
formation of the semiquinone anion

A [n m ]---- » -

Figure 2. Optical absorption spectrum of HgCN. Solution: argon satu­
rated, 5 X 10~1 M 2-methyl-2-propanol, 10~3 M Hg(CN)2 (HgCN is 
formed with G =  2.7 molecules per 100 eV absorbed energy).

HgX + f (8)

The latter may be observed directly through its absorption 
at 410 nm.11’12 The bimolecular rate constants have been de­
termined for HgCl and HgCN (see Table III); because of too 
much overlapping absorptions by the radicals involved only 
estimates of the order of magnitude of the reaction rates of the 
other HgX were possible.

The fate of the HgX+ ion, by the way, is mostly determined 
by the equilibrium HgX2 *=* HgX+ + X ". As has been men­
tioned already the dissociation constant of HgX2 is very low 
in aqueous solutions and thus the majority of HgX+ will be 
neutralized by X -  (from reaction 4 or 5). This may be observed 
through pulse radiolysis conductivity experiments and has 
been discussed in detail already for the chloro compound 
elsewhere.2

The radical character of HgX is also demonstrated by its 
reaction with molecular oxygen. In air saturated solutions («2 
X 10-4 M 0 2) of up to 10~2 M HgX2 (depending on solubility) 
the HgX absorptions decay with half-lives of <1 ns. This al­
lows estimates of >109 M_1 s_1 for the rate constant of the 
reaction HgX + 0 2 (Table III). A significant difference be­
tween HgCl, HgBr, Hgl, and HgSCN on the one hand and 
HgCN on the other hand appears to exist with respect to the 
reaction product. In case of the cyano compound clearly an 
electron transfer occurs:

HgCN + 0 2  —  HgCN+ + 02-~ (9)

The 0 2- radical anion was identified optically by its known 
absorption spectrum and its lifetime in neutral solution.13 In 
addition the formation of a negatively charged species in re­
action 9 has been observed in conductivity measurements. If 
the solution was increasingly acidified the spectrum of 0 2-_ 
was replaced by that of H 02- and the yield of the conducting 
species dropped according to the equilibrium H 02 — 0 2-_ + 
Haq+, i.e., a pK curve with pK = 4.814 was obtained.

No such reaction seems to occur with the other HgX. Op­
tical measurements which could be conducted with HgCl2 and 
HgBr2 solutions in the interesting wavelength range did not
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TABLE II: Spectral Characteristics of HgX and X2*

Long wavelength absorption
HgX 240-250 absorption m̂axi rim m̂axi M  ̂Cm x 2 - Amax» nm Ref

HgCl“ + 330 2.3 x 103 Cl2- 345 16
HgBr + 350 4.3 X 103 Br2-_ 365 17
Hgl + 355 3.2 X 103 b Ir“ 380 18,19
HgSCN + 415 4.4 X 103 (SCN)2- 475 19, 20
HgCN - 285 3.5 X 103 c (CN)2-- 290 21

a Taken from ref 2. b This is a lower limit. Owing to the low solubility of Hgl2 reduction possibly is not quantitative. '  ( 3.8 X 109
M_1 cm 1 reported in ref 30.

TABLE III: Rate Constants (in M-1 s ') for Reactions of HgX

HgX 2k2(HgX + HgX) k (TNM + HgX) k(02 + HgX) fe(PBQ +HgX) k(PBQ + -02HgX)

HgCF 0.8 X 101 0 4.5 X 109 1 X 109 3.0 X 109 0.6 X 109

HgBr 0.8 X 101 0 2.2 X 109 > 1 0 9 > 1 0 9 0.7 X 109

Hgl 0.5 X 101 0 1.4 X 109 > 1 0 9 > 1 0 9

HgSCN 0.6 X 101 0 2.8 X 109 > 1 0 9 > 1 0 9 1.0 X 109

HgCN 1.2 X 101 0 3.1 X 109 4 X  1 0 9 3.5 X 109

° Partially taken from ref 2.

show any absorption attributable to 0 2*~ or H 02-. Further­
more, no conductivity signal indicating 0 2-_ ion formation 
could be detected in the appropriate pH range. A different 
mechanism therefore has to apply and the most likely initial 
step would be addition of the oxygen to the HgX radical:

HgX + O2 —1- -02HgX —► products (10)

Such a reaction, i.e., formation of a peroxy radical, has been 
established for most of the organic radicals in their reaction 
with oxygen.15

0 2-~ radical ions are known to transfer their electron to 
p-benzoquinone (PBQ) in the forward reaction of the equi­
librium

0 2-- + PBQ ^  0 2 + P B Q - (1 1 )

while most of the organic peroxy radicals do not.12 It was 
hoped that the formation of 0 2‘_ from reaction 9 and -02HgX 
from reaction 10 could be distinguished through their reaction 
with p-benzoquinone. However, both 0 2-_ and -02HgX 
readily transfer their electron to PBQ with even similar rate 
constants (see Table III). Such reducing properties of peroxy 
radicals are not unusual though: «-hydroxy-peroxy-radicals

for example, have been found to reduce suitable electron ac­
ceptors, such as, tetranitromethane with rate constants being 
only slightly lower than for the corresponding reaction of 
0 2-~.15b

Discussion
In the reduction process of HgX2 the mercury may be re­

garded as being formally reduced from the +2 to the + 1  oxi­
dation state. The absorption spectra of the transient HgX, 
however, not only show the optical characteristics of an iso­
lated mercurous ion, Hg+, which absorbes at 250 nm and 
below,5 but also indicate a strong influence of the halide/ 
pseudohalide group. A covalent structure similar to HgX2x is 
therefore attributed to the HgX radical. Owing to the different 
electron affinity of X  the HgX bond may exhibit more or less

ionic character (Hg+X _ ) as has been suggested for HgCl, for 
example, from EPR data.29 Electronic excitation of HgX in 
any case could involve electrons which are not just located at 
the mercury atom.

It is interesting to compare the long wavelength absorption 
bands listed in Table II with those of the X 2-~ radical ions.16~21 
The HgX bands are seen to be shifted in the same direction 
as the X 2-_ bands with varying X. Differences exist only in the 
quantitative extent, in that the shift is larger for the X 2-~ 
absorptions. Also extinction coefficients are higher for the 
latter.

Based on EPR measurements on, for example, Cl2-~ in solid 
matrices, the electronic structure of X 2*~ is described by a 
three electron bond between the two halide atoms

| X /.§

with the third electron being located in a a* (antibonding) 
orbital.22 From anisotropic spin coupling data it appears that 
essentially only p and no d orbitals participate in the forma­
tion of a*. Such three electron bonds are also indicated by 
looking at optical absorptions and EPR spectra of mixed ha­
lide radical ions XY” , e.g., Br(SCN)*- ,23 complex thioether 
radical cations, (R2S)2-+,24>25 and their seleno analogues, 
(R2Se)2-+.26 A similar structure

Hg.-.xj
may therefore be attributed to the HgX radical molecule. A 
trial to obtain more information through EPR measurements 
using the pulse sampling technique by Fessenden and Schu­
ler27 failed, however, where no signal at all could be detected, 
presumably mainly on account of too short a lifetime of HgX 
in aqueous solution.

On the other hand, mercury is known to accommodate 
electrons in 6s 6p hybrids, particularly in covalent molecules 
such as HgX2.x Accordingly the HgX could equally well exist 
as

•Hg-X|
II

with one hybrid orbital forming the a bond, the other con­
taining the unpaired electron.

The Journal o f Physical Chemistry, Voi. 80, No. 10, 1976



The most likely process responsible for the long wavelength 
absorption band, i.e., the one which depends on the halide 
function, appears to be an n,cr* transition of a nonbonding 
electron of the halide or of the sulfur in the SCN group. The 
absorption of HgCN is almost identical with that of (CN)2*_ . 
This would indicate that it is an electron of the CN group 
which is excited, which could be either a nonbonding electron 
from the nitrogen or a rr electron from the CN bond. In any 
case the above considerations do not help to distinguish be­
tween the electronic structures I and II.

The stronger uv absorption band of HgX peaking around 
250 nm is attributed to a transition of an electron which is 
more or less exclusively located at the mercury atom since its 
position does not seem to depend on the nature of X. Fur­
thermore, the naked Hg+ radical ion has been found to absorb 
at the same wavelength and with about the same extinction 
coefficient.5 The existence of the 250-nm band therefore fa­
vors structure II for HgCl, HgBr, Hgl, and HgSCN. The 
complete lack of this absorption band for HgCN on the other 
hand strongly suggests structure I for this species, i.e., a three 
electron bond between the mercury and the CN group. (Other 
low wavelength absorption bands, i.e., Xmax < 240 nm, ob­
served for Hg+,5 HgCN,30 and also indicated for X 2-~ are not 
taken into consideration since strong ground state absorptions 
of HgX2 did not permit corresponding optical measurements 
for all HgX.)

Both structures seem to be able to transfer their unpaired 
electron to suitable electron acceptors such as tetranitro- 
methane or p-benzoquinone. They behave differently, how­
ever, toward oxygen. The “ hybrid” structure II seems to add 
oxygen whereas the “ <r*” structure I rather transfers its elec­
tron to O2. It may be interesting to note that carbon centered 
radicals with sp3 hybrid electron functions (i.e., where the 
electronic situation is more similar to structure II) also pri­
marily add oxygen.

The difference in electronic structure between HgCN and 
the other HgX might also help to explain the different 
probabilities to form stable Hg2X 2 molecules. Structure II is 
expected to facilitate radical-radical combination the result 
of which is Hg2Cl2, Hg2Br2, Hg2I2, and Hg2(SCN)2 formation. 
The HgCN may rather undergo an electron transfer process,
i.e., immediate disproportionation or alternatively, as has been 
suggested very recently by Fujita et al.,30 form a very short 
lived dimer complex before disproportionation into the 
mercury +2 and zero oxidation states.

At this point it finally also seems worthwhile to briefly 
discuss the results on the HgOH radical molecule published 
by Fujita et al.28 in view of our present findings. They observed 
a strong absorption at 233 nm and a shoulder at about 265 nm. 
On the whole the spectrum resembles more the one we found 
for HgCl etc. It may therefore be expected that two HgOH also 
primarily combine to Hg2(OH)2 or its dehydrated form, Hg20. 
This reaction should then be followed by disproportionation
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since Hg2(0H )2/Hg20  do not exist as stable compounds in 
aqueous solution.1 This mechanism is indeed demonstrated 
in the work of Fujita et al. who report a considerable lifetime 
of several minutes for the dimer complex. Only a minor frac­
tion of HgOH if any is left for direct disproportionation. 
Taking this into account and considering that the long 
wavelength absorption band of HgOH is not as distinct as that 
of HgCl etc. it is suggested that the overall electronic structure 
of HgOH is mainly given by the hybrid model II with possibly 
some contribution of the three electron bond model I.
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The rate constants for scavenging hydrated electrons by Cd2+ in H2O and D20  are the same. In solutions 
containing 0.025 to 0.4 m  CdS04 and 4 M HCIO4 or 4 M DC104 (to remove eaq_) the efficiency of scavenging 
dry electrons e~  in D20  is 47% greater than in H2O. In terms of simple competition with dry electron scav­
enging by Cd2+ and localization, the isotope effect is attributed principally to the latter process which is due 
to formation of H20~. The yields of dry electrons accessible to scavenging by Cd2+ (per 100 eV of absorbed 
energy) are 5.2 in H20  and 4.9 in D20. The difference between G(Cd+) and —AG(eaq_) at 30 ps is attributed 
to prompt recombination of e_ and HsO+ for small initial charge separations. After relaxation the distribu­
tion of eaq~ may approximate a spherical annulus, causing a delay in eaq~ decay.

Introduction
On the basis of first principles the vertical ionization of 

water by high energy irradiation produces the dry (nonhyd- 
rated) charge pair, H20 + and e- .3 The formation of these 
species can be inferred from early results of 60Co-irradiated 
aqueous systems.4 Recent work by Hunt and his associates in 
the picosecond time range provides compelling evidence that 
substantially all hydrated electrons eaq~ are produced from 
precursor e~.5

According to simple theoretical arguments it appears that 
H20 + migrates electronically prior to localization by forma­
tion of dry H3O+.6 Consequently, hole trapping at impurity 
sites by charge exchange should compete with formation of 
H;)0 + by H-atom transfer. This proposal was supported by 
an isotope effect for oxidation of Cl-  in H20  and D20  at 
neutral pH.7

There has been no theoretical work reported on the mech­
anism for localizing the dry electron in polar liquids. (The 
primary localized transient is distinguished from the fully 
solvated state.) Experimental evidence bearing on this 
problem is therefore particularly desirable and the possibility 
of an isotope e f fe c t  is ind icated . F or  exa m p le , i f  th e  rate-de­
termining process of localization is translation, or vibration, 
or rotation alone, the isotope effects in H20  and D20  would 
be quite different.

An experimental procedure can be based on the negligible 
reactivity of e~ with acid and the high reactivity with Cd2+.4’5 
At large ratios of [H+]/[Cd2+] it is possible to describe trapping 
of e~ in terms of the semiempirical equation

G(Cd+) =  G ° / ( yi[Cd2+] \ 
iq[Cd2+] + v2)

(1 )

by minimizing contributions from eaq- .5 G° is the primary 
yield of dry electrons, f  is a correction for contact pairs of eaq_ 
with Cd2+ tentatively taken as unity, n  is the effective en­
counter frequency of e_ and Cd2+, v2 is the solvent-trapping 
frequency. Localization is considered to terminate reaction 
of e_ and Cd2+ for the condition specified. Actually, correction 
for some scavenging of eaq~ by Cd2+ is also required.

It will be assumed that an isotope effect in v\lv2 for H20  and 
D20  is due entirely to the mechanism of localization or solvent 
trapping of e_ which initiates hydration. Whatever the nature

of this site, the binding energy must be disposed of by phonon 
emission. In contrast, Cd2+ provides a large number of vacant 
orbitals below ~ k T  for electron capture while aquation pro­
vides strong coupling with vibration and trapping is expected 
to be efficient and substantially free of isotope effects.

Experimental Section
Irradiations were performed with an ARGO LP-7 linear 

a ccelera tor  p rovid ing  ~ 8  MeV e lec tron s  and  10-ns pulses o f  
~5 krads. Dosimetry was based on the optical density (OD) 
of eaq_ at 600 nm using e = 1.17 X 104 M" 1 cm-1 8 and G(eaq~) 
= 3.3 at 10 ns.5 Ordinary corrections for electron density have 
been applied.

Water was triply distilled and D20  was used as received 
from Merck Sharp and Dohme. DCIO4 was prepared by vac­
uum evaporation of HCIO4 and D20. All irradiated solutions 
were purged with nitrogen.

Results
The spectra of Cd+ for 0.1 M CdSC>4 in H20  and D20  ap­

pear in Figure 1. There is a small isotope effect which may be 
due to vibrational broadening of the aquated ion states. 
Subsequent measurements of OD(Cd+) were made at 300 nm 
in H20  and 290 nm in D20.

The rate of formation of Cd+ in 10~4 M Cd2+ was measured 
in H20  and in D20. For the results in Figure 2 the first-order 
rate constants fe(Cd2+ + eaq~) were 5.1 X 1010 M' 1 s ' 1 in H20  
and 5.3 X 1010 M_1 s_1 in D20. The expected value in H20  is
5.3 X 1010 M“ 1 s - 1.9

For 10~4 M Cd2+ the yields of scavengable hydrated elec­
trons expected in H20  and D20  are 3.0® and 3.4,10 respectively. 
The corresponding extinction coefficients of Cd+ at Amax are
9.8 X 103 M_1 cm-1 in H20  and 10.5 X 103 M_1 cm-1 in D20. 
The former value is in adequate agreement with results of 
Baxendale et al.11 and of Buxton and Sellers,12 but lower than 
the result € = 1.1 X 104 M_1 cm' 1 of Wolff et al.5

For the purpose of comparing yields in H20  and D20 with 
each other, as well as with Figure 9 of Wolff et al.,5 the de­
pendence of G(Cd+) on t -  l/ k [Cd2+], for k = 3.5 X 1010 M~l 
s_1, is presented in Figure 3. The k from Figure 2 for D20  was 
adjusted proportionately. Figure 3 also includes G (eaq~) vs. 
t, given by the continuous curve for the spur model.13 For the 
two highest concentrations of Cd2+ the calculated time de-
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Figure 1. The spectra of Cd+ in H20  ( • ,  0.1 M CdS04, O, 1 M CdS04) 
and D20  (X, 1 M CdS04).

t , ( nsec)

Figure 2. The rates of reaction for Cd2+ and eaq~ in H20  and D20.

pendence is not significant since there was appreciable dry- 
electron scavenging.

Dry-electron scavenging by Cd2+ in H20  and in D20  was 
partially resolved from reaction with eaq~ by adding 4 M 
HC104 and 4 M DC104, respectively. Contributions to the 
observed G (Cd+) arising from reaction with hydrated elec­
trons were determined using the rate constants measured in 
this work. Concentrations of Cd2+ ranged from 0.025 to 0.4 M. 
The corrected results are presented in Figure 4 in terms of eq 
1 as a simple competition between trapping by solvent and by 
Cd2+ of dry electrons. They are described by eq 2 for H20  and 
by eq 3 for D20 . The relative scavenging efficiency is 47% 
greater in D20  than in H20.

G(Cd+) = 5.24(1 + 0.348[Cd2+]~1)-1 (2)

G(Cd+) = 4.94(1 + 0.235[Cd2+]~1)~1 (3)

Discussion
The dependence of G(Cd+) vs. l/'fe[Cd2+] in Figure 3 cor­

relates fairly well with G(eaq_) vs. t from calculated results

Figure 3. The dependence of G(Cd+) on /c[Cd2+] at various concen­
trations of CdS04 (O, H20; X, D20) with k =  3.5 X 1010 N T ’ s~1. The 
continuous curve corresponds to G(eaq_ ) vs. t from the spur model.

Figure 4. Dry-electron scavenging by Cd2+ in H20  +  4M  HCIO4 and 
D20  +  4M  DCI04 in terms of eq 2 and 3.

for the spur model,13 except for a shift of ~7% in G over most 
of the range. It should be noted that G(Cd+) and G(eaq~) are 
being compared, which is responsible for the systematic dif­
ference at t < 10-7 s. The present data are also in fairly good 
agreement with results of Wolff et al.5 for G(Cd+) vs. [Cd2+] 
at 2 X l ( r n  s.

They found that the prompt decrease in G(eaq~) due to 
Cd2+ was always appreciably less than G(Cd+), demonstrating 
spur reactions of dry electrons which amount to ~ 20% of the 
initial yield. This prompt loss occurs prior to hydration and 
dipole relaxation while the high-frequency dielectric constant 
applies. Large Coulombic effects ensure that upon relaxation
(i) G(eaq~) is rather less than that postulated for the spur- 
diffusion model and (2) that the average separation of (eaq~)- 
(H3CD, OH) is considerably greater. This perturbed distri­
bution of e_, resembling a spherical annulus centered on 
H30+, gives rise to a time-dependent rate constant for eaq~ 
removal immediately after dipole relaxation. Very little re­
action of eaq~ with H3CH, OH, and H can occur at short times 
across the depleted region. According to the results of Hunt’s 
group, the initial rate of decay of eaq~ (350 ps) is about zero 
and G(eaq_) is smaller than predicted. No strongly correlated 
pairs e_-H 20 + survived the subpicosecond regime.

After the reactants randomize by conventional diffusion, 
reaction of hydrated species begins. Data from Argonne show
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a delay of ~8 ns with G(eaq~) now as much as ~ 0.6 larger than 
predicted. Observed and predicted yields converge at ~20 ns.13 
The values of G (Cd2+) in H2O of Figure 3, transposed to a time 
scale, correlate rather well with data for G(eaq~) vs. t from 
Argonne in the range 10-10 to 2 X 10-8 s.13 In this range Cd2+ 
reacts mainly with eaq~ rather than e".

The dry electron regime introduces a large perturbation into 
the spur-diffusion model for G (eaq~) at t < 10-8 s or [S] > 10_z 
M. Measurements at small [S] provide no information con­
cerning very early events, no matter what their mechanism.

The difference between the results in Figure 3 for H2O and 
D2O may be interpreted as supporting a larger initial yield of 
dry electrons in H2O than in D2O. The relatively large G(Cd+) 
at ~ 1CT7 s in D2O can then be attributed to isotope effects in 
the spur reactions which consume eaq~.

Since the curves of Figure 4 are described by eq 2 and 3 it 
appears that corrections for contact pairs14 are not very im­
portant. The correction factor, f, is given by

/  = 1 + H -  exp(—(47rr3/ 3)[Cd2+])| (4)

Choosing r(eaq~) = r(Cd2+) = 2.2 Á, then r is 4.4 Á. The ex­
ponent is small and it follows that /  =¿14- Q.2\(v2h\) or ~1.07 
for H2O and ~1.05 for D2O, independent of [Cd2+j. Because 
the correction is small and partially cancels for the isotope 
effect, it has been ignored for this comparison. The effect of 
contact pairs of eaq"  + H+ and eaq-  + D+ was also ignored 
because it is even smaller.

The intercepts 5.24 and 4.94 from Figure 4 and eq 2 and 3 
can now be corrected using eq 1 and 4 to G° = 4.9 in H2O and
4.7 in D2O. In 1 M CdSCL at neutral pH the observed yields 
in this work were 4.9 and 4.6, respectively, at 10 ns. (In terms 
of Gt the yields are 4.8 X 104 and 5.0 X 104 Cd+/100 eV M -1 
cm-1 at 10 ns and 30 ps, respectively.) For 1 M Cd(C104)2 the 
yield of Cd+ was 4.6 ±  0.2 at 30 ps.5 At this concentration al­
most all e_ and eaq_ are scavenged, ~90% as e~, but some Cd+ 
is lost by spur reactions with OH or OD. Addition of 1 M t- 
C4H9OH to H2O increased G(Cd+) by 10%, in approximate 
agreement with expectation.12 The preceding facts indicate 
that there is no considerable loss of Cd+ by reactions in the 
spur and this may account for the possibility of fitting eq 1 to 
the data. In fact, the results of Wolff et al.5 for G(Cd+) vs. 
[Cd2+] at 30 ps, which are uncomplicated by spur reactions, 
are fit quite well by eq 1 with G° = 5.7 and v\hi -  0.33.

The present results do not supply evidence concerning a 
contribution to fast electron scavenging in terms of the 
time-dependent rate constant, kt, of

fet  =  M i  +  K n D f ) - 1/2] ( 5 )

for Cd2+ and eaq_ , where D is the sum of the diffusion coeffi­
cients. The results of Figure 2 show, however, that there is no 
isotope effect in k„. Lam and Hunt5 have considered the effect 
of such kinetic transients at high concentrations of electron 
scavengers. The decrease in G(eaq~) at the end of the pulse is 
much greater than that expected by eq 5. Consequently, no 
appreciable isotope effect can arise in this manner.

It is very improbable that the yields of Cd+ contain con­
tributions from long-range electron tunneling. Pulse radiolysis 
of 8 M NaC104 in H20  and D20  with 0.025-0.15 M Cd(C104)2 
at 77 K showed no change in O D (er) at 535 nm from 10~8 to 
10-5 s. Other experiments with 60Co-irradiated glasses showed 
that both OD(es_) and OD(Cd+) were constant to ~50 min.15 
In the range 10-3 to > 1  s for Cd2+ in 6 M NaC104-methanol 
glass at 77 K, Miller found no change in OD(es") and 
OD(Cd2+).16 Consequently, over a wide range of experimental

conditions there is no evidence for electron tunneling from es 
to Cd2+.

The efficiency of dry-electron trapping by Cd2+ for 8 M 
NaC104 in D20  at 77 K was 30% greater than in H20 .15

Rentzepis, Jones, and Jortner17 noted that there is a rather 
limited understanding of the dynamics of initial localization 
of an excess electron in polar solvents. They considered the 
two extreme situations: one, interaction with collective long- 
range polarization modes of the liquid; the other, preexisting 
traps due to fluctuation potentials. Both were considered to 
contribute, but only the latter mechanism will be considered 
here since it is not evident how the former entails an appre­
ciable isotope effect. Neither is dipole rotation possible in 
aqueous solids at 77 K except in proximity to trapped charges.

It will be assumed that primary localization of dry electrons 
near the bottom of the conduction band (to be distinguished 
from terminal solvation) requires intrinsic preexisting defects 
which arise from statistical fluctuations. To be trapped, rather 
than scattered, an electron must transfer its binding energy 
JEb to the lattice, approximated by a molecule of H20 or D 2 0. 
An efficient mechanism must be fast, indicating vibrational 
excitation. This, in turn, establishes minimal trap depths, or 
values of E\>. Both requirements entail isotope effects. The 
transit time of e~ in the region of a defect is roughly estimated 
at Ai =  10-7 cm/108 cm s“ 1 for a zero-point kinetic energy of 
~1 eV, arising from the inner potential of the medium. 
Binding is relatively slow, since the energy of an electron 
during At is uncertain by AE  ̂and it follows that At = h/AEb 
= co-1, in terms of the lowest vibration frequency, or ~3 X 
10~14 s for H 2 0.

The preceding considerations are rather rough, but they 
indicate a requirement for strong coupling of the electron with 
lattice vibrations. There is no evidence that a cavity meets this 
requirement.

Trapping at an L defect, proposed by Naleway and 
Schwartz,18 is not directly applicable in 8 M HCIO4 or 8 M 
NaCICL aqueous solids at 77 K. Nevertheless, the large 
binding of permanent dipoles to solute ions is quite capable 
of sustaining small regions which resemble L defects at posi­
tive potential and may serve as electron trapping sites. Since 
hydration energies amount to several electron volts per ion, 
the defect concentration may not be strongly temperature 
dependent.

Comparable isotope effects for solid and liquid aqueous 
systems suggest the involvement of a common molecular 
process. These isotope effects and the requirement for energy 
transfer from the electron to the lattice áre not incompatible 
with compound negative ion states, H20~ and D20~. These 
provide the only known efficient mechanism for exciting 
molecular vibrations by low-energy electron impact. Sanche 
and Schulz19 were unable to detect evidence for H20~ in the 
low-pressure vapor, which they attributed to a total width of 
>1 eV for H20~ —* H20  + e_ . In solid H20  at 77 K (probably 
amorphous), Hiraoka and Hamid20 observed a resonance with 
considerable cross section attributed to H20  -I- e_ -*■ H20 _ 
at 0.55 eV above the bottom of the conduction band. In the 
absence of theoretical treatment of the problem of electron 
localization, or other suitable experimental evidence, the 
mechanism of compound negative ion formation provides an 
established mechanism for efficient energy transfer from the 
electron to the lattice.

It should be noted that negative ion states can be populated 
by “ thermalized” electrons only at defect sites which provide 
at least 0.55 eV of binding energy prior to the relaxation of the 
lattice.
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The half-width of the resonance for H20 _ in solid H20  was 
~0.5 ± 0 .1  eV, indistinguishable from that of the incident 
electron beam. This requires the lifetime to be somewhat 
longer than that of H20 _ in the low-pressure vapor. For AE 
= 0.1 eV, At = 10~14 s. Consequently, competition between 
ionization and an isotope-dependent vibrational excitation 
may be possible. If the latter occurs, it is assumed that H20  
+ H20 * -  -  H20* + H20 -  -  ea<f .

There remains a possibility that the observed isotope effect 
depends directly upon energy, rather than frequency. In the 
context of the preceding considerations, the resonance energy 
at maximum cross section for I)20 -  may differ from that for 
H20 _ because of Frank-Condon effects and different trap 
depths would be required. There are no theoretical or exper­
imental results for testing this possibility.
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The presence of phase transitions in potassium and rubidium acrylates has been shown by wide-line nuclear 
magnetic resonance and differential scanning calorimetry. Transitions were not observed for the lithium and 
sodium salts. The differences in post-irradiation polymerization behavior of the alkali metal acrylates can 
be better explained by changes in monomer mobility than by control of the polymerization by the lattice ge­
ometry.

Introduction
The existence of some minimum degree of molecular mo­

bility appears to be a prerequisite for solid state polymeriza­
tion of crystalline monomers at temperatures well below the 
melting points, i.e., in the absence of enhanced molecular 
motions associated with premelting phenomena. The role of 
the crystal lattice is of less direct importance except in de­
termining the nature of lattice defects where polymerization 
can occur. Few examples have been reported which directly 
correlate an increased rate of polymerization with the onset 
of molecular motion. Trioxane polymerizes above 293 K with 
a rapid increase in rate above 313 K and wide-line nuclear 
magnetic resonance studies indicated the presence of two 
transitions at these temperatures respectively.23 The poly­
merization of acrylonitrile2b has been associated with phase 
transitions which were subsequently shown to involve reori­
entation of the acrylonitrile molecule.3

An interesting example of significant differences in poly­
merization behavior by otherwise similar materials is found 
in the solid state polymerization of irradiated alkali metal 
acrylate salts studied by Morawetz and Rubin.4 Potassium 
acrylate polymerized at 273 K at a higher rate than lithium

acrylate at 374 K or sodium acrylate at 393 K. The rubidium 
salt polymerized only slightly slower than potassium acrylate. 
X-ray powder diffraction studies4 showed that lithium, so­
dium, and potassium acrylates are not isomorphous and that 
the lithium and sodium salts did not undergo any phase 
transitions up to 413 K. Potassium acrylate is orthorhombic5 
but no other crystal structural information appears to have 
been reported for this series of compounds. Since it appeared 
unlikely that the alkali metal cation should play a significant 
role these wide differences in polymerization rates were at­
tributed by Morawetz and Rubin to differences in the geo­
metrical arrangement of the acrylate ion in the lattice. We 
have undertaken a wide-line NMR study of lithium, sodium, 
potassium, and rubidium acrylates to investigate whether 
monomer mobility differences could provide an alternative 
explanation.

Experimental Section
Lithium, sodium, and potassium acrylates were prepared 

by addition of acrylic acid to solutions of the alkali metal hy­
droxide in methanol. The salts were precipitated by addition 
of diethyl ether, washed with ether, redissolved in methanol,
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Figure 1. Temperature dependence of second moments of alkali metal acrylates.

and reprecipitated by slow (over 12 h) addition of ether. Ru­
bidium acrylate was prepared by addition of the carbonate to 
a solution of acrylic acid in methanol followed by the proce­
dure outlined above.

Wide-line NMR spectra were obtained using a 60-MHz 
spectrometer constructed essentially from Varian compo­
nents. Sample temperatures were controlled by passing a 
heated or cooled stream of nitrogen gas around the sample and 
temperatures measured with copper-constantan thermo­
couples placed upstream and downstream from the sample.

Differential scanning calorimetric measurements were 
performed with a Perkin-Elmer DSC-1B calorimeter.

Results and Discussion
The temperature dependences of the second moments of 

the acrylate salts are shown in Figure 1. Potassium and ru­
bidium acrylates undergo sharp transitions, at 334 and 320 
K, respectively, which usually indicates a cooperative effect 
involving a change in crystal structure. The existence of these 
changes is confirmed by the observation of differential scan­
ning calorimetric transitions at 339 K (potassium acrylate) 
and 333 K (rubidium acrylate). Attempts to obtain x-ray 
powder diffraction photographs for potassium acrylate above 
and below the transition were unsuccessful due to polymer­
ization of the sample in the x-ray beam. The transition in the 
potassium salt is preceded by a gradual decrease in second 
moment starting at about 200 K.

Lithium and sodium acrylates show only gradual decreases 
in second moment with increasing temperature and no DSC 
transitions over the range 273-473 K were observed.

In order to determine the types of molecular motion re­
sponsible for the changes in second moments it is necessary 
to calculate the theoretical values and compare these with 
experiment. The intramolecular contribution to the total 
second moment can be easily computed from reasonable bond 
lengths and angles but the intermolecular second moment for 
an unknown structure can only be estimated by comparison 
with similar molecules. Acrylic acid,6 acrylamide,7 and acry­
lonitrile3 have been investigated by wide-line NMR methods. 
The x-ray crystal structures of these compounds have been

TABLE I: Experimental Second Moments for Alkali 
Metal Acrylates

Second 
moment, G2

Temp,
K

Lithium acrylate 9.7 ± 0.1 77
6.5 ±  0.2 440

Sodium acrylate 9.8 ± 0.1 77
8.2 ±  0.2 430

Potassium acrylate 9.7 ±  0.2 77
2.0 ±  0.4 350-400

Rubidium acrylate 9.9 ±  0.5 77
3.7 ±  0.4 350-450

reported8̂ 10 and these permit the calculation of the inter­
molecular second moment contributions in each case. Taking 
account of the different number of protons in acrylic acid and 
acrylamide, the intermolecular second moment contribution 
for the acrylates is estimated to be 2.79 ±  0.25 G2. The intra­
molecular contribution was calculated from the structure 
given in Figure 2 to be 6.90 G2 to give a total of 9.69 G2 which 
is in good agreement with the experimental values at 77 K and 
therefore the acrylate ions are rigid at this temperature. This 
calculation assumes that the acrylate ion retains the same 
structure and that the intermolecular second moment is the 
same in each case even though the crystal structures are dif­
ferent. Contributions from alkali metal isotopes with nonzero 
spin are small and have been neglected.

The acrylate ion has no symmetry axis and thus there is no 
obvious choice of a preferred axis of reorientation. The fol­
lowing possible axes can be considered, Figure 3: (i) an internal 
rotation about the Ci-C2 bond, (ii) and (iii) whole molecule 
rotation about a C -0  bond direction, (iv) whole molecule 
rotation about the C2= C 3 bond direction, (v) rotation about 
the axis of minimum moment of inertia, (vi) the axis perpen­
dicular to the plane of the acrylate ion through the centre of 
gravity, and (vii) isotropic rotation. The calculated second 
moment contributions for these reorientational motions are 
given in Table II. The intermolecular values are estimated by 
applying the reduction factors calculated from Ban and
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TABLE II: Calculated Second Moment Contributions (G2)

Intramolecular Intermolecular
contribution

Rigid 6.68
(i) C1-C2 rotation 2.13

(ii) C1-O 1 rotation 2.52
(iii) C1-O2 rotation 2.24
(iv) C 2= 0,1 rotation 2.52
(v) Inertial axis rotation 3.31

(vi) Perpendicular axis rotation 1.67
(vii) Isotropic rotation 0

H,

O, o2

Figure 2. Bond lengths in the acrylate Ion. All angles assumed to be 
120°.

Chachaty’s results for acrylonitrile3 and the error limits 
quoted are an arbitrary 50% of this contribution. Comparison 
of the theoretical second moments of Table II with the ex­
perimental values shows that no one particular motion can be 
unequivocally assigned as responsible for the line narrowing 
transitions in potassium and rubidium acrylates. The decrease 
in second moment in lithium and sodium acrylates, and in 
potassium acrylate prior to the transition, is due to increased 
torsional oscillation about some axis.

Isotropic rotation of an acrylate ion is unlikely and can be 
eliminated since the experimental second moments are too 
high. The second moment value above the transition in po­
tassium acrylate is lower than aiiy calculated value and this 
may be due to a combination of different motions. Ban and 
Chachaty3 favored the rotation about the axis of least moment 
of inertia for acrylonitrile. The same motion could occur for 
the acrylate ions although the calculated second moment is 
high. The Coulombic forces between the carboxylic acid 
groups and the alkali metal ions would be stronger than the 
dipole forces in acrylonitrile and this would favor motions in 
which the carboxyl groups remain fixed in the lattice. Oscil­
lations of 20 to 25° would account for the observed decreases 
in second moments for the lithium and sodium salts at 373 and 
393 K, respectively.

In their studies of the post-polymerization of 7 -irradiated 
acrylate salts Morawetz and Rubin4 observed that the chain 
length of poly(potassium acrylate) produced under compa­
rable dose rates and conversions, but at different tempera­
tures, decreased by a factor of 3 from 273 to 333 K and then 
increased again at 374 K. An Arrhenius plot of the rates of

contribution Total

2.79 9.47 ± 1.4
1.40 3.53 ± 0.7
1.40 3.92 ±  0.7
1.40 3.64 ± 0.7
1.98 4.50 ±  1.0
1.41 4.72 ± 0.7
1.41 3.08 ± 0.7

< 1.0 < 1.0

(iv) (V)
Figure 3. Possible reorientational motions of the acrylate ion.

polymerization for 19% conversion showed a straight line ex­
cept for the point at 333 K. These specific effects observed in 
the polymerization of potassium acrylate can be attributed 
to the presence of the phase transition.

The degree of monomer mobility of the acrylate ion in this 
series of compounds, as indicated by the second moment 
values, parallels the rates of polymerization; Na < Li «  K < 
Rb. The hindrance to motion is determined by the interatomic 
forces in the crystal lattice and as such represents an indirect 
control by the lattice rather than a direct effect through the 
geometrical arrangement of the monomer units. Furthermore, 
polymerization in this type of compound occurs at defects and 
the extent of molecular motion in the bulk lattice is itself only 
an indirect measure of the influence of monomer mobility 
upon the polymerization reaction step.
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Basic thermodynamic principles are applied to the concept of the solubility product and are used to demon­
strate that the activity solubility product is not a constant at constant pressure and temperature but will 
vary with the composition of the aqueous phase. Experimental data are presented to verify this prediction.

Introduction
The classical theory of solubility products describes the 

equilibrium between an ionic solid and an aqueous solution 
containing its ions. In so doing the classical theory implicitly 
assumes the solid to be a perfect crystal of invariant compo­
sition, i.e., one possessing ideal stoichiometry. Modern 
solid-state theory teaches that the concept of the perfect 
crystal is an idealization tenable only at absolute zero.1 As 
proven by Albers,2 at temperatures above absolute zero, every 
ionic compound has an existence region extending to non- 
stoichiometric compositions. These deviations from stoichi­
ometry arise from the presence of point defects in the solid. 
While these deviations are usually quite small and undetect­
able by normal chemical analyses, they are nevertheless 
present at all temperatures above absolute zero.

Since ionic solids in equilibrium with aqueous solutions 
containing their ions do not have invariant compositions and 
may be nonstoichiometric, the fundamental requirements of 
the classical theory of solubility products are not met. It is the 
purpose of this paper to examine the concept of the solubility 
product in this context.

Theory
The classical theory considers an idealized solid salt, MA, 

to be in equilibrium with an aqueous solution containing the 
ions M+ and A-  as well as possibly other ions at constant 
temperature and pressure (usually atmospheric). When two 
phases are in equilibrium then the chemical potentials of each 
and every chemical species are the same in both phases.5 Thus
we may write

M + ,s  =  MM+,1 (1)

M A-,S =  MA-,1 (2)
From this it follows that

M°M+,s + RT In om+,s = m°m +,i + RT In Qm+,1 (3)

jU°A-,s + RT In a A-,s = m°a - , i + RT In aA-,i (4)
For the chemical potential of the solid, ps, we may make the 
usual approximation in which the contributions of point de­
fects in the solid such as vacancies, interstitial, and misplaced 
atoms (antistructure), etc.,3’4 are neglected. We may write

Ms =  MM+.s +  M A-,s =  MM+,1 +  MA-,1 (5)
Therefore

M°s +  RT In as =  m°m +,i +  RT In o m + ,1  +

M°A-l + RT In aA-,i (6)

Equation 6 gives

aM+,iaA-,i/as = K  (7)

where

f l T l n A  =  M0s - M <)M + ,i-M 0A -i  (8)

When the classical theory is applied the pure solid is chosen 
as the standard state. The activity of the solid, as, is assigned 
a value of one. The solid is implicitly assumed to be the ide­
alized perfect crystal of exact stoichiometric composition and 
point defects are ignored. With these stipulations eq 7 reduces 
to

mm+,imA-,i = K s p (9)
Equation 9 is the classical equation for the solubility product 
expressed in terms of activities. However, as we have seen 
above, ionic solids in equilibria with aqueous solutions do not 
possess invariant compositions and need not be, and usually 
are not, of perfect stoichiometry. Moreover point defects are 
present. Therefore, eq 9 is at best an approximation.

The precise way to describe these equilibria can be obtained 
from the combination of eq 7 and 8 to give

dM+,iaA-,i = a s exp|(/u°s -  m°m+,i -  M°a-,i)/RT\ (10)
In eq 10 the chemical potentials and activities of the ionic 
species in the aqueous phase have their usual meanings.5 If 
the hypothetical perfect crystal of ideal stoichiometry having 
fixed, however, unknown, concentrations of point defects, is 
chosen as the standard state for the solid then p°s is invariant 
(a function of temperature and pressure only). In this case as 
varies as the stoichiometry and concentrations of the point 
defects vary. From eq 3 and 4 which neglect the point defects, 
it can be seen that the activities of M+ and A-  in the aqueous 
phase need not be equal. Their numerical values may vary over 
many orders of magnitude. It is evident from eq 3 and 4 that 
as their activities in the aqueous phase vary, so must the ac­
tivities of M+ and A-  in the solid phase vary, thus causing a 
variation in the activity of the solid, a3.

Another way of looking at this is to assign as = 1 for any 
stoichiometry, i.e., to choose as the standard state the par­
ticular solid which exists under the particular set of equilib­
rium conditions. In this case as the stoichiometry varies so 
must p°s vary.

Whichever approach is taken to the assignment of a stan­
dard state results in the conclusion that the right-hand side 
of eq 10 is not a constant, i.e., the solubility product

MM+,lMA-,l

will vary as the activities of the species in solution vary. The 
classical assumption is equivalent to assigning as = 1 and si­
multaneously assuming fi°a to be constant.

For convenience and simplicity in writing eq 1-10 the salt 
was taken to have 1:1 stoichiometry with unit charges on the 
ions. The arguments which are presented are equally valid for 
salts of other compositions and for ions with other charges and 
thus the conclusion that variations in the activities of the ions
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TABLE I: Experimental and Calculated Data for Solubility of Calcium Fluoride

[Ca2+];
[NaC2-
H30 2]; [HC2H30 2]; [Fleq [Ca2+] tot,“ eq [Ca2+]eq M yca2+ TF-

-log
(aca2+)

-  log
(of-)

10iz(aca2+)'
(of-)2

1 X 10“ 1 0.587 2.958 X 10“ 2 4.65 X 10~5 1.000 X 10"1 2.507 X 10-2 0.734 0.218 0.597 2.262 4.557 4.22
5 X 10~2 0.588 2.970 X 10~2 7.1 X lO“ 5 5.004 X 10-2 1.190 X HT2 0.658 0.225 0.605 2.572 4.367 4.94
2 X 10“ 2 0.590 2.974 X 10“ 2 1.21 X 10-4 2.006 X 10“ 2 4.628 X lO '3 0.615 0.229 0.610 2.975 4.132 5.77
1 X 10-2 0.590 2.976 X 10“ 2 1.8 X 10~4 1.009 X 10~2 2.306 X 10~3 0.600 0.231 0.612 3.274 3.958 6.46
5 X 1(T3 0.590 2.976 X 10-2 2.5 X 10~4 5.125 X 10~3 1.165 X lO"3 0.592 0.232 0.613 3.568 3.815 6.35
2 X 10“ 3 0.590 2.976 X 10~2 3.8 X 10~4 2.190 X 10-3 4.961 X 10~4 0.588 0.232 0.614 3.939 3.632 6.26
1 X 1CT3 0.590 2.976 X 10-2 4.6 X 10~4 1.230 X 10“ 3 2.787 X 10"4 0.587 0.232 0.614 4.189 3.549 5.16
5 X 10“ 4 0.590 2.976 X 10“ 2 5.5 X 10-4 7.756 X 10-4 1.758 X 10"4 0.586 0.232 0.614 4.389 3.471 4.66

0 0.590 2.976 X 10“ 2 7.0 X 10"4 3.507 X 10~4 7.932 X 10“ 5 0.585 0.232 0.614 4.735 3.367 3.40

° [Ca2+]tot = [Ca2+]j +  (1.002/2)[F-]«, = [Ca2+]eq + [CaC2H302+]eq.

in solution lead to variations in the solubility product is true 
for salts of any composition.

It should be noted that nonstoichiometry due to the pres­
ence of impurities is not a factor here. The effect on solubility 
of the substitution of an impurity such as B~ which gives rise 
to a solid solution with MA, i.e., MATB(1_X), has been pre­
viously discussed.6

Although the above discussion demonstrates that the sol­
ubility product will vary with ionic composition at constant 
temperature and pressure it might be argued that the possible 
variations are too small to be measured experimentally and 
therefore are of no consequence. In the next section data are 
presented to show that in at least one case, CaF2, an effect 
consistent with the theoretical prediction can be observed 
experimentally.

Experimental Section

5.9[Ca2+]eq2 + |1.07 + 5.9([C2H30 2- ] tot
-  [Ca2+]tot)|[Ca2+]eq -  1.07[Ca2+]tot = 0

Here [Ca2+]tot is the total calcium concentration as defined 
above and [C2H302_]tot is given by the initial concentration 
of sodium acetate plus acetic acid, Table I. This quadratic 
equation was derived from the following four equations:
[C2H 302- ] eq = [C2H 30 2- ] tot

-  [CaC2H302+]eq -  [HC2H 302]eq

[Ca2+]tot = [Ca2+]eq + [CaC2H 30 2+]eq

[CaC2H 3( V leg _
[Ca2+]eq[C2H30 2-]eq

[H+][C2H3Q2- ] eq

= 1/0.17 = 5.9 9

[HC2H30 2]e
= 1.8 X 10“

The solubility product of CaF2 was measured experimen­
tally, at 20 °C, in this laboratory. A series of solutions was 
prepared with various concentrations of Ca2+, added as 
Ca(N03)2-4H20, in a pH 5.9 acetate buffer (prepared by 
adding glacial acetic acid to a sodium acetate solution until 
a pH of 5.9 was obtained). Excess solid CaF2 was added to 
approximately 50 ml of each solution and the fluoride ion 
concentration was measured with a specific fluoride ion 
electrode.7 The buffer was used primarily to fix pH but also 
to provide a medium of relatively constant ionic strength. 
Equilibrium was assumed to be reached when the measured 
fluoride ion concentration no longer changed with time. This 
occurred within 24 h but the values reported in Table I were 
measured 2 days after the solutions were prepared. Each re­
ported value was measured twice on each of two separate 
portions of the sample. In each case the measured potential 
was precisely the same for both portions.

The initial calcium ion, sodium acetate, and acetic acid 
concentrations, and the measured equilibrium fluoride con­
centrations are given in Table I for each of nine solutions. The 
pH of each of these solutions was measured initially and at 
equilibrium and was found to be 5.9 in every case. Dissolved 
calcium is present as two species, the simple hydrated calcium 
ion and the complex ion, CaC2H30 2+. The total calcium 
concentration, [Ca2+]tot, is taken to be equal to the initial 
calcium concentration plus one-half of the total fluoride 
concentration due to dissolved CaF2. This latter value is equal 
to [F_] at equilibrium plus [HF] at equilibrium. At pH 5.9 and 
taking the ionization constant of hydrofluoric acid to be 6.7 
X 10-4 8 the total dissolved fluoride concentration is equal to
1.002[F-j.

The equilibrium calcium ion concentration, [Ca2+]eq, was 
calculated using the following quadratic equation:

Activities were calculated by the Debye-Huckel approxi­
mation11 after correcting the constants for temperature.12 At 
20 °C the Debye-Huckel formula for the ionic activity coef­
ficient becomes log y; = —0.5216Z;2 \/~jj/ (1 + 0.3309a; V7t) 
where Z\ is the charge on the ion and a; is the hydrated ionic 
diameter (3.5 A for F~ and 6 A for Ca2+).13 The ionic strength 
is given by9 n = %SZ;2[i].

In Table I are presented calculated values of [Ca2+] at 
equilibrium, fi, yca2+, and yp-. Also tabulated is the apparent 
activity solubility product, (aca2+) (o f - ) 2, and values of —log 
(aca2+) and —log ( o f - ) .  From these last three sets of calculated 
results it is seen that indeed the apparent activity solubility 
product is not constant but does vary with calcium and fluo­
ride ion activities. The relationship between the apparent 
activity solubility product and the activity of solubility 
product and the activity of Ca2+ in the aqueous phase is shown 
graphically in Figure 1.

If the error in measuring the [F~] by the specific fluoride 
ion electrode were to be about 1 mV, and actually the differ­
ence between equivalent readings was much less than this, 
then the error in [F~] would be about 4%. This translates to 
about a maximum 8% error in the calculated apparent activity 
solubility product. The variations in ionic strength between 
some of our solutions and those solutions used to calibrate the 
specific fluoride ion electrode (/u ~ 0.59) translate to a maxi­
mum possible error of about 5% in the measured [F_] in those 
solutions of higher initial [Ca2+]. This results from the vari­
ation in yp- (Table I) and the fact that the electrode actually 
measures activities and not concentrations. This error is of the 
same order of magnitude as the possible error from reading 
the potential. Thus experimental error cannot account for the 
observed variation.

Nearly half a century ago the solubility of CaF2 was inves-
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TABLE II: Experimental Data of Aumeras and Calculated Results for Solubility of Calcium Fluoride
1010(oca2+)-

[HF] [CaCl2] [HC1] M 7Ca2+ 7H+ 7F- [F-]104 -log (aF-) -log (cCa2+) (of-)2

0.01 0.005 0.017 0.032 0.538 0.872 0.841 5.08 3.369 2.570 4.92
0.02 0.010 0.045 0.075 0.435 0.838 0.784 4.42 3.460 2.362 5.22
0.03 0.015 0.080 0.125 0.377 0.817 0.745 4.06 3.519 2.248 5.18
0.04 0.020 0.132 0.192 0.332 0.800 0.711 3.53 3.600 2.178 4.19
0.05 0.025 0.195 0.270 0.300 0.787 0.683 3.17 3.665 2.125 3.51
0.02 0.005 0.034 0.049 0.486 0.855 0.813 5.49 3.350 2.614 4.85
0.03 0.005 0.050 0.065 0.452 0.843 0.794 5.86 3.332 2.646 4.90
0.04 0.005 0.069 0.084 0.421 0.833 0.775 5.90 3.340 2.677 4.40
0.05 0.005 0.086 0.101 0.400 0.825 0.761 6.10 3.333 2.699 4.32
0.06 0.005 0.102 0.117 0.384 0.819 0.750 6.32 3.324 2.717 4.32
0.01 0.010 0.024 0.054 0.474 0.851 0.807 3.90 3.502 2.324 4.70
0.01 0.015 0.029 0.074 0.436 0.838 0.785 3.38 3.576 2.184 4.61
0.01 0.020 0.035 0.095 0.407 0.828 0.766 2.92 3.650 2.089 4.08
0.01 0.025 0.038 0.113 0.388 0.821 0.753 2.77 3.681 2.013 4.22
0.01 0.030 0.042 0.132 0.371 0.814 0.741 2.57 3.720 1.954 4.04

Figure 1. Variation of apparent activity solubility product of calcium 
fluoride with calcium ion activity in the aqueous phase.

tigated as a function of calcium and fluoride ion concentra­
tions by Aumeras.14 He prepared a series of solutions by 
mixing, at 25 °C, known amounts of standard aqueous solu­
tions of HF and CaCl2. In each case a precipitate of CaF2 was 
formed. The resulting mixtures were titrated with a standard 
HC1 solution, with agitation, until the precipitate was ob­
served just to disappear. In each case the volume was adjusted 
by the addition of water to be exactly 100 ml at the end point.

The molar concentrations of HF, CaCl2, and HC1 were re­
ported for the final solutions for 15 different experiments. His 
data are reproduced in Table II. Aumeras assumed, properly 
so, that these final solutions were essentially in equilibrium 
with solid CaF2 and thus the data may be used to calculate the 
solubility of CaF2-

We have reexamined his data, applying the Debye-Huckel 
approximation for the estimation of ionic activity coefficients, 
and have calculated the apparent solubility product of CaF2 
as a function of the ionic activities in the aqueous phase. The 
Debye-Huckel formula at 25 °C,n log 7 ; = —0.5085Z;2 VjjyCl 
+ 0.3281a; v/jt), was used to calculate the activity coefficients 
for Ca2+, H+, and F_ . The ionic strengths were calculated in 
the usual way, assuming that CaCl2 and HC1 were completely 
ionized and neglecting the contribution of the fluoride ion. 
The value of « h+ was taken as 9 A .13

The value of [HF] reported by Aumeras and presented in 
Table II represents the total fluoride in solution which may 
exist as molecular HF, the complex species HF2- , or the ionic 
species F_ . Thus one may write

[HFjtot = [HF] + 2[HF2-] + [F-]

Also

( q H + ) ( g F - )  _  g  7  x  1 0 _ 4  _  7 h + [ H + ] 7 f - [ F  ]  

Ö H F  7 h f [ H F ]

and for the dissociation of HF2~ 15

(ap-)(aHF) „ „„  Yf-[F ]yhf[HF]--------------- = 0.26 = -------------------——
<i h f 2-  Y h f 2- [ H F 2 ]

The value of [H+] was taken to be equal to the concentration 
of added HC1 and 7 hf was taken to be unity for the molecular 
species HF. To calculate 7 h f 2-  the value of o h f 2-  is necessary 
but unavailable. The value of 7 h f 2-  was approximated to be 
equal to 7 f- since charge is more important in the Debye- 
Huckel formula than the hydrated ion diameter. (The exis­
tence of HF2~ was neglected in the calculations made with our 
set of data because the fact that these solutions were buffered 
to pH 5.9 made [HF2_] negligible.)

The above three equations were combined to give
2th+7f~[H+] 9 i 7h+7f~[H+]

(0.26)(6.7 X IO" 4)1 J 1 6.7X10 - 4
[F-]

-  [HF]tot = 0
This equation was solved for [F_] for each of the 15 sets of 
data. The calculated values of [F_] are presented in Table II 
along with values for -  log (aca2+), — log (of-), and 
(aca2+)(aF-)2-

The calculated results presented in Table II indicate that 
the apparent activity solubility product of CaF2 varies as the 
activities of Ca2+ and F_ vary in the aqueous phase. The re­
lationship between the apparent solubility product and the 
activity of Ca2+ in the aqueous phase, as calculated from the 
data of Aumeras, is shown graphically in Figure 2.

Discussion
Our data, Table I and Figure 1 , cover a range of log (aca2+) 

from —4.74 to —2.26 and show that the apparent activity sol­
ubility product of CaF2 passes through a maximum at ap­
proximately log (aca2+) = —3.5. Aumeras’ data, Table II and 
Figure 2, covering a much smaller range (log (aca2+) varies 
from —2.72 to —1.95) show a maximum at about log (aca2+) = 
—2.45 in pleasing agreement with the results calculated from 
our data.

The textbook value for the classical solubility product of 
CaF2 at 25 °G is 4 X 10-11.16 The solubility product may be
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Figure 2. Variation of apparent activity solubility product of calcium 
fluoride with calcium ion activity in the aqueous phase (from data of 
Aumeras).

calculated from available standard free energy of formation 
data by the equation

AG °ionization = RT In Ksp

If one takes AG°ficaF2(s) = —277.7 kcal/mol, AG°fica2+(aq) = 
—132.18 kcal/mol and AG°fF-(aq) = —66.08 kcal/mol17 the 
calculated solubility product is 1.6 X 10~10 at 25 °C. Our data 
give an average value of 5.2 X 10-12 at 20 °C while Aumeras’ 
data yield an average of 4.5 X 10-10 at 25 °C. The latter value 
is quite sensitive to the value chosen for the ionization con­
stant of HF while the effect of the number chosen for this 
constant on our calculated results is negligible. Our value is 
sensitive to the value of the equilibrium constant for the 
complex ion formation.

The differences between the value from Aumeras’ data and 
our value and between these values and others, both reported 
(experimental) and calculated, are not important. What is 
important is that each set of data, Tables I and II, is internally 
consistent and each shows a variation of the apparent activity 
solubility product with variations in the ionic activities in the 
aqueous phase.

It might be argued that the observed variation in the ap­
parent activity solubility product might be the result of in­
accuracies in the Debye-Huckel theory or its application. 
Errors introduced from inherent imprecision in the Debye- 
Huckel theory, or from its improper application (such as errors 
in the values of the hydrated ion diameters used, which are 
merely averages for many systems), should be expected to 
increase with ionic strength. If the observed effect were due 
to these errors then a plot of the apparent activity solubility 
product vs. ionic strength would be expected to be a smooth 
curve (within experimental error) which would extrapolate 
to the true solubility product at yt = 0. Such plots made with 
the data of Tables I and II show a random distribution of 
points. It is therefore concluded that the observed variation 
is real and is not caused by an artifact in the Debye-Huckel

theory. Inaccuracies in the Debye-Huckel approximation may 
well effect the absolute values of the calculated apparent ac­
tivity solubility products. However, the variation in these 
numbers with aca2+ cannot be so explained.

In our experiments all reagents used came from the same 
stock bottles for all experiments. Thus any impurities present 
in one experiment must have been present in all. It is unlikely 
that the possible presence of impurities could account for the 
observed results. We cannot, however, vouch for Aumeras’ 
techniques.

We can offer no clear explanation or hypothesis as to why 
the apparent activity solubility product goes through a max­
imum as aca2+ increases. The theory we have presented merely 
states that there should be a variation but does not predict the' 
nature of this variation. The system is much more complicated 
than might be intuitively assumed. This becomes evident 
when it is realized that a complete description of the solid 
requires consideration of all kinds of point defects.3-4

Conclusion
A theoretical discussion is presented which demonstrates 

that the classical activity solubility product of an ionic solid 
is not truly a constant, at constant temperature and pressure, 
but varies with the ionic composition of the aqueous phase in 
equilibrium with it. This variation results from the fact that 
any ionic solid in equilibrium with an aqueous phase does not 
have an invariant composition and will in general be non- 
stoichiometric. These deviations from stoichiometry may be 
too small to measure by ordinary chemical analysis but, nev­
ertheless, they are present and are the result of the existence 
of point defects in the solid. The theoretical conclusion is 
verified experimentally in the case of CaF2-
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The overall deuterium isotope separation factor between hydrogen and liquid water, a, has been measured 
directly for the first time between 280 and 370 K. The data are in good agreement with values of a calculated 
from literature data on the equilibrium constant for isotopic exchange between hydrogen and water vapor, 
K i, and the liquid-vapor separation factor, ay. The temperature dependence of a over the range 273-473 K 
based upon these new experimental results and existing literature data is given by the equation In a = 
—0.2143 + (368.9/T) + (27 870/T2). Measurements on ay given in the literature have been surveyed and the 
results are summarized over the same temperature range by the equation In ay = 0.0592 — (80.3/T) + 
(25 490/T2).

Introduction
A precise knowledge of the equilibrium distribution of 

deuterium between hydrogen and liquid water is required for 
the economic evaluation of heavy water production processes 
involving exchange of isotopes between hydrogen and liquid 
water. This distribution has not previously been measured 
directly but has been calculated from gas phase exchange data 
and the isotopic fractionation between vapor and liquid water. 
At low deuterium levels the isotope distribution in the gas 
phase is given by the equilibrium constant, K i, for the ex­
change reaction

H20 (v) + HD ^  HDO(v) + H2 (1)
Early determinations of K i, involving equilibration over a 
variety of noble and base metal catalysts, show considerable 
scatter but in general support the values calculated from 
statistical mechanics.1

Examination of the data on fix reported by Kirshenbaum1 
together with those of Cerrai et al.2 and Suess3 shows there are 
very few data available below 323 K; a fact which has been 
noted by Weston4 and by Wolfsberg.5 Furthermore, below 373 
K, the agreement with theory is rather poor and both authors 
have suggested that refined measurements of Ki should be 
attempted in the low temperature range.

Such a study would appear opportune in view of the recent 
advances in the theoretical calculation of isotope exchange 
equilibrium constants which have followed from the redis­
covery6 of Go, an isotope and quantum number-dependent 
term in the expression for the vibrational energy of a molecule 
in its rotational ground state. With this modification, most 
of the controversy concerning corrections for anharmonicity 
effects appears to have been resolved.7 Previously Bottinga8 
reported an anharmonicity correction to K\ as large as —16.1% 
at 298 K while Wolfsberg5 has shown that the corrections are 
only —10.8% of the value calculated under the usual harmonic 
approximation. Furthermore, Wolfsberg has demonstrated 
that these corrections are partially off-set by the incorporation 
of Go into the partition functions and lead to revised theo­
retical values ofK i numerically identical with those calculated 
32 years ago and reported by Kirshenbaum et al.1

More recently, isotope partition function ratios for selected 
simple molecules have been evaluated from molecular po­
tential functions.9 These functions are independent of the

+ A.E.C.L.-5412.

isotopic mass within the Born-Oppenheimer (BO) approxi­
mation and together with equilibrium geometries evaluated 
from spectroscopic studies provide an alternative approach 
to the evaluation of isotopic equilibrium constants. This 
method is gaining general acceptance as it does not rely di­
rectly on the measured values of vibrational frequencies in the 
determination of the partition functions. In the next paper 
Bardo and Wolfsberg10 have calculated values of by this 
procedure and have compared their results with the experi­
mental data presented here. The theoretical curve of the 
equilibrium constant as a function of temperature agrees with 
the experimental curve within 0.5% in the temperature range 
273-473 K.

The general paucity of low temperature data on F i and the 
less than satisfactory agreement between theory and experi­
ment reduced our confidence in being able to predict the value 
of the equilibrium constant, K2, for the gas-liquid exchange 
reaction

H20(1) + HD HDO(l) + H2 (2)
over an extended range of temperature. At low deuterium 
levels K 2 can be calculated by multiplying K\ by the separa­
tion factor for isotopic distillation, ay. The more straight­
forward approach, reported below, is to measure K 2 directly 
and to avoid the additional work and uncertainties in mea­
suring K\ and ay separately.

Experimental Section
(1) Apparatus. The equilibration cell used was fabricated 

from a 50-ml round-bottom flask as shown in Figure 1. The 
solid glass barrel of the Young valve (J. Young Co. Ltd., Acton, 
England) was lengthened by a 4 cm length of glass rod which 
served to compress a silicone rubber tip against a 13-jam di­
ameter hole in-the wall of the reaction flask. The “ pinhole” 
leak was created by sealing a 13-itm diameter tungsten wire 
in the glass wall, grinding the outside surface flat and re­
moving the metal by applying a discharge from a Tesla coil 
through the wire to a ground. The length of the leak was kept 
to the thickness of the wall and thus minimized the dead space 
available during sampling.,

A stainless steel bellows was used to connect the Young 
valve to a series of spirally wound vapor traps which were kept 
partially immersed in liquid N2.

(2) Procedure. A novel catalyst suitable for equilibrating 
hydrogen with liquid water was prepared by impregnating a
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Figure 1. Schematic drawing of hydrogen-liquid water isotope equili­
bration cell.

3-mm thick porous Teflon sheet11 with an acetone solution 
of chloroplatinic acid, evaporating the solvent, and reducing 
the acidic deposits at 473 K under hydrogen.12 The impreg­
nated sheet was cut into 3-mm cubes, weighed, and loaded into 
the equilibration flask. The flask and catalyst were rinsed with 
a stock solution of deuterium enriched water (atom ratio, D/H 
= 19 564 X 10-6) and evacuated to dryness. A fresh 5-ml 
sample of deuterium enriched water was transferred to the 
flask and degassed by three freeze-pump-thaw cycles, using 
liquid nitrogen. The degassed water and catalyst were frozen 
and the flask was pressurized with 0.1450 MPa of purified 
hydrogen (D/H = 9681 X 10~6). The flask was placed in a 
thermostatted bath controlled to ±0.005 K and cell temper­
atures were measured with a calibrated thermometer to ± 0.01
K. The solution and floating catalyst cubes were continuously 
agitated by a magnetic stirrer mounted below the cell. After 
allowing time for temperature equilibration, gas samples for 
mass spectrometric analysis were taken from the exchange cell 
at intervals of 30 min.

(3) Mass Spectrometry. The hydrogen samples were an­
alyzed on a Consolidated Electronics Corp. spectrometer 
Model CEC 21-614. To ensure reliable and reproducible re­
sults the inlet gas pressure was carefully controlled and pro­
vision was made for analysis of standard samples under con­
ditions nearly identical with those prevailing at the time of 
the equilibration experiments. The spectrometer was operated 
with high input sensitivity (low input pressures). During each 
analysis masses 2 and 3 were scanned consecutively and both 
peak heights were measured 2.0 min after introduction of the 
sample, by linear extrapolation of the peak heights.

A correction curve for H3+ was constructed by measuring 
a hydrogen sample with a low deuterium concentration (D/H 
= 10 X 10-6) over an extended range of inlet pressures and 
filament currents. These data were fitted to an equation of the 
form

A3 = A-Pht(2) + B-Pht(2)2 (3)

so that given the mass 2 peak height, Pht(2), the H3+ correc­
tion to the mass 3 peak, A3, could be accurately calculated. For 
inlet pressures of 0.6 Pa the hydrogen background and H3+ 
correction were less than 0.5 and 1% of the mass 2 and mass 
3 peak heights, respectively, when measured against a hy­
drogen sample with an atom ratio D/H = 5000 X 10~6.

(4) Standards. Hydrogen standards of varying deuterium 
contents were prepared by total decomposition of deuterium 
enriched water over uranium metal at 873 K. These were used 
to establish the sensitivity factor, / ,  of the spectrometer for 
the H2 and HD species and to show that this ratio was inde­
pendent of the deuterium concentration over the range ex­
pected for samples from the reaction cell. Analysis of each 
hydrogen sample taken from the exchange cell was followed 
by an analysis of a hydrogen standard attached above the 
spiral trap so as to avert errors due to drifting of the spec­
trometer sensitivity with time.

(5) Calculations. The determination of the separation 
factor between two chemical species such as hydrogen and 
water generally requires simultaneous analysis o f both c.om- 
ponents under conditions which do not disturb the isotopic 
equilibrium. This procedure can be simplified when there is 
a large molar excess of one component relative to the other so 
that the deuterium content of the major component is not 
substantially altered.13 In the present instance the use of an 
excess of liquid water ensures this condition.

Liquid water was transferred from a reservoir of known 
isotopic content and frozen in the cell before hydrogen was 
added. Thus initially the reactor cell contained no water vapor 
or dissolved hydrogen. Provided the quantities of hydrogen 
and water vapor removed from the cell in the course of the 
experiments are negligible, a deuterium balance between the 
phases can be applied. Hence the deuterium atom fraction of 
the liquid at equilibrium, Fjf, can be evaluated from
FLeNLe = FjjNjj + Fh'Nh' -  FHeNHe

-  FyeNye -  FtfNrf (4) 
in which F denotes the deuterium atom fraction and N  the 
number of moles of each component. The superscripts i and 
e refer respectively to the initial charges to the cell and to the 
values at equilibrium and the subscripts L, V, H, and D refer 
to liquid water, water vapor, gaseous hydrogen, and dissolved 
hydrogen, respectively. Application of mass balances over the 
chemical species simplifies eq 4 to
Flb = FL‘(l + S) + R(FHl -  FHe)

-  SFve +  QFH*(1 -  aD) (5)
where R  denotes the mole ratio of the initially added hydrogen 
to liquid water at equilibrium and S is the mole ratio of vapor 
to liquid water at equilibrium. The deuterium separation 
factor between dissolved and gaseous hydrogen, ao, is given, 
at low concentrations, by the ratio F if/F if and Q is the 
equilibrium mole ratio of dissolved hydrogen to liquid at each 
temperature. Typically, Q is 1.5 X 10~5 and an is not expected 
to exceed 1.1 at any temperature above 273 K ,25 hence the last 
term in eq 5 is 10-4% of the first term in the expression and 
can therefore be neglected. If it is further assumed that Fye/  
FLe can be equated to ay-1 where

F Le( l -  F y e)
a y  — -----------------

iV U  -  Fl6)
(6)

then the equilibrium atom fraction of the liquid can be cal­
culated from

Flb =
F c q  + S) + R (F j -  Ftf) 

1 + Say-1
(7)
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It should be noted that FLe is essentially equal to FL' plus a 
small correction. The correction is about 0.2% because the 
molar ratios of hydrogen and water vapor to liquid water are 
small (typically 0.008 and 0.005, respectively) and the initial 
deuterium concentration of the hydrogen was not too different 
from the equilibrium values at each temperature. Thus an 
error in the fractionation factor between liquid water and 
water vapor or in the relative amounts of gas to liquid will have 
little effect on the calculated value of F l6.

Results and Discussion
At low deuterium concentrations the isotopic separation 

factor, a , between hydrogen and liquid water is defined in 
terms of the atom fractions of deuterium to protium in the 
liquid water, Fj_,e, and in the hydrogen gas, F n e, at equilibrium, 
by the equation

F Le(l ~ F He) 
(1 -  FLe)FHe

(8)

The atom fraction of deuterium present in the liquid at 
equilibrium at each temperature was calculated from eq 7. The 
results from two runs with initial deuterium contents of Fl1 

= 19 964 X  10~ 6 and 34 626 X  10~ 6 are listed in Table I. These 
data are compared in Figure 2  with the product of vapor phase 
measurements of K i made by Cerrai et al.2 and Suess3 and the 
vapor liquid separation factor, ay (eq 10). With the exception 
of the two data points of Cerrai et al. at 332 and 337 K the 
agreement between the two independent methods of deter­
mining the overall separation factor a  is excellent. On the 
strength of the more numerous data collected in the present 
study the two points mentioned above were excluded and the 
remaining data points were fitted by a weighted linear least- 
squares regression for one dependent variable14 to

In a  =  -0.2143 +
368.9 | 

T

27 870
rp2 (9)

in which T  is the absolute temperature. Weights for the in­
dividual dependent variables, In a;, were set equal to a;2 di­
vided by the variance of «¡. The standard deviations of the a; 
were assumed to be constant at 0.04 through the range of 
temperatures studied.

Our measurements of the separation factor, a , depend 
primarily on the initial deuterium content of the liquid water, 
F l 1, and the deuterium content of the hydorgen gas at equi­
librium, F \ f- The liquid was prepared by gravimetric dUutions 
of 99.80% D2O and its deuterium concentration has an esti­
mated error of ±0.1%. The deuterium atom fraction of the 
hydrogen gas depends primarily on the peak height ratio of 
mass 2 and 3, the sensitivity factor, /, and the accuracy of the 
hydrogen standards. An error of ±0.5% is estimated for each 
of these determinations. Assuming all these errors to be ran­
dom, the overall accuracy of a  is estimated as ±1.0%. This 
estimate of the error is reasonable since this is approximately 
equal to the standard deviation of ± 1 .2% of the five values 
given in Table I at 333.9 K. The standard deviation in In a  
obtained from the residual variance in the weighted least- 
squares fitting of eq 9 is 0.013 units which corresponds to a 
±1.3% error in a.

As mentioned in the Introduction, it is possible to extract 
values of K i  from measurements of the overall separation 
factor, a , between hydrogen and liquid water if allowance is 
made for the vapor-liquid fractionation. The necessary 
fractionation factors, av, for temperatures up to 473 K were 
obtained from the data of Van Hook et al. 15 below 373 K and 
by the application of the relation, a = (Ph2o/-Pd2o)0'524, sug-

TABLE I: Temperature Dependence of Isotope 
Separation Factor, a

Deuterium atom fractions
Separation

Temp, K 106Fhc 106Fl6 factor (a)

280.03 4 672 20 005 4.349
295.40 5 213 20 000 3.894
295.40 5 173 20 000 3.925
313.14 5 648 19 997 3.592
333.92 6 399 19 992 3.168
333.92 6 389 19 992 3.173
333.92 6 475 19 992 3.130
354.62 7 130 19 988 2.840
305.35 5 563 19 999 3.648
305.35 5 503 19 999 3.688
313.99 5 810 19 997 3.492
330.17 6 251 19 993 3.243
291.25 5132 20 002 3.916
286.00 4 900 20 003 4.145
323.47 6 084 19 995 3.333
367.91 7 504 • 19 985 2.697

279.70 8 290 34 641 4.293
279.70 8 364 34 641 4.251
292.39 8 891 34 633 3.999
292.39 9 069 34 633 3.920
292.39 8 999 34 633 3.951
296.95 9 379 34 630 3.789
296.95 9 619 ' 34 630 3.693
304.02 9 734 34 626 3.649
304.02 9 674 34 626 3.672
313.37 10 073 34 620 3.524
313.37 10 094 34 620 3.517
324.46 10 899 34 614 3.255
324.46 10 894 34 614 3.255
333.88 11453 34 609 3.094
333.88 11 448 34 609 3.094
344.45 11938 34 604 2.967
344.45 11 788 34 604 3.005
355.28 12 498 34 598 2.832
364.23 13 116 34 59S 2.696
364.23 12 763 34 59S 2.772
288.00 8 639 34 637 4.117
288.00 8 834 34 637 4.026

Figure 2. Dependence of hydrogen-liquid water separation factor a 
upon temperature: (O) data from run A; (□) data from run B; data of 
Cerrai et al. (0) and of Suess (♦ ) multiplied by crv from eq 10.
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gested by Van Hook, 16 to the vapor pressure data above 373 
K summarized by Whalley. 17 The exponent is larger than
0.500 predicted on the assumption of the rule of the geometric 
mean18 formulated from the suggestion of Lewis and Cornish19 

that the vapor pressure of a mixed isotope molecule such as 
HDO could be calculated as the square root of the product of 
the vapor pressures of the isotopically pure species. However, 
it is necessary to use the higher power dependence of the vapor 
pressure ratio to bring consistency between the data on vapor 
pressure isotope effects (VPIE) reported by Van Hook et al.15 

and the direct measurements of Majoube20 and Merlivat et 
al.21 Similar deviations from the law of the mean are noted22 

in the equilibrium constant for isotopic self-exchange in water.
The combined data were fitted by a weighted least-squares 

regression to

In ay = 0.0592 —
80.3 25 490

rp2 (10)

The standard deviation in In a y  as estimated from the residual 
variance is 0.0003 units corresponding to 0.03% in av- How­
ever, the uncertainty in the magnitude of the exponent 0.524 
required to bring consistency between the VPIE data of Van 
Hook et al. and the direct measurements of Majoube and 
Merlivat et al. raises the error in a y  to ±0.1%. Values of the 
vapor-liquid separation factor a y  calculated from this equa­
tion over the temperature range 273-473 K differ by less than 
+ 0 .1 % from those calculated from the three appropriate 
equations recently published by Van Hook.23

The hydrogen-water vapor equilibrium constant, K i ,  is 
equal to a / a y , so that by combining eq 9 and 10, K t as a 
function of temperature is given by

ln K 1 = -0.2735 +
449.2 2380

f  rp2 (ID

Values of if i at three temperatures calculated from eq 11 are 
listed in Table II. Also tabulated are theoretical values cal­
culated by Wolfsberg5 and Bottinga8 under the harmonic 
approximation together with those calculated with the in­
clusion of Go.5 The value of K i calculated by Bottinga at 298 
K is 18% larger than the experimental value obtained in this 
study. As discussed by Bardo and Wolfsberg10 in the accom­
panying paper this large discrepancy arises through the ne­
glect of Go and to the direct use of spectroscopic data in the 
evaluation of the partition function ratios. Better agreement 
(1.9-2.5%) is shown between the experimental values and 
those calculated5 with the Go correction. This can be com­
pared with agreement of better than 1 % claimed22 for the 
NH3-HD exchange.

Values of K \  calculated by Bardo and Wolfsberg10 in the 
next paper within the framework of the BO approximation 
likewise show a positive deviation from our experimental 
values. However, refinements of their theoretical procedures 
to account for the inexactness of the BO approximation give 
theoretical values of the equilibrium constant as a function 
of temperature which are in excellent agreement with our

TABLE II: Comparison of Values of K\ with Theory

Values of K 1

Harmonic

Temp, K This work Ref 8 Ref 5 Go corr ref 5

298 3.53 4.17 3.86 3.62
348 2.82 3.04 2.88
373 2.58 2.77 2.63

experimental least-squares curve obtained between 273 and 
473 K. Over the entire temperature range the experimental 
values are only 0.5% lower than the theoretical values. Such 
agreement between experiment and theory for values of K i  
in the low temperature range reported here supports the va­
lidity of our expression for calculating a to a nominal accuracy 
of 1 %.
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A theoretical calculation is presented for the equilibrium constant of the isotopic exchange reaction H2O + 
HD = HDO + H2 between 220 and 600 K and compared with, experimental data in the temperature range 
280-600 K. A correction for the Born-Oppenheimer approximation is included in the calculation. The theo­
retical curve of the equilibrium constant as a function of temperature differs from the experimental least- 
squares curve obtained between 280 and 475 K by at most 0.7%.

Introduction

Experimental values of the equilibrium constant K \  for 
the isotopic exchange reaction

H20(g) + HD(g) = HDO(g) + H2(g) (D

have been reported in the literature by three groups of work­
ers.1' 3 The interest in this equilibrium arises, at least in part, 
from the possibility of economically producing heavy water 
from the exchange between water and hydrogen. The latest 
data are described in the preceding paper3 and were obtained 
by combining measured data for an equilibrium such as that 
in eq 1, for liquid water, with values of the vapor pressure ratio 
H2O/HDO deduced from experiment. The experimental 
values o f  K 1 will be compared here with those obtained the­
oretically by statistical and quantum mechanics. It should be 
noted that effects of gas phase nonideality were reasonably 
considered negligible in the experimental evaluations of ifj.

Theoretical Calculation
Bron, Chang, and Wolfsberg4 (BCW) obtained ideal gas 

phase partition function ratios Q h d o /Q h 20 and Q h d /Q h 2 a 
few years ago within the framework of the Born-Oppenheimer 
(BO) approximation and expressed the logarithms of these 
ratios in a power series of 1 I T  (where T  is the absolute tem­
perature). The series reproduced the partition function ratios 
with a maximum error of 0.1% over the temperature range 
220-600 K.

Within the framework of the BO approximation, the equi­
librium constant can be expressed in terms of the partition 
function ratios as

K i  =  (Q h d o /Q h 2o ) / (Q h d /Q h2) (2)

With use of the above series expansions, the following ex­
pression is then obtained for ifx

In if i(BCW) = -0.17739 + 1.12486

+ 0.61704 ( f ^ ) 2 -  0.36997 ( ^ ) 3

+ 0.07978 (3)

Equation 3 can be used between 220 and 600 K. Since it forms 
the basis of the values theoretically calculated here within the 
framework of the BO approximation, comparison is only made

with those experimental data below 600 K (Cerrai et al.2 also 
reported data at seven temperatures between 600 and 1015 
K).

Recently, Kleinman, Wolfsberg, and Bardo5’6 have con­
sidered that calculations such as if 1 (BCW) must be corrected 
for the BO approximation. Within the BO approximation, the 
molecular quantum mechanics problem can be divided into 
one of electronic motion (with nuclei fixed) and one of nuclear 
motion. The potential function for nuclear motion is the 
electronic energy as a function of internuclear coordinates. 
The minimum of this potential function will be designated 
here as the zero of vibrational-rotational-translational energy 
(ZVRTE) of the molecule. Since the electronic energy of a 
molecule is independent of the nuclear masses of the sub­
stituent atoms, the ZVRTE of a molecule is independent of 
isotopic substitution. Thus, for an exchange reaction such as 
eq 1, the energy change between the ZVRTE of reactants and 
the corresponding ZVRTE of products vanishes. When 
first-order corrections to the BO approximation are consid­
ered, this energy change is no longer equal to zero, but is given 
by
AE  = — Aboele = C(H2) -  C(HD)

-  C(H20) + C(HDO) (4)
where C  is the isotope dependent adiabatic correction eval­
uated at the equilibrium BO internuclear configuration of the 
respective molecule. AE  leads to a multiplicative correction 
factor if(BOELE) to the equilibrium constant calculated 
within the BO approximation

if(BOELE) = exp(ABOELEAT) (5)

Kleinman and Wolfsberg5 have shown that if (BOELE) is 
expected to be the main correction to the BO approximation 
for theoretically calculated isotope exchange equilibrium 
constants among diatomic molecules. They have also shown 
that one expects correction factors of the order of a few per­
cent in the case of H/D exchange equilibria involving diatomic 
molecules.

The assumption is now made that if (BOELE) represents 
the main correction factor to ifi from failure of the BO ap­
proximation. C  values for H2 and HD have been previously 
reported.5 Evaluations of C for H20  and HDO have just been 
completed.7 Both sets of C  values were evaluated with elec­
tronic wave functions which may be described as being close 
to the Hartree-Fock limit. It is found that (appropriately 
rounded-off)
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TABLE I: Comparison of Ki Calculated with the BO 
Approximation Ai(BCW) (Eq 3), K\ Calculated with 
Inclusion of the Adiabatic Correction Jfi(BW) (Eq 8), 
Experimental Values (expt), and the Values from the 
Least-Squares Fit Experimental Curve Ai(ls expt) (Eq
9)°

Aids
T , K Ai(BCW) Ai(BW) Aj(expt)6 expt)

279.7 4.01 3.93 3.87 ± 0.02° 3.91
280.0 4.00 3.92 3.94 3.90
286.0 3.86 3.79 3.79 r ' ' 3.77
288.0 3.82 3.75 3.73 ± 0.04 3.72
291.2 3.75 3.68 3.60 3.66
292.4 3.73 3.66 3.64 ± 0.04 3.63
295.4 3.66 3.60 3.61 ± 0.01 3.58
297.0 3.63 3.57 3.46 ± 0.04 3.55
304.0 3.50 3.44 3.41 ± 0.01 3.42
305.4 3.48 3.42 3.42 ± 0.02 3.40
313.1 3.35 3.29 3.37 3.27
313.4 3.34 3.29 3.31 ± 0.00 3.27
314.0 3.33 3.28 3.28 3.26
323.5 3.19 3.14 3.16 3.12
324.5 3.18 3.12 3.08 ± 0.00 3.11
330.2 3.10 3.05 3.09 3.03
333.9 3.05 3.00 2.99 ± 0.04 2.98
344.4 2.92 2.88 2.87 ± 0.02 2.86
354.6 2.81 2.77 2.74 2.75
355.3 2.80 2.76 2.73 2.74
364.2 2.71 2.67 2.65 ± 0.04 2.66
367.9 2.68 2.64 2.62 2.62

324.2 3.18 3.13 3.04 ± 0.06 3.11
332.2 3.07 3.02 2.84 ± 0.06 3.00
337.2 3.01 2.96 2.77 ± 0.06 2.94
347.2 2.87 2.84 2.81 ± 0.05 2.83
350.7 2.85 2.81 2.79 ± 0.05 2.79
352.6 2.83 2.79 2.72 ± 0.05 2.77
362.7 2.73 2.69 2.65 ± 0.05 2.67
370.2 2.66 2.62 2.54 ± 0.05 2.60
382.2 2.55 2.52 2.48 ± 0.05 2.50
391.7 2.48 2.44 2.46 ± 0.05 2.43
407.2 2.37 2.34 2.30 ± 0.05 2.33
421.6 2.28 2.25 2.24 ± 0.05 2.24
441.2 2.17 2.14 2.15 ±0.04 2.14
459.7 2.08 2.05 2.08 ±  0.04 2.05
475.2 2.01 1.99 1.99 ± 0.04 1.98
492.2 1.95 1.92 1.95 ± 0.04 1.92
524.2 1.84 1.82 1.85 ± 0.04 1.82
553.2 1.75 1.74 1.73 ± 0.04 1.74
588.2 1.67 1.66 1.60 ± 0.04 1.66

353.2 2.82 2.78 2.79 2.76
373.2 2.63 2.59 2.57 2.58
393.2 2.47 2.43 2.42 2.42
413.2 2.33 2.30 2.29 2.29
433.2 2.21 2.18 2.17 2.18
473.2 2.02 2.00 1.98 1.99

a The temperatures T  were chosen to be those of the experi­
mental values. A refers to experimental values from ref 3, B from 
ref 2, C from ref 1. b K i(expt) values for ref 3 are obtained by 
combining the measured values of the equilibrium constant for 
reaction 10 with the vapor pressure ratio H2O/HDO given by eq 
10 of ref 3. - Whenever error limits are given for Ai (expt) from 
ref 3 under A, more than one experiment was performed at this 
temperature and the error limits show the range of the results. 
For Ai(expt) under B, the error limits are those given by the au­
thors of ref 2.

Figure 1. Plot of In K i vs. 10 0 0 / T: (- - - )  K-, c a lc u la te d  within "BO ap­
proximation K^BCW) eq (3); (— ) Ki calculated with inclusion of adia­
batic correction /C,(BW) (eq 8); (- - )  least-squares fit to experimental 
values K,(ls expt) (eq 9) in the temperature range T =  280-475 K.

Aboele = —3.8 cm-1 (6)

and

A(BOELE) = exp(—5.5/T) (7)

When the correction factor A(BOELE) is applied to Aj 
evaluated within the BO approximation [A1 = 
Ai(BCW)A(BOELE)], the following expression is now ob­
tained for K \:

In Ai(BW) = -0.17739 + 1.10658 +  0.61704 ( ~  Y

-  0.36997 ( ? y J 3 + 0.07978 4 (8)

In Table I, Ai(BCW) corresponding to the BO approxi­
mation, and A X(BW) corresponding to inclusion of the adia­
batic correction are compared with the experimental data, 
A 1 (expt), below 600 K. Comparison is also made with Aj(ls 
expt) which corresponds to the least-squares curve obtained 
by Rolston et al.3 to fit their own data and that of the other two 
series of measurements between 280 and 475 K

449.2 2380
In Adis expt) = -0.2735 + —  + —  (9)

In Figure 1, comparison is made between Ai(BCW), A 1 (BW), 
and Ai(ls expt) over thé temperature range 270-480 K. Such 
agreement between theoretical calculations and experimental 
results, obtained independently, must be termed as excellent.

Discussion
The numerical values of Ai(BCW), Ai(BW), Ai(expt), and 

Ai(ls expt) in Table I demonstrate the good agreement be­
tween theory and experiment and the fact that AdBW) leads 
to better overall agreement with experiment than does 
Ai(BCW). The numerical values show that the correction 
factor A(BOELE) = AdBWVAdBCW) is about 0.98 in the 
room temperature region and decreases with increasing 
temperature. If the numerical values are not rounded off as
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in Table I, it follows that Kx(BW)/Ki(ls expt) is about 1.003 
at 273 K, reaches a maximum of 1.007 around 330 K, and then 
decreases to 1.001 at 480 K. While Ki(ls expt) really only 
applies to the temperature range below 475 K, Ki(ls expt) and 
Ki(BW) are in almost perfect agreement at the relevant 
temperatures above 475 K.

The comparison in Figure 1 clearly confirms the good 
agreement between the theoretical curves Ki(BCW) and 
Ki(BW) and the experimental curve Ki(ls expt). Moreover, 
the inclusion of the adiabatic correction in Ki(BW) leads to 
better agreement with the experimental curve.

As already noted by Rolston et al.,3 the measurements in 
ref 2 at 332 and 337 K appear spurious. For most of the other 
measured values in ref 2, there is agreement with Jii(BW) 
when the stated error limits of the experiments are considered. 
The measured values of ref 1 are in excellent agreement with 
the ifi(BW) values.

As noted above, Rolston et al,3 combined data for the 
equilibrium constant

H20(1) + HD(g) = HDO(l) + H2(g) (10)

with the vapor pressure ratio H20/HDO. The analytic ex­
pression which they employed for the vapor pressure ratio 
reproduces the experimental data of Majoube8 mostly to 
better than 0.1%. Since Majoube’s measurements of the vapor 
pressure ratio and the measurements of Rolston et al. of the 
equilibrium constant of eq 10 were both carried out with a very 
low D/H ratio, any effects due to liquid nonideality in H20 -  
D20  should cancel in the evaluation of K  i from these data. 
The main error in values of K i  deduced experimentally by 
Rolston et al. most probably arises from the uncertainty in 
their measured equilibrium constants for reaction 10. Rolston 
et al. estimate the overall accuracy of their measurements to 
be ±1%. They also state that this error estimate is reasonable 
since it approximately equals the standard deviation (±1.2%) 
of their five measurements at 333.9 K. One might regard this 
estimate of accuracy somewhat optimistic when one looks at 
their experimental values centered around 293.5 K, but, as 
Rolston9 has pointed out, the situation does not look so bad 
if one experimental point at 297.0 K is omitted. Ki(ls expt) 
of Rolston et al. is obtained by combining a least-squares fit 
expression to equilibrium constant data for reaction 10 with 
the above mentioned analytic expression for the vapor pres­
sure ratio H20/HDO. It is to be noted that the equilibrium 
constant data for reaction 10 included not only their own data 
but also that of ref 1 and 2 appropriately converted to the 
liquid phase. Rolston et al. estimate the error in the least- 
squares fit expression for the equilibrium constant of reaction 
10 to be ±1.3%.

BCW4 evaluated isotopic partition function ratios within 
the BO approximation on the basis of isotope independent 
force fields and equilibrium geometries. The philosophy 
underlying theoretical isotope effect calculations carried out 
in this laboratory and by most other workers in this field is 
that such a procedure is superior to using available spectro­
scopic data on isotopic molecules directly in the evaluation 
of isotopic partition function ratios, since small errors in iso­
tope effects on spectroscopic measurements can lead to large 
errors in the calculations.10 It must also be noted that some 
of the factors which enter into partition function calculations 
such as Go11 cannot usually be directly deduced from spec­
troscopic data. In the BCW calculations, the partition function 
ratio was calculated in the so-called harmonic approximation4 
and then various correction factors were applied on the basis 
of perturbation theory. It was shown that the only major

correction factor is the anharmonicity correction ANHC ex­
cept in the case of the molecular hydrogen molecules where 
the correction for quantum rotation QMRC is also important.

It was pointed out by BCW that the choice of molecular 
potential functions could introduce uncertainties into the 
partition function ratios. The potential functions are based 
on spectroscopic data (interpreted within the BO approxi­
mation5). It is not felt that there is much problem with the 
partition function ratios of molecular hydrogen. For the water 
partition function ratios, a potential function deduced by 
Kuchitsu and Morino12 (KM) was employed. This potential 
function is based on an evaluation of spectroscopic data by 
Benedict, Gailar, and Plyler13 (BGP). The partition function 
ratio Qhdo/Qh2o has also been evaluated from the MUBFF 
force field of Papousek and Pliva.14 This force field was also 
chosen to yield agreement with the BGP data. Qhdo/Q h2o 
calculated in the harmonic approximation with the MUBFF 
force field differs from that calculated with the KM force field 
by less than 0.1% over the temperature range considered here. 
If the anharmonicity correction is also considered, a maximum 
deviation of 0.2% occurs at the lowest temperatures of the 
experiments here and the deviation decreases with increasing 
temperature.15

In view of the above, the Ki(BCW) values are expected to 
be quite precise values of the equilibrium constants within the 
framework of the BO approximation. It is suspected that the 
main uncertainty in the K(BOELE) correction factor, which 
takes into account the deviation from the BO approximation, 
is in the use of Hartree-Fock limiting wave functions rather 
than configuration interaction wave functions; at this time no 
uncertainty estimate can be given.

Overall, considering the accuracy of both the theoretical 
calculations and the experiments, the agreement of Ki(BW) 
and Ki(ls expt) should not be really surprising. Nevertheless, 
the agreement is very gratifying. K(BOELE) has been cal­
culated for very few equilibria.5,6 The present instance rep­
resents the first time where a theoretical calculation of an 
isotopic exchange equilibrium constant, including a nonne- 
gligible16 adiabatic correction, has been compared with ex­
periment.
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Equations are developed in closed form which permit the simulation of the distribution of total concentra­
tion vs. radial distance obtainable in the sedimentation equilibrium of a system of specified initial concen­
tration undergoing indefinite self-association. Simulated distributions obtained with a variety of systems 
involving one or more equilibrium constants are used to test an analysis procedure which fits the distribution 
to a function capable of inverse Laplace transformation and leads to a specification of the relative amounts 
of the species in the cell as a function of their molecular weights. It is shown that such results may be related 
to the equilibrium concentrations of oligomeric forms at each radial distance, thereby permitting successive 
equilibrium constants appropriate to the indefinite self-association to be estimated.

Several systems have been shown by analysis of sedimen­
tation equilibrium results to be indefinitely self-associating.1-6 
In general these may be specified by A; _i + Ai ^  A¡ ,  one or 
more equilibrium constants governing the successive addition 
of monomer to higher polymeric forms. Major emphasis has 
been placed on cases (isodesmic) where only one equilibrium 
constant pertains.1-5 The interpretation of more complicated 
systems is undeniably more difficult, since attempts to define 
successive equilibrium constants on the basis of the weight 
fraction of monomer as a function of total concentration7 are 
known8 to be subject to considerable uncertainty when the 
number of oligomeric states is large.

Concurrent with the interest in self-associating systems has 
been the development of an analysis procedure based on the 
use of Laplace transformation to define the composition of a 
solution containing several noninteracting solutes.9-11 It is the 
aim of the present work to explore the possibility that the 
latter method may be applied to chemically interacting sys­
tems undergoing indefinite self-association of monomer. Such 
an approach has the potential of not only elucidating isodes­
mic self-associations, but also of providing estimates of the 
successive equilibrium constants appropriate to more com­
plicated systems.

Basic Theory
The sedimentation equilibrium distribution of each species 

i (i = 1, 2, ...,< ») in a thermodynamically ideal system com­
prising monomer (i = 1) in chemical equilibrium with a series 
of polymeric states (A; _i + Ai =̂= A¡ )  is described by

C i(r) = C i(rm)e't’iM-(-r2~ rm2'> (la)

<t>i = (1 -  V ip W / 2 R T  (lb)

where c, (r ) is the weight concentration at radial distance r of 
species i whose molecular weight and partial specific volume 
are M i and Vi, respectively; rm is the radial distance of the 
meniscus, o> the angular velocity, p the solution density, and 
T the temperature. It will be assumed that sill <t>, = </>, implying 
through the equality of all (J, that no volume changes are in­
herent in the formation of successive polymers: in turn, this 
means that successive equilibrium constants are independent 
of pressure and hence of radial distance. The amount of 
species i in the cell does not equal the corresponding amount 
in the original solution,12 but is given by13

(Q>)cell =  0h rc/7*)
rb , , , c i ( r m) 6 h { e 1,M ‘b -  i)

rei (r) dr = ---------- ------------------ (2)
rm

where 8 and h  are the cell sector angle and thickness and b =  
(rb2 — rm2), rb being the radial distance of the base. Combi­
nation of eq la and 2 yields

c;(£) = 

ti = <t>Mib

2L(Q,Ocelli1-»  
b O h ie1' — 1) 

and £ = (rb2 — r2)/6

(3a)

(3b)

Equation 3 may be divided by the total amount of solute in 
the cell, which according to mass conservation is given by

Qt = <*>6h(bf2) = £  (Qt)cell (4)
i

where c °  is the original loading concentration. Thus

e,(£) = c°ti/Iefi(1~tV(et‘ -  1) (5)

where /, = (Qi)Ceii/QT- It follows that the total concentration 
at each radial distance is
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c(9 = c ° I  -  e-'OI
i = l

eq 1 1 ) is met: thus, the function must be capable of fitting c(r) 
vs. r plots in terms of definable values of <*3 and a 4.

Equation 6 a may be written in terms of the Laplace transform 
of a continuous function9“11, g(f,), replacing/;

C(£) = C° J o ¡f; g ( t i )  e -i ‘V(l -  e~fi)} dt; (6b)

c(£) =  c°X {ti g(i;)/(l -  e_ii)i (6c)

where X  denotes the Laplace transform operator. Inversion 
of eq 6 c leads to

(1 -e - 'O X -T O )
gfc)~ ----------^ ----------  (?)

Analysis of the sedimentation equilibrium distribution 
obtainable experimentally as a plot of e(£) vs. £ is, therefore, 
possible in terms of the distribution function g(f;), provided 
the experimental plot may be fitted to a function whose in­
verse Laplace transform is available. In selecting a suitable 
function three basic requirements must be met, which will be 
discussed in terms of the function derived earlier11 on the basis 
of the treatment presented by Donnelly.9 10  This function, 
which offers advantage in that it describes integrated11 rather 
than differentiated9 10  sedimentation equilibrium results, is 
expressed by

c(£) = c(rm)e“2(i-D(l -  a3)“V(£ -  a3)“4 (8)
where a%  « 3, and a 4 are constants. The first requirement is 
evidently met in that eq 8  describes the point (c(rm), rm) when 
r  = rm(£ = 1). The fulfilment of the second requirement is 
ensured by the inclusion in eq 8  of the coefficient exp(a2(£ —
1 )), for this permits use of the second translational property 
of Laplace inversion to introduce a step function in -£- 1{c(£)l 
and hence by eq 7 in g(f;): this is required physically since no 
material possesses a value of £,- less than that of the monomer. 
Thus,

-£ -1 ic(£)|

c(rm)(l -  a3)“4e_“2(£; + a2)(“4_ 1)e“3(ii+“2)/r(a4) 
; ij > —a 2 

'0;£i < —a2

(9)

where 1X0:4) is the gamma function of 0 4 . Combination of eq 
7 and 9 together with the requirement that the continuous 
function i (M i )  = g(t.) dl,/dM, = (j>b g(i,) gives for t; > —o2

f(M,)
4>b{ 1 -  e~i|')c(rro)(l -  «3)a4e~g2(£; + a ^ i - V e ^ d i + m )  

c°£; r(o4)
(10)

It is noted that a plot of f(M,) vs. M i (which from eq 3b 
equals f;/<j>6 ) exhibits a step function at f; = —o2 and is 
thereafter continuous for i, > —0 2 - This feature, inherent in 
the choice of the function defined in eq 8 , is of considerable 
advantage in handling indefinite self-associations since it 
permits explicit definition of a 2 in terms of the molecular 
weight of the monomer: a 2 =  -(¡> M {b . This in turn means that 
the fitting of eq 8  to the experimental plot of c(£) vs. £ to find 
a3 and o:4 may be performed explicitly in terms of any two 
values bM£i), £1) and (i/(£2), £2), where

t/(£) = cf^/cXcmle“2« - 1! = (1 -  a3)“4/(£ -  a3)“4 (11)

It remains to be shown with the aid of numerical examples 
that the third and final requirement of eq 8  (or its equivalent,

Application of T heory to E xperim ental R esults

For the sake of clarity, the use of the above theory will be 
outlined in a series of steps which an experimenter might take.

S t e p  1. It is first required to determine (1 — v p ) , and hence 
<f>, by standard density measurements and the value of M i  (if 
unknown) by extrapolation to infinite dilution of apparent 
weight-average molecular weights available from the sedi­
mentation equilibrium results. The values of a 2, « 3, and a 4 

may now be found using the experimental c(£) vs. £ plot and 
the experimental parameters. In this connection, it will be 
demonstrated ̂ ter that use of two (1/(£), £) points near the cell 
base, where the curvature of the plot is greatest, leads to suf­
ficiently precise estimates of « 3  and a4 when the following 
relations based on eq 8  and 1 1  are solved numerically.

in i/(£i) _  j f 1 — or3 
In i/(£2) l£i -  013

a4 = In iH£)An 1 -  « 3

1  — 0:3

£2 “  « 3

£ -  0'3

(1 2 a)

(1 2 b)

Certainly the values thus obtained may be checked and if 
necessary refined by employing eq 8  to construct a plot of c (£) 
vs. £ which may be compared with the experimental result.

S t e p  2 . Equations 10 and 3b may now be used to compute 
corresponding values of f(M,) and M; ( i  = 2, 3, ...) . The 
product M  i f  (M i) gives an estimate of the area enclosed by the 
f(M i)  curve and lines situated at M, ± ( M J 2 ) which corre­
sponds to the relative amount in the cell, /, = (Q, )Cc1i/Qt, of 
the species with molecular weight M ,. This integration pro­
cedure serves to reverse the introduction of the continuous 
distribution function g(f;), and hence of f(M i) , in place of /; 
(eq 6 and 7) and evidently may be refined, if required, by a 
more elaborate method of trapezoidal integration. The values 
of f ; , thus obtained, may be used in conjunction with eq 2 and 
4 to calculate the molar concentration m;(rm) from

m i(r m) = 4>bc°fi/(e'l’Mib -  1) i = 2, 3 ,.. . (13)

S t e p  3. The above procedure is not recommended for the 
determination of m \ (rm) because of the existence of a step 
function in the f(M i)  distribution at Mj: nor is it likely that 
a sufficiently precise value of / 1  and hence rni(rm) could be 
found using the relation

f i  = 1 -  E U
i= 2

because this introduces additive error inherent in all /¿. For­
tunately an alternative procedure is available for the evalua­
tion of this basic quantity. It involves extrapolation of fli(r) 
values to infinite dilution, where14

fii(r) = c(r)e^Ml(rp2- r2)/c(r F) (14a)

and the reference point (c(rp), rp) is selected as any point in 
the experimental plot of c ( r )  vs. r. It has been shown14 that

limc(r)—oiljlr) = ci(rF)/c(rF) (14b)

Thus, Ci(rF) is available from eq 14b, ci(rm) from eq 1 and 
m i ( r m) = ci(rm)/M i. Since all n ii(r m) (i = 1 , 2 , . . . )  are now 
available, it is a simple matter to calculate the successive ap­
parent equilibrium constants from

K i =  rn i(rm) l m i - i ( r m) m i ( r m) (15)
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TABLE I: Evaluation of the Equilibrium Constant for Isodesmically Associating Systems from Simulated Sedimentation 
Equilibrium Distributions“

Mi K , M-1 ù), rpm
c ( r m), 
g/1- m \(rm) h 02 03 “ 4

Std dev,
M

■̂calcdj
M "1

Std dev, 
M -1

500 3 X 102 60 000 1.353 1.156 X IO“3 0.294 -0.4624 -0.8254 0.9419 ±8 3 X 102 ±40
3 X 103 36 000 1.317 2.340 X IO"4 0.051 -0.1665 -0.9674 1.5673 ±4 3X 103 ±100

5 000 3 X 103 20 000 1.265 1.118 X IO-4 0.292 -0.5138 -0.7140 0.9447 ±11 3 X 103 ±400
3 X 104 12 000 1.230 2.312 X IO- 5 0.051 -0.1850 -0.8391 1.5687 ±5 3 X 104 ±200

50 000 3 X 104 6 400 1.244 1.108 X IO'5 0.292 -0.5261 -0.6901 0.9448 ±11 3 X 104 ±3 500
3 X 10s 4 000 1.140 2.280 X 10“6 0.051 -0.2055 -0.7249 1.5697 ±6 3 X 105 ±15 000

“ The following parameters were common to all simulations: c° = 2.5 g/1.; v =  0.73 ml/g; p =  1.000 g/ml; T  = 293.2°A; rm = 6.9 
cm, rb - 7.2 cm.

where K i  is on the molar scale, suitable for the examination 
of the isodesmic nature or otherwise of the indefinite self­
association.

In a more general vein, it should be stressed that several 
sedimentation equilibrium experiments must be performed 
with the system of interest. In the first place, results from 
several experiments would assist in the evaluation of M \  and 
of rnj(rm) appropriate to each experiment, the latter being 
available from overlapping fii(r) vs. c ( r )  plots.14 Secondly, it 
would be unwise to attempt to apply the above procedure to 
those experiments where the total concentration range 
spanned was such that the relative amount of monomer in the 
cell dominated that of other species: this may immediately be 
assessed by calculating f\ for each experiment using rri](rm)  
and eq 13. Thirdly, the distributions chosen for analysis 
should be such that they can be fitted with reasonable preci­
sion to eq 8; this point receives further attention in the next 
section. Finally, while the present method of analysis may only 
be applied to individual sedimentation equilibrium distri­
butions, a model and associated apparent equilibrium con­
stants indicated by the analysis of a single sedimentation 
equilibrium distribution can and should be checked and, if 
necessary, refined in relation to other experiments covering 
a wide range of total concentration. This would be aided if 
expressions were available to simulate c ( r )  vs. r  plots for a 
defined system. It is thus timely to discuss the numerical 
simulation of sedimentation equilibrium distributions for 
indefinitely self-associating systems and to use such simulated 
examples in the further discussion of the analysis procedure.

Numerical Illustrations

It has been shown that the total concentration of an indef­
initely self-associating system, A/_i + Ai *=* Aj ,  may be 
written in terms of m \ (r) in closed form since the basic ex­
pressions involve the sums of infinite converging geometric 
series. For example, the appropriate expression for an indef­
inite self-association governed by a single equilibrium constant 
(isodesmic) is2

c ( r )  = M jm i( r )/ (1  — K m \ (r ))2 K m \ (r )  < 1 (16a)

For a system in which dimer formation is governed by K% =  
m2/mi2 and the addition of monomer to dimer and to higher 
polymers by a different equilibrium constant, K $ , the analo­
gous expression is6

. _ + 2 m i ( r ) [ K 2 -  K 3] + K'3m12(r)[A'3 -  K 2]}
C( (1 - X 3mi(r))2

K $ m i(r )  < 1 (16b)

Analogous closed solutions may readily be formulated when 
three or more equilibrium constants are involved. It follows

that if m i ( r m) could be found from a conservation of mass 
condition, eq 1 and 16 could be used to simulate c ( r )  vs. r  
curves. Combination of eq 2 and 4 gives on rearrangement

c°b<p = X  m i(r rn) [ e l’>’Mlb — 1]
t=i

■(17a)

For a system involving two equilibrium constants (corre­
sponding to eq 16b), eq 17a becomes on separation of the series 
and summing

c%<t> =  rn\(rm)\e4'Mlb -  lj + K2mi2(rra)
e 2ifiM ib  j

1 (1 - K z m ^ r J e W i b )  (i _  K # n i ( r m))  ^
The corresponding expression for the isodesmic case (eq 16a) 
is obtained by placing K 2 =  K s  = K  in eq 17b and rearranging 
to give

c°b(f> = m i ( r  m)
(1 -  K m 1( r m)e '/,Mlb) (1 -  K m i ( r m))

(17c)

Equations 17b and 17c contain the single unknown mi(rm) 
and thus complete the set required to simulate sedimentation 
equilibrium distributions for defined systems based on the 
initial loading concentration.

It was decided first to explore the applicability of the 
analysis procedure in relation to a set of isodesmic indefinite 
self-associations, the results of which are summarized in Table
I. The range of monomer molecular weights shown in column 
1 was selected to emphasize that relatively small molecules 
as well as macromolecules could be studied by the method. 
The equilibrium constants in column 2 were selected arbi­
trarily except that for each M \  the first cited value corre­
sponds to a dimerization constant of 1.2 l./g and the second 
to 12 l./g. The angular velocities in column 3 were chosen to 
give a c(rb)/c(rm) ratio of approximately 4 with a measurable 
fringe density at the base (<200 fringes/cm). Column 5 reports 
values of mi(rm) available to the experimenter by use of eq 1 
and 14, from which were calculated/! values shown in column 
6; evidently, for each simulation, the relative amount of mo­
nomer in the cell is not unduly large. Column 7 tabulates « 2  

values calculated from « 2  = —<t>M\b and, in this connection, 
it is noted that « 2  must necessarily be negative if (1 -  u tp ) is 
positive. Column 8 gives the values of « 3  obtained using eq 12a 
with (i/(|), £) points near the base. From eq 12a, it follows that 
( 1  — a3)/(£ -  as) > 0  for all 0  < £ < 1 , which means that « 3  < 
0  or 0 3  > 1 ; the latter domain did not satisfy the required 
convergence of eq 1 2 a, indicating that negative values of « 3  

were appropriate. Column 9 reports the corresponding values 
of a\ calculated from eq 12b. These values of a  were used in 
eq 8 to construct plots of c(£) vs. £ which were compared with 
the original simulation (11 comparisons over the whole range
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Figure 1. Distributions referring to the sedimentation equilibrium of an 
isodesmically indefinitely self-associating system with monomer mo­
lecular weight 5 X 104 and equilibrium constant 3 X 104: other pa­
rameters are given in Table I: (a) a continuous distribution of f(/W,) de­
scribed by eq 10; (b) a corresponding histogram showing the relative 
amount, f) =  (0,)cen/0r, of species / with molecular weight A4, in the 
cell at sedimentation equilibrium.

of £) to give the standard deviations shown in column 1 0 . 
Evidently the fit is within experimental ability to measure 
interferograms and thus the applicability of eq 8  is confirmed. 
Equation 10 was then applied to yield (f(M i) ,  M i )  values and 
hence, as described in step 2 , corresponding values of /;. A 
typical result is shown in Figure 1, where both the continuous 
distribution in Figure la and the corresponding histogram in 
Figure lb, which incorporates the value of f\ (Table I), show 
that a reasonable number of species are reflected. Values of 
fi, for all simulations, were used to calculate corresponding 
values of m;(rm) (eq 13) and of A, (eq 15). Ten successive 
values of K L were used to obtain the arithmetic average values 
and their standard deviations shown in the last two columns 
of Table I. Clearly, the maximum percentage error is only 1 1 % 
and, of greater relevance, the analysis procedure has led in 
each case to a value of the equilibrium constant in close 
agreement with that originally postulated.

The second type of system considered was that described 
by eq 16b and 17c involving two equilibrium constants in the 
indefinite self-association. A sedimentation equilibrium dis­
tribution was simulated with the parameters reported in Table 
I for the system M i  = 5000, K 2 =  3 X 104, K 3 (isodesmic) = 3 
X 103 M-1, and u> = 20 000 rpm. The value of f\ was 0.139, with 
« 2  = —0.5138, « 3  = —2.8570, 04 = 2.0669, and c(rm) = 1.366 
g/1.; these values led to a plot of c(£) vs. £ with standard de­
viation ( 1 1  comparisons) of less than ± 1  p  when compared 
with the original simulation. This provides yet another illus­
tration of the applicability of eq 8  in describing diverse dis­
tributions with c ( r b ) / c ( r m) ~  4. Application of step 2  and eq

15 led to the following values of K i (M_1): K 2 = 2.7 X 104 and 
K j  = 2.8 ±  0.3 X 103 O' =  3 ,4 ,...  ,11). The analysis procedure 
has therefore reproduced both values of the equilibrium 
constant (each within 1 0 %) and correctly reflected their ten­
fold difference in magnitude. Several additional numerical 
examples led to similar findings, but with a further observa­
tion which is exemplified in the final illustration. This was 
performed with parameters identical with those of the pre­
ceding example except that three equilibrium constants were 
introduced, K 2 =  3 X 104, K 3 = 5 X 103, and ff4 (isodesmic) 
= 1 X 103 M-1. The value of f\ was 0.134 and the standard 
deviation of fit to the c(£) vs. £ curve was ±3 p. The analysis 
procedure led to the following apparent values of K i  (M_1); 
K 2 = 3.4 X 104, K 3 = 3.2 X 103, and K j  = 1.6 ±  0.2 X 103 O' =
4,5....... 11). Again the correct magnitude for each equilibrium
constant is predicted, but there is evidently greater error in 
each numerical value than that predicted for the simpler 
systems.

Discussion

Two features of the use of the Laplace transform analysis 
as applied to a chemically interacting system, as distinct from 
a noninteracting mixture,9 -11 merit comment. First, the dif­
ficulty of fitting eq 8 to experimental results in terms of three 
parameters a%  « 3, and o4 has been discussed in detail pre­
viously, 11 in relation to a polydisperse lipoprotein system 
where a 2 was not available. In contrast, for polymerizing 
systems, it is always possible to evaluate M4(l — v p )  and hence 
a 2, defining the step function, which renders tractable the 
determination of a 3 and a4. Moreover, the possibility is not 
excluded that functions alternative to eq 8  may exist which 
meet the requirements of fitting experimental distributions 
and of inverting to yield a step function in the plot of f(M,-) vs. 
M i; at present, the demonstrated applicability of the simple 
function in eq 8 renders unwarranted a search for alternatives. 
Secondly, it is important to stress that for both types of sys­
tem, derived fi values refer to relative amounts in the cell. For 
noninteracting mixtures these may be correctly identified with 
relative amounts in. the original mixture,9 -11 whereas for 
chemically interacting mixtures this identification cannot be 
made12 and it is only by use of eq 13 and 15 that K t values may 
be determined. These in turn could be used to calculate 
amounts of oligomeric forms in the original solution, if re­
quired.

For all systems examined, the analysis procedure has in­
dicated that several species are present in significant amount 
and has correctly predicted the number and magnitudes of 
the relevant equilibrium constants describing the indefinite 
self-association of monomer. It is not claimed that the n u ­
m e r ic a l  values of the predicted K i are exact, the error in­
creasing with increasing values of f\ (Table I) and with the 
number of equilibrium constants involved. On the other hand, 
comparison of all pairs of original and predicted K i  values 
reveals that they differ by no more than a factor of 2 , which 
corresponds to a A(AG°) of only 0.4 kcal/mol ( —R T  In 2). 
Certainly, in practice, where experimental error in c(r) values 
is encountered, the errors in predicted K i  values may be 
greater. It is accordingly recommended that K i values derived 
from the analysis procedure be treated as first estimates and 
used to simulate plots of c(r) vs. r (in the manner used herein 
to calculate numerical examples) for direct comparison with 
experimental distributions. The potential is thereby offered 
of refining the values (and of considering nonideality effects15) 
in relation to a series of experiments encompassing a wide 
range of total solute concentration.
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Measurements of the autocorrelation function and average intensity of light quasielastically scattered from 
aqueous solutions of sodium dodecyl sulfate (SDS) in the presence of added NaCl were carried out over a 
wide region of the micellar phase and in the supercooled state below the critical micellar temperature (cmt). 
The mean size, shape, aggregation number, and polydispersity of SDS micelles have been deduced as a func­
tion of temperature (10-85 °C) and NaCl concentration (0.15-0.6 M) for detergent concentrations (1.7 X 
10~2, 3.5 X 10-2, and 6.9 X 10-2 M) which appreciably exceed the critical micellar concentration (cmc). At 
these SDS concentrations the size and shape of the micelles show a marked dependence on the temperature 
and NaCl concentration. A minimum micellar size corresponding to a sphere with a hydrated radius of about 
25 A is asymptotically approached at high temperature in all NaCl concentrations. In NaCl concentrations 
greater than 0.3 M significant micellar growth occurs as the temperature is lowered, and the enlarged SDS 
micelle can be approximated by a prolate ellipsoid with a semiminor axis of 25 A and a semimajor axis that 
approaches 675 A in 0.6 M NaCl. The mean aggregation numbers of these rodlike micelles were found to vary 
approximately with the square root of the SDS concentration, and the width of the distribution of aggrega­
tion numbers was estimated at ±70% of the mean value. In supercooled solutions, micellar size and shape 
have the same dependence on detergent concentration, NaCl concentration, and temperature as occurs 
above the cmt. It is demonstrated that the cmt, its dependence on NaCl concentration, and the metastability 
of supercooled micellar solutions can be qualitatively understood by an extension of the Murray-Hartley 
theory of detergent solubility which accounts for the cmt phenomenon on the basis of the coupling between 
the monomer-hydrated solid equilibrium and the monomer-micelle equilibrium.

Introduction

Over the years a considerable experimental literature on 
sodium dodecyl sulfate (SDS) in aqueous NaCl solutions has 
been compiled, yet many important aspects of this system 
remain unexplored. In studies of the micellar phase bounda­
ries, for example, particular attention has been given to the 
effect of NaCl concentration on the critical micellar concen­
tration (cmc),2 whereas the equally important boundary be­
tween the hydrated solid phase and the micellar phase (the 
critical micellar temperature, cmt)3 has received little atten­
tion. In addition, previous studies of the size, shape, and

aggregation numbers of SDS micelles have been confined to 
a rather small region of the micellar phase located at detergent 
concentrations in the vicinity of the cmc and at temperatures 
near 25 °C. This confinement to concentrations near the cmc 
is a result of the fact that the experimental techniques em­
ployed (i.e., conventional light scattering,4 tracer diffusion,5 
and ultracentrifugation6) require extrapolation to zero mi­
cellar concentration (the cmc) in order to eliminate the effects 
of micellar interactions. With the exception of low-angle x-ray 
scattering studies of concentrated SDS solutions in water,7 
remarkably few efforts have been made to ascertain the size
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and shape of SDS micelles at high detergent concentrations, 
particularly as a function of NaCl concentration and tem­
perature.

We have undertaken an investigation of the micellar phase 
of SDS solutions at concentrations extending well above the 
cmc, in various NaCl concentrations, and over a wide range 
of temperatures, including the supercooled region below the 
cmt phase boundary for several reasons: (1) there is a distinct 
lack of experimental information in these regions of the mi­
cellar phase; (2) our experimental methods are ideally suited 
to the study of micellar solutions under these conditions, 
especially at detergent concentrations much greater than the 
cmc; and (3) data obtained in this region are vital to a theo­
retical understanding of micelle formation by ionic detergents 
in general.

We employed the technique of quasielastic light scattering 
spectroscopy8 (QLS) which allows one to measure the diffu­
sion coefficients of macromolecules rapidly and noninvasively, 
and yet has only recently been applied to the study of micellar 
solutions.9-11 In addition, QLS offers a quantitative charac­
terization of colloidal polydispersity,12’13 an important mi­
cellar property that is difficult to assess with most other 
physical-chemical techniques. Since it has been shown that 
the diffusion coefficient measured by QLS is only weakly af­
fected by the macromolecular interactions that occur in con­
centrated solutions,14’15 the Stokes-Einstein relation16 can 
therefore be used to relate the diffusion coefficient to the 
hydrodynamic radius of the macromolecules even in relatively 
concentrated solutions. Thus QLS provides a measure of the 
hydrodynamic radius and hence the size of SDS micelles ap­
plicable to a significant portion of the micellar phase, as well 
as the supercooled region below the cmt. Moreover, by 
employing measurements of the average scattered light in­
tensity in conjunction with the hydrodynamic radii, we have 
deduced the corresponding shape and aggregation numbers 
of SDS micelles as functions of temperature, NaCl concen­
tration, and detergent concentration. Accordingly, we believe 
that these observations on SDS micelles may have a sub­
stantial application in resolving the current controversies with 
regard to the shape and size of typical ionic detergent micelles.

Materials and Methods
A. R e a g e n ts  a n d  S o lu tio n s . Gel electrophoresis grade SDS 

(BioRad Laboratories, San Diego, Calif.) was employed, and 
its purity (~99.7%) was verified by thin layer chromatography, 
potentiometric titration, and surface tension (Wilhelmy blade 
method). Titration of a 1 g/dl solution of SDS with 1 M HC1 
gave a correct titration curve, and the surface tension mea­
sured as a function of SDS concentration indicated that do- 
decanol was not a contaminant. Sodium chloride (ACS grade, 
Fisher Scientific, Boston, Mass.) was roasted in air for 3 h at 
600 °C in order to oxidize and remove organic impurities. 
Water was deionized and twice distilled. The final distillation 
was from a seasoned all-Pyrex laboratory distillation assem­
bly. The surface tension of the water was 73.5 dyn/cm (22 °C), 
and did not change after sweeping and removal of the surface, 
which was marked with a few grains of pure talc, indicating 
the absence of surface active impurities. The water was filtered 
through a thoroughly washed medium-grain glass filter to 
exclude dust before use.

The required concentrations (w/v) of SDS were dissolved 
in aqueous NaCl solutions in acid-washed volumetric flasks 
which were periodically warmed above their cmt’s to achieve 
complete dissolution. Solutions were stored at 30 °C in stop­
pered flasks for about 24 h in order to allow surface and sus­

pended bubbles to separate before the final aliquots of solvent 
were added. The SDS solutions were then introduced into the 
Teflon and glass light scattering cells through a double layer 
of two 0.1-m Nuclepore filters (A. H. Thomas Co., Philadel­
phia, Pa.) that were part of a closed cell filling system.

B. C r it ic a l  M ic e l la r  T e m p e r a tu r e s . Prior to the cmt mea­
surements, the temperatures of the SDS solutions were low­
ered from 30 to 4 °C for about 1 h to enable the hydrated solid 
phase to form. The cmt values were then determined as the 
midpoint of a narrow temperature range over which the hy­
drated solid phase of SDS clarified on slow warming (at a rate 
of 0.3 °C/min) and with continuous vigorous shaking.

C. Q L S  M e a s u r e m e n ts . (1) T h e o r y . It is well known that 
if a solution of macromolecules is illuminated, the mean in­
tensity of the scattered light contains information on the 
molecular weight of the macromolecules.17 In actual fact, 
however, the intensity of the scattered light continuously 
fluctuates around this mean value due to the Brownian 
movement of the macromolecules. The method of QLS makes 
use of the fact that the time dependence of these fluctuations 
can be related to the translational diffusion coefficient of the 
macromolecules. In order to quantitate this time dependence, 
one can measure the autocorrelation function of the scattered 
light intensity,18 and from its time decay the correlation time 
(or times) of the intensity fluctuations is obtained. For a 
monodisperse solution of macromolecules a single correlation 
time, rc, is obtained, which is related to the translational dif­
fusion coefficient, D , by the equation18

rc = 1/DK2 (1)

The magnitude of the scattering vector, K, is given by18
K = 4ZLs in ^  (2)

\/n

where 9 is the scattering angle, X is the wavelength of the in­
cident light in vacuo, and n  is the index of refraction of the 
scattering medium. By combining the measurement of rc with 
the appropriate value of K, one obtains, using eq 1, the dif­
fusion coefficient of the macromolecules.

(2) A p p a r a tu s  a n d  M e th o d s . A Spectra-Physics argon-ion 
laser (X 5145 A), operating at 150 mW, was used in conjunction 
with a 19-channel doubly scaled digital autocorrelator for 
measuring the autocorrelation function of the scattered light 
intensity. The scattering angle was varied by relocation of the 
photomultiplier tube which was mounted on a rotatable 
platform, and the temperature of the scattering cell was 
controlled to within 0.1 °C by means of a Peltier thermo­
electric heating and cooling device. Equilibration times at each 
temperature were generally of the order of 15 min. Computer 
analysis13 of the time decay of the autocorrelation function 
using the method of cumulants12 provides a characterization 
of the distribution of correlation times associated with the 
polydispersity of the solution. In the present experiments the 
observed autocorrelation functions could be fit by two cu­
mulants with a precision of better than 5 parts in 103 in each 
of the 19 channels. This precision could not be improved upon 
with the addition of further cumulants. From these two cu­
mulants andjthe appropriate value of K, the mean diffusion 
coefficient (D )  of the micelles and the variance (V), a quan­
titative measure of solution polydispersity, were obtained. The 
exact relationship of D  and V  to the distribution of micellar 
sizes is given in Appendix A. The index of refraction of the 
medium (n )  needed for the calculation of K (eq 2) was deter­
mined by using the known refractive increments due to SDS 
and NaCl,4 and the temperature dependence of n  for pure
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water.19 Further details of the theory and methods of QLS can 
be found in ref 20 and 21.

D. C a lc u la t io n  o f  t h e  M e a n  H y d r o d y n a m ic  R a d ii. The 
mean hydrodynamic radius, R , was calculated from D  using 
a formula analogous to the Stokes-Einstein relation for 
spherical particles16

D  = k T lQ m )R  (3)

where k  is Boltzmann’s constant, T  is the absolute tempera­
ture, and 77 is the coefficient of viscosity of the solvent. In these 
calculations the temperature dependence of 77 for aqueous 
NaCl solutions (i.e., t7(T)/t)(2 0  °C)) was taken to be the same 
as that for pure water.19 The value of R  as defined in eq 3 
represents a “mean” radius in two ways. First, R  corresponds 
to the average hydrodynamic radius of all micellar species 
present in solution due to the fact that D  is an average over 
this distribution. (See Appendix A.) Secondly, even for a 
monodisperse solution of micelles, the definition of R  implies 
an average of the hydrodynamic frictional factors over all 
possible orientations of the micelles with respect to their 
translational motion. For spherical micelles R  is the hydrated 
radius of the sphere, whereas for nonspherical micelles R  de­
pends in a complicated way on the hydrated volume and shape 
of the micelles through the orientational averaging.

E. M e a n  I n t e n s i t y  M e a s u r e m e n ts . A measure of the mean 
scattered light intensity was obtained from the time-averaged 
rate at which photopulses entered the autocorrelator as de­
tected by a digital frequency meter. The system was calibrated 
by using a series of neutral density light filters to vary the 
scattered intensity from an arbitrary standard solution in a 
known way. This calibration provided a relative measure of 
the scattered intensity from the photopulse rate, expressible 
as the ratio I'/Io, where / '  is the absolute scattered intensity 
from a SDS solution, and / () is the intensity of the arbitrary 
standard. Since reflections from cell windows and sources 
other than the detergent molecules contribute to the scattered 
intensity, the value I '  contains, in general, a small background 
component. The relative background intensity, I b / H , was 
assumed to be equal to the relative scattered intensity ob­
tained from a cell filled with solvent..The relative intensity 
scattered by the detergent alone, H I 0, is therefore given by

U L J *  (4)
Io  h  H

Results
A. C r itic a l  M ic e l la r  T e m p e r a tu r e s . The cmt values of so­

lutions containing 6.9 X 10“2 M (2 g/dl) SDS are plotted as a 
function of NaCl concentration (0-0.6 M) in Figure 1. The 
characteristic temperature range over which each solution 
clarified is of the order of 1 °C. The cmt values for SDS in
0-0.05 M NaCl taken from the solubility data of Nakayama 
and Shinoda22 are also shown for comparison. The cmt in­
creases by nearly 10° as the NaCl concentration is raised from 
0 to 0.6 M; however, about half of this increase takes place 
between 0 and 0.1 M NaCl. Additional cmt measurements 
made on solutions containing 3.5 X 10~2 M (1 g/dl) and 1.7 X 
10-2 M (0.5 g/dl) SDS in 0.6 M NaCl showed that the cmt is 
independent of detergent concentration within this range.

B. M e a n  D i f fu s io n  C o e f f i c i e n t s  a n d  V a r ia n c e s . (1) D e ­
p e n d e n c e  o n  N a C l  C o n c e n t r a t io n  a n d  T e m p e r a tu r e . The 
values for D  and V  (90° scattering angle) as functions of 
temperature for 6.9 X 10- 2  M SDS and NaCl concentrations 
of 0.15, 0.3, 0.45, 0.55, and 0.6 M are listed in Table I. The 
lowest temperatures for which values are listed correspond
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Figure 1. The critical micellar temperature (cmt) of 6.9 X 10~2 M SDS 
as a function of NaCl concentration: O, this study; • ,  from the solubility 
data of Nakayama and Shinoda.22 Brackets indicate temperature range 
over which solutions clarified.

to the temperatures at which the precipitation of SDS oc­
curred within the scattering cell. In general D  and V  values 
were obtained for supercooled micellar solutions over a 7-10 
°C range below the corresponding cmt values. The reprodu­
cibilities of D  and V  were within ±1 and ±5%  for the same 
sample, and within ± 5  and ±10% of the values given in Table 
I for different samples under identical conditions. Both D  and 
V  were completely reversible functions of temperature within 
experimental error. D  (Table I) increases as a function of 
temperature at fixed NaCl concentration and decreases with 
increasing NaCl concentration at fixed temperatures. In 
contrast to the dramatic variation of D  with temperature and 
NaCl concentration, the V  values, which were typically of the 
order of 35%, showed no appreciable dependence on either 
variable.

(2) D e p e n d e n c e  o n  S D S  C o n c e n tr a t io n . The temperature 
dependence of D  and V  (90° scattering angle) for SDS solu­
tions of 1.7 X 1CT2 and 3.5 X 1CT2 M in 0.6 M NaCl are listed 
in Table II. When compared with the corresponding values 
for 6.9 X 10~ 2 M in 0.6 M NaCl (Table I), the D  values de­
crease with SDS concentration at all temperatures, whereas 
the V values are not significantly affected.

(3) D e p e n d e n c e  o n  S c a t te r in g  A n g le . The angular depen­
dence of the autocorrelation function was studied for 6.9 X 
10- 2  M SDS in 0.6 M NaCl at 30 °C. By varying the scattering 
angle from 30 to 150°, the value of K2 was increased by a factor 
of 13.9. Over this range of scattering angles the deduced values 
of D  and V  were found to be independent of scattering angle 
within the experimental error.

C. M e a n  H y d r o d y n a m ic  R a d ii. (1) D e p e n d e n c e  o n  N a C l  
C o n c e n t r a t io n  a n d  T e m p e r a tu r e . The temperature depen­
dence of R , calculated from the data in Table I, is plotted for
6.9 X 10“ 2 M SDS in various NaCl concentrations in Figure
2. It is apparent that R  is significantly dependent on both 
temperature and NaCl concentration. At high NaCl concen­
trations a dramatic increase in R  occurs as the temperature
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TABLE I: Mean Diffusion Coefficients and Variances in TABLE II: Mean Diffusion Coefficients and Variances in
6.9 X 10“ 2 M SDS as a Function of NaCl Concentration 0.6 M NaCl as a Function of SDS Concentration and
and Temperature Temperature_________________________________

NaCl,
M

0.15

0.3

0.45

0.55

0.6

Temp, °C
Mean diffusion coeff 

D , 10-7 cm2/s
Variance V ,

%

11 5.59 28
13 6.06 21
15 6.67 33
17 7.17 28
20 8.32 33
25 9.69 28
35 13.3 41

15 5.44 45
17 5.92 37
18 6.23 34
20 6.78 30
25 8.23 30
30 9.92 35
40 13.3 35
50 16.4 32

17 2.84 33
18 3.12 34
20 3.65 30
25 5.69 35
30 8.00 32
35 9.98 27
40 12.1 36
50 16.1 36
60 21.0 41
70 25.6 42

17 1.56 37
18 1.67 38
20 1.90 35
25 2.77 39
35 5.75 41
45 10.8 36
55 15.6 37

18 1.13 32
19 1.22 35
20 1.34 34
21 1.43 31
22 1.53 31
23 1.76 34
25 2.03 36
30 2.92 37
35 3.96 40
40 5.92 38
45 8.01 46
50 11.2 42
55 14.3 39
60 17.2 45
65 19.0 38
75 24.0 35
85 29.8 42

approaches and then passes below the cmt. However, at low 
NaCl concentrations only a small increase in R  occurs as the 
temperature is lowered. Conversely, at high temperatures R  
decreases asymptotically to values that are nearly indepen­
dent of NaCl concentration. The asymptotic minimum is 
about 25 A in 0.6 M NaCl and appears to be 1 to 2 A less for 
the lower NaCl concentrations. The continuity of all curves 
as they pass below the cmt (Figure 2) indicates that the mi­
cellar size in supercooled solutions has the same dependence 
on NaCl concentration and temperature as above the cmt. The

Temp, Mean diffusion coeff Variance 
SDS, M °C D, 10~7 cm2/s V , %

1.7 X 10-

3.5 X 10~2

16
18
20
25
35
45
55

17
18 
20 
25 
35 
45 
55 
65

1.77
2.03
2.36 
3.42 
7.13

11.7
15.5

1.40
1.54
1.78 
2.63 
5.77.

10.3
14.9
19.2

39
38
39 
38 
38
40 
42

30
36
37
38 
38
31
41 
49

Figure 2. The mean hydrodynamic radius (R) of 6.9 X 10~2 M SDS as 
a function of temperature: O, in 0.6 M NaCl; • ,  in 0.55 M NaCl; A, in 
0.45 M NaCl; □, in 0.3 M NaCl; V, in 0.15 M NaCl. Dashed line intersects 
solid curves at the respective cmt values. Points to the left of cmt 
represent supercooled sulutions. Vertical axis on right provides a 
nonlinear scale of mean aggregation numbers (ri) corresponding to the 
R axis for a micellar shape represented by a prolate ellipsoid whose 
semiminor axis is fixed at 25 A.

hydrodynamic radius attained the largest value (167 A) in 0.6 
M NaCl at 18 °C.

The vertical axes on the right-hand sides of Figures 2 and 
3 provide a scale of mean aggregation numbers (n )  that cor­
respond to the respective R  values assuming that the micellar 
shape of SDS is represented by a prolate ellipsoid whose 
semiminor axis is fixed at 25 A. The rationale for the prolate 
shape is given later.

(2) D e p e n d e n c e  o n  S D S  C o n c e n tr a t io n . The influence of 
three concentrations of SDS (1.7 X lO-2, 3.5 X 10~2, and 6.9 
X 10-2 M) in 0.6 M NaCl on R is plotted as a function of 
temperature in Figure 3. At each temperature R  becomes
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Figure 3. The mean hydrodynamic radius (fi) of SDS in 0.6 M NaCI as 
a function of temperature: O, in 6.9 X 10- 2  M SDS; • , in 3.5 X 10- 2  

M SDS; A, in 1.7 X 10” 2 M SDS. Dashed line intersects solid curves 
at the respective cmt values. Vertical axis on right provides a nonlinear 
scale of mean aggregation numbers (n) corresponding to the Raxis for 
a micellar shape represented by a prolate ellipsoid whose semiminor 
axis is fixed at 25 À.

larger with increases in the SDS concentration; however, as 
the temperature approaches 55 °C, R  becomes independent 
of the SDS concentration and asymptotically approaches a 
value of 25 Â.

D. S c a t t e r e d  I n t e n s i t y  M e a s u r e m e n ts . The temperature 
dependence of the relative scattered light intensity (90° 
scattering angle) was measured for the 6.9 X 10-2 M SDS so­
lution in 0.6 M NaCI. By dividing the relative intensity mea­
sured at each temperature, /(T)//o, by the minimum relative 
intensity measured at 85 °C, I m\ J Io, we obtain an intensity 
ratio, /(T ) //min, which is plotted in Figure 4. /(T ) / /m¡n dra­
matically increases from an asymptotic value of 1 at 85 °C to 
about 19 at 18 °C. From eq 4, /(T ) //min is equal to ( I ' ( T )  -  
7B) / ( / min' — 1b), where the primes indicate that the intensities 
have not been corrected for the background scattering, / r. If 
the uncertainties in I m and / B are not small compared to the 
difference -  / b, then these uncertainties contribute 
significantly to the uncertainty in the intensity ratio. Our 
analysis of this contribution leads to a maximum uncertainty 
of about 15% for all data points, as indicated by the bracket 
on the curve in Figure 4.

Interpretation of the Autocorrelation Functions, R  
Values, and Scattered Intensity Ratios

A. R e la t io n s h ip  o f  th e  A u to c o r r e la t i o n  F u n c t io n  t o  th e  
T r a n s la t io n a l  D i f fu s io n  C o e f f i c i e n t s  o f  M ic e l le s . The auto­
correlation function of the scattered light intensity primarily 
contains information on the Brownian movement of the mi­
celles. In addition, however, there may be contributions from: 
(1) the Brownian movement of small molecules in the solution 
(detergent monomers, Na+ and Cl" ions), (2) the rotational 
motion of the micelles, and (3) the fluctuations associated with 
the dynamic equilibrium between micelles and monomers. 
These three effects make no measurable contribution to the

Figure 4. The temperature dependence of the intensity ratio (H 7)//min) 
for the solution containing 6.9 X 1CT2 M SDS in 0.6 M NaCI. Bracket 
indicates the maximum uncertainty of ±15%  in all points.

autocorrelation function for the following reasons. First, the 
intensity of the light scattered by any species is proportional 
to the product of its concentration (w/v) and its molecular 
weight.17 One can estimate therefore that the intensity of the 
light scattered by micelles is at least 1000 times greater than 
the intensity of light scattered by the small solute molecules. 
In addition, the short correlation times associated with the 
small molecules renders their contribution to the autocorre­
lation function completely negligible on the time scales being 
examined (typically 2-50 n s). Secondly, the fact that the de­
duced value of D  is the same at every scattering angle provides 
strong evidence that the effects of rotation and monomer- 
micelle equilibria are negligible. Such effects, if sizeable, 
should introduce an apparent angular dependence on the 
deduced value of D .9-20 In particular, our conclusion that the 
monomer-micelle equilibrium makes no measurable contri­
bution to the autocorrelation function is in agreement with 
previous QLS studies of micellar systems.9’10 We therefore 
conclude that the quantity D  obtained from the cumulants 
analysis of the autocorrelation function gives a precise mea­
surement of the mean translational diffusion coefficient of the 
micelles. It should be noted that the values of D  reported here 
are in substantial agreement with a limited number of ap­
parent diffusion coefficients measured over a small region of 
the micellar phase using conventional methods.5-6 McQueen 
and Hermans9 who used QLS to study SDS solutions at a 
single NaCI concentration (0.1 M) and temperature (22 °C) 
have obtained values for the micellar diffusion coefficient 
comparable to ours.

B. R e la tio n s h ip  b e tw e e n  D  a n d  R . We have deduced R  from 
D  using eq 3 on the assumption that D  is not substantially 
affected by micellar interactions. In effect, we are assuming 
that the value of D  measured at the moderately high SDS 
concentrations employed should be nearly the same as the 
value that would be found at very low SDS concentrations, if 
it were possible to dilute the system without altering the dis­
tribution of micellar sizes. This assumption is consistent with 
a variety of experimental14’23 and theoretical14’15 results 
concerning the concentration dependence of D  measured in 
other macromolecular systems using QLS. It has been 
shown14’15 that when nonaggregating macromolecules interact 
as hard spheres (i.e., excluded volume interactions) that the 
value of D  is only weakly dependent on particle concentration. 
For the largest detergent concentration (w/v) used in the
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present study (2 g/dl), the hard sphere interactions are pre­
dicted14 to change D  by only 2%, a negligible amount. How­
ever, since the SDS micelle carries a significant charge,4 the 
possible effects of electrostatic interactions on D  must be 
considered. In this regard the interactions between charged 
particles have been experimentally shown to approach the 
hard sphere limit as the ionic strength of the solution becomes 
sufficiently large so as to screen out the electrostatic effects. 
In a study of charged R17 virus particles by Pusey et al.14 the 
hard sphere limit is attained in NaCl concentrations between 
0.15 and 1 M. Before this limit is reached, however, the dif­
fusion coefficient of the R17 particles is found to increase 
significantly with particle concentration. Thus the electro­
static interactions between micelles can be expected to raise 
the value of D  obtained at low NaCl concentrations, and 
thereby cause the apparent value of R  to be less than the ac­
tual R . By extrapolating the concentration dependence of D  
obtained by Pusey et al.14 in 0.15 M NaCl when electrostatic 
screening is incomplete, we may expect the values of R  de­
duced for 6.9 X 10“2 M SDS to be about 12% smaller than the 
actual value of R .

The above considerations of hard sphere and electrostatic 
interactions permit us to conclude that for the SDS concen­
trations employed in this study, the effect of micellar inter­
actions should be negligible for solutions containing greater 
than 0.45 M NaCl (an estimate of the NaCl concentration 
needed for the hard sphere limit). Under these conditions, the 
values of D  should approximately equal the values which 
would obtain for the same distribution of micellar sizes at very 
low concentration. It is therefore valid to deduce R  from D  
using eq 3 by employing a viscosity value equal to that of the 
solvent alone. In this way we have found, for example, that in 
0.6 M NaCl the R  values asymptotically approach the same 
value of 25 A at high temperature, regardless of SDS con­
centration (Figure 3). For SDS solutions containing lower 
concentrations of NaCl (<0.45 M), the apparent!? values may 
underestimate the actual R  values by at most 12%. This 
suggests that the small effect of NaCl concentration on the 
apparent asymptotic values of R  (Figure 2) could result solely 
from the effect of NaCl on the electrostatic interactions be­
tween micelles.

Finally our observation that the smallest SDS micelles have 
R  values of about 25 A is in satisfactory agreement with values 
of 23 and 24 A for the apparent radii of spherical SDS micelles 
from small-angle x-ray scattering studies.7 Hydration of the 
micelle would account for the slightly larger micellar radius 
obtained from the QLS measurement. Furthermore, as the 
length of the extended SDS anion as measured from a Stu- 
art-Briegleb molecular model is 23 A, our data are consistent 
with the classical view24 that the minimum size of a detergent 
micelle corresponds to a spherical aggregate whose radius is 
approximately the length of the extended detergent chain.

C. R e la t io n s h ip  b e tw e e n  I n t e n s i t y  R a t io  a n d  M ic e l la r  
M a s s  a n d  F o r m  F a c to r . The temperature dependence of the 
intensity ratio /(T ) //m;n can readily be related to the tem­
perature dependence of the micellar mass. If the micelles are 
treated as monodisperse and noninteracting, and the scat­
tering by small molecules neglected, then the turbidity of the 
solution, t, is given by17

r = H C M P  (5)

where H  is related to the index of refraction of the solution and 
its derivative with respect to detergent concentration, C  is the 
concentration of micelles (w/v), M  is the micellar mass, and 
P  is the form factor of the scattered light.17 The latter depends

on the size and shape of the micelles and the magnitude of the 
wave vector, K. Since the relative scattered intensity is pro­
portional to r, the intensity ratio will be given by

I ( T )

/min
H ( T ) C ( T ) M ( T ) P ( T )

H m¡nC min-A4 mjn.Pmin
(6)

where H m¡n, Cm¡n, M min, and P mm correspond to the minimum 
spherical micelle formed at 85 °C. For the SDS concentration 
employed in the intensity measurements (2 g/dl), the con­
centration of micelles (w/v) is greater than 100 times the 
concentration of monomers (w/v), the value of which is 
equivalent to the cmc in 0.6 M NaCl.25 Thus to a high degree 
of accuracy both C(T) and Cmin are equal to the total deter­
gent concentration, and therefore cancel in eq 6. Equation 6 
is further simplified by neglecting the dependence of H  on 
temperature which is estimated26 to vary by less than 3% be­
tween 15 and 85 °C, and by noting that P ml„  is unity for the 
minimum spherical micelle. The intensity ratio then reduces 
to

I ( T )  = M ( T ) P ( T )

/m in M  min

Thus /(T ) //m¡n will be less than or equal to the ratio of the 
micellar masses depending on the magnitude of P ( T )  which 
beomes smaller than unity at temperatures where the micellar 
size becomes comparable to K_1.

A meaningful interpretation of the intensity ratio is pro­
vided by eq 7, even when the Complications of polydispersity, 
micellar interactions, and charge effects are taken into ac­
count. To account for polydispersity, one uses the values of 
M ( T ) P ( T )  and M m¡n that correspond to averages over the 
distribution of micelles, where each species is weighted by its 
concentration (w/v).4 Secondly, since we have taken the ratio 
of scattered intensities, we expect that the effect of micellar 
interactions on the absolute intensities should approximately 
cancel between I ( T )  and / m¡n. This is based on the reasonable 
assumption that in 0.6 M NaCl the predominant interactions 
are due to the excluded volumes (hard sphere interactions). 
The excluded volume is a function of the volume fraction </>15 
of the micelles in solution which is about 0.02 in the present 
case and does not vary with temperature. If we ignore the ef­
fect of micellar shape on the excluded volume interaction, then 
the effect of this interaction on the scattered intensities can 
be expected to cancel between numerator and denominator 
of the intensity ratio. It is also known that the micellar charge 
can affect the absolute intensity of the scattered light even in 
solutions of high ionic strength.27 The magnitude of the so- 
called charge effect depends primarily on the micellar 
charge-to-mass ratio. However, since we measure the ratio of 
intensities at two different temperatures, this effect of charge 
will also cancel in the intensity ratio, assuming that the mi­
cellar charge-to-mass ratio has no significant dependence on 
either temperature or micellar size. Experimental estimates 
of the charge-to-mass ratio of SDS and other ionic micelles 
support this assumption.4’28 Thus, in spite of the effects of 
micellar interactions and micellar charge on the absolute 
scattered intensities, the relationship between intensity ratio, 
micellar mass ratio, and form factor, given in eq 7, should be 
a good approximation even when the detergent concentration 
greatly exceeds the cmc.

Discussion

A. M ic e l la r  P h a s e  B o u n d a r ie s . As a preliminary in this 
study, it was necessary to establish the location of the emt 
phase boundary as a function of NaCl concentration (Figure
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1). The prevailing theory of this phase boundary, based on the 
work of Krafft,29 suggests that a conformational change in the 
hydrocarbon chain of the detergent molecule occurs at the cmt 
and thereby causes the transformation from hydrated solid 
to micelles and vice versa.3,30 The Krafft theory, however, does 
not readily explain how the cmt can depend on the NaCl 
concentration of the solution. On the other hand, a theory first 
proposed by Murray and Hartley31 provides a natural means 
to understand the observed dependence of the cmt on NaCl 
concentration. In addition, the Murray-Hartley theory of the 
cmt can provide insight into the behavior of supercooled mi­
cellar solutions. In a future paper we shall quantitatively apply 
the Murray-Hartley theory to the present SDS data; however, 
it is useful at the present time to describe the,physical content 
of this theory.

Let us first assume that the solubility (in aqueous NaCl) of 
a detergent molecule in its monomeric form is a weakly in­
creasing function of temperature denoted by S i ( T ) .  Since the 
detergent molecules can exist in solution, both as monomers 
and micelles, the total solubility of the detergent, S ( T ) ,  may 
differ from S i ( T ) .  However, at temperatures where Si(T) is 
less than or equal to the cmc of the detergent, S ( T )  will be 
equal to S i ( T ) .  This is a result of the fact that the formation 
of micelles does not occur until the dissolved monomer con­
centration reaches the cmc. The temperature at which S i { T )  
= cmc is commonly defined as the Krafft temperature,3,30 7\. 
Below Tk, S ( T )  increases weakly with temperature in exactly 
the same manner as S i ( T ) ,  whereas above 1 \  the behavior of 
S(T) deviates dramatically from Sj (T). These temperature 
dependences are illustrated by hypothetical curves of Si(T) 
and S(T) which are plotted in Figure 5. To understand the 
abrupt increase in S ( T )  shown in the figure, let us consider 
a solution at temperature Tk which has a detergent concen­
tration, C d, much greater than Sx(Tk). Under these conditions 
the solution contains dissolved monomers, whose concentra­
tion Si(Tk) is equal to cmc, in equilibrium with a hydrated 

.solid precipitate whose concentration is Cd — cmc (Figure 5). 
Suppose the temperature of the solution is increased to the 
slightly greater value Tk + AT, then the monomeric solubility, 
S i (Tk + AT), becomes equal to cmc + AC, where AC is a small 
concentration increment dependent on the slope of Sj(T) 
(Figure 5). To reestablish equilibrium between hydrated solid 
and monomer at Tk + AT, the monomer concentration must 
increase by the amount AC. However, the formation of mi­
celles prevents this increase in monomer concentration from 
occurring. A classical mass action analysis of the equilibrium 
between micelles and monomers31,32 shows that any effort to 
increase the monomer concentration to values greater than 
the cmc results, at equilibrium, in the formation of micelles, 
while the monomer concentration remains essentially fixed 
at the cmc. Though the hydrated solid releases monomer in 
order to achieve the solid-monomer equilibrium, this equi­
librium can never be reached because of the sequestration of 
monomer within micelles. Continued release of monomer thus 
takes place until the hydrated solid dissolves completely. 
Hence above Tk the total detergent solubility S(T) increases 
dramatically with temperature. Alternatively, we can say that 
solutions containing detergent concentrations well above the 
cmc will clarify at about the same temperature independent 
of concentration. This clarification temperature is called the 
critical micellar temperature. One can appreciate from Figure 
5 that the cmt correlates closely with Tk, being generally a few 
degrees higher.

The Murray-Hartley theory thus relates the abrupt in­
crease in the detergent solubility (i.e., the existence of a critical

Figure 5. Hypothetical curve of detergent solubility as a function of 
temperature (concentration scale is arbitrary). Continuous curve indi­
cates total solubility, S(7). Dashed curve indicates the extrapolation 
of the monomeric solubility, Ŝ ( 7), above 7k. Dotted line indicates the 
cmc, whose weak variation with temperature is neglected. Vertical 
arrows indicate the temperature values corresponding to 7k and cmt. 
Horizontal line indicates a detergent concentration Co much greater 
than the cmc. AC is the difference in monomer concentration between 
Si(Tk +  A 7) and cmc.

micellar temperature) to the saturation of the monomer 
concentration associated with the formation of micelles (i.e., 
the phenomenon of the cmc). From the Murray-Hartley 
theory we can see phenomenologically how the cmt, or more 
simply Tk, may depend on the NaCl concentration. The value 
of Tk is defined as the intersection between the curve of S i( T) 
and the cmc. Since both Si(T) and cmc vary with NaCl con­
centration, their intersection, i.e., Tk, also changes with NaCl 
concentration. Using this idea, and employing the experi­
mental variation of cmc2 and S ] ( T ) - 2 with NaCl concentra­
tion, it is in fact possible to obtain a prediction of the NaCl 
dependence of the cmt. This prediction is in satisfactory 
agreement with the experimental data for SDS and will be 
presented in a future paper.

Lastly, the Murray-Hartley model for the dissolution of the 
hydrated solid can also be used to gain insight into the reverse 
process, i.e., the formation of hydrated solid from the micellar 
phase. Referring back to Figure 5, let us consider a solution 
at temperature T k +  A T  with detergent concentration Cd. In 
this state only micelles and monomers are present. If the 
temperature is now lowered to Tk — AT, the equilibrium state 
will be one consisting of monomers and solid. In order for this 
state to be achieved the monomers must start to precipitate 
from solution, thereby temporarily reducing the monomer 
concentration below the cmc. The monomer concentration, 
however, is quickly restored to the cmc by dissolution of some 
micelles, in order to maintain the monomer-micelle equilib­
rium. This process yields more monomer for further produc­
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tion of the hydrated solid. In effect, then, the detergent mol­
ecules now flow from the micellar form through the monomer 
form into the hydrated solid form, the precise reverse of the 
dissolution transformation. The phenomenon of metastability 
is associated with the initiation of precipitation of the mo­
nomers, which are present in the low concentration corre­
sponding to the cmc. The small number of dissolved mono­
mers reduces the likelihood of the nucleation process and 
thereby favors metastability. These considerations are con­
sistent with our observations of the continued growth of the 
micelles at temperatures below the cmt, since in the absence 
of monomer precipitation, micelle formation will occur in 
exactly the same manner as above the cmt.

B. M ic e l la r  S h a p e  a n d  A g g r e g a t io n  N u m b e r s . By plotting 
the intensity ratio l ( T ) / I nun vs. R  measured at the corre­
sponding temperature for 6.9 X 10*2 M SDS in 0.6 M NaCl, 
we obtain a curve (Figure 6) which is capable of providing a 
sensitive experimental test of micellar shape. Model calcula­
tions of the dependence of 7/7m¡n on R  were carried out for 
three possible shapes: the prolate ellipsoid (I), the oblate el­
lipsoid (II), and the sphere (III). In the case of the ellipsoids 
it is assumed that the semiminor axis (b ) is always 25 A, i.e., 
the radius of the minimum spherical micelle. This constraint 
is consistent with a micellar structure in which the hydro­
carbon chains of the SDS molecules form a continuous hy­
drophobic core within the micelle.33 The spherical shape is 
chosen to represent a spherical “grapelike” aggregate of 
minimum spherical micelles. By comparing the calculated 
dependences of 7/7m,n on R  with the experimental results 
(Figure 6), we can identify which of these shapes best describes 
the data. Furthermore, the deduction of micellar shape en­
ables us to estimate the mean aggregation number, n, from the 
corresponding value of R .

(1) M o d e l  C a lc u la t io n s . In order to calculate the depen­
dence of I/ I min on R , eq 7 is employed with the simplifying 
assumption of monodispersity. It is thus necessary to deter­
mine the dependence of the micellar mass ratio and form 
factor, P , on R . Since the partial specific volume of SDS mi­
celles varies by less than 10% with micellar size34’35 and solu­
tion temperature,7 the micellar mass ratio is essentially equal 
to the micellar volume ratio. The dependence of micellar 
volume on R  is obtained for the ellipsoidal shapes by first 
deducing the semimajor axis, a , from the hydrodynamic radius 
R  with the aid of Perrin’s equations for prolate and oblate 
ellipsoids.21 These equations relate the hydrodynamic radii 
to the ellipsoidal axes, a  and b , and are represented by the 
functions R i(a ,b )  and 7Jn(a,b), respectively. After setting b 
equal to 25 A, we can invert the above functions and thus 
obtain two different relations between a  and R  denoted by 
aifR) and autR). The micellar volume ratios V / V min for 
shapes I, II, and III are related to a \ (R ), a n (R ) ,  and R , re­
spectively, by:

v m  _
V  min (If) prolate shape (I) (8i)

v n (R )  

Vmin '
/a n(7?D 
l 25 )

) oblate shape (II) (Sii)

v m (R ) _
V  min d r spherical shape (III) (8iii)

The dependence of P  on R  for each of the three models can be 
calculated, using the equations of Debye and Anacker.36 These 
equations show that P  remains very close to unity for both the 
spherical and oblate shapes in the size range being considered.

in Figures 3 and 4. Bracket indicates the maximum uncertainty (±15%) 
in all data points. Dashed curves represent model calculations for the 
following shapes: I, prolate ellipsoid; II, oblate ellipsoid, III, sphere.

However, for thè prolate shape, P  depends on R  through a/(R) 
and becomes substantially less than unity as R  approaches 100 
A. Combining eq 8i, 8ii, and 8iii with the respective P  values, 
we obtain, through eq 7 ,  the dependence of 7 / 7 m j n  on the hy­
drodynamic radius R  for each model. The three theoretical 
curves are plotted along with the experimentally derived curve 
in Figure 6.

(2) D e d u c t io n  o f  S h a p e . The experimental intensity ratios 
clearly increase with R  in a manner close to that predicted by 
the prolate model (Figure 6). The agreement between theory 
and experiment is not exact, but in view of the simplifying 
assumptions made in the model calculations, the result pro­
vides compelling evidence that SDS micelles become elon­
gated (rodlike) structures under the conditions of low tem­
perature, high detergent, and high NaCl concentration. The 
x-ray scattering studies of Reiss-Husson and Luzzati7 support 
this deduction in that SDS micelles were shown to undergo 
a sphere-rod transition at very high concentrations (~20 g/dl) 
in pure water. Rodlike micelles were first proposed by Debye 
and Anacker36 who showed that the angular dependence of 
light scattered by rc-hexadecyltrimethylammonium bromide 
micelles in the presence of high KBr concentration was con­
sistent with the presence of long cylindrical micelles. These 
authors deduced axial ratios of about 18 in 0.178 M KBr and 
27 in 0.233 M KBr for these cationic micelles. Stigter37 has also 
suggested, on the basis of viscosity studies, that n-dodec- 
ylammonium chloride micelles are rod-shaped but flexible. 
Tanford,33 however, has proposed that nonspherical micelles 
of ionic detergents should have oblate ellipsoidal shapes and 
has also suggested that the rodlike micelles seen in high salt 
solutions may constitute a linear aggregation of small micelles. 
This latter possibility cannot be excluded from our results, 
although it would seem more likely that small spherical mi­
celles would polymerize as globular aggregates rather than 
linear chains, a hypothesis which is not supported by the 
present data.

(3) A g g r e g a t io n  N u m b e r s . It becomes possible with the 
deduction of micellar shape to estimate the mean aggregation 
number, n, corresponding to different values of R . Since n  is 
proportional to micellar volume, it follows immediately from 
eq 8i that for the prolate shape n  is proportional to the axial 
ratio of the micelle and is therefore related to R  by
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where rcm;n is the aggregation number of the minimum 
spherical micelle, and ai(f?) is the semimajor axis (in A) of a 
prolate micelle with hydrodynamic radius R  and a semiminor 
axis of 25 A. We estimate the value of n m¡n to be 60 which 
corresponds closely to both the aggregation number of 62 
measured for SDS micelles in water at the cmc,4 and the the­
oretical estimate of 56 given by Tanford38 for the maximum 
number of monomers in a spherical SDS micelle. Using eq 9, 
we have constructed vertical axes on the right sides of Figures
2 and 3, which provide a scale of n  values appropriate to the 
R  values plotted in these figures. These axes permit one to 
observe the temperature dependence of n  at the various NaCl 
and SDS concentrations studied. For 6.9 X 10”2 M SDS in 0.6 
M NaCl, n  undergoes an extraordinary increase from 60 to 
about 1600 as the temperature decreases from 85 to 18 °C. The 
axial ratio corresponding to n =  1600 is about 27, indicating 
a highly elongated shape (a ~  675 A) which is quite similar to 
the rodlike micelles formed by the cationic detergents studied 
by Debye and Anacker.36 In order to compare the n  values 
deduced from eq 9 to the previous literature on SDS, it must 
be appreciated that the published values have been obtained 
for various NaCl concentrations but only at temperatures near 
25 °C. For this reason we have plotted n  as a function of NaCl 
concentration for 6.9 X 10-2 M SDS at 25 °C in Figure 7 
(continuous curve). The n  values corresponding to low NaCl 
concentrations (<0.45 M) incorporate a small correction for 
the residual electrostatic effects on R . The aggregation 
numbers obtained by Mysels and Princen4 using conventional 
light scattering are also shown in Figure 7 (dashed curve). 
These values represent extrapolations to the cmc which de­
creases from ~8.2 X 10”3 to ~4.4 X 10”4 M as the NaCl con­
centration increases from 0 to 0.6 M.2 The figure shows that 
in 6.9 X 10-2 M SDS n undergoes an increase with NaCl 
concentration that is far more dramatic than the increase in 
n  that is seen at the respective cmc values. This finding indi­
cates that the mean size of the micelles is a function of both 
the NaCl concentration and the SDS concentration, the latter 
variable becoming particularly important for NaCl concen­
trations greater than ~0.4 M. In this regard the data of Figure
3 explicitly show that the aggregation numbers of large rodlike 
micelles grow substantially with increasing SDS concentration 
at fixed temperature and NaCl concentration. With successive 
doubling of the SDS concentrations the n  values increase by 
factors of about 1.5, in approximate agreement with the square 
root dependence of mean aggregation number on detergent 
concentration predicted in Mukerjee’s39 theory of micelle 
formation.

C. P o ly d is p e r s i ty . The polydispersity of micellar solutions 
can be assessed from the V values (Tables I and II) obtained 
from computer analysis of the autocorrelation functions using 
the method of cumulants. The typical value of V  is about 35% 
and implies a significant degree of micellar polydispersity. 
This is demonstrated by utilizing a result,14 derived for ran­
dom coil polymers, to relate the variance V  to the ratio of the 
z-average aggregation number, n z,40 to the weight-average 
aggregation number, nw, a more familiar index of micellar 
polydispersity. It can be shown that the ratio n z/nw is ap­
proximately given by

n j n w ~  1 +  4 V 2 (10)

provided that the distribution of sizes is not too wide. Thus 
the 35% variance corresponds to a value of 1.49 for riz/nw.

Figure 7. The mean aggregation number (n) as a function of NaCl 
concentration at 25 °C. Continuous curve represents our results for 
a fixed SDS concentration (6.9 X 10” 2 M). Dashed curve represents 
extrapolations to the cmc corresponding to each NaCl concentration 
from the data of Mysels and Princen.4

From the definition of nz and nw,40 it can be shown, using eq 
10, that the “variance” of the distribution of aggregation 
numbers, whose mean is nw is approximately 2 V, i.e., (nw2 — 
rtw2)1/2/uw ~ 2 V.41 Thus the distribution of aggregation 
numbers extends 70% above and below its mean value indi­
cating substantial polydispersity. This result is consistent with 
the degree of polydispersity predicted by Mukerjee.39 It must 
be added, however, that eq 10 is only valid for estimates of 
polydispersity when the micellar shapes can be approximated 
by random coil polymers. This approximation is reasonable 
for the rodlike micelles, but is inappropriate when the micelles 
approach the minimum spherical shape. In addition the V  
values corresponding to the latter situation may sometimes 
reflect the presence of a few microscopic dust particles in the 
scattering solution, and therefore tend to overestimate the 
actual degree of micellar polydispersity. The sporadic scat­
tering by dust (one or two large intensity fluctuations per
3-min run) is occasionally seen as the light scattered by mi­
celles becomes weak, i.e., as the micelles approach the mini­
mum size. In unpublished observations made on dilute poly­
styrene sphere solutions in our laboratory, we found that the 
presence of a few small dust particles has a negligible effect 
on D  but may add about 10% in absolute amount to the V 
values.

Conclusions
We have deduced the size, shape, and degree of polydis­

persity of SDS micelles as a function of temperature (10-85 
°C) for a wide range of NaCl concentrations (0.15-0.6 M) and 
at SDS concentrations (1.7 X 10”2, 3.5 X 10”2, 6.9 X 10-2 M) 
which significantly exceed the cmc. In addition we have 
measured the dependence of the cmt on NaCl concentration 
(0-0.6 M) and have obtained a characterization of supercooled
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micellar solutions. These deductions have been made from our 
measurements of both the mean intensity and the temporal 
fluctuations in the intensity of light scattered from SDS so­
lutions. These temporal fluctuations are produced by the 
Brownian movement of the micelles and were detected and 
analyzed using the techniques of quasielastic light scattering 
spectroscopy.8’20’21 The QLS method has provided a sensitive 
and noninvasive means for determining the mean transla­
tional diffusion coefficient (D) of the micelles and has also 
given a quantitative measure of micellar polydispersity. The 
mean hydrodynamic radius {R )  of SDS micelles has been 
deduced from D  under the assumption that micellar inter­
actions do not appreciably affect D . We have examined in 
detail the validity of this assumption at the SDS and NaCl 
concentrations employed. The mean intensity of the scattered 
light has provided information on the temperature depen­
dence of the micellar mass for 6.9 X 10~2 M SDS in 0.6 M 
NaCl, Using this information in conjunction with the corre­
sponding temperature dependence of R , we have performed 
a quantitative test of the validity of three plausible models of 
micellar growth (prolate ellipsoid, oblate ellipsoid, and 
sphere). Having identified the most appropriate model, we 
have deduced from it the shapes and mean aggregation 
numbers (ri) of SDS micelles for those regions of the miceljar 
phase that we have investigated.

In summary, we have found that with increasing tempera­
ture the SDS micelle asymptotically approaches a minimum 
spherical shape with a hydrated radius of about 25 À that is 
nearly independent of NaCl and SDS concentration. As the 
temperature is lowered in NaCl concentrations greater than 
0.3 M, the micelles develop a shape consistent with a prolate 
ellipsoid having a semiminor axis of 25 A and a semimajor axis 
that increases markedly with decreases in temperature and 
with increases in the NaCl concentration. For 6.9 X IO-2 M 
SDS in 0.6 M NaCl, n  increases from ~60 (corresponding to 
the minimum spherical micelle at 85 °C) to ~1600 (corre­
sponding to a semimajor axis of 675 A at 18 °C). Alternatively, 
for the same SDS concentration at fixed temperature (25 °C), 
n  is found to increase from ~80 (in 0.15 M NaCl) to ~100() (in 
0.6 M NaCl). We also find that for temperatures and NaCl 
concentrations at which the micelles are markedly elongated 
that the n  values vary approximately with the square root of 
the SDS concentration, and also that the distribution of the 
micellar aggregation numbers is quite broad (±70% of the 
mean value). In supercooled solutions we have observed the 
same dependence of micellar size on temperature, NaCl con­
centration, and SDS concentration as seen above the cmt. 
Finally, the Murray-Hartley theory of detergent solubility 
has been shown to provide a natural framework for an un­
derstanding of both the metastability of detergent solutions, 
and also the NaCl dependence of the cmt which was found to 
increase by 10 °C over the NaCl concentration range exam­
ined.

We believe that the data reported here provides important 
new insights into the aggregative behavior of SDS molecules, 
and also demonstrates the utility of the QLS method for 
studying micellar systems.
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Appendix A. The Relationship of D  and V  to the 
Distribution of Micellar Sizes

A polydisperse system is considered where each micellar 
component i is specified by its molecular weight M {, diffusion 
coefficient D\, form factor for light scattering P „  and con­
centration (w/v) C  ¡. It follows from eq 5 that if the refractive 
increment of all micellar components is the same, then the 
fraction G; of the total light intensity scattered by component 
i is given by:

C jM jP j

SCiMiP;
(Al)

The cumulants analysis of the autocorrelation function of 
the scattered light intensity provides statistical measures of 
the distribution of diffusion coefficients, D\, where each 
component is weighted by G;. The mean value D  is given by

D  = 2 G A (A2)

The variance V  is related to the second moment of the dis­
tribution, D5, defined as:

D2 = ZGiDi2 (A3)

V  is given by:
V =  100(D2- D 2)I/2/D %  (A4)
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The Structure of Carbanion Aggregates. 1. Absorption and Emission Spectra 
of Bis(fluorenyl)barium and Its Crown Ether Complex in Tetrahydrofuran 
and Tetrahydropyran

T. E, Hogen-Esch and M. J. Plodlnec* 1

Department of Chemistry, University of Florida, Gainesville, Florida 32611 (Received June 24, 1975)

Electronic absorption fluorescence and excitation spectra of bis(fluorenyl)barium (BaFl2) have been deter­
mined in tetrahydrofuran (THF) and tetrahydropyran (THP). Excitation at 373 nm in THF produced 
emission at 528 nm while excitation at 347 nm gave a broad emission at 568 nm. Lowering the concentra­
tion increases the relative intensity of the 528-nm emission. These phenomena were shown to be due to the 
presence of free fluorenyl anions absorbing and emitting at 373 and 528 nm, respectively, while the emis­
sion at 568 nm is due to the BaFl2 ion triple. In THP the emission is concentration independent and only 
occurs at 568 nm due to a much lower dissociation constant in this solvent. On complexation of about 20% 
crown ether, emission occurs at 533 and 568 nm. Subtraction of the separated ion pair component from this 
spectrum yields an emission spectrum at 540 nm attributable to the [CE, BaFl] ion pair. Relative emission 
intensity was found to be 100:30:1.3 respectively for ||F1~, [CE BaFl], and BaFl2. The absorption band at 
372 nm was shown to be most likely due to an exciton exchange mechanism. This mechanism predicts two­
fold splitting of excited state energy levels, the separation of which depends on the dimer geometry. 
Through such an analysis the two fluorenyl moieties were shown to be significantly tilted with respect to 
one another making possible external coordination of Ba2+ ion by solvent. As expected this tilting was less 
pronounced in THP since THP is a less strongly cation coordinating solvent than THP. Exciton exchange 
was also shown to be most likely the cause for the pronounced emission red shift of 40 nm in comparing 
free anion with BaFl2 emission. In the ion triple emission occurs from the lower excited state exciton levels.

Introduction

It is well known that aggregation of molecules in solution 
can significantly alter their physical properties, for exam­
ple, their electronic spectra, as well as their chemical reac­
tivity. The influence of aggregation on the spectroscopic 
properties of molecules is well-documented experimen­
tally,2-6 and, at least semiquantitatively, well-understood 
theoretically.2,7-9 Unfortunately, the best understood ag­
gregated systems are dyes in protic solvents, whose reac­
tions are relatively unimportant. (An exception is the sensi­
tization of silver halide crystals in photographic emulsions 
by adsorbed dye aggregates.)10-13

While many reactions in solution involve one or all of the 
reactants in an aggregated state, the effect of this aggrega­
tion on the reaction mechanism has usually been ignored, 
due to a lack of information about the properties of molec­
ular aggregates, in particular their structure.

This paper will be concerned with the effect of aggregate 
structure on absorption and emission spectra14 of bis(fluo- 
renyl)barium15 in two low dielectric constant aprotic media 
tetrahydrofuran (THF) and tetrahydropyran (THP). The

system was chosen because of its sandwich dimer structure 
in low dielectric constant media such as THF. The ion tri­
ple is therefore of potential use as a model for aggregation 
of other fluorenyl and similar carbanion salts thought to be 
aggregated on the basis of uv-visible and kinetic studies. 
Moreover, this model system has several advantages for 
studies of this type. First the effect of ion pairing on ab­
sorption16 and fluorescent emission14,17 of fluorenyl and 
similar salts is well understood in terms of cation size, cat­
ion solvation or complexation,17 and ion pair dissociation.18

Second the bis(fluorenyl)barium ion triple is well charac­
terized in solution. Its dissociation into BaFl+ and FI-  ions 
in THF is less extensive than fluorenyl alkali salts (Xd =
5.3 X  10~9 at 20°C) so that at concentrations above 10-5 M  
the ion triple is essentially undissociated. Moreover, its 
complex with dibenzo-18-crown-6 has been shown by NMR 
to possess a sandwich type structure in which the Ba2+ ion 
is located between the cyclopentadienyl rings.16 Uv-visible 
studies on this complex suggest an asymmetric position of 
Ba2+ being close to one fluorenyl unit and separated from 
the other by crown ether.15,19
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Experimental Section

The preparation of the salts and the purification of the 
solvents were all done under vacuum (■—'10- 6 Torr), as de­
scribed elsewhere.15’16’20 Absorption spectra were measured 
on a Beckman Acta V, and excitation and fluorescence 
spectra were measured on a Perkin-Elmer MPF-2A in the 
ratio record mode. The same 1-cm square quartz cells were 
used to obtain all spectra.

Absorption spectra were obtained with optical density as 
a function of wavelength. These were converted manually 
to plots of extinction coefficient (e) vs. wavenumber (cm-1), 
and integrated using a planimeter. Each value is the aver­
age of ten readings.

To calculate the ratio of lower and higher wavelength 
band oscillator strengths, / l and / h, respectively, it was 
necessary to separate the two absorption bands rather arbi­
trarily. This was done by assuming that the smaller peak 
was symmetric around its maximum, and subtracting its 
area from that of the larger band. As a check, the assumed 
smaller band was manually subtracted from the larger 
band for BaFl2 in THF, and it was found that the resultant 
band was smooth. This procedure is probably not optimally 
accurate but should indicate trends.

Results and Discussion

A b s o r p t i o n  S p e c tr a . Certain anomalies of the Ba salt 
must be borne in mind in applying results from this study 
to the other alkali fluorenyl aggregates. First the size of the 
Ba cation is roughly that of potassium (1.35 A for Ba2+, 
1.33 A for K+) but the charge/radius ratio is nearly that of 
lithium (1.48 for Ba2+, 1.67 forLi+). Thus certain peculiar­
ities of lithium fluorenyl that have been ascribed to the 
small size of the Li ion may not be elucidated by the bari­
um system.21 Further the presence of the second fluorenyl 
moieity is expected to influence alkaline earth cation solva­
tion in these systems. For instance the absorption spectrum 
of BaFl-2 in THF shows a distinct shoulder at about 372 nm. 
One might expect that this band would correspond to the 
existence of a small fraction of asymmetrically solvated 
separated ion pairs generated by the solvation process

BaFl2 + nTHF ^  Fl- Ba2+1| FI-  (1)

that was previously demonstrated for the Sr salt.22 How­
ever, a number of observations cast doubt on this conclu­
sion. First, a distinct shoulder is also observed in THP even 
though the solvating power of this solvent is substantially 
less than that of THF. Thus while the fraction of separated 
ion pairs of fluoradenyl sodium in THF is about 50%, in 
THP no separated ion pairs are observed.23 Furthermore, a 
clearly visible shoulder at about 370 nm is observed even in 
a very poorly cation solvating solvent such as dioxane while 
in a solvent of superior solvating power such as DME a 
spectrum is observed that is very similar to that in THF. 
Second, on lowering the temperature of a BaFl2-THF solu­
tion from +25 to —75°C the ratio of the absorption bands 
at 347 and 372 nm remains essentially constant within ex­
perimental error. Such behavior seems unusual given the 
fact that in bis(fluorenyl)strontium there is a pronounced 
increase in the ratio of separated/contact ion pairs with 
temperature leading to a AH of about -12  kcal/mol for re­
action l.22 Such very large differences in enthalpy seem un­
usual for cations that are not greatly different in electro­
static field strength suggesting that the absorption at 372 
nm may be due to some other effect (see below). It should 
be noted, incidentally, that the extinction coefficient of the

main peak has been found to be lower than for the alkali 
salts (7300 vs. 11000-14000).20

E m is s io n  and. E x c i t a t io n  S p e c t r a . The fluorescence and 
excitation spectra of the salt in THF and THP are very in­
structive (see Figures 1-4 and Table I). In THF, excitation 
at 373 nm produces emission at 5 2 8  and 568 nm, identical 
with the separated ion pair observed on addition of crown 
ether to fluorenyl sodium in THF or THP or free ion.17 
However, if excited at 347 nm, the intensity of the peak at 
568 nm is increased relative to the 528 peak, indicating that 
the species excited at 373 nm is different from that excited 
at 347 nm.

Emission at 528 nm may be produced by two species,17 
the free fluorenyl anion or a separated pair. Such a sepa­
rated ion pair may be present in the ground state or may be 
generated from excited state contact ion pairs through cat­
ion-solvent relaxation processes,17 However, excitation of 
contact ion pairs at 347 nm decreases the emission at 528 
nm indicating that no such excited state relaxation process 
is of primary importance. The presence of an appreciable 
fraction of separated ion pairs in the ground state seems 
somewhat doubtful on the basis of observations made in 
the preceding section. This conclusion is further supported 
by the intensity of the BaFL-THF emission at 528 nm (ex­
citation at 372 nm) that is much lower than that expected if 
the 372-nm band represented separated ion pairs. The lat­
ter species emit much more intensely than ion pairs or ion 
triples (see below).

However, a pronounced concentration dependence of the 
emission signal (excitation at 347 nm) was obvious indicat­
ing a ground state dissociation process into free ions. To 
test for this the emission of fluorenylsodium in THF was 
compared to the BaFl2 at the same anion concentration (3 
X 10-6 M )  and excited at the free anion absorption maxi­
mum. Under these conditions, using the reported dissocia­
tion constants19 at 20°C in THF, one calculates 4.1 and 
32.5% as the fractions of free anions for fluorenylbarium 
and -sodium, respectively. The relative intensities at 528 
nm were determined as 1:11 for barium and sodium salt, re­
spectively, in good agreement with expectations.

Further if the salt concentration is varied over a range 
(10-4 to 10-6 M )  in which the fluorescence intensity is pro­
portional to ion pair concentration in the absence of disso­
ciation (checked for several fluorenyl salts in THP) devia­
tions from proportionality can be used to obtain an equilib­
rium constant of dissociation defined by

BaFl2 =- BaFl+ + FI-  (2)

By this method one obtains a K d of about 4 X 10-9 (lit.
5.3 X 10-9)19 which is a satisfactory confirmation that the 
free anion is being excited at 373 nm.

However what is the nature of the second species, the 
one excited at 347 nm? This can best be seen in Figure 4, 
BaFl2 in THP. Here, emission occurs only in a broad band 
centered at 570 nm which is of very low intensity; about 30 
times lower than that of the free ion at 570 nm, and 75 
times lower than the intensity of the free ion at its maxi­
mum (528 nm).

In this solvent, where the dissociation constant should be 
substantially less than in THF,24 the undissociated mole­
cule would be essentially the only species present so that 
the emission spectrum would not depend on the wave­
length of excitation. This is confirmed. In THF, however, 
the ion triple and a small fraction of free ions are present. 
Because of its much greater quantum yield, the free ion
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TABLE I: Fluorescence of BaFl. in THF and THPa

Solvent
Absorption 

max, nm
Excitation 

wavelength, nm
Emission 
max, nm Type ion pair emitting

THP 347,731 All wavelengths 570 Ion triple
THF 348,372 373 528,568 Free anion

347 530/570 Free anion/ion triple
THF, 20% CE* 349, 373' 347 533, 568 Crown separated/

crown complexed
ion pair

373 528, 568 Crown separated ion
pair

a [BaFlj] ~ 10 5 M  emission, ~10 4 M  (absorption). ftDicyclohexyl-18-crown-6.
jT

WAVELENGTH, nm.

Figure 1. Absorption spectrum of bis(fluorenyl)barium in THF.
Figure 2. Emission spectra of bis(fluorenyl)barium in THF as a func­
tion of exciting wavelength: A,B [FI- ] =  1 X 10-5 M, C,D [FI- ] = 3 
X 10-6  M] A,C excited at 373 nm; B,D excited at 347 nm.

masks the ion triple fluorescence when excited at wave­
lengths where the free ion absorbs strongly (373 nm) and 
distorts it even when the excitation wavelength corre­
sponds to the ion triple absorption maximum. Thus, the 
second species emitting at 570 nm is most likely the ion tri­
ple.

Not discussed so far is the “ion pair”, (BaFl).15’19 For 
reasons that will be dealt with in a subsequent publication, 
this species emits too weakly to be seen. However, if one 
adds a small amount of a crown ether (dicyclohexyl-18- 
crown-6 was used at a concentration of ~20% that of BaFy 
to a 10-5 M  solution of BaFl2 in THF, interesting effects 
are seen. Excitation at 347 nm now leads to emission at 533 
and 568 nm. This is surprising since one would expect 
emission to occur at 528 nm because of the relatively high 
emission intensity of the separated FI-  unit (see above). 
Since the separated FI-  unit, regardless of counterion, and 
the free FI-  have about the same quantum yield25 the con­
tribution of these two species to the spectrum is easily eval­
uated using the reported19 dissociation constants of BaFl2 

and FlCEBaFl in THF. Subtracting these contributions 
from the spectrum one obtains an emission spectrum with 
maxima at 540 and 580 nm tentatively attributed to the

CEBaFl ion pair with an emission intensity about 30% of 
that of the separated FI-  unit. Whether we deal here with 
the ion CEBaFl+ or the contact “half’ of the ion triple 
FlCEBaFl is not clear since at a concentration of 10-5 M  
both would be present at comparable concentrations.

As a final experimental finding, it should be noted that, 
while the monomeric fluorenyl -alkali metal ion pairs have 
virtually identical absorption and excitation spectra,17 this 
is not the case for BaFlg, especially in THP. The reasons 
for this are unclear, but it has been checked at several con­
centrations below 4 X 10-5 M .

Thus, the effects of aggregation on the molecular spectra 
of the fluorenyl anion system are: (1) a pronounced red 
shift of the emission band, for BaFl2, this shift is about 30 
nm; (2) a precipitous decrease in the emission intensity of 
the ion triple compared to the free anion or separated ion 
pair; and (3) splitting and/or anomalous shifts in the ab­
sorption-excitation spectrum.

Discussion

T h e  S t r u c t u r e  o f  B is ( f lu o r e n y l )b a r iu m . T h e o r y  a n d  
M o d e l . All of the above are what would be predicted by ap-
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WAVELENGTH, ran. WAVELENGTH, run.
EMISSION AT 580 nm. EMISSION AT 530 nm.

Figure 3. Excitation spectrum of bis(fiuorenyl)barium in THF as a 
function of emitting wavelength; total fluorenyl concentration = 3 X 
1CT6 M.

EXCITATION WAVELENGTH, nm. EMISSION WAVELENGTH, run.

Figure 4. Excitation and emission spectrum of bis(fluorenyl)barium in 
THP; total fluorenyl concentration =  1 X 10-4  M.

plication of a simple exciton coupling scheme, such as that 
Simpson et al.2 and Kasha7-9 et al. applied to dye systems.

In the following discussion, the basic relations of the 
theory of molecular excitons will be set down as they apply 
specifically to the ion triple case, in the manner of Kasha.9 
It is assumed that the overlap between the two fluorenyl 
units in the ion triple is small, but finite, so that the fluore­
nyl units preserve their individuality and the aggregate 
wave functions and energies may be obtained by applying 
perturbation theory to the monomer. Denoting the two flu­
orenyl units in the ion triple by A and B, the splitting of 
the fluorenyl absorption band due to exchange of excita­
tion energy between A and B, AE , is given by

_ 2Ma -M b 6 ( M a - R ) ( M b - R )

R 3 R 5
where M a and Mb are the vector transition dipoles (such 
that | M a ] 2  = |Mb|2 = |M|2, M the transition moment for 
the anion), and R  is a position vector from the center of MA 
to the center of M b, i.e., R  is the distance between the tran­
sition moment vectors of the two anion units. This simpli­
fies to AE  = (2|M| 2/R3)G , where G  is a factor depending on

the angular geometry of the aggregate. Further, the intensi­
ty of the transition from the ground state to the exciton 
states is proportional to the vector sum of MA and M b - 
Thus, while the exciton splitting will always occur, only one 
transition need be seen because the vector summation con­
stitutes a sort of selection rule.

It was previously15 concluded that the structure of bis- 
(fluorenyl)barium was essentially that of two planar anions 
stacked one above the other with the cation between. If one 
accepts this gross picture but allows the two planar anions 
to incline one to the other, then the simple exciton model 
predicts two bands will appear, such that the oscillator 
strength of the lower wavelength band, / l , divided by that 
of the higher wavelength band, / h, will be equal to the 
square of the tangent of the angle (a )  between M A (or Mb) 
and the position vector, R , i.e., fh / fu  = tan2 a  (see I).

Two bands would also be predicted if, instead of the 
above model, the two planar anions were allowed to remain 
coplanar, but twisted about R . This model does not agree? 
with recent x-ray diffraction data on crystalline fluorenyl 
salts,26,27 nor does it lend itself to explaining the depen­
dence of structure of the ion triple on solvent. For these 
reasons, this model will not be considered further, and that 
pictured above will be assumed.

As a check on the applicability of the theory, the dis­
tance R  was determined by transforming the fluorenyl 
anion spectrum (assuming fluorenylsodium with a slight 
excess of crown ether to be a very good approximation of 
the unperturbed anion) as above, and the anion transition 
moment was evaluated by

|M]2 =
S h e 2 {  

8ir2m c  { v )
= 2.126 X 10L—30 —f—

(5)
where f  is the monomer oscillator strength, and { v )  is the 
average wavenumber of the absorption band, determined 
by

/  = 4.319 X 1 (T9n Je(?) dî 
J5i(5)d?

where the term involving n , the refractive index, is a cor­
rection for medium effects.28 Thus, |M|2 was finally evalu­
ated by
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I ,-#1 9 , w , « - 9« (J f(f) d̂ )2|M|2 = 1.304 X 10 :------------esu
d5

This value for the anion, 15.95 X 10~afi esu, was then used 
to evaluate R 3 according to eq 2, which, for the assumed ge­
ometry, is equal to

R 3  = 2(1 + cos2 a )\ M ]2

AE  (1.9863 X lO“16) k ’

where A E  is in cm-1, the numerical factor converts cm-1 to,-, 
ergs, and R  is in cm.

The data used in the theoretical model and the results 
are listed in Table II, as well as R  (distance between anion­
ic centers). In THF, the two anions are further apart and 
slightly more inclined to each other than in THP. This is 
exactly what one would expect, considering the greater cat­
ion solvation. To make room for the Ba2+ coordinated 
THF, the anion sandwich opens up a bit. Thus, this simple 
exciton coupling spheme gives surprisingly good numerical 
results for the absorption spectral data of this system.

It should be pointed out that the results have been ob­
tained using rather arbitrary procedures to evaluate the ra­
tios of low and high wavelength oscillator strengths. For 
the same reason A E  cannot be very accurately determined. 
Thus in THP and THF the same value was used since the 
small shoulders occurred at approximately the same wave­
length. However a  does not strongly depend on the oscilla­
tor strength ratio particularly at higher ratios (>5) while R  
in turn does not strongly depend on a  particularly for larg­
er values of a  (>45°). In any event the significance of re­
ported a  and R  values lies in their trends from THP to 
THF rather than in their absolute values.

The exciton coupling model may also be used to explain 
the rather pronounced emission red shift observed for the 
EaFB-THP system. Splitting of the excited state into two 
levels above and below the monomer level would give rise 
to a fluorescence red shift due to emission from a lower 
level (Figure 6). The emission maximum of a monomeric 
contact ion pair for an ion with a charge/radius ratio simi­
lar to that of Ba2+ can be estimated as 542 nm from an ex­
trapolation of a plot of reciprocal cationic radius vs. emis-

TABLE II: Structure of BaFL, in THF and THP

tan2 0d(=
Solvent f h l f n ) a A£, cm-1 a, deg R , b A

THP 25.8 1860 79 4.5
THF 5.5 1860 67 4.7

a fh  >/tI are the oscillator strengths of the low and high 
wavelength bands, respectively. b Calculated using lfl?l'for 
the monomer equal to that of fluorenylsodium crown 
ether in THP, 15.95 X  10 -36 esu.

Figure 6 .

sion wavenumber.17 The actual shift from the unsplit level 
is thus about 28 nm or 907 cm-1 leading to a energy differ­
ence between the exciton levels of about 1800 cm-1 29 
(Table II).

Conclusion

It has been shown that aggregation of fluorenyl anions in 
a model compound bis(fluorenyl)barium has the following 
effects on absorption and emission, (i) Absorption spectra 
are split due to exciton coupling. This coupling is most rea­
sonably explained by two mutually tilted fluorenyl units 
containing the peripherally solvated Ba2+ ion. (ii) Fluores­
cence is red shifted presumably due to emission from the 
lower of the two split exciton levels, (iii) Emission is gener­
ally considerably decreased probably due to effective 
quenching within the ion triple while the shape of the 
dimer emission band is generally quite different from that 
of monomer.
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Carbanion Aggregates. 2. Absorption and Fluorescence Spectra of Fluorenylsodium 
in Dioxane and Fluorenyllithium in Dioxane and Toluene
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Fluorenyllithium, -sodium, and -cesium have been studied by absorption and emission spectrometry in 
THF, tetrahydropyran (THP), dioxane, and toluene. In dioxane and toluene the Li and Na salts give small 
absorption blue shifts (3-6 nm) but larger emission red shifts (6-13 nm) compared to the spectra in THP. In 
addition emission intensities and lifetimes are much lower compared to the same salts in THF and THP. 
Moreover, the bandshapes are distinctly different and for fluorenyllithium in dioxane the emission and exci­
tation spectra are concentration dependent. However, the Cs salts do not show this anomalous behavior in 
any of the solvent. Intensities and lifetimes are unaffected by solvent and the emission bandshape resembles 
that of the Li and Na salts in THP and THF. The results are described in terms of ion pair aggregation of the 
Li and Na salts in toluene and dioxane using an exciton exchange model. This model predicts a twofold split­
ting of energy levels leading to two exciton bands, the relative intensity of which depends on aggregate geom­
etry while the energy separation between the bands depends on the reciprocal cube of the distance between 
the two chromophores. The model is also applied to other similar systems.

Introduction

The aggregation of ion pairs to quadrupoles or higher ag­
gregates in low dielectric constant solvents is well known,2 and 
has been under study for some time to determine its mecha­
nistic role; for example, in stereospecific anionic polymer­
ization reactions of carbanion salts. Thus, the aggregation of 
allyl lithium type ion pairs has been extensively studied in 
hydrocarbon solvents by viscometry, light scattering, NMR, 
and other techniques,3-5 and much progress has been made. 
On the other hand, aggregation of fluorenyl type ion pairs has 
been studied mainly in low dielectric constant ethereal sol­
vents by uv-visible spectroscopy,6 ebulliometry,6 and the ki­
netics of proton transfer reactions.7

In many of these cases there is little agreement on the extent 
and type of aggregation and essentially no information on the 
actual geometry of the aggregate in solution. Thus, the exis­
tence of such aggregates at concentrations as low as 10~5 M 
in solvents such as THF and DME has recently been ques­
tioned.8

In part 1 of this series, we examined the absorption and 
emission spectra of bis(fluorenyl)barium in THF and THP 
and concluded that aggregation could have one or all of the 
following effects on the spectra of the fluorenyl anion: (1) A 
pronounced red shift of the emission band; (2) A precipitous 
decrease in the emission intensity of the ion triple compared 
to the free ion or separated ion pair; (3) Splitting and/or 
anomalous shifts in the absorption/excitation spectrum. We 
further showed how application of a simple exciton coupling 
scheme could lead to a qualitative, and perhaps semiquanti- 
tative, understanding of the above phenomena in terms of the 
structure of the aggregate.

In this part, we will examine the uv-visible absorption and 
fluorescence spectra of fluorenyllithium, -sodium, and -cesium 
in the low dielectric constant media toluene and dioxane, and 
find that aggregation of these salts is again indicated, in 
agreement with earlier kinetic and spectrophotometric re­
sults.6,7

Again, the alkali fluorenyl salts will be used as probes, for 
several reasons. Obviously, they are the closest systems pos­
sible to the model, bis(fluorenyl)barium. Further, their ab­

sorption9 and emission10 spectra are well understood in higher 
dielectric constant solvents in terms of ion pair structure and 
dissociation so that these parameters can be taken into ac­
count.11 For instance absorption and emission spectral shifts 
with cation and solvent in aprotic polar media have been 
shown to be largely due to specific cation solvation often re­
sulting in the formation of solvent-separated ion pairs while 
the carbanion is not specifically solvated. Moreover, no direct 
correlation has been found between dielectric constant and 
the carbanion spectrum.9

Experimental Section

The preparation of the salts and purification of solvents 
were done in vacuo (~10-6 Torr) as described elsewhere in 
detail.9 Fluorenyl alkali salts were prepared by allowing the 
corresponding salts of 1,1,4,4-tetraphenylbutane dianion to 
react with a slight excess (~10%) of fluorene in THF. The 
excess fluorene did not have a measurable effect on the ab­
sorption or emission spectra. Solutions in other solvents were 
obtained by evaporating a particular salt in THF to dryness 
on the vacuum line and distilling in the desired solvent. This 
procedure was repeated at least once. Absorption spectra were 
obtained on a Beckmann Acta V spectrophotometer in the 
double beam mode. Uncorrected excitation and fluorescence 
spectra were obtained from a Perkin-Elmer MPF-2A in the 
ratio record mode. It was ascertained, however, that in the 
emission wavelength range employed (530-370 nm) the effect 
of correction on bandshapes and maxima is negligible. The 
same 1-cm square optical grade quartz cells (Pyrocell) were 
used to obtain all spectra.

Results

The results on absorption and fluorescence spectra of flu­
orenylsodium and -cesium in dioxane and fluorenyllithium 
in dioxane and toluene are shown in Table I and Figures 1-3.14 
The absorption maxima of the Li and Na salts are blue shifted 
relative to the contact ion pairs in THF and tetrahydropyran 
(THP) while the Cs salts are not affected by solvent in 
agreement with earlier results.9 The emission maxima of the 
Li and Na salts are generally red shifted compared to the
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TABLE I: Electronic Spectra of Fluorenyllithium, 
-Sodium, and -Cesium in Low Polarity Media“

Absorption Emission Rel. Lifetime,
Cation Solvent max max6 intensity ns

Li+ THF 349, 372 528, 568e 1.0 85
THP 349, 372 (542, 582)d 0.24e
Dioxane 346 547/ 0.11 24
Toluene 343 555 0.04

Na+ THP 356 538, 578 0.47 40
Dioxane 353 540, 580« 0.16

Cs+ THF 364 533, 574 0.20 15
THP 364 533, 574 0.20 15
Dioxane 363 534, 574 0.20 15

° In nanometers. 6 The higher wavelength refers to a second 
less intense emission due to transition to the vibrationally excited 
ground state (see ref 10). c Solvent separated ion pairs (see ref 10). 
d Calculated for the Li contact ion pair by extrapolation of a plot 
of wave number vs. reciprocal cationic radius of contact ion pairs 
of Cs, Rb, K, and Na fluorenyl salts in THP. e Calculated for the 
contact ion pair from the excitation spectrum, f  Concentration 
dependent, see text. 8 Shoulder at 580 nm (see text).

Figure 1. Excitation and emission spectra of (— ) fluorenylsodium in 
dioxane, (— ) fluorenylsodium in THP, (— ) fluorenylcesium in THF. 
Concentrations ~ 1 0 -4 M. Relative emittivities in Table I.

contact ion pair spectra in THF and THP. For the Li salts at 
10~4 M these red shifts are 5 and 13 nm in dioxane and tolu­
ene, respectively, the emission maximum of the Li salt in di­
oxane being concentration dependent (Figure 2) (see below). 
For the Na salt in dioxane this red shift is about 2 nm, while 
the Cs salt emission is identical in the three solvents. Generally 
the shifts in emission maximum for the Li and Na salts are 
comparable or larger than the corresponding shifts in ab­
sorption maxima. This is unusual since emission shifts due to 
ion pairing have been found to be smaller than the corre­
sponding absorption shifts10 (see Discussion). Differences in 
the emission and excitation bands shapes are also readily

Figure 2. Excitation and emission cf fluorenyllithium in dioxane: (A) 2 
X 1CT4 M; (B) 2.3 X K T 5 M; (C) 1 X 1CT6 M.

Figure 3. Excitation and emission spectrum of fluorenyllithium in tolu­
ene; (LiFI) =  1 X 10-5 M. Dotted line represents the salt in THF at 10-4 
M. Relative emittivities of the two systems are shown In Table I.

apparent (Figures 1-3). Generally the emission bands of the 
Li and Na salts in dioxane and toluene are broader than the 
spectra in THF and THP (Figures 2 and 3) and show only a 
small high wavelength shoulder. Of interest is the pronounced 
concentration dependence of the emission and particularly 
the excitation spectrum of LiFI in dioxane.4 In the 10~4 to 10~6 
M range, the emission maximum shifts from 547 to 542 nm at 
about 1CT6 M. The excitation spectrum is clearly concentra­
tion dependent and changes from a maximum at 345 nm with 
a shoulder at 360 nm to a single maximum around 360 nm at 
10-6 M. This behavior resembles that shown by the bis(fluo- 
renyl)barium THP system which possesses an excitation 
spectrum different from the absorption spectrum.11 The 
concentration dependent spectra of LiFI in dioxane were not 
due to dissociation of ion pairs into free anions since in such 
a case emission at 528 nm due to the free anion should have 
been visible.10 Also the dielectric constant of this solvent (e
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= 2.225°c) is much too low to observe any appreciable disso­
ciation above 10-6 M.

The bandshape of the Cs salt is identical in all three sol­
vents. Moreover none of the Cs salts show concentration de­
pendent spectra in the 10-4 to 10~6 M concentration range. 
Finally Table I indicates differences in relative intensities with 
cation and solvent. For instance the Cs salt lifetimes and rel­
ative intensities are the same in all three solvents while for the 
Li and Na salts in dioxane and toluene, the relative intensities 
are lower compared to their contact ion pairs in THP.

Since the Cs salts have been shown by kinetic measure­
ments to probably exist in these media as monomeric ion 
pairs7 it appears that the changes observed for the Li and Na 
salts in dioxane and toluene are most probably due to changes 
in ionic association. Since in dioxane and toluene essentially 
no dissociation occurs into free ions or ion pair solvation 
leading to separated ion pairs, these processes most likely 
involve association of contact ion pairs to ion pair aggregates. 
Such a process is supported by the concentration dependent 
emission and excitation spectra of LiFl in dioxane and by the 
lower emission intensities and lifetimes observed for the Li 
and Na salts in dioxane and toluene compared to THF and 
THP. Such an effect might be expected to result from more 
efficient quenching within an ionic aggregate. The sizable 
emission red shift observed for the Li salt in toluene provides 
further support for ionic aggregation (see Discussion).

Discussion
The effect of ion pairing on absorption and emission spectra 

has been described previously.9’10’16 Briefly, increasing cation 
size in a series of contact ion pairs red shifts the absorption 
but blue shifts the emission maximum (Table II). The ab­
sorption results have been explained as due to a greater per­
turbation of the ground state by the cation compared to the 
relevant excited state mainly because of the Franck-Condon 
destablization. The same effect might have the opposite shift 
in emission. However, the resultant red shift is expected (and 
found) to be smaller than in absorption shifts since the per­
turbation of the first excited state is probably relatively small 
since the charge distribution is more diffuse than in the 
ground state. These effects are shown schematically in Figure
4.

The effect of cation solvation leading to greater charge 
separation, i.e., the formation of solvent-separated ion pairs, 
is essentially the same as increasing the cationic radius. Thus 
on adding crown ethers (CE) or glymes to Li and Na salts 
absorption red shifts9 and emission blue shifts10 are observed 
consistent with the formation of separated ion pairs. However, 
again the emission shifts are less than the corresponding shifts 
in absorption maximum (Table II).

The absorption and emission results of the Li and Na salts 
in dioxane and toluene (Table I) however are quite different 
and seem to be consistent with association of ion pairs into 
dimers or higher aggregates. The similarity of emission in­
tensity as well as emission and excitation spectra of CsFl in 
dioxane on one hand, and in THP or THF on the other pre­
cludes carbanion-solvent interactions as a cause for the 
anomalous spectra of the Li and Na salts in toluene and di­
oxane. The aggregation of ion pairs explains the low intensity 
of the three systems through effective quenching within the 
ion pair aggregate and is consistent with the concentration 
dependence of the emission and excitation spectra of the 
LiFl/dioxane system. Certainly such aggregation is expected 
to be more extensive in toluene and it is therefore not sur­
prising that concentration dependent emission in this solvent

ExcitedState

GroundState

Figure 4.

TABLE II: Effect of Cation on Emission of Alkali 
Fluorenyl Salts in Tetrahydropyran at 25 °C

M+ Solvent
Ion

pair0
Emission 
m̂axj nm

Absorption
m̂ax; nm

Li THP C 5426 349
Na THP C 538 355
K THP c 535 362
Rb THP c 534 363
Cs THP c 534 364
Na, CE* THP s 528 373
Free

anionc
THP 528 373d

° C = contact ion pair, S = separated ion pair. b Calculated 
value, see Table I .c Observed in THP solutions below 10~7 M. 
d Extrapolated value (see ref 9). e Dicyclohexyl-18-crown-6.

is not observed in the 10~4 to 10-6 M range. However, the 
emission of LiFl in toluene is strongly red shifted to 555 nm. 
This behavior is readily understood on the basis of the exciton 
coupling12’13 invoked in the preceding paper11 to describe 
absorption and emission of bis(fluorenyl)barium.

In this scheme exciton exchange between two chromophores 
in close proximity causes a twofold splitting of excited state 
energy levels leading to a doubling of transitions, the relative 
intensity of which depends on the mutual orientation of the 
chromophores. It can be shown12’13 that if the two chromo­
phores are lined up in a parallel head-to-head fashion only the 
high energy transition is observed whereas for instance a 
parallel head-to-tail orientation allows only the low energy 
transition.11 Alternative parallel or nonparallel orientations 
are also possible resulting in the appearance of two bands, the 
relative intensity of which depends on dimer geometry. 
(Figures 5a and 5b of the preceding paper). The energy dif­
ference A E  between the two exciton levels equals 2|M \2G / R 3 
where | M) is the transition moment vector, R  is the distance 
between the chromophores, the G is a factor depending on 
dimer geometry.11

The above spectra lack the details to fully evaluate the ge­
ometry of the aggregate structure. No exciton splitting into 
two bands is observed as is the case with bis(fluorenyl)bar- 
ium.1! However, the gross features of the aggregate may be 
evaluated with the exciton model. First the pronounced ab­
sorption blue shifts and emission red shifts of the Li salt in 
dioxane and toluene indicate a head-to-head parallel align­
ment of the fluorenyl moieties. Thus absorption is blue shifted 
due to a transition to a higher exciton state while emission 
occurs from the lower exciton level following nonradiative 
transition from the higher to the lower exciton levels (Figure
5). The greater energy difference between the exciton states
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Figure 5.

in toluene is reasonable since here the aggregate ought to be 
tighter (R  is smaller) due to the absence of Li coordination by 
ether.

Since the transition moment vector will vary in orientation 
and magnitude from transition to transition the AE  values of 
the various exciton levels will in general be different. Also 
exciton splitting for a particular transition will be dependent 
on the geometry factor G  which may be cation dependent. As 
a result emission and absorption shifts may differ for one 
cation while for another cation they may be similar, consistent 
with our observations. Also the greater emission shift com­
pared to absorption for the Li salt in dioxane and toluene, 
contrary to the general trend observed in ion pairing induced 
shifts,10 can be accomodated by the exciton interaction 
scheme.

It seemed of interest to us whether an exciton exchange 
description might be apt for the description of similar systems. 
One such system, l-(2-hexyl)fluorenyllithium has been the 
subject of a thorough study by Exner and Waack.6 Using a 
wide range of experimental techniques such as uv-visible, 
NMR, and ebulliometry, they found evidence for aggregation 
of the ion pairs in such solvents as THF, diethyl ether (DEE), 
cyclohexane, and benzene. The solvent separated ion pair 
absorbed at 387 nm in agreement with earlier results17 and the 
contact ion pairs, observed in diethyl ether, absorbed at 358 
nm. However, in the hydrocarbon solvents such as cyclohex­
ane the absorption occurred at 367-370 nm, surprisingly red 
shifted relative to the unperturbed contact ion pair. Equally 
interesting, addition of small quantities of DEE to the cyclo­
hexane solution gave an absorption maximum at 348 nm with 
occurrence of an isosbestic point while addition of small 
quantities of THF gave an absorption at 357 nm.

The above observations are of interest and seem highly 
anomalous in terms of ion pairing as indeed the authors 
pointed out. The spectral shifts, however, may be consistent 
with exciton coupling. For instance, the “tight” dimer likely 
to exist in the nonpolar cyclohexane might exist in an anti­
parallel geometry due to steric repulsion by the 2-hexyl groups 
in the parallel orientation. This would lead to absorption 
corresponding to the lower energy exciton band. Addition of 
the bulky diethyl ether would lead to peripheral cation sol­
vation possibly causing a parallel or equivalent11 orientation 
and giving rise to the higher energy exciton band. Addition 
of THF would result in strong cation solvation and ion pair 
separation so that quite possibly the distance R  between the 
chromophores becomes too large for exciton interaction.

Since, for these type carbanions in more polar media,

chromophore interaction in a possible aggregate is most likely 
too weak to be observable; absorption spectrometry would be 
of little value in detecting such aggregation. Emission spec­
troscopy might be useful here since aggregation could give rise 
to lower intensity and lifetime because of effective quenching 
within the aggregate (see above). However, in such systems 
as fluorenyllithium in THF and dimethoxyethane thought to 
be aggregated on kinetic grounds no decreased lifetime or 
intensity was apparent when compared with monomeric ion 
pairs such as fluorenylsodium in THF or with free anions 
observed with fluorenyllithium salts in acetonitrile at low 
concentration.

Summary

It has been shown that exciton coupling in aggregates of 
alkali salts of fluorenyl type carbanions in low dielectric 
constant media may result in significant red or blue shifts in 
absorption maximum depending on the mutual alignment of 
the chromophores. The same exciton splitting may cause a 
pronounced emission red shift comparable to or larger than 
the absorption shift.

Aggregate formation of the above systems is also indicated 
by much lower emission intensities of NaFl in dioxane and 
especially of LiFl in dioxane and toluene and by the concen­
tration dependent emission and excitation spectra of LiFl in 
dioxane.

It was also shown that exciton coupling may be applicable 
to other similar systems and could be helpful in elucidating 
the alignment of chromophores in such carbanion aggregates.
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Molecular orbital calculations on the ir-electron structure of N-phenyl-a-naphthylamine and TV-phenyl-/S- 
naphthylamine have been performed. These diarylamines are models of the widely used fluorescent probes
1,8-anilinonaphthalenesulfonate (1,8-ANS) and 2,6-toluidinonaphthalenesulfonate (2,6-TNS). The results 
support the conclusions of Seliskar and Brand that (1) the lowest singlet -*■ singlet transition has appreciable 
charge transfer (amino nitrogen and phenyl group —► naphthalene) character; (2) the first excited singlet 
state has a much larger dipole moment than the ground state (about 6 D vs. 1 D); (3) the lowest triplet state 
has a dipole moment intermediate between that of So and Si. The relative insensitivity of the absorption 
spectrum to solvent polarity is explained by the fact that the dipole moment in Si is nearly orthogonal to that 
of So, especially in the f3 isomer. Calculations of rotational strength as a function of conformation were car­
ried out to explore the possibilities of using the inherently dissymmetric ANS chromophore as a CD probe 
in complexes with proteins. However, the contributions of inherent dissymmetry to the rotational strengths 
of the long-wavelength bands are small. Coupled oscillator interactions with protein groups may therefore 
be dominant and one cannot infer the conformation or absolute configuration from the sign of these bands. 
This does not preclude other applications of ANS as a CD, probe, however.

Naphthylamine derivatives, especially 1,8-anilinona- 
phthalenesulfonate (1,8-ANS) and 2,6-toluidinona- 
phthalenesulfonate (2,6-TNS) have been widely used in recent 
years as probes of macromolecular conformation and related 
phenomena. Their usefulness was first recognized by Weber 
and Laurence.1 Subsequent applications of these fluorescence 
probes have been recently reviewed by Brand and Gohlke,2 
by Radda,3 and by Radda and Vanderkooi.4

The usefulness of these probes results from the marked 
environmental sensitivity of their fluorescence parameters. 
For example, the quantum yield of 1,7-ANS increases from 
0.009 in aqueous solution to 0.56 in ethanol, while the emission 
maximum shifts from 516 nm in water to 443 nm in ethanol.5 
The spectacular increase in fluorescence intensity and the blue 
shift in the emission which occurs on going from an aqueous 
medium to a less polar environment has been observed upon 
the binding of ANS or TNS to a number of proteins, such as 
bovine serum albumin,1'6 apomyoglobin and apohemoglobin,7 
chymotrypsinogen and chymotrypsin,8 liver alcohol dehy­
drogenase,9 glyceraldehyde-3-phosphate dehydrogenase,10 
and tryptophanyl-tRNA synthetase.11 In most of the enzymes 
studied (except for chymotrypsin8) ANS or TNS binding is 
competitive with substrates, indicating that the probe binds 
in the active site region, despite the fact that the naphthyl­
amine derivatives have no obvious structural analogy to the 
substrates. Glazer12 has commented on the marked tendency 
of dyelike molecules to seek out functionally important sites 
of enzymes.

The sensitivity of the emission characteristics of ANS and 
TNS to environment have also been utilized in the study of 
much more complex systems, particularly biological mem­
branes.3’4 Changes in the fluorescence of ANS bound to mi­
tochondrial membranes have been observed13 upon addition 
of ATP or of substrates such as succinate and NADH, while 
uncouplers of oxidative phosphorylation abolish the effect of

* Address correspondence to this author at the Department of 
Biochemistry, Colorado State University, Fort Collins, Colo. 80523.

substrate addition. ANS bound to the membrane of a nerve 
axon exhibits a transient increase in fluorescence intensity 
upon passage of a nerve impulse.14 The interpretation of these 
types of experiments is still controversial.2’4 However, the use 
of fluorescence probes in the study of membrane processes has 
great promise. ANS and related molecules may also be useful 
as circular dichroism (CD) probes. Induced CD bands have 
been reported for 1,8-ANS bound to bovine serum albu­
min15’16 and to apohemoglobin,17 and for 2,6-TNS bound to 
chymotrypsin.18 CD studies of 1,8-ANS and 2,6-TNS binding 
to liver and yeast alcohol dehydrogenase are underway in our 
laboratory (C. Vanek and R. W. Woody, work in progress).

Although there have been several MO treatments of a - and 
d-naphthylamine,19 22 there have been no theoretical studies 
of the N-phenylnaphthylamines-which constitute the chro- 
mophores of ANS and TNS. We have performed such calcu­
lations for a number of possible conformations in order to 
examine theoretically (a) Seliskar and Brand’s interpreta­
tion23’24 (see Discussion) of solvent effects on ANS fluores­
cence and (b) the circular dichroism of ANS resulting from 
nonplanarity of the chromophore.

Methods
The calculations described in this paper are based upon the 

Pariser-Parr-Pople approximations to 7r-eleetron sys­
tems.25’26 The computer program SCFCIO used was originally 
written by J. E. Bloor and B- R. Gilson and was obtained 
through the Quantum Chemistry Program Exchange.27 This 
program was adapted for calculating rotational strengths by 
the addition of subroutines to calculate dipole velocity and 
angular momentum matrix elements. These matrix elements 
were then used to calculate the oscillator strength in the dipole 
velocity approximation and the rotational strength of the 
transition between the ground state and the ith excited states, 
using the relationships;28
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R°-w = ( * m )  • (fcl* x v|W

Here /o->i and ,• are, respectively, the oscillator and rota­
tional strengths, v is the frequency in s-1, and E  is the energy 
of the transition. The symbols e, h , m ,  and c have their usual 
meaning.

Atomic coordinates were generated from either experi­
mental or assumed bond lengths and angles using the program 
COORD29 developed by M. J. S. Dewar and N. C. Baird, also 
obtained through the Quantum Chemistry Program E i-1'1 
change. In the case of d-ANS,30 the bond lengths and angles 
given by Camerman and Jensen31 from an x-ray crystal study 
were used, with certain approximations described below. All 
the C-C bond lengths and angles of the benzene ring were 
taken to be equal, as these vary only slightly. Essentially the 
same naphthalene ring geometry was assumed for a-ANS. The 
C-N bond lengths were also taken to be the same for a- and 
d-ANS.

We have neglected the effect of the sulfonate group which 
occurs in all of these systems and of the methyl group which 
occurs on the phenyl ring of TNS. The methyl group generally 
has only a small effect on transition energies and polarizations. 
The neglect of the sulfonate might be more serious. However, 
Seliskar and Brand23 found only small differences in band 
position and oscillator strength between N-phenyl-2-naph- 
thylamine and 2,6-ANS. The sulfonate group appears to act 
as a weakly perturbing substituent.

In any semiempirical MO calculation, the choice of pa­
rameters is critical. Several schemes were tested by performing 
calculations on a - and d-ANS. Two sets of parameters were 
used in more extensive calculations: the variable d approxi­
mation of Nishimoto and Forster,20-32 and the parameteriza­
tion of Bailey.33-34 These approximations differ primarily in 
the choice of resonance integrals. The Nishimoto-Forster 
method assumes the resonance integral, d, to be a linear 
function of bond order, p : 0 TS =  a  +  b p ra. The constants a and 
b depend on the nature of the atoms r and s, and upon the size 
of the ring system. The Bailey method takes drs to be pro­
portional to dSrs/dr where Sre is the overlap integral between 
centers r and s, and r is the bond length. The choice of Cou­
lomb integrals and one-center repulsion integrals is nearly 
identical, and both methods approximate two-center repulsion 
integrals by the Mataga-Nishimoto35’36 formula.

Configuration interaction was considered, using the 16 
singly excited configurations resulting from transitions from 
the four highest filled orbitals to the four lowest empty or­
bitals.

In addition to the calculations using the experimental di­
hedral angles for d-ANS (or TNS) and the same angles for 
a-ANS, calculations were also carried out for the following 
isomers:

The geometries considered for each of these isomers included 
those with symmetrical dihedral angles, xi and %2 of 0, -10, 
—20, —30, and —40°, and unsymmetrical combinations of xi 
= 0°, X2 = —40° or xi = —40°, X2 = 0°. The negative angles 
denote a left-handed sense of torsion.

Results
The results of the calculations using the Nishimoto-Forster 

(NF) and Bailey (B) parameters for a- and d-ANS with xi = 
—25,4°, X2 = —27.7°, the experimental angles for d-TNS,31 are 
given in Table I. For comparison, some experimental data are 
included. The most complete experimental data for direct 
comparison with these calculations are those of Seliskar and 
Brand23 for iV-phenyl-2-naphthylamine. These data are most 
appropriate for comparison with the calculations on d-ANS, 
since we have neglected the sulfonate group of ANS. We have 
also included data for 1,7-ANS5 and 2,6-TNS8 for comparison 
with a -  and d-ANS, respectively.

With respect to predicted band positions, both sets of pa­
rameters give comparable results, and both sets are in rea­
sonable agreement with experiment. The long wavelength 
bands are uniformly predicted at somewhat shorter wave­
lengths than observed. However, each predicted band of sig­
nificant intensity can be correlated with an observed band. 
The presence of a second weak transition in the long-wave­
length region of 1,7-ANS is not apparent from the absorption 
spectrum in ethanol.5 However, there is abundant evi­
dence5’7’15'16 that a-ANS derivatives/ like other a-naph- 
thylamines, have a second weak band which is obscured by the 
more intense long-wavelength band. The calculations using 
the Nishimoto-Forster parameters are consistent with the 
much stronger overlap of the two low-energy transitions for 
the a isomer (10 nm difference) than for the d isomer (~30 nm 
difference). The Bailey parameters yield energy differences 
which in fact predict a slightly larger splitting for a-ANS than 
for d-ANS. Both sets of parameters predict a small red shift 
in the long wavelength maximum on going from a-ANS to 
d-ANS, in agreement with experiment. The Nishimoto-For­
ster parameters also give a substantially better prediction of 
the energy of the first-excited triplet state in d-ANS.

Comparing intensities, we again find general agreement 
between theory and experiment. The Nishimoto-Forster 
parameters appear to do somewhat better in predicting in­
tensities. For example, the Bailey parameters predict that the 
longest-wavelength band is substantially more intense than 
the band at ca. 250 nm in a-ANS and at ca. 270 nm in d-ANS, 
contrary to observation. The Bailey parameters also lead to 
the prediction that the two long-wavelength bands in d-ANS 
differ by less than a factor of 2 in intensity, whereas experi­
mentally there is nearly a fourfold difference in intensity. The 
Nishimoto-Forster parameters lead to much more satisfactory 
results on both counts.

These comparisons have led us to favor the Nishimoto- 
Forster procedure for choosing ir-MO parameters. Through­
out the remainder of this paper, we will confine our attention 
to results obtained from these parameters.

In Table II, excited state properties of a- and d-ANS in the 
same conformation as described above are characterized 
further. The transition dipole moment, polarization direction, 
rotational strength, and excited state dipole moment is given 
for each of the first eight So -*■ S, transitions.

The polarization of the two longest wavelength transitions 
is quite different in the case of a-ANS, but very similar for 
d-ANS. This is consistent with fluorescence polarization 
measurements, which show a large change across the long-
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TABLE I: Comparison of Experimental and Theoretical Wavelengths and Intensities'*

Excited
state

a-ANS
1.7-ANS& NFC Bd

s, 352[9.2] 1 327(0.30) 333(0.37)
s2 1317(0.01) 305(0.02)
S3 276(0.01) 295(0.01)
s4 1254(0.16) 263(0.08)
S5 253[17] j 238(0.41) 240(0.23)
S6 237(0.01) 233(0.01)
S, | 209(0.10) 212(0.12)
S8 223[63] 1208(0.41) 205(0.64)
T, 533 482

ß-ANS
2,6-TNS* NPAN/ NF B

357(0.07) 347(0.05) 329(0.06) 324(0.22)
317(0.25) 308(0.20) 298(0.33)

277(0.01)
302(0.39)
296(0.01)

274[27] 270(24] 264(0.50)
236(0.06)

(221(0.16)

259(0.13)
235(0.08)
228(0.21)

224(551 225(49] {213(0.47)
1204(0.11)

211(0.23)
206(0.46)

513 541 508 457
a Wavelengths in nm; oscillator strengths in parentheses, emax (x 10-3) in brackets. * D. C. Turner and L. Brand, ref 5. Sol­

vent is ethanol. c Nishimoto—Forster parameters, d Bailey parameters. e Data for two long-wavelength bands from C. J. 
Seliskar and L. Brand, ref 37. Data for shorter-wavelength bands from W. O. McClure and G. M. Edelman, ref. 38. Solvent 
is ethanol in both cases. /jV-Phenyl-2-aminonaphthalene in ethanol. Data from C. J. Seliskar and L. Brand, ref 37.

TABLE II: Polarization, Rotational Strength, and 
Excited-State Dipole Moments

Excited
state X Poaa l x b 7 y b l z b ^oac Paa*

s, 327 4.57 64
a-ANS

27 81 —0.083 5.73
s2 317 0.92 16 106 93 -0.036 2.60
s 3 276 0.74 88 43 133 - 0 . 1 1 1 7.42
s4 254 2.98 42 52 74 0.286 3.90
Ss 238 4.57 3 91 92 -0.649 8.00
s6 237 0.55 71 20 82 -0.009 6.88
s, 209 2.12 50 59 124 -2.010 1.88
s8 208 4.23 167 80 97 1.909 5.47

s, 329 2.10 22
ß-ANS

111 85 0.078 5.93
s2 298 4.56 10 96 82 0.163 3.70
S3 277 0.76 57 56 128 0.002 6.17
S4 264 5.30 22 70 82 —0.620 2.01
S5 236 1.68 38 127 97 -0.225 13.57
S6 221 2.76 44 47 96 0.061 3.09
s, 213 4.61 19 108 95 -1 .033 4.44
S8 204 2.15 82 44 133 0.660 7.96

“ Transition moment magnitude (Debye). b J x , J y , and 
J z are angles of transition moment with respect to x ,  y ,  and 
z  axes. The naphthalene ring lies in x y  plane with its long 
axis being the x  axis, its short axis being the y  axis, * Rota­
tional strength in Debye Bohr magnetons (1 DBM = 0.9273 
X 10'38 cgs units), d Permanent dipole moment of excited 
state (Debye).

wavelength band containing both low-energy transitions in
1,7-ANS,5 but little change over the two long-wavelength 
bands of 2,6-TNS.37 It is also consistent with experimental 
data and theoretical calculations20’22’39 on a -  and (3-na- 
phthylamines and naphthols.

Most of the transitions are polarized primarily in the x y  
plane (naphthalene ring plane), with y z = 90 ±  10°. This re­
flects the dominance of the naphthalene ring system in the 
low-energy transitions. The largest deviations are shown by 
the bands near 275 and 205-210 nm in both a -  and ¡8-ANS. 
These are primarily transitions involving the phenyl group.

The rotational strengths of the longest-wavelength tran­
sitions are small for both a -  and /3-ANS. The 238-nm transi­
tion in a-ANS and the 264-nm band in (3-ANS have substan­
tial rotational strengths, and both a -  and (3-ANS display two 
strong and closely spaced CD bands of opposite sign in the 
210-nm region.

The ground state dipole moments are small for both a-ANS 
and /3-TNS, being 1.07 and 0.89 D, respectively. As Table II 
shows, nearly all of the excited states have much larger dipole

moments than the ground state, and the first excited state in 
both systems has a dipole moment about a factor of 6 larger 
than the ground state moment. These results for the a  isomer 
agree quite well with the experimental work of Kawski and 
Pasztor40 who obtained dipole moments of 1.5 and 5.2 D for 
the ground and first excited states, respectively, of 7V-phe- 
nyl-l-naphthylamine. The results for the (3 isomer are in 
qualitative agreement with the work of Seliskar and Brand,24 
who studied solvent shifts in absorption and fluorescence 
maxima. Their estimate of (/¿e — Mg) for iV-phenyl-2-naph- 
thylamine is 20 D which is much larger than our calculated 
value. Because of approximations in the calculations (e.g., 
neglect of the sulfonate group) and in the analysis41’42 of the 
experimental data (e.g., estimation of the size of the Onsager 
cavity), one can only expect qualitative agreement.

The dipole moment of the lowest triplet state is 2.03 D in 
a-ANS and 2.49 D in /3-ANS. Thus, these values fall between 
the value for So and Si. This was suggested by Seliskar and 
Brand24 based upon measurements of pK  values in S0, Si, and 
Ti by Jackson and Porter.43

Figures 1-3 gives the 7r-electron densities and bond orders 
for a- and /3-ANS in the So, Si, and Ti states. It is clear from 
these molecular diagrams that a substantial amount of charge 
(—0.2 e) is transferred from the nitrogen into the naphthalene 
ring on going from So -*■ Si. To a lesser extent, the ortho and 
para positions of the phenyl group also lose electron density 
to the naphthalene ring. Both of these types of charge transfer 
occur also in the So — Ti transition, but to a lesser extent.

Table III gives data on the four longest-wavelength bands 
as a function of dihedral angle. In general, the transition en­
ergy is rather insensitive to the dihedral angle, at least in the 
range considered here. As the dihedral angles increase, there 
are small blue shifts of the various bands due to decreasing 
conjugation with the amino group.

The oscillator strength is somewhat more sensitive to di­
hedral angle than the transition energy is. The general ten­
dency is for the oscillator strength to decrease with increasing 
angle, again reflecting the decreasing degree of conjugation 
between the aromatic rings and the amino nitrogen. An ex­
ception is the 260-nm band of /3-ANS, which shows an increase 
in oscillator strength with dihedral angle. This band involves 
charge transfer from the amino nitrogen into both the naph­
thalene and the phenyl groups, primarily the latter. The ex­
tent of this charge transfer increases with dihedral angle, at 
least up to 40°.

The most sensitive parameter is naturally the rotational 
strength. This must necessarily vanish for the planar con­
formation. The magnitude of the rotational strength goes
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* 2338

SO
Figure 1. Molecular diagrams tor a-ANS (upper) and /3-ANS (lower) in 
the ground state (S0). The numbers at the atomic positions give the 
theoretical charge densities associated with the ir-electron system, 
while the numbers along the bonds give the ir-electron bond orders.

T,
Figure 3. Molecular diagrams for a-ANS (upper) and /3-ANS (lower) in 
the first excited triplet state (Ti). (See caption to Figure 1.)

+.0052

+.4024

s,
Figure 2. Molecular diagrams for a-ANS (upper) and /3-ANS (lower) in 
the first excited singlet state (Si). (See caption to Figure 1.)

through a maximum for some bands at dihedral angles of 20 
or 30°. For others, the increase continues to at least 40°. In two 
cases (band 3 for a2 and di) the rotational strength changes 
sign between 30 and 40°. Comparison of conformations with 
symmetrical dihedral angles with those having two very dif­

ferent dihedral angles indicates that in many cases, though 
the magnitudes of the rotational strengths are changed sig­
nificantly, the signs are unchanged. However, there are ex­
ceptions to this, e.g., band 4 in ai and bands 1 and 2 in /3i.

We have not been able to discern any rules for predicting 
the signs of the long-wavelength bands. No sector rule or 
chirality rule appears to govern the sign of the long-wave­
length bands. The two generalizations that we can make are:
(1) the two lowest energy CD bands have the same sign for all 
conformations considered; and (2) the most favorable con­
formations of a- and /3-ANS (ai and /3i) have opposite signs 
for the two long-wavelength bands.

Discussion

The origin of the strong solvent dependence of ANS, TNS, 
and related molecules has been discussed extensively. There 
seems to be a consensus2 that the wavelength shift results from 
solvent relaxation during the excited state lifetime. However, 
the solvent effects on quantum yield have been attributed to 
several different causes. (1) Weber and Laurence1 and, more 
recently, Penzer46 have suggested that in aqueous solution, 
the conformation of ANS shows marked nonplanarity and 
hence fluoresces weakly, while in less polar solvents, the 
conformation is more nearly planar and exhibits strong fluo­
rescence. (2/ McClure and Edelman37 and Ainsworth and 
Flanagan47 noted that intramolecular rotations of the fluo- 
rophore during the excited state lifetime should reduce the 
quantum yield by promoting radiationless transitions to the 
ground state. Hence more viscous solvents lead to a more in­
tense fluorescence. (3) Seliskar and Brand29 postulated that 
relaxation of the solvent cage during the excited-state lifetime 
decreases the energy of the first excited singlet (1S) more than 
that of the first excited triplet (1T) because the ]S state has 
a larger dipcle moment than does *T.2'19'20 The narrowing of
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TABLE III: Conformational Dependence of Parameters for Long-Wavelength Bands in a-ANS (a,), a-ANS (a2), 0-ANS (0,), 
and 0-ANS (02) _________________________________

Band 1 Band 2 Band 3 Band 4

(X i,X 2) X f R X f R X f R X f R

(0, 0) 333 0.303 0 318
a-ANS (a, ) 

0.015 0 279 0.013 0 257 0.143 0
( - 10, - 10) 333 0.302 -0.039 318 0.014 -0.026 279 0.013 -0.089 257 0.144 0.098
( - 20, - 20) 330 0.292 -0.072 317 0.013 -0.036 278 0.012 -0.129 256 0.147 0.213
(-30 , -3 0 ) 327 0.275 -0.096 316 0.012 -0,029 276 0.010 -0.106 254 0.145 0.341
(-40 , -4 0 ) 322 0.249 -0.114 315 0.009 —0 .0 0 7 274 0.007 -0.047 253 0.132 0.464

(0, -4 0 ) 328 0.276 - 0.102 318 0.016 -0.051 277 0.004 -0.043 260 0.114 -0.089
(-4 0 ,0 ) 329 0.257 -0.038 315 0.010 -0.087 275 0.022 -0.251 256 0.065 0.423

(0, 0) 336 0.274 0 320
a-ANS (a2) 

0.018 0 279 0.013 0 261 0.014 0
( - 10, - 10) 335 0.259 -0.323 319 0.017 -0.016 279 0.012 - 0.101 260 0.018 -0.321
( - 20, - 20) 333 0.216 -0.249 318 0.015 -0.025 277 0.011 -0.118 258 0.032 —0.756
(-30, -3 0 )  
( -4 0 ,-4 0 )

329 0.211 -0.313 317 0.012 -0.015 276 0.009 -0.053 256 0.039 —0.982
324 0.201 -0 .320 315 0.009 -0.009 274 0.005 0.014 254 0.021 -1.008

(0 ,-40 ) 329 0.199 -0.064 313 0.025 -0.034 276 0.002 —0.050 263 0.025 - 0.121
(-40 , 0) 332 0.202 —0.290 315 0.007 -0.038 275 0.023 -0.197 259 0.009 -0.522

(0, 0) 332 0.081 0 301
0-ANS (0.) 

0.359 0 279 0.013 0 266 0.419 0
( - 10, - 10) 332 0.080 0.037 301 0.356 0.063 279 0.013 —0.021 266 0.418 —0.293
( - 20, - 20) 330 0.072 0.075 300 0.332 0.142 278 0.012 —0.022 265 0.434 -0.555
(-30, -3 0 ) 328 0.061 0.107 297 0.299 0.240 277 0.010 -0.003 264 0.453 -0.758
(-40, -4 0 ) 325 0.047 0.126 295 0.254 0.350 275 0.007 0.019 263 0.469 —0.876

(0, -4 0 ) 331 0.055 -0.034 298 0.324 -0.087 276 0.004 -0.007 265 0.405 -0.129
(-40, 0) 327 0.078 0.182 299 0.272 0.353 277 0.022 -0.051 266 0.382 -0.793

(0, 0) 334 0.034 0 305
0-ANS (0,) 

0.204 0 282 0.029 0 264 0.482 0
( - 10, - 10) 333 0.034 —0.144 305 0.205 -0.251 282 0.027 0.009 264 0.479 0.101
( - 20, - 20) 331 0.034 -0.227 303 0.197 -0.464 280 0.022 0.016 264 0.486 0.197
(-30 , -3 0 ) 329 0.031 -0.239 300 0.185 -0.617 279 0.014 0.022 264 0.491 0.278
(—40, -4 0 ) 326 0.027 - 0.202 297 0.163 -0.679 277 0.008 0.022 263 0.492 0.343

(0, -4 0 ) 332 0.024 -0.095 302 0.192 - 0.200 279 0.009 0.038 264 0.441 -0.098
(-40 , 0) 329 0.044 -0.327 301 0.165 -0.609 279 0.035 -0.070 265 0.414 0.488

the singlet-triplet gap should enhance the intersystem unusually large and as Seliskar and Brand point out are
crossing rate and thus contribute to fluorescence quenching.
(4) Kosower and co-workers argue that there are44'45 two 
emitting excited singlet species: Si,np, a species having a dis­
tinctly nonplanar structure whose emission is not markedly 
sensitive to solvent and substituents; and Si,ct, a species whose 
emission is markedly solvent and substituent dependent, 
formed from Si,np by an intramolecular charge transfer. Polar 
solvents favor the conversion S] np to Si,ct, and also promote 
the radiationless deactivation of Sl ct to the ground state by 
a reverse intramolecular charge transfer. In viscous solvents, 
both of these transformations are hindered. (5) Li et al.50 have 
suggested that the large effect of polar solvents on the fluo­
rescence yield in a-ANS may be due to a solvent-induced in­
version of the 4La and 4Lb states, with 4Lb lying lowest in 
nonpolar solvents and in polar solvents. This hypothesis 
is based upon studies of dimethylaminonaphthalenesulfona- 
te analogues of ANS. However, this mechanism could at best 
account for the effect in a-ANS, leaving similar effects in
0-ANS unexplained.

Our calculations provide support for several of Seliskar and 
Brand’s23-24 key arguments. The changes in charge density 
upon excitation (Figures 1-3) are those expected for an in­
tramolecular charge transfer (in the notation of Kasha and 
Rawls,48 an 1 ar  transition), as suggested by Seliskar and 
Brand.23

Seliskar and Brand24 also derived from solvent effects on 
the Stokes shift very large values of (n e — Mg) ranging from 20

subject to rather large errors. Nonetheless they indicate a 
highly polar excited state, a conclusion which our calculations 
support.

Kosower and co-workers45-49 have pointed out that the 
absorption maximum of 2,6 -ANS and several of its derivatives 
is rather insensitive to solvent, with only small shifts on going 
from water to ethanol. Further, the direction of this shift is 
to lower energies. From this observation, they argue that the 
Franck-Condon state produced upon excitation into the Si 
state is not highly polar. Our calculations indicate that not 
only does the dipole moment of these diarylamines increase 
sharply in magnitude upon excitation, but there is also a large 
change in direction. In fact for the 0 isomer, the dipole mo­
ment in St is almost exactly perpendicular to the ground state 
dipole moment. (For the a isomer, the change in the angle 
upon excitation is 57°.) If the sulfonate group does not change 
this picture entirely, the near orthogonality of ground- and 
excited-state dipole moments would lead to little or no sta­
bilization of the excited state by the solvent sheath in the 
Franck-Condon state. The small observed blue shift between 
ethanol and water could then be attributed to the greater 
polarizability of ethanol.

Another major point in Seliskar and Brand’s24 explanation 
of solvent quenching of ANS fluorescence is that the dipole 
moment of the Tj state is intermediate between that of So and 
Si. This assumption is verified by our calculations for both the 
a and 0  isomers.

to 50 D for various 0-ANS derivatives. These values seem Our calculations do not bear as directly upon the quenching
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mechanism proposed by Kosower et al.45 One relevant feature 
is that we do not predict any qualitative difference in the de­
gree of charge transfer in the first excited state for the com­
pletely planar form and the nonplanar form of either a -  or 
/5-ANS. For the planar ¡3 isomer, the dipole moment of Si is
6.38 D and the charge on the amino nitrogen is +0.427 e as 
compared to 5.93 D and 0.402 e in the nonplanar (xi = -25°, 
X2 = —28°) form observed in the ground state in the crystal. 
However, we cannot rule out the possibility that the presence 
of the sulfonate and/or interactions with polar solvents might 
stabilize a nearly planar form with a substantially greater 
degree of charge transfer.

The laser pulse experiments of Kosower et al.45 have 
pointed up a possible difficulty with Seliskar and Brand’s24 

hypothesis. The increase in yield of Ti in polar solvents an­
ticipated by Seliskar and Brand’s hypothesis are not evident. 
Whether this is a fatal flaw or whether the transient species 
populations can be reconciled with the solvent relaxation 
picture remains to be determined. However, Weber51 has 
pointed out that systems such as 2 -diethylaminona- 
phthalene-5-sulfonate and 1,8-naphthosultam show sol- 
vent-dependent quenching of fluorescence similar to ANS 
derivatives. In these systems, particularly the latter, a non­
planar —* planar conversion with attendant intramolecular 
charge transfer is highly improbable.

The interpretation of CD bands induced upon binding 
chromophoric molecules to proteins is still in its infancy. 
However, three general mechanisms can be postulated: (1) 
inherent dissymmetry52 in the chromophore, i.e., the bound 
chromophore has no elements of reflection symmetry; (2 ) 
coupled oscillator interactions53 between the bound chro­
mophore and groups on the protein; (3) mixing of excited 
states of differing symmetry within the chromophore under 
the influence of the electrostatic field produced by the protein 
binding site (the one-electron mechanism54). The latter two 
mechanisms are impossible to predict a priori because of their 
dependence on the protein geometry. However, mechanism 
1  is susceptible to analysis through molecular orbital calcu­
lations or, in cases where the chromophore has a C 2 axis, 
through application of the rule of Hug and Wagniere.55 If the 
inherent dissymmetry dominates one or more CD bands, the 
absolute configuration of the bound chromophore can be de­
termined. This has been done in the case of auramine 0  bound 
to liver alcohol dehydrogenase56 and of bilirubin and biliverdin 
bound to serum albumin.57

ANS, TNS, and related molecules are inherently dissym­
metric chromophores. Examination of molecular models in­
dicates that steric hindrance precludes an all-planar confor­
mation, and this is confirmed by the x-ray diffraction study 
by Camerman and Jensen31 of 2,6-TNS. One of the objectives 
of this work was to determine whether the chiral ANS chro­
mophore would generate sufficiently strong rotational 
strengths that its CD bands might be diagnostic of its con­
formation and absolute configuration when bound to the en­
zyme. Unfortunately, we can see from Tables II and III that 
the rotational strengths of the long-wavelength bands are 
small for both a  and 8  isomers. Only the far ultraviolet bands 
have rotational strengths (ca. 1 DBM) which would be likely 
to exceed contributions of coupling with protein groups and 
thus be diagnostic of ligand conformation. However, these 
bands fall in the region where the peptide groups of the pro­
tein will dominate the CD of protein and ligand.

Complexes of 1 ,8 -ANS with bovine serum albumin have 
been studied by Anderson15 and by Daniel and Yang. 16 Bovine 
serum albumin binds 5 molecules of 1 ,8 -ANS tightly and

about 15 more molecules much less tightly. There are some 
unresolved discrepancies between these two studies con­
cerning the dependence of the CD upon the number of ligands 
bound. However, we shall only consider the data for an average 
of one dye bound per molecule, in which case there is fair 
agreement between the two studies. Daniel and Yang report 
rotational strengths of +0.031, —0.027, +0.028, and —0.209 
DBM for bands centered at 380, 340, 300, and 272 nm, re­
spectively. This pattern of signs does not agree with the cal­
culated rotational strengths, since the rotational strength of 
the two long-wavelength bands is predicted to be the same in 
all cases. This presumably is a reflection of the effect of cou­
pling with protein chromophores.

Hsu and Woody17 observed an induced CD band in the 
complex of 1,8-ANS with apohemoglobin. Stryer,7 using flu­
orescence techniques, had shown that ANS binds in the 
heme-binding pocket of apohemoglobin. The CD spectrum 
of the complex showed a negative band at 370 nm, corre­
sponding to the So —*• Si transition in cc-ANS derivatives. No 
separate band was resolved corresponding to the near-by So 
—*■ S2 transition but the shape of the CD curve suggests that 
the So -*■ S2 transition has a weaker negative rotational 
strength. The rotational strength of the 370-nm band was 
estimated to be —0.08 DBM. These results agree remarkably 
well with the predictions of Tables II and Ilia. However, be­
cause the band is weak and coupling with protein transitions 
is unlikely to be negligible, the agreement is probably fortui­
tous.

Schlessinger and Steinberg18 reported the CD of the com­
plex of chymotrypsin with 2,6-TNS. Their data cover only the 
longest-wavelength band, revealing a negative CD band cen­
tered at 365 nm with a rotational strength of ca. —0.12 DBM 
(our estimate). From the shape of the curve, it appears that 
the second band is also negative but weaker. Theoretically, 
the second band should be stronger.

The major emphasis of Schlessinger and Steinberg’s paper 
was not on ordinary CD spectra but on circularly polarized 
luminescence, which measures the circular dichroism associ­
ated with the transition Si —► So. The quantity actually 
measured is the anisotropy factor g e =  2(f\ — f T)/ f where f\ -  
intensity of emitted left-circularly polarized light, / r = in­
tensity of right-circularly polarized light emitted, and f  = total 
intensity of emission. This anisotropy factor10 should be the 
same as the anisotropy factor for absorption, ga = (ei — cr)/e 
= 4Roi/Doi (where D qi = no,~ is the dipole strength of the 
transition) if the conformation and environment of the 
emitting species does not change during the excited-state 
lifetime. However, Schlessinger and Steinberg found that g e 
is nearly an order of magnitude smaller than g a for 2 ,6 - 
TNS-chymotrypsin. This implies that the location or orien­
tation of the excited species is different from that of the 
ground state, or that the conformation of the fluorophore has 
changed. The marked reduction may reflect a greater flexi­
bility in position and conformation, leading to an averaging 
process with contributions of opposing sign.

Ivanov and Nagradova58 reported CD data for the 2,6-TNS 
complex with yeast glyceraldehyde-3-phosphate dehydroge­
nase. Their published CD curve does not extend into the 
long-wavelength region, but shows a small negative contri­
bution in the 270-nm region.

The present calculations and the limited available experi­
mental data indicate that the induced CD of ANS and related 
molecules is not likely to be dominated by inherent dissym­
metry, but rather by coupling to protein chromophores, at 
least in the wavelength range above 250 nm. Thus we cannot
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infer absolute configurations from the CD of bound ANS. 
However, the induced CD of ANS is still a potentially useful 
probe of the protein conformation at the binding site, and can 
be used to monitor conformational changes produced by a 
variety of physical and chemical agents.
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The optical absorption spectra of liquid ammonia with or without solutes have been investigated at different 
doses of 7  irradiation and different temperatures. The absorption spectrum recorded in initially pure ammo­
nia, at room temperature and doses >3 X 1019 eV ml-1, corresponds to the azide ion N3~ (e247nm 1380 ±  30 
M_ 1 cm-1) with a yield G(N3_) = 0.05 which completes the material balance of the other products N2, H2, 
and N2H4. At low temperature, the yields are G(H2) = 0.61 ±  0.02, G(N2) = 0.11 ±  0.01, and G(N2H4) =
0.305 ±  0.01 within (2-150) X 1019 eV ml“ 1; and G(H2) = 0.74 ±  0.03, G(N2) = 0.18 ±  0.01, and G(N2H4) =
0.26 ±  0.03 in the range (150-500) X 1019 eV ml-1. The spectrum recorded corresponds to the weak absorp­
tion of hydrazine (e247nm 2.5 ±  0.5 M_ 1 cm-1) and the azide formation is then negligible, a conclusion which 
is also expected from the material balance. Solutions of N2H4 in liquid ammonia irradiated at room tempera­
ture give absorption bands in the uv. These are the sums of the optical densities of N2H4 which still remains 
after partial decomposition and the optical densities of a band which increases and is attributed to the azide 
ion N3_ (G(N3-)  = 0.17 ±  0 .0 2  at low doses). The conclusion is that N3_ is formed from a secondary decom­
position of N2H4 by the primary radical TNH. This mechanism holds in the radiolysis of initially pure ammo­
nia. The azide yields provided by the spectrophotometric method in complement to those of other products 
are used to deduce some primary radical yields.

Introduction

It is not necessary to insist on interest for the understanding 
of fundamental processes of the interaction of radiation with 
liquids, to be able to compare various solvents. In the case of 
ammonia, certain important aspects of mechanisms had to be 
clarified.

Although several studies1 4̂ seem to have confirmed that 
ammonium azide is one of the radiolytic products of liquid 
ammonia, there is not much agreement on the conditions of 
the formation of this compound. In particular, Sutherland and 
Kramer2 found, at low doses and at 20 °C, molecules with 
-N = N - bonds such as N4H4 (or N3H3 or N2H2) while we 
found that NH4N3 appears only above a dose of 3 X 1019 eV 
ml- 1 . 1 The results of radiolysis at low temperatures are even 
more scarce apart from those of the recent study by Blum and 
Broszkiewicz3’4 who also conclude that over a wide pH range 
the formation of NH4N3 starts at low doses. Depending on the 
results which are accepted even the type of the very initial 
reactions may be quite different and the primary yields would 
be consequently affected. In one case, molecules with three 
or more atoms of nitrogen would result from reactions between 
the primary species before the diffusion of the spurs,2 whereas 
in the other case, NH4N3 would be formed by secondary re­
actions of the radicals with stable products which have been 
accumulated.1 We have therefore undertaken this study again 
by a more direct method rendered possible by the use of 
pressure resistant quartz optical cells to record the absorption 
spectra of liquid ammonia irradiated progressively.

For the study at low temperature, where data are scant,3-5 

we have added the usual determinations of radiolytic products 
in order to obtain the yields of the transient species before 
diffusion. Using pulse radiolysis,6 we have already measured 
the yield Geam- at —50 °C, but with the results presently 
available it is difficult to obtain the yields of the oxidizing

species NH2 or TNH as well. Nevertheless, the conclusions 
deriving from the results of stationary radiolysis, as in the case 
of room temperature studies, enable us to write relations be­
tween the radical yields and hence calculate their values.

In the case of pulse radiolysis we see bands which could 
belong to stable products such as N2H4, NH2- , and N3~ for 
which the yields are not well known. Therefore we are inter­
ested in determining if the observed bands are due to these 
products or due to some other intermediate species.

Experimental Section
Methods of purifying ammonia are described in ref 7. The 

pure ammonia is then condensed in the side arm of quartz cells 
with thick (1 0  mm) optical windows8 which withstand internal 
pressures up to 20 atm. Solutions were prepared by placing 
a known amount of solute in the side arm, then condensing the 
ammonia and sealing off the cell. Some of these cells had an­
other side arm with a tapered joint ending in a thin capillary 
tube, which allowed us to extract the gases for analysis and seal 
the cell again.

Sodium azide (Merck 99%) was used as supplied. Hydrazine 
hydrate (Prolabo 95%) was refluxed on potassium hydroxide 
under argon before distillation into the cell.

A double beam Beckman DK-1A spectrophotometer was 
used to record the spectra. The reference cell contained liquid 
ammonia. Both cells were enclosed in a box in which cold ni­
trogen gas could reduce the temperature to —80 °C. A 600 Ci 
source of 60Co was used for the irradiations. The dose rate 
determined using a Fricke dosimeter and accounting for the 
electron density of liquid ammonia relative to water was found 
to be of the order of 1019 eV h_ 1 ml- 1  of NH3.

The Suprasil optical windows became slightly colored after 
long irradiation. The windows were annealed thermally to 
remove the color while the solution was kept frozen in the side
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arm. The cell was then slowly warmed to the appropriate 
temperature for the spectrophotometric measurement.

Chemical analysis or gas chromotography were used7 to 
analyze the irradiation products. The determination of N2H4 

was checked on blanks containing azide ions. It was found that 
the presence of azide ions does not affect the chemical deter­
mination of N2H4.

Results and Discussion
A. R a d io ly s is  o f  P u r e  A m m o n ia , (a) I r r a d ia t io n  a t  R o o m  

T e m p e r a tu r e . We first followed the appearance of an ab­
sorption spectrum from 360 to 230 nm in an initially pure 
sample of liquid ammonia irradiated at 20 °C. The lower limit 
of the wavelength measured was 230 nm due to the strong 
absorption of NH3 at this wavelength. It was verified that in 
this range there was no absorption before irradiation. As long 
as this dose is lower than 2 X 1019 eV ml- 1  no new absorption 
was observed but above this value a uv band appears of which 
the maximum is masked by the absorption of the solvent 
(Figure 1 ). The intensity of this absorption increases with the 
time of irradiation and, in Figure 2, we have plotted the vari­
ation of the optical density measured at 247 nm vs. dose. 
Following an induction period the optical density increases 
rapidly, then more slowly from ~  5 X J .O 20 eV ml-1.

Chemical analysis at each dose gives us the concentration 
of radiolytic products. We can determine the contribution of 
hydrazine to the spectrum after recording spectra with known 
amounts of hydrazine in liquid ammonia. The absorption 
spectra of a 7.5 X 10- 2  M solution of N2H4 at —50 and 20 °C 
are given in Figure 3. They show that the extinction coeffi­
cients are quite low, i.e., eN2H4,247nm 2.5 ±  0.5 M “ 1 cm- 1  at —50 
°C and 15.7 ±  0 .6  M“ 1 cm- 1  at 20 °C, nearly equal to the value 
found for N2H4 in the gas phase.9 These extinction coefficients 
are too low to allow the assignment of the absorption curve of 
Figure 1 to hydrazine, since even with doses above 3 X 1019 eV 
ml- 1  the concentration formed is limited to 5 X 10“ 5 M .5 

Several authors1 ’2 have postulated the formation of NH4N3. 
Therefore we studied the spectrum of the Ns-  anion in liquid
NH3.

Figure 4 shows the spectra of a 2.4 X 10~3 M NaN3 solution 
at several temperatures. The characteristic band adjoins that 
belonging to the solvent. The azide ion dissolved in liquid 
ammonia absorbs in the same spectral region as its aqueous 
solution for which the spectrum is attributed partly to charge 
transfer to solvent (CTTS) process.10 The shift which we ob­
served as a function of temperature suggests that the same 
process occurs in liquid ammonia. The spectrum has the same 
appearance as that of the irradiated sample, but the extinction 
coefficient is much higher than that of N2H4: €N3-,247nm 1380 
±  30 m_ 1 cm- 1  at 20 °C and 430 ±  50 M_ 1 cm- 1  at —47 °C.

Assuming that the spectrum observed is entirely due to the 
radiolytic formation of NH4N3, then the calculated amount 
formed satisfactorily completes the material balance of the 
products. At doses below 3 X 1019 eV ml- 1  for which the 
quantities of H2, N2, and N2H4 correspond to a complete 
material balance (insert Figure 2 ) the concentration of N3~ 
will be in fact negligible; between 3 X 1019 and 5 X 1020 eV 
ml-1, [N3—] would increase quickly and G(N3_) = 0.05 ac­
cording to

G (H2) = G  (N2H4) + 3 G  (N2) + 4 G  (NH4N3) (1)

For doses above 5 X 1020 eV ml- 1  the yield decreases 
notably, but we do not have sufficient data of G(H2) and 
G(N2) to be able to calculate a precise material balance. We 
therefore assign the observed absorption to N3~. The accu-

(hm)
Figure 1. Absorption spectra of liquid ammonia irradiated at different 
doses (7"irr = 20 °C, optical path 2.5 cm): O, 4 X 1019 eV ml-1 ; ▼, 7 
X 1019; □, 1.2 X 102°; •  1.6 X 102°; A, 2.6 X 102°; ■. 7.3 X 102°.

Figure 2. Variation of absorption measured at A 247 nm with dose; T 
= 20 °C, optical path 2.5 cm. Insert shows comparison at low doses 
of spectrophotometric results with analyses of H2, N2, and N2H4.1

mulation of the associated cation NH4+ implies an increasing 
acidity of the medium. Thus, our direct spectrophotometric 
measurements on the liquid samples at low dose contradict 
the results of Sutherland and Kramer2 who found molecules 
with -N = N - bonds from 3.6 X 1017 eV ml-1.

(b) Ir ra d ia tio n  a t  L o w  T e m p e r a tu r e . Figures 5 and 6 a show 
the formation of the products H2, N2, and N2H4 in liquid 
ammonia irradiated at —55 °C. Table I presents the yields as 
well as those published by other authors.

Measurements of the spectra in the same wavelength range, 
taken at room temperature after irradiation at low tempera­
ture, show that the absorption is negligible up to doses as high 
as 5 X 1020 eV ml“1. Even at higher doses where the absorption 
increases linearly, this increase is much less pronounced than 
for irradiation at 20 °C. The spectra resemble those found for 
calibration either of N2H4 or N3~. Figure 6 b shows the vari­
ation of the optical density at 247 nm determined at 20 °C 
after warming the sample. We have also recorded spectra of 
irradiated samples at an irradiation temperature of —55 °C 
in order to detect unstable radiolytic products which could 
be decomposed during warming but we found no difference 
between these spectra and those recorded after warming.

If we calculate the absorption corresponding to the hydra­
zine formed by radiolysis (from Figure 6 a), allowing for the 
uncertainties in G(N2H4) and tN2H4 we obtain the shaded zone
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Figure 3. Calibration spectra of hydrazine in liquid ammonia solutions 
(7.5 X 10-2 M, optical path 2.5 cm): A, 20 °C; A, —50 °C (corrected 
for density variation); O, N2H4 in gas phase.9

Figure 4. Calibration spectra of N3 in liquid ammonia solution (2.4 X 
1CT3 M, optical path 2.5 cm): A, 20 °C; □, 2 °C; O, -3 2  °C, A, -4 7  
°C (corrected for density variation).

of Figure 6 . If the absorption in Figure 6 b were due solely to 
the azide ion then its yield would be at least a factor of 1 0  less 
than that found by Blum and Broszkiewicz3’4 and would thus 
be entirely negligible in the material balance. Considering the 
form, the intensity, and the shift of the spectrum with tem­
perature, we conclude that the absorption is due only to hy­
drazine. Let us point out that Blum and Broszkiewicz found, 
by polarographic measurements, G(N3~) values giving a 
complete material balance with the other products. Unless the 
difference in temperature of radiolysis is responsible we 
cannot at present propose any explanation for the apparent 
disagreement between the results of Blum and Broszkiewicz 
and ours in view of the fact that both series give good material 
balance. We cannot discard the catalytic action of some im­
purity but our direct, nondestructive, method of observation 
of the azide ion avoids any ambiguity arising from chemical 
analysis.

B. H y d r a z in e -A m m o n ia  S o lu t io n s  I r r a d ia te d  a t  R o o m  
T e m p e r a tu r e . During the radiolysis of pure ammonia at 20 
°C, we have seen that the appearance of the azide ion occurs 
above 3 X 1019 eV ml- 1  and is concomitant with the decrease 
in the formation rate of hydrazine. This suggests that the azide 
ion is a radiolytic decomposition product of hydrazine and we 
have already given a hypothesis1 based on the defect of the 
material balance observed for doses above 3 X 1019 eV ml-1. 
Therefore it was interesting to study again the radiolysis of

Figure 5. Products of the radiolysis of liquid ammonia as a function of 
dose (Tkr = -5 5  °C): O, N2; * .  N2H4; O, H2.

Figure 6. Products of the radiolysis of liquid ammonia at high dose (7irr- 
= —55 °C, optical path 2.5 cm): lower curve: O, N2; • ,  N2H4; X, H2; 
upper curve: *, optical density (measured at 247 nm and 20 °C) as a 
function of dose; shaded zone: calculated optical density corresponding 
to the absorption of N2H4 (e247 nm 15.7 ±  0.6 M-1 cm“ 1).

solutions of hydrazine with our spectrophotometric method. 
In previous studies5 it was difficult to prepare pure solutions 
of hydrazine. Also we could not precisely analyze N3-  in the 
presence of N2H4. The quantities of azide were calculated 
from the formation of other products and the disappearance 
of hydrazine. This inaccurate method explains the dispersion 
of results previously obtained.

The technique we now employ gave more precise results.
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TABLE I :  Radiolysis of Liquid Ammonia at Low Temperatures

Doses, 1019 eV ml 1 Tirr, °€ G(H2) G(N2) G(N2H4) G(N3-) G(N3-)calcd Ref

10-150 -70 0.64 0 .1 2 0.18 0.025 I 1 1

-26 0.61 0.16 0.07 0 .0 2  )
0.2-11.5 -75 0.51 0.17 f 1 2 “

-55 0.58 0.2

3.2-20 -72 0.85 ± 0.04 0 .1 2  ± 0 .0 1 0.15 ±0.02 0.05 ± 0.02 0.07 ±  0.02 4'
Up to 6 ® -72 0.80 ±  0.04 0.04 ± 0.01 0.23 ±0.04 0.11 ±  0.03 16
2-150 -55 0.61 ±  0.02 0 .1 1  ±  0 ,0 1 0.305 ± 0.01 This
150-500 -55 0.74 ± 0.03 0.18 ±  0 .0 1 0.26 ±0.03 <3 X IO- 3 o\ work

0 Values obtained from Figure 1 of this reference. b Pulse radiolysis by 13-MeV electrons.

Figure 7. Radiolysis at 20 °C of a 2.3 X 10~2 M solution of N2H4 in liquid 
ammonia (optical path 2.5 cm): *, OD247nm as a function of dose; — , 
ODn2h4 calculated from decomposition curves determined by chemical
analyses;............ , difference between the preceding curves, attributed
to N3~.

As previously mentioned, ammonia irradiated at low tem­
perature accumulates hydrazine and by this means we pre­
pared solutions of very pure hydrazine in liquid ammonia. 
After irradiation at — 55 °C the gases were extracted and the 
sample tube sealed off again. Then the spectrophotometric 
method allowed us to observe directly the formation of N3- , 
the extinction coefficient of which is two orders of magnitude 
higher than that of N2H4. We then used the sample which had 
already been studied at low temperature (Figure 6 b) and for 
which the concentration of N2H4 had been measured as 2.34 
X 10~ 2 M from its absorption at zero dose (Figure 7). This 
sample was irradiated at 20 °C. The absorption at 247 nm is 
given as a function of dose on Figure 8 . The shape of the 
spectrum is similar to those of N2H4 and N3- .

Chemical analysis of other samples prepared in the same 
way show that hydrazine is destroyed during the radiolysis 
according to our previous results.® The value of 6n2h4 at 247 
nm enables us to calculate the contribution of hydrazine to 
the absorption. Thus we obtain the broken line curve which 
subtracted from the line directly observed gives the dotted 
curve representing a species other than hydrazine and which 
increases with dose.

If we assign this absorption to the N3-  ion, the quantities 
calculated using (n3- have values leading to a satisfactory 
material balance of the decomposition of N2H4 and the for­
mation of the gases H2 and N2. Hence we can admit that azide 
ions are formed during the radiolysis of solutions of hydrazine 
and this occurs with an initial yield much higher (Gm3- = 0.17

Figure 8. Radiolysis at 20 °C of a 1.1 X 10-2 M solution of NaN3 in liquid 
ammonia (optical path 0.1 cm ): (1) spectrum before irradiation; (2) 
spectrum after irradiation, dose 1.8 X 1020eV m l'1; (3) spectrum after 
irradiation, dose 3.6 X 1020 eV ml-1 .

±  0 .0 2 ) than in the solvent alone, confirming the formation 
of azide from hydrazine. We then understand why, during the 
radiolysis of ammonia at 20 °C, [Ns- ] is higher when more 
hydrazine has accumulated. In preceding papers4’9 we have 
proposed the following mechanism which is the only one which 
can account for the invariance of G(N2) and G(H2) when azide 
ions begin to be formed in the pure solvent. At weak doses, the 
NH radicals in the triplet state (TNH) insert themselves into 
NH3 giving N2H4 and then react progressively with N2H4 
which accumulates.

TNH + NH3 -*  N2H4 (2 )

TNH + N2H4 — N2H2 + NH3 (3)

2N2H2 —*■ N 4 H 4  —* N s ~ + NH4+ (4 )

Studying the radiolytic decomposition products of N2H4 

we have found that their yields were constant in the range 2 

X 10- 3  to 2 X 10- 2  M N2H4 which is that given in Figure 7. 
Hence the capture of TNH according to reaction 2 would be 
total giving a yield Gtnh = 2G(N3- ) = 0.34 ±  0.04. This value 
is in excellent agreement with those obtained using other re­
ducing scavengers5-13 and provides strong support of the 
mechanism given above for the formation of azide.
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The possible intermediate species (diimide, tetrazene,.. .)  
are unfortunately too unstable to be observed at room tem­
perature. 14 Furthermore, as described above, no transient 
spectrum has been observed after irradiation at low temper­
ature but this result is consistent with the absence of Ns~ 
under these conditions and implies that reaction 2  is pre­
dominant compared to reaction 3 even at high N2H4 concen­
tration.

C. A z i d e -A m m o n i a  S o lu t io n s  I r r a d ia te d  a t  R o o m  T e m ­
p e r a tu r e . These results led us to examine the radiolysis gfc

^ azide solutions which were prepared by dissolving crystals óf 
NaN3 in liquid ammonia. Figure 8  presents the spectra at 20 
°C oik 1.1 X IO“2 M solution before and after irradiation. We 
see the appearance of a new uv band corresponding to the 
formation of the amide ion for which the spectrum has a 
maximum at 345 nm («345,™ 2600 M “ 1 cm- 1 ) 15 and with a yield 
£?(NH2- ) = 0.50 ±  0.10 up to doses as high as 7 X IO20 eV ml-1.

Chemical analyses made on solutions irradiated with 3 to 
25 X 1019 eV ml- 1  gave the molecular yields G(H2) = 1.15, 
G(N2) = 1.05, and G(N2H4) = 0. The charge balance can be 
written G (—N3- ) = G(NH2~) and one obtains a satisfactory 
material balance

G(H2) + 4G(—N3-) = 3G(N2) + G(N2H4) (5)

An experiment was done to observe the conjugate action of 
scavengers: sodium azide (2 X 10~2 M) as reducing agent and 
copper (II) perchlorate (6 X IO-3 M) as oxidizing agent. The 
results show that the capture yields are lower than with so­
lutions containing only one of the scavengers, suggesting a 
higher proportion of back reaction in the case of the mixture.

D. R a d ica l Y ield s a t  L ow  T e m p e r a tu r e s . By comparing the 
results obtained at low temperature in the absence and pres­
ence of reducing scavengers we have found13 the following 
values of primary yields: Gh2 = 0.56, Gn2h4 = 0.40, and Gtnh 
= 0.13. As at room temperature, we conclude that the TNH 
inserts into the solvent molecule to give N2H4 (reaction 2 ) 
unless it is scavenged by a strongly reducing solute such as Cu+ 
or 6am .

If we represent the formation of primary species by

NH3 -----* H2, H, e«,,-, NH4+, N2H4, NH2, TNH (0)

the material balance gives

2Gh2 + G h  + Geam- = 2Gn2h4 +  2G t n h  + Gnh2 (6 )

The reaction of hydrogen atoms H

H + N2H4 -  H2 + N2H3 (7)

becomes more and more important when the concentration 
of N2H4 increases, i.e., in ammonia irradiated to a high dose 
(Figure 6 b). One then obtains G(H2) = 0.74 constant from 2  

to 5 X 10~ 2 M N2H4. Assuming a total capture of H atoms one 
finds G h = 0.18. Pulse radiolysis studies6 have shown that the 
yield of solvated electrons at low temperatures is close to Geam- 
= 3.0. Hence Gnh2 = 3.2. From these results at low tempera­
ture the yields of all the primary species of reaction 0  have 
been obtained.

To conclude, the direct observation by spectrophotometry 
has allowed us to reexamine problems which were not possible 
to solve due to limitations imposed by the analytical methods. 
We were able to determine the azide ion in the presence of 
hydrazine spectrophotometrically and to find new evidence 
which supports certain mechanisms. We have been able to 
complete the list of yield values.
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Carbon-13 spin-lattice relaxation times (Ti) have been measured for the 11 magnetically distinct carbons of 
10-methylnonadecane over the temperature range ca. 10-90 °C. Effective correlation times, reff, have been 
determined from the T i data and used to discuss the motional features of the C19 alkane chain. The reff 
values for the methylene carbons of 1 0 -methylnonadecane follow a temperature dependence defined by “ap­
parent” activation energies that range from 5.1 to 5.5 kcal/mol. The methyl carbons’ ren  values have a tem­
perature dependence associated with lower activation parameters, and the reorientation rates of these car­
bons have been shown to be related to the potential barriers to methyl rotation. Collectively, the tempera­
ture dependence of the reff data and the comparative values of reff along the chain are consistent with a 
model of molecular motion in which overall and various internal reorientational modes contribute to the car­
bon relaxation in a 19-carbon alkane.

In troduction

It was well established1-5  that carbon-13 spin-lattice re­
laxation times (Ti) can be used to obtain information on the 
molecular dynamics of compounds in the liquid state. How­
ever, like other methods for assessing molecular motion, the 
rotational correlation times derived from the T 1 data, in 
general, yield a quantitative description of the molecular 
dynamics only for rigid spherical systems or rigid axially 
symmetric ellipsoidal systems. For the case of a rigid spherical 
molecule, a single rotational correlation time, rr, characterizes 
the isotropic reorientation of a C-H vector and is equated with 
the rotational diffusion coefficient of the sphere via the rela­
tionship t t = (6D)-1. For the rigid ellipsoid, rr can be related 
to rotational diffusion constants parallel and perpendicular 
to the unique axis.

With enhanced flexibility in the molecular system, the de­
scription of the reorientational motion of the C-H vector be­
comes quite complex as multiple internal as well as overall 
molecular motions contribute to the reorientation process. 
Thus, for a complex molecular system such as a polymer chain, 
a distribution of correlation times ( t k ) 6,7 is required to de­
scribe the motion of a C-H vector. In such instances, the 
correlation time determined experimentally from the T\ value 
for a given carbon is designated an “effective correlation time” 
(i-eff) and must be viewed as a weighted average of the corre­
lation times for the individual motions that reorient the C-H 
vector of concern, i.e., reff = SkCrtk, where the C k are ori­
entation and probability dependent coefficients. Rigorous 
interpretation of reff is, therefore, dependent upon detailed 
models of chain motion.

One approach to providing the framework for structuring 
models of chain motion is the qualitative assessment of 13C 
relaxation data in appropriate model compounds for trends 
which reveal the general features of chain molecular dynamics. 
Thus, the n -alkanes, which serve as models for understanding 
the segmental motion in the backbone of polymer molecules 
and as models for side-chain motion in biological structures 
(e.g., the alkyl chains of lecithin vesicles8), have’ been the 
subject of several investigations by 13C relaxation.9 -11 To date, 
T 1 data on the linear hydrocarbons through eicosane (C20H42)

have been obtained in the temperature range 30-40 °C. From 
these results important features of alkyl chain motion have 
been delineated; however, additional T\ results on such 
compounds are required to complete even a qualitative de­
scription of the molecular dynamics. In particular, tempera­
ture-dependent relaxation studies, which can provide infor­
mation on activation energies for various types of motions of 
the alkyl chain, are required. In addition, information on the 
reorientation process for C-H vectors of carbons in the central 
part of the alkane chain for compounds larger than decane is 
still required because methylene carbons beyond carbon three 
from the end methyl are not magnetically distinct in the n -  
alkanes.

In an attempt to provide information on the thermal be­
havior of 13C relaxation times for alkane compounds, we have 
determined the T 1 values of 1 0 -methylnonadecane over the 
temperature range ca. 10-90 °C. The rationales for studying 
this compound are twofold. First, the 19-carbon chain is of 
sufficient length that short-order segmental motions similar 
to those occurring in a polymer chain may be present. Sec­
ondly, the chemical shift perturbation caused by the methyl 
branch allows resolution of carbon resonances over the length 
of the chain and thus enables temperature-dependent relax­
ation data to be ascertained at each carbon site along the alkyl 
chain.

Results
Figure 1 shows the proton-decoupled 13C spectrum and 

chemical shift assignments for neat 1 0 -methylnonadecane. 
The resonance assignments were obtained straightforwardly 
from (1 ) C-H multiplet structure in the coupled spectrum, (2) 
the regressional analysis parameters derived by Grant and 
Paul12 for linear and branched alkanes, and (3) the results of 
Carmen et al. 13 on 13C chemical shifts of branched alkanes. 
The 13C spin-lattice relaxation times at ca. 10° intervals over 
the 80° temperature range were determined from inversion- 
recovery Fourier transform spectra14 for each of the 11 re­
solved carbons and are listed in Table I.

To complement the relaxation measurements, 13C-|1H} 
nuclear Overhauser enhancements (NOE) were also deter­
mined for each resolved carbon line, with the result that a
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TABLE I: Temperature Dependent 13C Spin-Lattice Relaxation Times" for 10-Methylnonadecane

Carbon in chain

Temp, °C 1,19 2,18 3,17 4,16 5,15 6,14 7,13 8 ,12 9,11 1 0 lO-Me0

10 2.0 1 .0 0.67 0.48 0.41 0.37 0.30 0.27 0 .2 2 0.37 0.60
17 2.5 1.3 0.94 0.64 0.51 0.45 0.41 0.32 0.28 0.46 0.73
31 3.3 2.0 1.4 0.96 0.80 0.72 0.58 0.53 0.45 0.72 1.0
38 3.8 2.4 1.7 1 .2 0.96 0 .8 6 0.74 0.63 0.52 0.85 1 .2
50 4.8 3.3 2.4 1 .6 1.4,, 1 .2 1 .1 0.90 0.83 1 .1 1 .6
61 5.9 4.3 3.1 2.2 1.7 1.5 1.4 1.3 1 .0 1.5 2.0
70 6 .8 5.2 3.6 2.6 2.3 2.0 1 .8 1.5 1 .2 1.9 2.4

- $ 0 7.9 6 .1 4.4 3.2 2.6 2.3 2.0 1 .8 1.5 2.4 2.8
90 10 .0 7.8 5.3 3.8 3.2 2.9 2 .6 2.4 1.9 3.1 3.2

° In seconds. Înternal methyl carbon.

3 5  3 0  2 5  2 0  15

p p m  D o w n f ie ld  f r o m  T M S

Figure 1. The Fourier transform proton-decoupled carbon-13 spectrum 
of 10-methylnonadecane at 38 °C. Chemical shifts are given In ppm 
downfield from external TMS. Assignments of the resonance lines to 
carbons in the alkyl chain are given in parentheses above the respective 
resonance lines.

maximum NOE15 (2.98 ±  0.15) was found for all carbons at 
each temperature. The NOE results are consistent with the 
domination of the carbon spin-lattice relaxation in 1 0 - 
methylnonadecane by the C-H heteronuclear dipolar mech­
anism2-4 and indicate that rotational reorientation is such that 
the extreme narrowing condition is valid, i.e., (o>h + wc)2rr2 

«  1  where o>h and uc are the respective Larmor frequencies. 
Under these conditions the effective rotational correlation 
time, reff, for the vector connecting the directly bonded C and 
H atoms is given by1 1 '16

" e f f  =  r c H 6/ K T  i N u  ( 1 )

where tch is the internuclear distance (1.09 A), T i is the 
spin-lattice relaxation time from Table I, IVh is the number 
of attached protons, and K  is a constant equal to 3.56 X 1010 

A6 s-2. Values of r eff calculated from eq 1 for the C H vectors 
of 10-methylnonadecane are presented in Table II. 17

The several obvious trends in the r ef f  data include: (1 ) At 
each temperature, there is a progressive decrease in r eff  values 
from the central methine carbon outward to the chain ends;
( 2 )  For a given carbon of the chain, the r ef f  value decreases 
with increasing temperature; (3) Over the 80° temperature 
differential, the reff values for end-chain methyl and internal 
methyl decrease by factors of 5 and 6 , respectively, while the 
reff changes for each methylene and the methine carbon fall 
into the range of an 8.0-8.5 decrease; (4) The reff values for the

various methylene carbons and the methine carbon appear 
to maintain a consistent relationship over the temperature 
range studied, e.g., the ratio of reff values for methine and first 
methylene of the chain is about 5.2 at each temperature.

To determine if the thermal behavior of reff (over this lim­
ited range of temperature) could be represented by an Ar- 
rhenian-type dependence, i.e.

reff = T0e AE/RT (2)

(where to is a preexponential factor), the reff results have been 
plotted vs. reciprocal temperature. Figure 2 displays the 
semilog plots for the methylene carbons and the methine, 
while Figure 3 shows the corresponding plots for the methyl 
carbons of the compound. In all cases, the data have been 
found to fit reasonably well to a temperature dependence 
defined by eq 2 , 18 and the values of AE  derived from least- 
squares analysis are given in Table III and Figure 3. As evi­
denced by the nearly parallel plots for the methylene carbons 
and methine carbon, the range of activation energies found 
for these carbons is quite limited (5.1-5.5 kcal/mol). However, 
the reff data for the two methyl carbons were found to follow 
a temperature dependence governed by activation energies 
(given in Figure 3) about 1.0-1.5 kcal/mol lower than the 
methylene carbons.

To assist in the interpretation of the 10-methylnonadecane 
relaxation times and their temperature dependence, T ! results 
on several other 2 0 -carbon alkanes, which differed in the 
number and placement of methyl branches, were collected. 
Temperature-dependent T\ and reff data for n-eicosane above 
its melting temperature are given in Table IV. At all corre­
sponding temperatures, the reff data for the four end-chain 
carbons of n-eicosane are seen to mirror the behavior of their 
counterparts in 10-methylnonadecane. Additionally, T i and 
reff data have been determined at 38 °C for the 2 0 -carbon 
branched alkane, 2,6,11,15-tetramethylhexadecane (whose 
C-13 spectrum is presented in Figure 4) . 19 The T\ and reff 
results for this compound along with reff data on n-eicosane 
and 2 -methvl- and 1 0 -methylnonadecanes, at a comparable 
temperature, are listed in Figure 5 below the appropriate 
carbon of the skeletal diagram for each compound.

Discussion

In the studies on the n-alkanes, the correlation times (at 39 
°C) were found (1) to increase from chain ends toward the 
center in each alkane, (2 ) to increase progressively for a given 
carbon as the chain length increases, and (3) to increase pro­
portionately less at chain ends as the chain length in­
creases.9 -11 These trends in the data suggested11 a simplified
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TABLE II: Calculated reff Values8 for 10-Methylnonadecane

Carbon in chain

Temp, °C 1,19 2,18 3,17 4,16 5,15 6,14 7,13 8 ,1 2 9,11 10 10-Me6

10 8.0 23.5 35.0 49.2 58.5 65.3 79.9 85.6 105 127 26.2
17 6 .2 17.3 25.2 36.1 46.3 51.7 57.4 72.4 84.2 10 0 2 1 .6
31 4.8 1 1 .8 17.2 24.4 29.4 32.8 40.6 44.6 52.2 65.0 15.4
38 4.1 9.8 14.1 19.6 24.6 27.4 31.8 37.6 45.1 55.3 13.2
50 3.2 7.2 9.8 14.4 17.4 19.4 « 21.9 26.2 28.5 41.4 9.9
61 2.7 5.5 7.6 10.7 13.7 15.3 17.3 18.6 23.5 31.2 7.8
70 2.3 4.6 6 .6 9.2 1 0 .6 1 1 .8 13.0 15.7 19.0 24.8 6 .6
80 2.0 3.8 5.3 7.4 9.2 1 0 .2 11.9 13.5 15.7 19.9 5.6
90 1 .6 3.0 4.4 6 .2 7.2 8 .0 8.9 10 .0 12.4 15.0 4.8

0 In picoseconds. 6 Internal methyl carbon.

1000/T

Figure. 2. Plot of the Teff values (In ps) for the methine and various 
methylene carbons of 10-methylnonadecane vs. reciprocal tempera­
ture.

model for alkane motion which provides a self-consistent 
framework for the analysis of the r eff data. In this model, the 
reorientation of a C-H vector is dependent upon an overall 
rotation of the molecule (considered rigid) with average ro­
tational rate (to) - 1  and internal motion due to rotations about 
individual C-C bonds in the chain with rates (t;)- 1. The ef­
fective rotation rate for a C-H vector is then given by

("T e ff)- 1  =  ( T i ) _ 1  +  (t0) - 1  (3)

where t \ is understood to contain all internal reorientational 
modes. The overall motion (which is assumed independent 
of internal modes and vice versa) is a function of molecular 
weight and viscosity and subject to chain-length dependent, 
intermolecular barriers. In comparison, the internal motions 
originate from conformational changes and internal rotations 
within a conformation and are largely determined by intra­
molecular potential barriers that are independent, to a first 
approximation, of chain length.

A similar model of alkane motion is the basis for the more 
quantitative characterization of the n -alkane Teff data by

TABLE III: Apparent Activation Energies8 for 
Methylene and Methine Carbon Reorientation 
in 10-Methylnonadecane

Carbon AE , kcal/mol Carbon Æ , kcal/mol

C-2 5.1 C-7 5.5
C-3 5.2 C-8 5.5
C-4 5.2 C-9 5.4
C-5 5.3 C-IO6 5.3
C-6 5.5

a From least-squares analysis of temperature-dependent Teff 
data. 6 Methine carbon.

1000/T

Figure 3. Plot of Tefi values (in ps) for end-methyl and the internal-methyl 
carbons of 10-methylnonadecane vs. reciprocal temperature. Also 
plotted are the values of TMe‘ for these carbons.

Levine et al.20 In this instance, calculations were carried out 
for a C-H vector subject to multiple internal motions and 
attached to an axially symmetric prolate ellipsoid (i.e., an all 
trans conformation was assumed). In the calculations, internal 
modes were considered to be independent of neighboring in-
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TABLE IV: Temperature Dependent 13C Spin-Lattice Relaxation Times and reff Values for Eicosane

Carbon in chain
Temp,

°C 1 ,2 0 2,19 3,18 4,17 5-16

39“ 3.6i (4.3)c 2.3 (10.4) 1 .6 (14.4) 1 .1 (21.4) 0.80 (29.5)
50 4.8 (3.3) 3.3 (7.1) 2.4 (9.8) 1 .6 (14.4) 1 .1 (21.4)
60 5.8 (2.7) 4.2 (5.6) 3.1 (7.6) 2 .1 (1 1 .2 ) 1.3 (18.6)
70 7.1 (2 .2 ) 5.4 (4.4) 3.7 (6.4) 2.7 (8.7) 2.0 (11.9)
80 8 .1 (1.9) 6.1 (3.9) 4.6 (5.1) 3.1 (7.6) 2 .1 (1 1 .2)
90 1 0 .1 (1 .6 ) 7.9 (3.0) 5.2 (4.6) 3.7 (6.4) 2.9 (8 .1 )

Data taken from ref 1 1 . 6 T 1 in seconds. c Teff in picoseconds.
?

Figure 4, The Fourier transform proton-decoupled carbon-13 spectrum 
of 2,6,11,15-tetramethylhexadecane at 38 °C, Chemical shifts are given 
in ppm downfield from external TMS. Assignments of the resonance 
lines to carbons in the alkyl chain are given in parentheses above the 
respective resonance lines.

teractions and to be governed by a stochastic rotational dif­
fusion process. Calculations were also carried out for inde­
pendent and correlated jump processes with the result that, 
while absolute values of internal rates differ from the sto­
chastic model, trends in the values of the internal rates were 
unaffected.

In the context of eq 3, the gradation in reff data along the 
length of the 1 0 -methylnonadecane chain suggests that even 
in the central portion of the alkane chain there are internal 
reorientational motions of a comparable time scale to that for 
overall reorientational motion. However, as evidenced by the 
relative spacings of the plots in Figure 2, the gradient in reff 
is not constant over the length of the chain. Instead, reff in­
creases rapidly for the first three methylene units of the chain, 
increases more slowly for carbons C5 through C7 , and then 
increases sharply at C9 and Cio- The small variation in ef­
fective correlation time for C5 through C7 may indicate that 
the reff values for the central methylene units of an interme­
diate length alkane chain tend to plateau. The reff results for 
2 -methylnonadecane (Figure 5) provide some support for this 
viewpoint. Unlike in n-alkanes, the C5 carbon (at the substi­
tuted end of the chain) is resolvable from the other methylene 
carbons. The equivalence of the reff value for this carbon with 
the “average” Teff for the ten nonresolved internal methylene 
units (C6-C 15) is consistent with the correlation times of each 
of the nonresolved carbons being about equal. In addition, the 
experimental reff value of 34 ps for these respective methylene 
units in 2-methylnonadecane is in accord with the 25-38-ps

Eicosane

-c--- c---
10 14

-C---
21

-(C) 12----C------C------C------
30

-C

2-Methyl nonadecane

10 15 19 34 34 28 19 1 7 ^ 0
6.8

10-Methylnonadecane

Ç ( 1 3 ) a

4 . 1  1 0  1 4  2 0  2 5  2 7  3 2  3 8  4 5  5 5

2 , 6 , 1 1 , 1 5 - T e t r a n i e t h y l h e x a d e c a n e

2 . 0 1 . l ( 1 4 ) a

C ' \ 2 . 4  1 . 2  . 8 5  . 6 2 f  . 8 8  . 5 6 . 5 1

2 0  2 0  2 8  3 8 5 6  4 2 4 6

7.8

T ... value for methyl carbon eff

C

C

Figure 5. The T e ft  values for several 20-carbon alkanes at 38-39 °C. 
The rBff values (in ps) are listed below the respective carbon at each 
position in the skeletal structure of the alkane. The T, values in seconds 
for each carbon in 2,6,11,15-tetramethylhexadecane a r e  listed above 
each carbon in this compound's skeletal structure.

range for the Cs-Cs carbons of 10-methylnonadecane. How­
ever, in 1 0 -methylnonadecane the presence of the methyl 
branch apparently changes the reorientational characteristics 
at C9 and Cio so that the leveling-off of reff is not reached in 
this compound.

As isotropy of overall motion is assumed in eq 3, an estimate 
of ro can be found from the Gierer-Wirtz21 modification (the 
“microviscosity” correction) to the Stokes-Einstein formu­
lation of rotational diffusion constants (D )

—  =  D  =■ L 1 5  X 1Ql°pr 
6  ro Mw„

(4)

Assuming the viscosity and density data for n -eicosane22 at 
40 °C are not too different than that of either 2 -methyl- or 
10-methylnonadecane, a value of to = 72 ps is calculated23 

from eq 4. When this value is compared to the experimental 
Teff value of 34 ps, the result indicates that each C-H vector 
in the central portion of the C19 chain experiences not only the 
same degree of overall motion but also a similar degree of in­
ternal motion. The implied near equality in (n) - 1  values (see 
eq 3) for these methylene units could be explained by a scheme 
in which short segments of the chain participate in a cooper­
ative internal reorientational process. Such chain lengths
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could be as short as the so-called “crankshaft” segment.24 The 
probability of any given methylene unit in the central portion 
of an n -alkyl chain being part of the crankshaft would be the 
same, and thus, on the average, the internal motion arising 
from this type of mechanism would be equivalent for each CH2 

unit.
In 10-methylnonadecane, the increase in reff at the branch 

point of the chain and the neighboring methylene sites can be 
rationalized by a decrease in internal motion resulting from 
a reduced probability of forming a “kink” in the chain that 
must include the branched methyl carbon. An increased reff 
value relative to those for neighboring methylene units is also 
found for the internal-methyl substituted carbon of 
2,6,11,15-tetramethylhexadecane (Figure 5). Interestingly, 
the effective correlation time for this methine carbon at po­
sition six of the alkyl chain is the same as that for the methine 
carbon of 10-methylnonadecane which is at position ten. Such 
a result is also consistent with there being cooperative internal 
reorientation modes for methylene units in the central portion 
of the C19 alkane chain, as the probability change in formation 
of a “kink” in the chain would be independent of the position 
of methyl substitution (provided the substitution is not at the 
first few methylene units of the chain). Finally, the result that 
the AE  values for the temperature dependence of reff for 
carbons C6 through C10 in 1 0 -methylnonadecane are about the 
same is in accord with the relaxation of these carbons being 
controlled by the same types of reorientational processes.

The C-H vectors of methylene carbons near the chain ends,
i.e., C2-C 4, will undergo reorientation due to the motions 
discussed above, but also should have significant contributions 
to the relaxation by additional internal modes. Indeed if, as 
calculated above, to is equal to ca. 72 ps at 40 °C, then in 10- 
methylnonadecane, the reff values for methylenes C2 and C3 

are only slightly influenced by to- This result is in accord with 
the calculations of Levine et al.10 which indicate that in a large 
alkane the decay of the autocorrelation function (and there­
fore Teff) for end chain carbons is virtually independent of 
overall reorientation rate. In fact, the relatively large changes 
in reff for carbons C2 through C4 indicate that the relaxation 
for these carbons is strongly influenced by rotational motion 
about the individual C-C bonds. Presumably, such rotations 
of end chain segments can occur in a smaller swept-volume 
of solution than that required for the cooperative internal 
rotational motion that dominates the 1 /r; contribution to l/Teff 
for the more internal methylenes. If the facility of rotation 
about the C-C bonds decreased to a great extent from the first 
methylene inward into the chain, such an effect might be ev­
ident in different thermal behavior of the Teff values along the 
nonadecane chain. There is a trend toward smaller AE  values 
(Table III) for the temperature dependence for the first 
methylene relative to that for more interior CH2 units; how­
ever, the effect is less than 0.5 kcal. Nonetheless, the influence 
on relaxation of rotations about the individual bonds at the 
chain end is evident when the effect of an isopropyl end group 
on the Teff values for carbons C2 through C4 of an alkyl chain 
is compared to the corresponding Teff data for a straight chain 
system. The result is the Teff value for the C2 and C3 carbons 
at the substituted chain end of 2 -methylnonadecane are ap­
proximately equal to the Teff values for C3 and C 4 carbons of 
n-eicosane and 10-methylnonadecane. This apparent corre­
lation of Teff to the mass of the segment to be reoriented about 
the C-C bond argues strongly for the influence of such internal 
motions on the relaxation of the end methylene units of an 
alkyl chain.

The temperature dependence (Figure 3) of the Teff data for

the two methyl carbons in 1 0 -methylnonadecane are gover- 
ened by AE  values of 3.9 and 4.4 kcal/mol for end methyl and 
internal methyl, respectively. The different temperature de­
pendence of the methyl carbons relative to the methylene 
carbons presumably arises from the fact that motion about 
the methyl-methylene or methyl-methine bond can take 
place within the molecular volume. Such internal motion 
would then depend only on the V3 intramolecular potential 
barrier for methyl group reorientation. The values of the V 3 
potential for methyl carbons in alkane compounds are usually 
less than the 5.1-5.5 kcal/mol A E  values that characterize all 
the other reorientational motions in 1 0 -methylnonadecane 
that can affect the reorientation of a methyl C-H vector. Thus, 
a lower value for the apparent activation energy would be 
expected when methyl reorientational motion affects the 
methyl relaxation. The different temperature dependence for 
the end-chain methyl relative to that of the methylenes is also 
consistent with Levine’s et al.10 result that a value for internal 
diffusion constant about the C1-C2 bond different than that 
of the other C-C bonds of an alkane chain was required to fit 
their relaxation data.

The above conclusions concerning the Teff data for the 
methyl carbons of 1 0 -methylnonadecane can be in part sub­
stantiated by considering the following qualitative arguments. 
In the model of motion manifest in eq 3, the differences in 
effective rotational rates, i.e., (Teff)_1, between terminal methyl 
and terminal methylene unit should reflect differences in 
internal reorientation rates for the respective C-H vectors (as 
it is assumed that overall motion is effectively isotropic). 
Because the methyl carbon is subject to the internal rotations 
that affect its neighboring methylene plus additional rotation 
about the C1-C2 bond, the difference in effective rotational 
rates, defined as (TMe1) " 1, should reflect (to a first approxi­
mation) the rate of methyl group reorientation alone. 11 The 
values of (tm/ ) ’ 1 calculated25 for the various methyl carbons 
from the data on the four 2 0 -carbon alkanes given in Figure 
5 are listed in Table V. There is excellent agreement in 
(rMe1) " 1 values between the various types of methyls, i.e., end 
chain, isopropyl, and internal methyl, of the four compounds. 
The slower reorientation rates for isopropyl and internal 
methyls is consistent with the larger V3 potential barrier to 
methyl rotation found for branched methyls, e.g., the barrier 
of 3.9 kcal/mol for 2-methylpropane,26 relative to those 
(2.6-3.2 kcal/mol) found for end-chain methyls of n -a l-  
kanes.27’28 When temperature-dependent TMe‘ values are 
computed from the Teff data of 1 0 -methylnonadecane and 
plotted against reciprocal temperature (Figure 4), A E  values 
of 3.0 kcal/mol for end-methyl rotation and 4.0 kcal/mol for 
internal-methyl rotation are found. Although the arguments 
are qualitative, the good agreement of these A E  values to es­
tablished barriers for V 3 potentials is indicative that the 
general picture of reorientation of the C-H vectors of methyl 
carbons is correct. In addition, the temperature data tend to 
confirm the results of Lyerla et al. , 11 who found the values of 
TMe‘ calculated for the alkanes C7-C20 at 39 °C were ap­
proximately independent of chain length and, when compared 
to the correlation time for a free-methyl rotor at 39 °C, were 
consistent with an activation energy of ca. 2 .6  kcal.

While the temperature results on the r eff of the methyl 
carbons can be demonstrated to have a relationship to the 
methyl rotational potential barrier, no direct physical sig­
nificance can be attached to the A E  values for methylene 
carbons since separation of reorientational processes involving 
various internal and overall motions of the molecule is not 
straightforward. However, that the AE  values determined for
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TABLE V: Reorientation Rates" for Methyl Carbon C-H 
Vectors, (me1)-1» about Methyl-Methylene and
Methyl-Methine Bonds

Compound (rMe')_ 1

n  -Eicosane 136
10-Methylnonadecane

End methyl 14
Internal methyl 5.9

2-Methylnonadecane
Isopropyl methyl 8 .8

End methyl 13
2,6,11,15-T etramethylhexadecane
- Isopropyl methyl1 7.8

; Internal methyl 5.3

0 At 38 °C. 6 Values are given in units of 1012 s- 1 . c It should 
be noted that the isopropyl methyl carbons in the hexadecane 
compound are nonequivalent. This result is in accord with the 
findings of Carmen et al. (ref 13), who have reported nonequiva­
lent isopropyl methyl carbons in 2,5,8-trimethylnonane and
2,4,6-trimethylheptane. The magnitude of the shift differences 
between methyl resonances in the above two compounds was 0 .22 

and 1.07 ppm, respectively. The separation in the case of 
2,6,11,15-tetramethylhexadecane is 0.08 ±  0.02 ppm, which is 
consistent with the predicted decrease in the magnitude of the 
effect as the number of methylene units is increased between 
interacting methyls. The origin of this effect has been attributed 
to differences in the spatial relationship between isopropyl and 
internal methyls as a function of the rotational conformation. For 
a fuller discussion, the reader is referred to ref 13; for our purposes 
it is sufficient to note that the two resonance lines have the same 
T i value.

the methylene reff data in the temperature range studied here 
are reasonable is supported by comparison to A E  values for 
light scattering data. Although direct comparisons of the 
NMR relaxation data and that obtained from depolarized 
light scattering require various assumptions, both techniques 
measure the relaxation of the second-order spherical har­
monics.29 Thus, it is of interest that the temperature depen­
dence of the collective relaxation time from light scattering30 

in n-Ci5H32 and n-Ci6H34, over a similar temperature range, 
is governed by an apparent activation energy of 5.0 kcal. For 
a C19 alkane chain, the value might be even closer to the range 
of values obtained in 1 0 -methylnonadecane.

It is somewhat surprising that the methylene reff data follow 
a temperature profile defined by a single activation parameter 
since it would seem unlikely the activation energies for overall 
motion and internal modes would be approximately equiva­
lent. If the temperature range of the measurements was ex­
tended, deviations from linearity may then occur. Nonethe­
less, it is interesting that the temperature dependence of t]IT  
for eicosane,22 which may be taken as a measure of the thermal 
behavior for overall motion, yields an activation energy of 5.0 
kcal. The AE  values found for segmental motion in several 
polymer backbones are 6.7, 6.5, and 5.7 kcal/mole in bulk 
polyethylene,31 polypropylene oxide (PPO) ,32 and polyiso­
butylene (PIB) ,32 and 5.0, 4.4, and 4.3 kcal for solutions of 
PPO,32 PIB,32 and polystyrene,33 respectively. That the AE  
values for local internal cooperative chain segmental motions 
may be similar to that for r)IT  dependence in 10-methylno­
nadecane suggests that internal and overall reorientational 
modes may have similar thermal behavior in this compound. 
Such a result would correlate with the recent studies of Heat- 
ley32 on molecular motion in PIB and PPO, where dilution 
effects on Ti indicate that segmental reorientation is not en­

tirely intramolecular, but depends on the local environment. 
In addition, Heatley’s results indicate that chain segmental 
motion loses correlation in about two-three monomer units, 
which would correspond to about six methylene units. This 
finding is in accord with the “five-bond” correlation found 
necessary by Jones et al.35 to fit the NMR relaxation data in 
poly(p-fluorostyrene) and poly(m-fluorostyrene). In turn, 
these results are consistent with the ideas advanced here on 
the length of chain segments that give rise to intramolecular 
reorientation away from chain ends.

In summary, the 13C relaxation data on 10-methylnona- 
decane and related 2 0 -carbon alkanes have provided infor­
mation on (1) the variation in C-H vector reorientation rates 
along a linear alkyl chain, (2) the magnitudes of the activation 
parameters governing C-H vector reorientation along a C19 

or C20 alkyl chain, and (3) the effect of methyl branching on 
the backbone motion in an alkyl chain. The model of molec­
ular motion for a 19- or 20-carbon chain suggested by (and 
consistent with) these collective results is one in which: (1 ) The 
reorientation of C-H vectors results from internal and overall 
molecular motions; however, reorientation for carbons near 
the chain end are controlled by internal motions. (2) The in­
ternal motion for methylene units approximately four carbons 
removed from the chain end are largely controlled by reori­
entations involving segments of the chain (six carbons or 
greater), and thus rates of internal motion about the C-C 
bonds in this portion of the chain are about equal. (3) The 
methylene units near the chain end have additional internal 
reorientational modes, for the volume required to be swept-out 
for reorientation of molecular segments near the end of the 
chain is smaller than that necessary for the segment control­
ling motion further into the chain. (4) The end-methyl reori­
entation is subject to the internal modes above, but because 
it can undergo reorientation about the methyl-methylene 
bond within the molecular volume, the reorientation is greatly 
influenced by the V3 potential barrier for rotation about the 
bond.

The above model of motion is not unique, and other models 
can be proposed that are in qualitative agreement with the 
trends in the data. In order to provide additional information 
on the molecular dynamics of alkane chains and thus (hope­
fully) define more clearly a model of molecular motion, we are 
extending the temperature range of the Tx experiments on 
1 0 -methylnonadecane and carrying out T 1 studies as a func­
tion of dilution of the neat hydrocarbon. We are also em­
barking on a program of computing NMR relaxation times 
from theoretical models of chain motion via isomeric state 
calculations.34

Experimental Section
A. S p in - L a t t i c e  R e la x a t io n  T im es . Experiments were 

performed on a Varian CFT-20 pulse Fourier transform 
spectrometer operating at 20.0 kG. The CFT-20 variable 
temperature probe (8 -mm o.d. sample tubes) and associated 
temperature controller were employed for temperature control 
and variability. The pulse power delivered to the single coil 
probe was sufficient to rotate the 13C magnetization by 90° 
in 14 as. Spectra were obtained using a spectral width of 1 kHz, 
4 s acquisition time and 8 K Fourier transformation (via the 
Varian 6201-16K-computer), thus yielding a digital resolution 
of ca. 0.25 Hz.

Relaxation experiments were carried out using the standard 
180-T-90 pulse sequence with a (57\ +  r) repetition rate. F if ty  
free induction decays (FID) were accumulated for each value 
of r in the relaxation experiment sequence (7-10 values of r
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were employed to determine T \ ).T \  values were determined 
by least-squares analysis of either the time-dependent peak 
heights or integrated peak intensities when homogeneity de­
graded during the experiment, and were reproducible to ± 6%. 
13C-|1H} NOE values were evaluated from comparison of in­
tegrated line intensities of spectra obtained under contin­
uously proton-decoupled and appropriately decoupler-gated 
(i.e., proton decoupler on only during FID acquisition) con­
ditions.

Temperature was monitored with a thermocouple placed 
in the sample tube.

B. S a m p le  P r e p a r a t io n . The hydrocarbons were obtained 
from commercial sources and were of >95% purity. Samples 
for T\ determination were prepared by vacuum degassing the 
liquid and sealing in a Wilmad precision glass sample bulb. 
These bulbs have a flat botton, a height of ca. 8-9 mm, and fit 
very precisely in a flat-bottom 8 -mm tube. The 8-9 mm height 
of the bulb is quite convenient in that the corresponding coil 
dimension of the NMR probe is ca. 9 mm. Thus the volume 
of the bulb fits in the coil and ensures the sample is confined 
to the volume of the coil. D2O was placed in the interface be­
tween the 8 -mm o.d. tube and the bulb to serve as the deute­
rium source for the internal lock system.
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3 The dissociation constant for the ninhydrin anion radical ion pair in hexamethylphosphoramide (HMPA) 
containing added water was found to increase linearly with increasing percentage of water in the solvent 
media, up to about 24% water. Extrapolation of this trend to 100% water predicts a dissociation constant of 
about 2 compared with the value of 0.014 found in pure HMPA. In contrast to these results, the addition of 
ammonia (a polar solvent) or hexane (a nonpolar solvent) to an equilibrium mixture of p-benzosemiquinone 
in HMPA results in an increase in the concentration of the ion pair with respect to that for the free ion. For 
the case of the ammonia addition this can be ascribed to the formation of the hydrogen bonded ion pair. The 
decrease in the ion pair dissociation constant with the addition of hexane was found to be due to an increase 
in the enthalpy of dissociation, while the entropy term varied only slightly. The unexpected increase in the 
enthalpy of dissociation is explained in terms of the special solvation properties of HMPA.

Recently the actual single ion enthalpies and free energies 
of solution have been determined by Parker et al. 1 for a 
number of cations in a series of solvents that are commonly 
used as solvents for anion radicals. For the alkali metal cations 
they found that the general order of solvation is hexa­
methylphosphoramide (HMPA) > dimethyl sulfoxide > di- 
methylformamide »  water > acetonitrile > methanol. In view 
of the fact that the bulk dielectric constant for water (78.3) 
is larger than that for HMPA (30.5)2 it is surprising that the 
free energy of the alkali metal cations is more negative in 
HMPA than it is in water. However, it can be readily explained 
in terms of solvent-solvent interactions that exist in water and 
not in HMPA and other chemical properties of the two sol­
vents.3

HMPA is one of the most powerful solvents for alkali metal 
cations known,4 and a wide variety of anion radicals can be 
generated in this solvent that are free of ion pairing. However, 
due to the fact that the anion radicals in HMPA remain 
practically unsolvated, the addition of alkali metal salts to 
anion radical solutions in HMPA often results in the forma­
tion of ion pairs.5 On the other hand, water is a strong solvator 
of both anions and cations.6 Its ability to solvate anions is 
explained by the fact that water can act as a proton donor to 
form hydrogen bonds.

H H
A r—H— 0 ^

\
H

Although water is a poorer solvator of cations than is HMPA, 
ion pairs are essentially unknown in this solvent. Since a va­
riety of organic anions is formed in biological systems where 
the concentrations of alkali metal cations (K+ and Na+) are 
quite large, it is presumably true that ion pairing, if it exists, 
may play an important role in the thermodynamic stability 
of biologically important anions.

It is our intention here to report free energies of ion pairing 
in mixtures of HMPA and water with the hope of extrapo­
lating these results to estimate the free energies of ion pair 
dissociation in pure water. HMPA is particularly well suited 
to the experimental determination of ion pair dissociation

constants since the equilibrium between the ion pair (/?) and 
the free ion (a )  can be described by the two-site model ex­
pressed in7

¡3 ^  a  +  M+ (1)

The major obstacle to any ESR study of anion radicals in 
H2O is the fact that the vast majority of anion radicals are not 
stable in this solvent. Russell and Young8 have reported one 
of the most stable anion radicals, that of ninhydrin. The 
ninhydrin radical anion is stable enough for continued ob­
servation in an aqueous media, and is particularly well suited 
to this study due to the fact that the charge localization in the 
oxygens should lead to facil ion pair formation.

Results and Discussion
Solutions (1 0 t2 to 10- 4  M) of ninhydrin in HMPA will 

dissolve small amounts of potassium metal to yield a solution 
of the very stable ninhydrin anion radical. Upon ESR analysis 
this solution yields a nine-line pattern consisting of two 
triplets, each due to two equivalent protons with coupling 
constants of 0.93 and 1.18 G. These values are completely 
consistant with those reported in dimethyl sulfoxide.8 Addi­
tion of KI or KCIO4 to the anion radical solution results in a 
change in both of the coupling constants. The total line width 
(distance between the first and last ESR line) changes even 
more dramatically with the addition of salt. These changes 
in total line width (AW t ) and in the coupling constants are due 
to the formation of ion pairs which exist in rapid equilibrium 
with the free ion

Since the observed value for A W t decreases smoothly with 
increasing salt concentration, it must be a weighted average 
between the total line width for the free ion (AVFt0) and that 
for the ion pair (AVP/ ) - 9
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It has been demonstrated previously that weighted average 
total line widths can be used along with eq 3 for the determi-

l/(AWt —A Wt°) = K eq/ (K + ) (A W t  -  A W t )  +
l/(A W t'-A W t*) (3)

nation of ion pair dissociation constants.9 If the two-jump 
model expressed in eq 2 (ion pair to free ion) is correct, a plot 
of l / ( A W t -  A W t 0) vs. 1/(K+) should give a straight line and 
have an intercept of l/(AVFt' — AIVt°) and a slope of K eq/  
(AIVt' — AWt°). Treated in this manner our data did yield 
a straight line, Figure 2. From the slope and intercept of this 
line A W t  and K eq were found to be 4.07 G and 0.014, respec­
tively.

Unlike most of the other anion radicals studied in HMPA, 
we were not able to assume that the anion radical generated 
in the absence of added salt was free of ion pairing. Upon close 
examination of the ESR spectrum obtained before the addi­
tion of salt, some asymmetry can be observed in the line am­
plitudes. That is, the high-field lines have larger amplitudes 
than do the low-field lines due to the fact that both the ion pair 
and free ion exist in solution, and they are rapidly intercon­
verting. Since the two species have different coupling con­
stants and g  values, 10 an asymmetry is expected.5® Being un­
able to generate a solution containing only free ion, A VFt° had 
to be obtained indirectly by extrapolating a plot of the total 
measured line width vs. the ratio of line amplitudes for the 
first and last line for systems reduced with different amounts 
of potassium metal to one for this ratio. The value obtained 
for A W °  (4.39 G) is only slightly different than that observed 
before the addition of salt.

Addition of water to the HMPA solutions without added 
salt results in the disappearance of the asymmetry, Figure 1, 
which is certainly due to the dissociation of the ion pair. Thus, 
for anion radical solutions containing more than 1 % water, 
AVFt° can be taken from the ESR spectrum of the solution 
before any salt is added. In general it was found that the larger 
the concentration of water in the anion radical solution the 
larger the portions of added salt had to be in order to observe 
a change in the total line width. For all of the water concen­
trations studied a linear plot was obtained when the data were 
treated according to eq 2, Figure 2. The results from these 
experiments are given in Table I for water concentrations 
varying from 0 to 25 wt % H2O. For concentrations of water 
larger than 25% copius quantities of KCIO4 had to be added 
to observe a change in the total line width making it imprac­
tical to study these solutions.

Even though the ion pair dissociation constant could not 
be measured in pure water, it can be estimated from an ex­
trapolation of the results reported in Table I. A plot of the 
weight percent of water in the HMPA solution vs. K eq is es­
sentially linear (Figure 3). Extrapolation of this plot to 1 0 0 % 
H2O yields a K eq of 2.1. It is certainly not certain that this plot 
will remain linear all the way to 1 0 0 % water, but even with 
considerable curvature K eq is not likely to be less than one. 
All of this indicates that ion pair dissociation constants are 
very large in pure water.

In order to compare these results to systems of biological 
interest, it is helpful to review some of the ion pair dissociation 
constants for other anion radicals in HMPA (Table II).

Several compounds found in biological systems have the 
potential of acting as radical scavengers and may pull an 
electron off of an undesired radical to form the anion radical 
of the scavenger molecule. If this is the case the thermody­
namic stability of the resulting anion radical will be of im­
mense importance to the biological system, and ion pairing

Figure 1. ESR spectra of the ninhydrin-HMPA-K system: (top) con­
taining added potassium perchlorate (0.05 M); (middle) containing 
15.2% H20; (bottom) no salt or water added. Note the asymmetry in 
the amplitudes of the first and last ESR lines.

,1 8 i:
1/(K*)

Figure 2. Plots of 1/(A Wx° — A W,) vs. 1/(K+) for the ninhydrin anion 
radical in HMPA (O) and in HMPA containing 6.8% H2Q "(A).

is an important factor influencing this thermodynamic sta­
bility. The list of possible radical scavengers includes coen­
zyme Q (I) and vitamine K (II) both of which have quinoidlike 
structures. 10

In HMPA the ion pair dissociation constant for our model 
compound (ninhydrin) is several times smaller than those for 
compounds with structures similar to I and II. It follows then 
that since there is little ion pairing of the ninhydrin anion 
radical in water, ion pairing is probably of little importance 
in biological systems for the anion radicals of I and II in an 
aqueous environment.
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TABLE I: Equilibrium Constant for Reaction 2 in HMPA with Added Water; AWt' 
Shown in Figure 2

, AWt°, and the Slope of the Line

% h2o Slope

a0St"
<1 Awy, G K eq A'HjO

0.00 0.042 4 .3 9 a 4.07 ± 0.04* 0.014 ± 0.002* 0
1.55 0.21 4.12 3.86 ± 0.04 0.054 ± 0.006 0.13
2.02 0.16 4.08 3.85 ± 0.06 0.037 ± 0.05 0.17
5.10 0.35 4.03 3.79 ± 0.06 0.084 ± 0.02 0.35
6.82 0.66 3.96 3.66 + 0.06 0.15 ± 0.02 0.41

12.4 0.84 3.83 3.60 ± 0.04 0.19 ± 0.03 0.58
17.5 2.97 3.59 3.44 ± 0.06 0.45 ± 0.03 0.68

•i 24.7 6.55 3.67 3.59 ± 0.06 0.52 ±0.03 0.77
a The error in A W t ° is 0.03 G. * These errors were propagated from a computer calculation of the standard deviation in 

the beSt slope and intercept. c These are the mole fractions of H20.

percent H2O

Figure 3. Plot of the ion pair dissociation constant for the ninhydrin anion 
radical ion pair in HMPA vs. the percent of added water.

TABLE II: Ion Pair Dissociation Constants at 25 °C in 
HMPA for Anion Radicals Ion Paired with Potassium

Anion radical K e q

NO.— ( ^ ) — NO, 0.25*

0HC—( ^ ) — N°2 0.060*

O

0 0.014c

0

H CH3 

(CH —  C =C — CH-fe-H

It is clear that the addition of water shifts the ion pair dis­
sociation to the right because of specific interactions between 
the water and the ions and not just due to an increase in the 
polarity of the solvent medium. However, it would be pre­
dicted that the addition of a nonpolar secondary solvent 
(hexane) would lead to a shift to the left.

The ion pair and free ion of the ninhydrin anion radical 
cannot be observed individually, as only the time-averaged 
species is seen. For the anion radical of benzoquinone in 
HMPA both the free ion and ion pair are observed simulta­
neously, and the ion pair dissociation constant can be obtained 
from their respective line intensities.5® The observation of 
both the ion pair and free ion yields more information con­
cerning the structure of the ion pair.

When small amounts of hexane (0.1 to 2 M) were added to 
solutions of benzosemiquinone in HMPA with added KI, the 
equilibrium constant for the ion pair dissociation was found 
to decrease. The effect of increasing the free energy of a re­
action in which charge is created by decreasing the polarity 
of the solvent has been observed many times, and is normally 
due to the entropy term. 11 A nonpolar solvent undergoes much 
more ordering than does a polar solvent upon charge creation.

As can be seen in Figure 4, the shift to more positive free 
energies in the dissociation of the p-benzosemiquinone ion 
pair (eq 1 ) is due to an increase in the enthalpy term and not 
a decrease in the entropy. In fact, the entropy for eq 1 
undergoes a slight increase upon addition of hexane to the 
solvent system (Table III). These results can be explained in 
terms of the special solvation properties of HMPA. HMPA 
is a polar solvent; but, due to the large steric interaction 
around the electropositive phosphorus center, there is little 
dipole-dipole ordering of this solvent. However, since HMPA 
is one of the most powerful cation solvators,4 it is strongly 
bound to the cation (free of ion pairing). Thus the enthalpy 
of ion pair dissociation is negative. The addition of hexane to 
the system decreases the polarity of the solvent medium, but 
does not change the ordering of the solvent in the absence of 
ions. However, when the ion pair dissociates HMPA must 
compete with hexane in the solvation of the newly formed 
cations. Since the interaction between the cation and hexane 
cannot be as strong as that between the cation and HMPA, 
both the entropy and the enthalpy increase with the addition 
of hexane. It should be noted here that the splitting due to the 
39K nucleus in the ion pair (0.30 G) does not vary with the
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Figure 4. Plots of the enthalpy and entropy of ion pair dissociation vs. 
the mole fraction of added hexane. The entropy values are given in 
parentheses, and the plot is represented by □. The enthalpy plot is 
represented by O. The data for this plot were taken at 25 °C for the 
p-benzoquinone-HMPA-K system.

TABLE III: Thermodynamic Parameters Controlling the 
Dissociation of the Potassium p-Benzosemiquinone Ion 
Pair in HMPA with Added Hexane

Mole frac­
tion of 
hexane *eq AH °, keal/mol AS°, eu

0 0.036* -3.68 ± 0.1* -19 .0
0.033 0.028 - 2 .6 6  ± 0.06 -16 .0
0.068 0.025 -2 .65  ± 0.02 -16 .2
0 . 1 0 2 0.016 -2 .18  ± 0 .1 -15 .5
0.165 0 .0 1 2 -1 .8 0  ± 0 . 1 —14.8
0.225 0.0095 —1.71 ± 0.06 -15 .0

a The relative error in the equilibrium constants is 0.001. 
This small relative error is due to the fact that the sample 
without any added hexane, for which the K eq  is known, 5 
was used as a standard. Samples were taken from the same 
anion radical solution after various quantities of hexane 
were added and compared to the standard. b These errors 
represent standard deviations in the slope.

addition of hexane up to 0.2 M suggesting that the nature of 
the ion pair does not change with the addition of small 
amounts of hexane.

The addition of a polar or protic solvent to the system p- 
benzoquinone-HMPA-K with added KI would be expected 
to have the opposite effect upon the ion pair dissociation, 
equilibrium from that due to the addition of hexane. That is, 
the free ion concentration should increase relative to that for 
the ion pair with the addition of ammonia.

Again, the opposite of the expected result is obtained ex­
perimentally. Small additions of NH3 to the free ion-ion pair 
equilibrium mixture result in an increase in the concentration 
of ion pair relative to that for the free ion (Figure 5). The only 
way a negative slope for a plot of K eq vs. the concentration of

_____________ 1______________I_____________ I_____
'i 0 . 1  n. 2 0 . 3

mole fra c tio n  o f Nil 3
Figure 5. A plot of the free ion concentration (a) times the potassium 
ion concentration divided by the ion pair concentration 0 )  vs. the mole 
fraction of added ammonia.

added NH3 can be interpreted is to assume an exothermic 
interaction between the ion pair and ammonia, which is most 
probably due to the formation of a hydrogen bonded ion pair. 
A similar effect upon the ion pair dissociation equilibrium for 
the nitrobenzene anion radical in HMPA was observed when 
NH3 was added to the system, 12 and was shown to be due to 
the formation of a hydrogen bonded ion pair for which a 
structure was proposed. 12 Hydrogen bonded ion pairs have 
also been reported by Hirota et aL13

No change in the metal splitting was observed for additions 
of NH3 to the benzosemiquinone ion pair. However, at higher 
concentrations of NHs(4 M) a decrease in Ak is observed due 
to the displacement of the cation by the hydrogen bonding 
ammonia molecules. These two similar (both can form hy­
drogen bonds to an anion and both can coordinate an alkali 
metal cation) solvents (water and ammonia) act in an opposite 
manner in their effect upon ion pairing. The hydrogen bonded 
ion pair formed upon ammonia addition is stabilized pre­
sumably by simultaneous hydrogen bonding to the anion and 
interaction of the lone electron pair on the nitrogen with the 
cation. The anion radical of benzoquinone is not sufficiently 
stable for study in solutions containing water.

Experimental Section
All of the organic compounds used were purchased from 

Aldrich Chemical Co. and recrystallized before use. Potassium 
iodide and potassium perchlorate were dried in a vacuum oven 
at 1 0 0  °C for 48 h prior to use.

The method of reduction of the neutral molecule to form 
anion radicals and the purification of HMPA has been pre­
viously described.7b Quantitative addition of NH3 to the anion 
radical solution was carried out by the use of a toepler pump 
connected to a gas buret as previously described. 12 Hexane 
and water were added to the anion radical solutions via break 
seals in the manner previously described. 14
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The ESR spectra were recorded on an x-band E-9 ESR 
spectrometer. The temperature was controlled with a Varian 
V-4557 variable-temperature controller calibrated with an 
iron constantan thermocouple. The method used to determine 
the thermodynamic parameters for the dissociation of the 
p-benzosemiquinone ion pair (eq 1 ) was exactly the same as 
previously described.7®

Care must be taken in the handling of HMPA, since it has 
been found to be a possible carcinogen. 15

■■ fjjk A ck n o w le d g m e n t. The Authors are grateful to the National 
Institute of Health for support of this work. This NIH support 
was from Grant No. RR-8102 from the Division of Research 
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Proton Diffusion and Activity in the Presence of Electrolytes

Noel K. Roberts
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Proton diffusion in pure water and in the presence of electrolytes is of particular importance in biological 
systems. In pure water the rate-determining step is the rotational or librational freedom of the water mole­
cule. The tunneling of the proton in the H bond is very rapid and has a low activation energy. In the presence 
of most electrolytes the rotational and librational freedom of the water molecules is only slightly affected. 
In the case of structure breakers the water molecules are freer than in pure water. However, the highly polar­
izable H bond in which the proton tunnels is strongly polarized by the presence of electrolytes and the poten­
tial well deformed with increasing electrolyte concentration. Consequently as the concentration of electro­
lyte increases the Grotthus mechanism is suppressed and the hydrodynamic mechanism becomes more im­
portant. Another consequence of the polarization of the H bond and its final dehydration by ion-dipole in­
teraction is the increase in activity of the hydrogen ion in the presence of electrolytes owing to its increased 
localization. Tetraalkylammonium salts, where alkyl is propyl and butyl, do not polarize the H bond as much 
as the surrounding water molecules, and the decrease in proton diffusion appears to be due to the reduced 
orientation time of the water molecule. The activity of the hydrogen ion is less in the presence of these elec­
trolytes and reflects the decreased localization of the hydrogen ion.

Introduction

It is well established that proton and deuteron diffusion1 

in normal and heavy water solutions of electrolytes is very 
sensitive to the presence of electrolytes, Figure la and lb .2-7 

The aim of this paper is to consider critically the present 
theories of proton diffusion in water and to ascertain the 
mechanism in the presence of electrolytes. Our recent work 
on proton diffusion and activity in the presence of electrolytes 
is briefly summarized and the interpretation is considerably 
extended in the light of recent infrared investigations of acid 
solutions containing electrolytes. The results are of impor­
tance for aqueous biological systems where hydrogen ion 
mobility and activity are markedly affected by the type of 
electrolytes present.

Mechanism for Proton Diffusion

The currently accepted mechanism for proton mobility in 
aqueous solutions is that advanced by Conway, Bockris, and 
Linton in 1956,8 and most text books quote it as the only likely 
mechanism. However, Eigen9 in 1958 postulated a slightly 
different mechanism and pointed out some of the shortcom­
ings in the treatment by Conway, Bockris, and Linton. Both 
groups of workers agreed that the proton tunneled through 
a hydrogen bond rapidly and that this process had almost no 
activation energy, however, they disagreed on the rate-de­
termining step. Conway et al. considered that the rate-de­
termining step in proton mobility was the rotation of hydrogen 
bonded water molecules in the field of HsO+ ion (preceded 
and succeeded by fast tunneling protons). Eigen9 maintained
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that Conway et al.’s treatment contained some questionable 
approximations among which was the assumption that the 
normal rotation of water molecules in the absence of the field 
of the H30+ ion was too slow (to ~ 10~ 6 s) to explain the high 
mobility of the hydrogen ion. Eigen remarks that this figure 
was estimated from the dielectric relaxation in ice; in liquid 
water he maintains that the orientation time »10 - 1 1  s. This 
much lower value for the thermal rotation of the water mole­
cule in liquid water is confirmed by recent work on the NMR 
of electrolyte solutions. 10 Furthermore he points out the H3 0 + 
is hydrated in solution and the protonic field is reduced so that 
the charge is distributed over a certain average region [the 
proton tunneling in the H50 2+ group (see below) also con­
tributes to this averaging] consequently the field assisted 
rotation of H2O molecules in the neighborhood is considerably 
less than assumed by Conway et al.

Eigen postulated the rate-determining step as the structural 
diffusion of the Hg0 4 + complex by the formation and de­
composition of H bonds at its periphery. More recently Zun- 
del, 11 from a consideration of the ir spectra of aqueous solu­
tions, has expressed this structural diffusion more explicitly. 
He has shown that the proton tunnels only in the bond in the 
H50 2+ grouping. Since the H30 + fluctuates in the H5 0 2 + 
grouping with the tunneling frequency, the center of the 
H9O4"1 complex shifts too. This is in contrast to Eigen’s con­
ception of the proton fluctuating in the three bonds of the 
H9O41" grouping—instead the Hg0 4 + complex itself fluctuates 
in the aqueous solution. In general the proton tunnels only in 
one of the three hydrogen bonds as the other two are usually 
too bent as shown from a consideration of the ir spectrum of 
the hydrogen ion which means that the barrier is relatively 
high and the proton rarely transfers. When one of the bent H 
bonds becomes linear, in the course of the thermal movements 
of the water molecules, this is no longer distinguishable from 
the tunneling bond in Hs02+. When the H nucleus in one of 
the previously bent bonds tunnels and when the bond in which 
the proton has tunneled previously becomes bent, structure 
diffusion has taken place. The rate-determining step, then, 
according to Eigen and Zundel, is the structure diffusion of 
the excess proton.

If the thermal orientation time for liquid water is of the 
order of 1 0 - 1 1  s, there is not such a vast discrepancy between 
the number of protons arriving at each water molecule per 
second and the rate of th e r m a l  reorientation of water mole­
cules.

For example, Conway et al. calculate8 that for 0.1 N HC1,
4.9 X 1010 protons arrive at each water molecule per second. 
Using the angular rotation of f r e e  water molecules as 2.5 X 
1013 radians sec“ 1 and the Arrhenius relation 2.5 X 1013 

exp(—AH ° * / R T ) ,  where AH ° *  is the heat of activation for 
rotation and consequent H-bond breakage, to calculate the 
angular rotation of h y d r o g e n -b o n d e d  water molecules, they 
obtain the average rate of thermal rotation of water molecules 
as 1.4 X 10® radians s_ 1 corresponding to a rotational time of 
5 X 10- 6  s. However, A H ° *  is estimated from dielectric 
measurements in ic e  rather than in l iq u id  water. If the ac­
cepted thermal orientation time of pure water as determined 
from recent nmr measurements is used, i.e., 1 0 “ 11 s, the an­
gular rotation (due to thermal motion) of water molecules 
becomes 2ir X 1011 radians s-1, which is more than adequate 
to cope with 4.9 X 1010 protons arriving at each water molecule 
per second for a 0.1 N HC1 solution.

A new mechanism for proton mobility in ice and water has 
recently been proposed in which the role of proton-proton 
interactions in the proton transfer process are considered.20

Mechanism for Proton Diffusion in the Presence of 
Electrolytes

In the presence of electrolytes it becomes clear that the 
rate-determining step cannot be the thermal orientation of 
the water molecules and is unlikely to be the bent H bonds 
becoming linear in the course of the thermal movements of 
water molecules, so that they are no longer distinguishable 
from the tunneling bond in H50 2+. Since both these rate­
determining steps depend on the freedom of movement of 
water molecules, one would expect to observe some correlation 
between a measure of the freedom of water molecules, e.g., 
self-diffusion of water, viscosity, thermal orientation of water, 
and proton mobility. An inspection of Figure la and lb ,7 and 
Table I shows that the viscosity of the solution and the ther­
mal rotation of water molecules bear no relation to the diffu­
sion coefficient of the proton either in magnitude or direction. 
The results shown in Figure la and lb were obtained from dc 
polarography. The most pronounced change in D h+ occurs 
between 0  and 1  m , the very region in which the viscosity and 
the thermal rotation of water (even in the primary hydration 
sphere) are changing slowly and in some cases changing in the 
opposite direction to D u +. So it seems that the rate-deter­
mining step cannot be the field rotation of water molecules 
since this would follow the same trend as the thermal rotation. 
In agreement with our observations, Hertz and Klute12 con­
cluded from an 170  NMR study of aqueous solutions con­
taining electrolytes, which reduce the viscosity of water and 
lower the rotational time of the water molecule, that proton 
exchange of the water molecule is s lo w e r  than in pure water. 
The slowing down of proton exchange was less marked with 
structure makers. Franks, however, seems to draw an incorrect 
conclusion from these results. He states,13 “A comparison of 
ionic transport properties in water and ice shows that any 
influence which promotes water ‘structure’ would, on the one 
hand, reduce the mobility of alkali metal ions, and, on the 
other, enhance the mobility of protons and hydroxyl ions. The 
slowing down of proton exchange in aqueous solutions con­
taining ions which break up water structure has been estab­
lished.”

It is clear from Hertz and Klute’s work, Zundel’s, and ours, 
that “structure” making ions a ls o  reduce proton mobility. 
Evidently Franks has also identified structure making with 
the formation of icelike structures, for which there is no evi­
dence.

That the rate-determining step cannot be the rotational 
freedom of the water molecule is further confirmed by the 
work of Zundel. Zundel14’15 has shown from a consideration 
of the effect of neutral salts on the ir continuum of hydrogen 
ions that there is a marked change of the potential well due 
to the polarization of the hydrogen bond in which the proton 
tunnels by the local fields of the ions. The energy barrier to 
proton tunneling is very sensitive to the 0 - 0  distance and the 
electric field strength at the H bond in which the proton is 
tunneling.16 The hydrogen bond in the absence of electrolytes 
is highly polarizable and the energy barrier to tunneling is 
extremely small. However, as the field strength increases, 
owing to the presence of electrolytes, the hydrogen bond in 
H50 2+ becomes polarized and hence the Grotthus mechanism 
is increasingly hindered by the ion fields as the concentration 
of electrolyte increases.

For example, i n a l m  univalent electrolyte solution the 
average distance between ions is 9.4 X 10~ 8 cm. 17 If we con­
sider the hydrogen bond in which the proton tunnels as sit­
uated equidistantly from the ions, the field strength at the H
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Figure 1. Tracer diffusion coefficients of the unneutralized proton and 
deuteron (i.e., uncompensated charge) in (a) potassium bromide and 
(b) sodium chloride solutions at 25 °C : (O) H+; (A) D+; ( • )  the self­
diffusion ratio for normal water at 23 °C.

TABLE I:a Thermally Induced Orientation Times of the 
H2O and D2O Molecule in the Primary Hydration Layer 
of Various Diamagnetic Ions

T±/rb

Ion (1 ) (2 )

Na+ 2 .1 1.4
K+ 1 .0 1 .0

(CH3)4N+ 1 .6 1 .6

(C2H5)4N+ 2 .1

(C3H7)4N+ 3.1
(C4h 9)4n + 2.9
Cl- 1.0 1 .0

Br“ 0 .6 0 .8

I- 0.35 0 .6

Reference 10. r± is the orientation time of a H20  or D20
molecule in the primary hydration sphere; r is the orientation time 
of a H20  or D20  molecule in pure H20  and D20, respectively 
(~ 1 0 - 1 1  s). (1 ) is the results for water solutions; (2 ) is the results 
for heavy water solutions. N o te  th a t: (a) t±(K+)/t = t±(C1_)/t 
because the longitudinal relaxation time of KC1 solutions up to 
~4 m  equals that for pure water; (b) the ratio t±/t depends on the 
value assumed for the hydration number of the ion.

bond may be calculated approximately in the following 
manner. In I only a positive and a negative ion are considered.

H\ +  / H^  O - H - O  +
IT H

I
The field strength at the H bond is given by18

_  1 q

E  47te0e ( r / 2 f

where E  =  field strength, q = charge on the ion, r  = ionic 
separation, «o = permittivity constant, t =  permittivity of 
water; if r 10~ 7 cm, E  becomes ~7 X 10® V cm-1. This value 
will be increased by the presence of other ions farther away.

At a field strength of 7 X  106 V cm-1, the potential well in 
H50 2+ becomes deformed and the fluctuation frequency is 
decreased. 16

Consequently the change in mechanism of proton diffusion 
from Grotthus to hydrodynamic mechanism arises as a result 
of the polarization of the H bond in which the proton tunnels. 
The change in mechanism cannot arise from a change in the 
rotational time of the water molecule for the reasons outlined 
previously.

Increase in Activity o f Hydrogen Ion in the Presence 
of Electrolytes

The polarization of the H bond can also account for the 
increase in activity of the hydrogen ion in the presence of these 
electrolytes. In earlier publications2’3 polarographic evidence 
was adduced to show that the activity of the hydrogen ion is 
increased in the presence of most electrolytes. Zundel has also 
produced spectroscopic evidence for the increase in activity 
of the hydrogen ion. We explained the increased activity at 
high concentration of electrolyte as being the result of the 
dehydration of the hydrogen icn (possibly H90 4 +, which has 
been shown to be present in aqueous solutions in the presence 
of sufficient water). This explanation is in keeping with the 
shift in half-wave potential of the hydrogen ion to more pos­
itive potentials. Zundel has suggested that the polarization 
of the H bond and the consequent localization of the tunneling 
proton is responsible for the increased activity. This expla­
nation is in keeping with the 170  NMR study by Hertz and 
Klute, who showed that proton exchanges slowed down in the 
presence of the electrolytes, i.e., the proton is more localized. 
It seems clear that both processes contribute to the increased 
activity. The localization process would predominate at low 
concentrations of electrolyte and the dehydration process at 
high concentrations. The two processes are, however, related 
as the polarization of the H bond by electrolyte passes over 
into the removal of water from the H bond by strong ion- 
dipole interactions between the ions and dipolar water mol­
ecules. Consequently the phenomena of increased hydrogen 
ion activity and reduced anomalous proton diffusion are the 
result of the same process, namely, the polarization of the H 
bond in which the proton tunnels. At very high concentrations 
of electrolyte the hydrogen ion is almost completely dehy­
drated to H3CU and no tunneling is possible. Under this 
condition the hydrogen ion has its maximum activity as shown 
by our polarographic work.2'3

Special Case of Tetraalkylammonium Salts, where 
Alkyl is Higher than Ethyl

The tetraalkylammonium salts, where alkyl is C3H7 and 
C4H9, seem to present a different case. The H bond in which 
the proton tunnels seems to be less polarized in the presence 
of these electrolytes than in the presence of water. Zundel1 1 ’19 

has shown that the ir continuum of acid solutions containing 
these salts is increased in contrast with the ir continuum of 
acid solutions containing simple electrolytes which is de­
creased. This indicates that the H bond is less polarized in the 
presence of the tetraalkylammonium salts (where alkyl = 
C3H7 and C4H9) than in pure water. He visualizes the effect 
as being due to the displacement of water molecules by the
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large tetraalkylammonium ion, the induction effect of which 
is less than the water molecule. Consequently the energy 
barrier to tunneling is less than in water. However, proton 
diffusion decreases markedly on the addition of these salts.7 

Erdey-Gruz21 has also observed a similar reduction in the 
addition of dioxane to aqueous solutions of HC1. Consequently 
it appears that in this case the reduced orientation time of the 
water molecule must be responsible for the lower diffusion 
coefficient. This explanation is likely when we consider Table 
I showing thermally induced orientation times of the water 
molecule, e.g., t± /t 3.0 for N(C3H7)4+ and N(C4Hg)4+ 
compared with t± /t ^ 1 .0  for K+.

Decreased Activity of the Hydrogen Ion in the 
Presence of N (A lkyl)4+B r_ where R  =  C3H 7 and C4H 9

Our polarographic work3b indicated that the activity of the 
hydrogen ion as measured by the half-wave potential is in­
creased in the presence of N(CH3)4+Br_ , remains constant 
in N(C2H5)4+Br_ , and progressively decreases in 
N(C3H7)4+Br_ and N(C4Hg)4+Br“ solutions. Zundel’s re­
sults19 are in agreement with our findings. This is a result of 
the H bond in which the proton tunnels becoming less polar­
ized as the size of the alkyl group increases. Consequently the 
decreased activity of the hydrogen ion can be identified with 
an increased delocalization of the photon in the H bond in 
which it tunnels.
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Effect of Tetraalkylammonium Salts on the Hydrophobic Interaction
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Data on the solubilities of methane, ethane, and propane in aqueous solutions of tetraalkylammonium salts 
are used to estimate the strength of the hydrophobic interaction in these solutions. It is found that the effect 
of these salts on the hydrophobic interaction is similar to the one, reported earlier, for the simple salts.

I. Introduction

It is well known that tetraalkylammonium ions (TAN+) 
exhibit some unusual properties in aqueous solutions. 1 This 
phenomenon has traditionally been interpreted in terms of 
the effect of TAN+ ions on the structure of water.

We have recently investigated the effect of various solutes 
(electrolytes and nonelectrolytes) on the strength of the hy­
drophobic interaction (HI) .2 This report extends that inves­
tigation to include TAN+ ions as well. Our main source of data 
is a recent paper by Wen and Hung3 who measured the solu­
bilities of some low molecular weight hydrocarbons in aqueous 
solutions of TAN+ salts. The conversion of their solubility 
data into information on HI is described in the next section. 
In section III we report on a sample of computed results on the 
effect of TAN+ ions, as well as its concentration dependence 
on the strength of the HI.

II. Processing of the Solubility Data

Wen and Hung3 report their measurements of the solubil­
ities of methane, ethane, propane, and butane in aqueous 
solutions, in terms of the volume of the gas at standard con­
ditions (1 atm and 0  °C) dissolved in 1000 g of water. In order 
to use these data for our purpose we have to transform them 
into the Ostwald absorption coefficients, which we denote by
7 . The conversion relation is

volume of gas dissolved at T
7  = -------------------;------------------

volume of liquid at T

=  s w h ___________ T p soi_____________  ( 2  1 )

273.15(1000 + M m a)

where sWH is the solubility coefficient as reported by Wen and 
Hung, psoi is the solvent density (in g/cm3), M  is the molecular
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weight of the solute a, and ma its molality [in computing the 
total weight of the solvent in (2 .1 ) we have taken into account 
only the weight of the water and of the salt a. The contribution 
of the gas dissolved to the total weight of the solution may be 
neglected].

Since the densities of the appropriate solutions are not 
available we have used the following procedure to estimate the 
volume of the solvent V\ containing 1000 g of water and m & 
moles of solute

Vi maVa Vw »  m aV a°  4- 1000pw 1 (2.2)
lo.Ulb

where Va and Vw are the partial molar volumes of the salt a 
and the water w, respectively. Va° is the limit of Va for infi­
nitely dilute solution and pw is the density (in g/cm3) of pure 
water at that temperature.

The approximation used in (2.2) has been based on the 
following consideration. The partial molar volumes of the 
relevant salts has been reported by Wen and Saito.4-5 In 
principle from the concentration dependence of Va one can 
compute V w through the Gibbs-Duhem relation

JVa^  + lVw^ S  = 0 (2.3)
dNa a.Na

which, after integration, yields

(2.4)

where Vw° is the molar volume of pure water. From the con­
centration dependence of V a as reported by Wen and Saito 
we have numerically computed the integral in (2.4) and found 
that for all the concentrations considered in this article the 
correction to Vw° in (2.4) produces a negligible change in our 
results for 7  or for Aps° (see below).

Therefore we feel that the “ideality assumption” introduced 
into (2 .2 ) is sufficient for all the purpose of this work.

As a measure of the strength of the HI we use the following 
approximate relation:6'7

5(?2HI =  ApET0 — 2ApMe° (2.5)

where ¿G2141 is the indirect part of the work required to bring 
two methane molecules from infinite separation to a distance 
R  = 1.533 A within the liquid at constant temperature and 
pressure. Apet0 and Apme0 are the standard free energies of 
solution of ethane and methane, respectively. These are re­
lated to the Ostwald absorption coefficient 7 ; for any solute 
i through

Ap;° = —R T  In 7 ; (2.6)

We shall not dwell on the nature of the approximation in­
volved in (2.5) since this topic has been discussed in great 
detail elsewhere.6’7 We note also that a simple generalization 
of (2.5) is possible which relates the HI between three methane 
molecules to the standard free energies of propane and 
methane, namely

5G 3hi =  Appr° -  3 ApMe° (2 .7 )

Thus the solubility data from Wen and Hung are first 
converted into 7 , and then to Ap;° by (2.1) and (2.6). These 
results are used in (2.5) and (2.7) to estimate the HI in various 
aqueous solutions. The dependence of Ap;0 on the salt con­
centration was obtained by fitting a second degree polynomial 
to the computed values of Ap;° at various salt concentrations. 
Once we got values of Ap;0 and 6GHI for a given salt conceri-

Figure 1. Values of 5G2HI as a function of the molality, ma, of the salts 
at 0 °C: •  , (C4H9)4NBr; O, (C3H7)4NBr; □, (EtOH)4NBr.

Figure 2. Values of 5G2h' as a function of the molality, ma, of the salts 
at 30 °C: • ,  (C4H9)4NBr; O, (C3H7)4NBr; □, (EtOH)4NBr.

m a

Figure 3. Values of 5G3HI as a function of the molality, ma, of the salts 
at 0 °C: • ,  (C4H9)4NBr; O, (C3H7)4NBr.

tration we could fit another second degree polynomial to ob­
tain the temperature dependence of these quantities, from 
which an estimate of the entropy and enthalpy of the HI is 
derived.

III. Results and Discussion

All the computed results of 5G2HI and <5G3H[ are presented 
in Figures l^t. The values of SG2111 and ¿G:iHI are reported at 
two temperatures: 0 and 30 °C.
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Figure 4. Values of 5G3HI as a function of the molality, ma, of the salts 
at 30 °C: • ,  (C4H9)4NBr; O, (C3H7)4NBr.

TABLE I: A Qualitative Correlation between Change of 
the “Structure of Water” and the Change of the Strength 
of the Hydrophobic Interaction

Effector
Change of the 

structure of water

Change of the 
hydrophobic 
interaction Ref

Raising the Decrease Increase 6,7,9
temperature 
(0-70 °C) 

Changing from Increase Decrease 10

H2O to D2O 
Addition of Decrease Increase 2

simple 
electrolytes 

Addition of small Increase Decrease 8

quantity of 
ethanol (x  <  
0.05)

Addition of large Decrease Increase 8

quantity of 
ethanol (0.05 < 
x < 0.25)

Perhaps the most striking finding of this work is the fact 
that the strength of the HI, at least in the sense of 5GHI, in ­
c r e a s e s  with the addition of the TAN+ salts. This is quite 
surprising since if one assumes that TAN+ have a stabilization 
effect on the structure of water, one would have expected that 
the effect of these salts on the HI would be different from the 
effect of simple salts.2 This comment deserves further elab­
oration.

In a recent article8 we have noted that there seems to exist 
a qualitative correlation between changes of the “structure 
of water” and changes in the “strength of the HI”. We stress

TABLE I I:  Values of ¿S2m  and SH 2m  for Two Methane 
Molecules in Various Solutions of Tetrabutylammonium
Bromide at 10 °C

Solvent 5S2HI, eu ÒH2HI, kcal/mol

Pure water 1 2 1 .6

0 .1  m 13.4 1.79
0 .2  m 13.3 1.75
0.3 m 12.5 1.48
0.4 m 1 0 .8 0.98
0.5 m 8.3 0.5

r  '

that the observed correlation not only is tentative and spec­
ulative, but also is based on an ill-defined concept of the 
“structure of water” on the one hand, and on one particular 
measure of the concept of the HI on the other.

In spite of its qualitative nature we believe that this corre­
lation, as summarized in Table I, deserves-further consider­
ations and deeper study on molecular grounds. The findings 
of this article may serve to indicate that either the correlation 
stated above is not valid in general, or that the TAN+ salts, 
examined here, do not have "a net stabilizing effect on the 
structure of water.

We end with a comment on the entropy of the HI which is 
formally defined by7 :

5S m  = - e ( 5 G m )/aT ■ [  (3.1)

and was estimated by fitting a second degree polynomial to 
the temperature dependence of the values of 5GHI.

It is well known that 5SHI is of the order of 12 eu in water 
(at 2 0  °C and 1  atm), a value which is distinctly larger than the 
corresponding values in nonaqueous solvents. In Table II we 
present some values of SS2HI and 6 H 2m  for a series of aqueous 
solutions of tetrabutylammonium bromide at 1 0  °C. Both 
values of the entropies and the enthalpies of the HI seem to 
increase initially and then decrease as a function of the mol­
ality of the salt.

A similar observation has been reported for other aqueous 
solutions,2 but at present we cannot offer any explanation for 
this behavior.
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