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Energy is deposited by fast electrons in water in small localized volumes called spurs. The decay of the hy­
drated electron in a spur has been measured to be about 17% between 100 ps and 3 ns. Half of this decay oc­
curs before 700 ps where previous techniques could not observe any decay. The principal reactions of the hy­
drated electron in the spur are presumed to be eaq~ + eaq- , eaq_ + H+, and eaq_ + OH. Scavengers for the hy­
drogen ion are about equally effective in slowing the decay as are scavengers for the hydroxyl radical except 
for OH-  which seems unusually effective. This suggests H+ and OH are distributed similarly with respect 
to eaq_. Spur aecay is also observed for the products of electron capture, Cd+ or RSSR- , where RSSR is cys- 
tamine. The ooservations reconcile different methods for measurement of the initial hydrated electron yield 
to 4.6 ±  0.2 molecules/100 eV, and combined with our earlier data, provide the major features of the history 
of eaq~ in the spur from 1 0 0  ps to the achievement of a homogeneous distribution.

Introduction

For several years radiation chemists have been learning 
about the deposition of energy by ionizing radiation. 1 As ex­
perimental progress has been made in unraveling the processes 
of energy deposition, more and more detail is needed. It is clear 
that energy is deposited inhomogeneously.2-5 For low linear 
energy transfer (LET) radiation, there are local volumes of 
energy deposition called spurs. The objective (from the view 
of radiation chemistry) is to know what species are present, 
their spatial distribution, and the reactions taking place be­
tween the various species.

In water, the primary species are thought to be e~, H2 0 +, 
and H2O* (where the asterisk indicates an excited molecule). 
When one reaches chemical times (S;10~ 13 s) the species are 
Haq+, OH, eaq_, H, possibly H2, and a reactive precursor of the 
hydrated electron, edry~- In pure water, after spur reactions 
have taken place (>10- 7  s), H+, OH, eaq_ , H, OH- , H2, and 
H2O2 will be the predominant species. To understand the 
processes occurring which take us from the beginning of the 
chemical state until the end of spur reactions, we need to know 
the initial yields and time evolution of all of these species. The 
yields of each of these species have been measured at the ho­
mogeneous limit.6 The yield of the hydrated electron has been 
determined at 2.7 ±  0.1 in the long time (>10- 7  s) limit.6

The decay to this limit for Lie hydrated electron has been 
determined by several groups starting less than 5 ns after a

short pulse of ionizing radiation. All of these data are consis­
tent with a yield of hydrated electrons at 1 ns of 4.1 ±  0.1 
molecules/100 eV of energy absorbed. Also some data have 
been accumulated about the various reactions taking place 
through studying the time evolution of the hydrated electron 
with various reactions “turned off’ by adding solutes which 
remove Haq+ or OH.4’6-7 Yields at times only a few nanosec­
onds after the irradiation pulse have also been determined 
with solutes added, but the significance of these results is 
unclear since the changes from pure water are small (5%) and 
possible errors in the extinction coefficient could outweigh 
these differences.4’6’7

Another approach to studying mechanisms is through 
modeling the chemical reactions using diffusion kinetics.8,9 

Parameters are chosen for the number of radicals in the spur 
and the distribution of the radicals to give agreement with 
radiation chemical results. Recently, these calculations have 
been modified9 to give good agreement with our data on the 
time evolution of the hydrated electron.

We have attempted to obtain further information on spur 
reaction mechanisms in pure water by studying the decay of 
the hydrated electron from 0.1 to 3 ns. The form of decay was 
also studied using H+ and OH scavengers. Ethanol was used 
as the hydroxyl radical scanvenger, since the reactions are well 
known and the changes in diffusion in ethanol-water are 
known. 10’11 Sodium hydroxide, ammonia, and sodium a c e ta te  
were used as the hydrogen ion scavengers.

1267
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Using the decay curves determined in this and earlier work4 

we have used G  values for various times after energy deposi­
tion determined by ourselves and others to calculate G  values 
at 1 0 0  ps.

Experimental Section
The picosecond pulse radiolysis equipment has been pre­

viously described in detail. 12 The Argonne microwave linear 
accelerator generates pulses of 20-22 MeV electrons 60 times 
per second. Each pulse consists of a main pulse containing 
greater than 90% of the charge with a width (fwhm) of 30 ps. 
As focussed for an experiment a single pulse deposited 1.5 
krads (1017 eV/g) in the irradiated volume. Approximately 30% 
of the electron beam is intercepted by a cell containing 1 atm 
of xenon. The Cerenkov light generated by the xenon cell is 
used as the analyzing light. The remainder (70%) of the elec­
tron beam is used for radiolysis. Both the electron beam and 
the light beam are delayed. The delay of the light beam can 
be varied so that it reaches the irradiation cell before, during, 
or after the pulse. By varying the delay of the light beam the 
transmission of the sample as a function of time is determined.

To improve linearity changes were made in the previously 
described light detection system. The integrator-stretcher was 
replaced by a commercial charge sensitive FET preamplifier 
(Tennelec TC 162). The photomultiplier was an RCA C7253A, 
a five stage side-on photomultiplier. The primary nonlinearity 
problems were caused by the analyzing light and the light from 
the sample cell overlapping in time. 12 To test the system, the 
absorption of the system at 600 nm was measured in the 
presence of 4 M perchloric acid. It was assumed that the only 
absorption at 600 nm would be due to the electron so that any 
change in the absorption except during the decay of the 
electron ( » 1 0 0  ps after the pulse) was assumed to be due to 
photomultiplier nonlinearity. (It might also be due to a 
transient decay of absorption in the cell windows.) The total 
change of the absorption from right after the pulse to 3 ns was 
less than 0 .2% of the total transmission from which we infer 
that the system is very close to linear.

All chemicals were used as received since, on the experi­
mental time scale, small amounts of impurities would have a 
negligible effect. Solutions were prepared with deionized or 
singly distilled water and were degassed by bubbling with 
helium for 15 min. Approximately 2 1. of solution were used 
in a recirculating flow system with a flow rate of 1 0 0  ml/min. 
An average run would last 15 min. This would generate 25-50 
jitM products at the end of the run.

Results and Discussion
Figure 1 shows the raw data as plotted by the computer. 

Figures 2 and 3 show relative concentration plots. All plots are 
normalized to one at 100 ps. This is done to facilitate com­
parison of the decay curves. We do not attempt to compare 
the yields of absorption, because the presence of added solutes 
changes the extinction coefficient of the hydrated electron and 
the amount of energy absorbed per unit volume. The correc­
tions for these effects are too uncertain to make the compar­
ison of yields useful. The curves in Figures 2 and 3 are derived 
from the data of the type shown in Figure 1  by plotting the log 
of the optical density as a function of time. The results are of 
the form shown in Figures 5 and 6 . The second absorption step 
is removed by tracing the data and sliding the curve to match 
the sections before and after the small pulse. The relatively 
small absorption in the second pulse means almost all of the 
decay is due to reactions of hydrated electrons produced by 
the main pulse. Also, by plotting the log of the optical density,

Figure 1. Untransformed output of experiment. The signal is proportional 
to transmission. 100% transmission corresponds to the level portion 
on the left. The small step 770 ps after the pulse arises from a small 
satellite pulse.

Figure 2. Decay of the hydrated electron In water, 3 M ethanol, 1 M 
ammonia, 1 M sodium acetate, 3 M ethanol plus 1 M sodium acetate, 
3 M ethanol plus 1 M ammonia, and 3 M ethanol plus 0.1 M sodium 
hydroxide.

Figure 3. Decay of the hydrated electron in water, 3 M ethanol, 0.1 or 
1 M sodium hydroxide, and 3 M ethanol plus 0.1 or 1 M sodium hy­
droxide.

the effect of the small pulse is decreased even further. The 
vertical axis in Figures 2 and 3 is not linear but is logarithmic 
which does not vary greatly from linearity over the range. 
Differences between curves run on different days are less than 
0.5%.

Previously published experimental data for the decay of the

The Journal o f Physical Chemistry, Voi. 80, No. 12, 1976
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hydrated electron have shown no decay for the hydrated 
electron within experimental error in the time windows of 
20-350 ps or 0.1-1 ns.4,13' 14 The approximately 10% decay 
which we measure from 0 .1  to 1  ns is within the risetime and 
settling time of our photodiode system (see, for example, 
Figure 2 of ref 4). We have also been informed that the 3% 
change in absorbance which we measure from 100 to 350 ps 
is within the experimental error of the Toronto group. 16 We 
do not have the capability to go to shorter times so no state­
ment can be made about times earlier than 1 0 0  ps.

The major reactions of the hydrated electron in the spur are:
1.5 X  101° 16

eaq + H+ — ► H (i)

3 X  101° 17
eaq-  + OH — OH- (2 )

2H2oi7
[— + eaq — H2 + 20H” (3)

5 X 109

To study the relative distribution of the radicals as origi­
nally formed it would be advantageous to study each reaction 
by itself. By adding scavengers for H+ and/or OH reactions 
1  and/or 2 may be suppressed.

In 3 M ethanol, the half-life of the hydroxyl radical is about 
125 ps. The half-life of the hydrogen ion is 5 and 50 ps in 1  and 
0.1 M sodium hydroxide and 30 ps in 1 M ammonia or sodium 
acetate. 18 Most of the differences between the decay of the 
electron in the aqueous solutions shown in Figures 2 and 3 
occur at times after the primary products we are attempting 
to scavenge have been eliminated.

In Figure 2 one sees that the decays of eaq “ in 3 M ethanol, 
1 M ammonia, or 1 M sodium acetate are reasonably similar 
(±1% of the concentration of the electron). This implies that 
OH and H+ in the spur react equally with the electron. Since 
the rate constants for reaction of H+ and OH with the hy­
drated electron are similar (within a factor of 2 ), their distri­
butions relative to the electron must be similar. Such a simi­
larity of distribution would be expected for H+ and OH 
formed by the fast reaction H20 + -I- H20  —*• HsO+ -I- OH. (At 
these short times in the spur, diffusion kinetic calculations 
show very little difference for *he hydrated electron when 
either H+ or OH is scavenged if their distributions are iden­
tical despite the difference in rate constants implying that the 
distribution is the more important effect.)

In examining Figure 2, the scavenging of both H+ and OH 
is more than twice as effective as scavenging only one of these 
species. This result can be expected, since, if an electron were 
“fated” to react with a hydroxyl radical and the radical were 
not there, it still might react slightly later with the hydrogen 
ion.

We have carried out diffusion kinetic calculations using the 
parameters of Kuppermann9 for water and for hydrogen ion 
and/or hydroxyl radical scavenging. We find faster decay in 
our experimental data than in the calculations when scaven­
gers are present. (As graphed in Figure 2 water 0.83 expt, 0.83 
calcd; one scavenger 0.86 expt, C.90 calcd; and two scavengers 
0.93 expt, 0.98 calcd. These differences are outside experi­
mental error.) We have not attempted to fit experimental data 
with the calculations. However, the greater experimental 
decay might occur in the larger spurs or “short tracks” or it 
could arise from a lack of a random distribution in the spur.

In Figure 3, the effects of sodium hydroxide and ethanol on 
eaq~ decays are shown. The difference between the 0.1 and the
1.0 M sodium hydroxide is probably not significant. Sodium 
hydroxide is clearly more effective in reducing the eaq-  spur

SECONDS

Figure 4. Decay of the hydrated electron in the spur from 100 ps to 40
ns.

TABLE I

Yield Time, ns Yield at 100 ps Ref

3.2 10-15 4.4-4.6 2
4.1 1 4.55 4
3.6 7.5“ 4.8 5
3.8 2 “ 4.8 19

“ Time quoted is from end of a 5-ns pulse.

decay than are other H+ scavengers. We have at present no 
explanation for this unexpected result. The similarity between 
the 1 and 0.1 M sodium hydroxide eliminates the possibility 
that the reaction

OH- + H -  eaq-  (4)

gives delayed formation of eaq-  and therefore less apparent 
decay than is seen with other hydrogen ion scavengers. If G h 
were 1 and if no H were lost through side reactions, a 1% dif­
ference at 3 ns would be expected with 1 M NaOH. The 0.1 M 
NaOH would be Vio as much. Many possible explanations 
could be considered for these data. For instance, it could be 
an excited water molecule reacting with OH~ to generate eaq~ 
or the OH-  could be eliminating a loss pathway (a dry hole?).

In Figure 4 we have plotted the relative concentration of the 
hydrated electron as a function of time from 100 ps to 40 ns 
using the results of Figure 2 as well as the data from our laser 
pulse radiolysis system. We have used Figure 4 to estimate 
Geaq- at 1 0 0  ps from measurements reported in the literature 
using nanosecond pulse radiolysis.2’5’ 19 The estimates are 
listed in Table I. There seems to be fair agreement that the 
G  value is 4.6 ±  0.2 molecules/100 eV. The yield measure­
ments of ref 2, 5, and 19 did not correspond to definite times 
because of the finite pulse widths used. The estimates in Table 
I include small corrections for this problem. We have also had 
to critically reevaluate the time at which our value of 4.1 ± 0.1 
was measured.4 Little concern was given to the time the G  
value was measured when the experiments were done since 
it was thought there was no decay before 1 ns. The ~200 ps 
mentioned clearly was in error since the settling time was cited 
as 500 ps. After examining original data we feel 1 ns is a rea­
sonable time. If we used 500 psec the G  value would be 4.4.

The value from Table I is higher than the value of 4.0 mol­
ecules/100 eV at 30 ps previously determined by Hunt and
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Figure 5. Decay of the absorption at 315 nm of Cd+ formed in the ir­
radiation of 1 M cadmium perchlorate.
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Figure 6. Decay of the absorption at 410 nm of the cystamine anion 
formed in the irradiation of 2 M cystamine.

coworkers.7 ’14 Their results are based on measurements using 
the stroboscopic pulse radiolysis system.14 Later experiments7 

measured the yields at 100 ns of either Cd+ from the irradia­
tion of 1  M CdCICL or of RSSR-  from the irradiation of 2 M 
cystamine. (They also measured the yield at 30 ps and 6  ns but 
these measurements are dependent on the G  value assumed 
for the electron at 30 ps.) These experiments can be inter­
preted to be consistent with the 4.0 value if one assumes, as 
they did, that there is no decay of the product species, Cd+ or 
RSSR- .

To check the validity of their assumptions, we have mea­
sured the product decay in 1 M CdfClCLh and 2 M cystamine 
on the time scale of 100-3000 ps. These data are displayed in 
Figures 5 and 6 . It is clear that there is some spur decay. From 
these data and the data in ref 7 (methods 1 and 3), their 
scavenger data are consistent with an eaq-  yield of 4.6 and a 
dry electron yield of 5.4. This interpretation is reinforced by

the scavenger data using cadmium in the presence of t e r t -  
butyl alcohol where a G value for the dry electron of 5.5 was 
found.20

We feel that several methods are now in agreement to es­
tablish that the yield of hydrated electrons in water is 4.6/100 
eV at 100 ps. The only data in disagreement with this value 
are the measurements of the Hunt group14 and we do not know 
the reason for the difference.

Conclusions
We have determined the G  value for the hydrated electron 

at 100 ps to be 4.6 ±  0.2 molecules/100 eV. If we use this value 
with the data of Wolff et al. 14 we derive a value for the yield 
of dry electrons of 5.4 molecules/100 eV. We have also estab­
lished the spur decay of eaq_ from 1 0 0  ps to homogeneous 
distribution.

The decay data have shown that H+ and OH must be rela­
tively similarly distributed relative to the hydrated electron. 
These data will act as a new test on theoretical calculations.

The decay of the electron is slower in the presence of sodium 
hydroxide than in the presence of other H+ scavengers. Fur­
ther work is needed to identify whether any presently sug­
gested explanation is adequate or whether an as yet unknown 
process is required.
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The reversible electron-transfer reactions between the tetracyanoquinodimethane (TCNQ) anion radical 
and three kinds of substituted p-benzoquinones in acetonitrile have been studied, using a temperature- 
jump technique. The following forward and backward rate constants (k  and k , respectively) have been de­
termined at 25 ±  2 °C: TCNQ- /p-chloranil, k  = (5 ±  2) X 106 M- 1  s-1, % =  (2.0 ±  0.8) X 109 M - 1  s-1; 
TCNQ- /2,3-dicyano-p-benzoquinone, k = (1.9 ±  0.8) X 109 M - 1  s-1, k  =  (7 ±  3) X 107 M - 1  s-1; TCNQ- /
2,3-dichloro-5,6-dicyano-p-benzoquinone, k  = (5.0 ±  2.0) X 109 M - 1  s-1, % =  (1 ±  0.6) X 104 M- 1  s-1. The 
measured rate constants are compared with the Marcus electron-transfer theory.

Introduction
The electron-transfer reactions involving organic ion 

radicals are of interest as examples of the simplest sort of 
oxidation-reduction reactions of organic molecules. ESR 
line-shape measurements have been extensively applied to 
determine the rates of’electron exchange between an ion 
radical and its parent molecule. 1

R+ (orR-) + R ^ R  + R+(orR- ) (1)

As for the electron-transfer reactions between an ion radi­
cal and a different kind of neutral molecule

Ri+ (or Ri- ) + R2 ^  Ri + R2+ (or R2- ) (2 )

the ESR method is confronted with the difficulty that the 
lifetime of a paramagnetic species is affected not only by 
the electron-transfer reaction (2 ) but also by electron ex­
change (1). This situation makes it extremely difficult to 
estimate the rates of electron-transfer reactions from the 
line-shape analysis. Therefore, few attempts have been re­
ported to determine the rates of reaction 2 using the ESR 
method.2

As exemplied by previous studies concerning organic cat­
ion radicals, the temperature-jump method is most suitable 
for the study of rapid reversible reactions such as eq 2 .3 

This paper reports the results of the investigation of the 
electron-transfer reactions between the tetracyanoquinodi­
methane (TCNQ) anion radical and three kinds of substi­
tuted p-benzoquinones in acetonitrile. The observed de­
pendence of a rate constant or. the free energy change of re­
action is compared with the well-known Marcus electron- 
transfer theory.

Experimental Section
TCNQ, p-chloranil (QC14), and 2,3-dichloro-5,6-dicyano- 

p-benzoquinone (QCl2(CN)2) purchased from Tokyo Kasei 
were sublimed once. Tetraethvlammonium (NEt4+) salts of 
these compounds were prepared by reduction with NEt4I 
in acetonitrile. Reagent Grade acetonitrile supplied from 
Wako Pure Chemical Industries was dried over CaCl2, re­
fluxed over P20 5, distilled through a distillation column of 
about 30 cm length, and finally distilled over CaS04 (water 
content, 0.5 mg/ml). NEt4C104 was prepared by adding 1 N 
HC104 to a 10% NEt4OH aqueous solution supplied from 
Wako Pure Chemical Industries. The sodium salt of 2,3-

dicyano-p-benzoquinone (Q(CN)2) was kindly donated by 
Dr. Y. Iida.

The visible spectra were measured with a Hitachi EPS- 
3T spectrophotometer.

Rate measurements were made with a Union Giken tem­
perature-jump apparatus. This apparatus uses a coaxial 
cable of 0.02 p F  and 200 m length as capacitor.4 The relaxa­
tion was monitored spectrophotometrically by the trans­
mittance change at 740 nm (Xmax of TCNQ- ). By following 
the dimerization reaction of QC12(CN)2- , it was assured 
that the 90% temperature rise was attained within 3 p s  for 
an acetonitrile solution containing 2 X 10- 3  M NEt4C104 as 
supporting electrolyte.5 Thus the rates were obtained in 
presence of 2-5 X 10- 5  M NEt4C104.

Results
E q u il ib r iu m  M e a s u r e m e n ts . The equilibrium constant 

of

TCNQ-  + Q ^  TCNQ + Q-  (3)

is expressed as

K  = [TCNQ][Q- ]/[TCNQ- ][Q]

where Q is a substituted p-benzoquinone. In acetonitrile, 
all anion radicals are assumed to dissociate completely 
under the condition that the concentration of supporting 
electrolyte is less than 5 X 1 0 - 3  M. In case of QC12(CN)2- , 
this assumption was previously verified by conductivity 
measurements.5

For TCNQ- /QC14, a known amount of QC14 is added to a 
NEt4+TCNQ-  solution. The concentrations of QC14-  and 
TCNQ which are produced by eq 3 are equated to the de­
crease of [TCNQ- ] when QC14 is added. The concentration 
of TCNQ-  is determined using an extinction coefficient 
6840 of 43 300.6 The gradual decomposition of QC14-  in ace­
tonitrile causes about 30% error in determining the equilib­
rium constant.

For TCNQ- /Q(CN)2, a known amount of TCNQ is 
added to a Na+Q(CN)2-  solution. The concentration of 
Q(CN)2-  is determined using an extinction coefficients, 6590

4000.7 The decrease of the concentration of Q(CN)2-  is 
equated to the concentration of Q(CN)2.

For TCNQ- /QC12(CN)2, a known amount of QC12(CN) 2 

is added to the solution of TCNQ-  containing a large ex-
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TABLE I: Equilibrium Constants of Reaction 3

AF°, A H 0, A E i /2,
Q K  kcal mol- 1  kcal mol- 1  kcal mol- 1  a

Q(CN) 2 27.2 ± 3 (20 °C) -1.9 -2.8
QC14 (2.6 ± 0.8) X 1CT3 (25 °C) +3.6 +4.1
QC12(CN) 2 (5.9 ± 0 .8) X 1 0 5 (30 °C) - 8 .0  -7.6 ± 1.5 -7.4

° The difference of the half-wave reduction potential between TCNQ and Q: £i/2(TCNQ) = —0.19 V, EiMQCQ) = -0.01 V, 
£ i/2(Q(CN)2) = -0.31 V, and Ei/2(QC12(CN)2) = -0.50 V in MeCN.8- 10

cess of TCNQ and NEt4+QCl2CN2 . The concentration of 
QC12(CN) 2 is equated to

[QC1 2 (CN)2] = [QC12 (CN)2]o -  [TCNQ - ] 0  + [TCNQ-]

where [QC12(CN)2]o and [TCNQ~]o are the added concen­
tration of QC12(CN)2 and the initial concentration of 
TCNQ- , respectively. The concentration of QC12(CN)2-  is 
determined using an extinction coefficient (575 of 6300.7 
The concentration of TCNQ is equated to the initial value, 
since this species is present in large excess over other com­
ponents. Knowing the concentrations of all species in this 
way, the equilibrium constants are calculated.

The results are summarized in Table I. The free energy 
change of reaction 3, A F ° , is calculated from the equilibri­
um constants according to

—A F °  =  R T  In K

AF °  is compared with A E 1/2, the difference of the pologra- 
phic half-wave reduction potential between TCNQ and 
substituted quinone

A£i/2 = Ei/2 (Q) -  EiM TCNQ)

in which 7f i/2(TCNQ) and £ i/2(Q) are the half-wave reduc­
tion potentials of TCNQ and substituted p-benzoquinone, 
respectively. As shown in Table I, A F °  obtained in the 
present work agrees well with A7?i/2. The table also in­
cludes the enthalpy change, AH ° ,  for TCNQ_/QC12(CN2), 
which is obtained from the temperature dependence of K  
from 1 1  to 35 °C. AH °  is almost equal to AF ° ,  implying 
that the entropy change for the TCNQ-/QC12(CN) 2 system 
is small. This result may lead to the conclusion that the sol­
vation structure of TCNQ- is not very different from that 
of QC12(CN)2_ , since the solvation process contributes a 
great deal to an entropy term.11

M e a s u r e m e n ts  o f  R a te s . The rates of reaction 2 are mea­
sured with a temperature-jump apparatus. For the 
TCNQ-/Q(CN) 2 system, a decrease of transmittance is ob­
served at 740 nm after the temperature rise. The synchro­
nous increase of transmittance is observed at 590 nm. 
These correspond to the concentration changes of TCNQ-  
and Q(CN)2_ caused by the relaxation due to reaction 3. 
The pseudo-first-order rate constant, &0bsd, defined as

-dA[TCN Q -]/df = feobadA[TCNQ-]

is related to thejbrward and backward rate constants of re­
action 3, k and k , respectively, as below.

fcobsd = fe|[TCNQ-]e + [Q(CN)2]e|
+ fe|[TCNQ]e+ [Q(CN)2 -]e! (4a)

where the subscript e denotes an equilibrium concentration 
for the quantity in brackets after the temperature rise. 
Since the equilibrium measurements are more accurate

(TCNQ*] . [Q(C»)2] .  K'1 [TCNQ] « [Q(CN)2 )'

Figure 1. The dependence of kobsd on [[TCNQ ] +  [Q(CN)2] +  
K“ 1[[TCNQ] +  [Q(CN)2-][}  according to eq 4b. Temperature is 25
±  2 °C. The slope of the straight line gives k.

Figure 2. The dependence of kobsd on [Kj[TCNQ-[ + , [QCI4|} +  
[TCNQ] +  [QCI4- ] ] .  The slope of the straight line gives k.

than the rate measurements, the following relation is used 
in determining the rate constants instead of (4a):

¿obsd = M [TCN Q-]e + [Q(CN)2]e
+ K- 1 j[TCNQ]e + [Q(CN)2-]|] (4b)

In Figure 1, feobsd is plotted against the quantity, ]TCNQ“]e 
+ [Q(CN)2]e + K - 1 |[TCNQ]e + [Q(CN)2-]e[. k  is deter­
mined from the slope of the straight line passing through 
an original point, k is calculated using the relation K  =  k/k. 
The rate constants for TCNQ-/QCI4 and TCNQ“/QC12CN2 

are obtained similarly (Figures 2 and 3). The results of the 
rate measurements are summarized in Table II.

Discussion
The present results show that the rate constant with the
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Figure 3. The dependence of K0bsd on [[TCNQ- ] +  [QCI2(CN)2]] 
according to eq 4a. Temperature is 25 ±  2 °C. The second terms in 
eq 4a is negligible. The slope of the straight line gives k.

Figure 4. The relation between the rate constants and the free ener­
gy changes of reaction. The solid curve is an observed one. The 
dotted curves are calculated according to the Marcus theory at the 
assumed effective radii: =  a2 = (a) 3, (b) 4, (c) 5, (d) 6, and (e) 8
A, respectively.13 The experiment! point at AF° =  0 corresponds 
to the electron exchange of the TCNQ- /TCNQ system.12

negative free energy change of reaction, AF °  < 0, is close to 
a diffusion-controlled limit. Thus the activation free energy 
of reaction 3 in the direction of decreasing AF° is estimated 
to be less than 2 .0  kcal mol-1, the activation energy for dif­
fusion in acetonitrile. 12 On the other hand, the reaction 
with the positive free energy change, AF °  > 0 , has a defi­
nite value of activation free energy, which is obtained from 
the equation

k  = Z  exp(—AF * / R T )

in which Z  is the frequency of collision, 1011 M- 1  s-1. AF *  
thus estimated is plotted against AF °  in Figure 4.

The present systems provide both the rate constant and 
the free energy change of reaction rigorously determined 
under the same condition. It is, therefore, interesting to 
compare the present results with the Marcus theory of elec­
tron-transfer reaction.13 There is some ambiguity in the ef-

TABLE II: Rate Constants of Reaction 3 at 25 °C

Q k, M- 1  s- 1  k M- 1  s- 1

Q(CN) 2 (1.9 ± 0.8) X 109 (7 ± 3) X 107

QCU (5 ± 2) X 106 (2.0 ± 0.8) X 109

QC12(CN) 2 (5 ± 2) X 109 ( 1  ± 0.6) X 104

Figure 5. An assumed model of the activated state.

fective radii of reactants, a ¡  and a2, since both TCNQ and 
substituted p-quinones (Q) are quite flat in shape (TCNQ 
3 X 9 X 9  Á, Q 3 X 8 X 9 Á ) .  Therefore AF* are calculated 
at five probable values of Oj and a2; ai = a2 = 3, 4, 5, 6 , and 
8  Á (Figure 4).

It is apparent that the theory predicts the observed de­
pendence of AF* on AF °  in a poor manner at any value of 
the effective radii. Although one may assume that the ef­
fective radii vary from one reacting pair to another, this is 
improbable on the basis of the touching sphere model. The 
present results may be rationalized in terms of the more 
elaborate model for the activated complex. For example, 
when an electron transfer takes place between two active 
sites which are embedded in a large dielectrically saturated 
region, the reorganization parameter, X, is expressed by

X = (Ae) 2 (1 /Dop -  1/DS) (5 )

where L  is a distance between two active sites and R  the ef­
fective radius of the dielectrically saturated region. 14 In the 
present system, one active site may be a carbon atom with 
a high spin density in TCNQ- , C*, and the other an oxygen 
atom with high electronegativity in a substituted quinone, 
O* (Figure 5). Since X is a function of higher orders of L  
and R , it will change a great deal for the small change of R  
and L . Accordingly this modification leads to the variation 
of X for one reacting pair to another.

It should be noted that the expression for AF* is derived 
under the assumption of negligible electronic interaction. 
However, it is likely that TCNQ-  interacts with substitut­
ed p-benzoquinones sufficiently enough to lower such a po­
tential barrier as expected from the theory. Thus the possi­
bility of electronic interaction may also explain the present 
results that there exists no activation free energy in the di­
rection of the negative free energy change of reaction.

A c k n o w le d g m e n ts . The author thanks Professor Masa- 
toshi Fujimoto for his continuous encouragement. Dr. 
Mitsuyuki Soma made a number of helpful suggestions and 
it is a pleasure to thank him also. Thanks are also due to 
Dr. Yoichi Iida for presenting the material.

Appendix
X is expressed by13

X - f  f  ( E c* -  Fc)2(l/D0p -  1 ! D %) d V (6 )

The Journal o f Physical Chemistry, Voi. 80, No. 12, 1976



1274 Edgar Heckei

where E c* and E c are the electric fields which charged 
reactants and charged products would exert if they were in 
vacuo, respectively. Under the assumption that C* in 
TCNQ and 0* in Q are charged to be C*-  and 0 *_ before 
and after an electron jump, respectively, E c* -  E c is equal 
to the electric field due to a dipole moment, 0*C*. Thus at 
the point (r, 8)

(iE c* -  £ c ) 2 = cos fl) :2 + sin fl) 2

Substituting this into (6 ) and integrating the space outside 
of the sphere with a radius R , eq 5 results.
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p-Nitroperoxybenzoic acid is reduced by carboxyl radical anions which arise from the interaction of -OH 
with formic acid or formate ions at pH >3. The resulting electron adduct of p-nitroperoxybenzoic acid (I) 
eliminates an -OH radical which subsequently propagates a chain reaction. The inverse square-root law for 
the dose rate has been confirmed for the chain process. G  values >200 were observed for the decomposition 
of the peroxy acid. An activation energy of 2.7 kcal mol- 1  has been attributed to the elimination of -OH from 
radical anion I. 2-Hydroxyl-2-propyl radicals, formed through hydrogen abstraction from 2-propanol by 
•OH, also sustain a chain reaction in solutions of p-nitroperoxybenzoic acid, but the kinetic chain length is 
considerably reduced in comparison with reactions of carboxyl radical anions.

Introduction
In a recent study on the pulse radiolytic decomposition 

of p-nitroperoxybenzoic acid in N2O saturated aqueous so­
lutions, 1 a chain reaction was observed when isopropyl alcohol 
was present in the irradiated mixtures. The chain reaction is 
caused by 2 -hydroxy-2 -propyl free radicals which arise from 
the interaction of -OH with the alcohol under formation of 
reactive «-hydroxy radicals.2 The 2-hydroxy-2-propyl radical 
is known to transfer an electron to acceptors such as nitro 
compounds3-5 and hexacyanoferrate(III) .6 The radical anion 
resulting from the electron transfer to p-nitroperoxybenzoic 
acid eliminates an -OH radical and forms p-nitrobenzoate 
anion. The -OH radical subsequently propagates the kinetic 
chain.

Any compound which efficiently reacts with -OH forming 
a species of reducing properties (such as the 2 -hydroxy-2 - 
propyl free radical) may sustain a chain reaction in the ra­
diation-induced decomposition of p-nitroperoxybenzoic acid. 
The reactions of formic acid (formate anion) with -OH radicals 
and the electron transfer capability of the resulting carboxyl 
radical in aqueous solutions have been well established.2 ,7-11 

Therefore we considered it worthwhile to investigate by steady 
state y radiolysis the chain reaction mechanism of the de­
composition of p-nitroperoxybenzoic acid in greater detail

using both formic acid and isopropyl alcohol. The results of 
this study are presented in this paper.

Experimental Section
p-Nitroperoxybenzoic acid was synthesized by the method 

of Silbert, Siegel, and Swern (which employs 90%  hydrogen 
peroxide and p-nitrobenzoic acid; purity 99.5%).12 Aqueous 
solutions of 1.6 X  10-3 M p-nitroperoxybenzoic acid were 
prepared and oxygen was removed by bubbling argon through 
the solutions. Simultaneously oxygen was removed from 45 
ml of pH adjusted solution (H3P04/Na0H or HC104/NaOH 
mixtures of approximately 0.2 M total solute concentration) 
by the same technique. The latter solution was then saturated 
with N2O (2 X  10-2 M) and 5 ml of 1.6 X  10-3 M peroxy acid 
solution was added. Nitrous oxide bubbled for 3 min more 
through the mixture. Portions (4 ml) were transferred to small 
vials where each sample was again exposed for 30 s to N20  
before the vials were tightly sealed by screw caps.

The samples were irradiated in a 400 Ci Cs-137 7 source 
(Radiation Machinery Corp.) up to 5 min at a dose rate of 3.1 
X  1016 eV g _1 s-1. Samples irradiated below or above room 
temperature were either cooled in ice-water mixtures or 
heated in warm water just until irradiation. These samples 
were insulated with asbestos jackets to maintain constant

The Journal o f Physical Chemistry, \/ol. 80, No. 12, 1976



Radiation Decomposition of p-Nitroperoxybenzoic Acid 1275

Figure 1. The pH dependence of the 3  value for the decomposition of 
p-nitroperoxybenzoic acid (1.6 X 10-4 M) in N20  saturated aqueous 
solutions of 8 X 10-3 M (0) 2-propanol and 8 X 10-3 M (O) and 8 X 
10-2 M ( • )  formic acid at 21 ±  1 °C. Dose rate = 3.1 X 1016 eV g-1 
min-1 .

Figure 2. Arrhenius diagram of the decomposition of p-nitroperoxy­
benzoic acid (1.6 X 10-4 M) in N20  saturated aqueous solutions con­
taining 8 X 1CT3 M of either 2-propanol or formic acid. Dose rate = 3.1 
X 1016 eV g- 1 min- 1. The 1 / Tabscissa is shown in centigrade notation.

Figure 3. The dose rate dependence of the decomposition of p-nitro- 
peroxybenzoic acid (1.6 X 10 ' 4 M) in N20  saturated aqueous solutions 
(pH 5) containing 8 X 10-3 M formic acid/sodium formate at 25 °C.

temperature (AT <2 °C) during the short irradiation periods. 
Temperatures pertinent to irradiations are listed in Figures 
1-3. Different dose rates (see Figure 3) were obtained through 
leading shielding of samples.

The amount of p-nitroperoxybenzoic acid remaining in the 
irradiated samples was determined spectrophotometrically 
in a buffered (10.2 ml of concentrated H3PO4 and 170 ml of 
0.25 N NaOH in 500 ml of solution, pH 2.0) 1.5 X 10- 2  N Nal 
solution. Portions of the Nal solution (3 ml) were mixed with 
3  ml of sample solution and the absorbancy was measured at

345 or 420 nm using a Bausch and Lomb Spectronic 20 spec­
trophotometer. Experimental errors are approximately ± 1 0 %  
unless specified otherwise.

All solutions were prepared from redistilled (alkaline per­
manganate) water which was stored in polyethylene con­
tainers. All other chemicals were of reagent grade and used 
without further purification.

Results and Discussion
1. p H  D e p e n d e n c e  o f  D e c o m p o s i t i o n . The dependence of 

the G  value (= number of species converted per 100 eV of 
absorbed e n e r g y ) of p-nitroperoxybenzoic acid upon the pH 
of the solution is shown in Figure 1. All solvated electrons from 
the radiolysis of water were converted in our experiments to 
hydroxyl radicals by nitrous oxide (N2O + eaq-  —► N2 + OH-  
+ -OH), resulting in a total yield of G(-OH) = 5.5.2 Hydroxyl 
radicals and H atoms (G  =  0.6) are the initially reactive species 
in N20  saturated aqueous solutions.

S o lu t io n s  C o n ta in in g  2 -P r o p a n o l . In the system of 2-pro­
panol, N20, and p-nitroperoxybenzoic acid (Figure 1) the G  
value for decomposition is independent of the pH both in acid 
and alkaline solutions) however, the yield is about ten times 
greater between pH 1.5 and 6  than above pH 10. The G  value 
of 19 in the pH range 1.5-6 indicates that a chain reaction 
takes place (chain length ~  3-4). We observed a G  value of 6 .2  

for the decomposition of p-nitroperoxybenzoic acid in a so­
lution saturated with N20  but containing no 2-propanol (the 
mechanism may involve OH radical addition to the benzene 
ring followed by decomposition of p-NPBA). This confirms 
our previous observation from the pulse radiolysis experi­
ments:1 -OH reacts with 2-propanol to form a 2 -hydroxyl-2 - 
propyl radical which transfers an electron to p-nitroperoxy­
benzoic acid according to

OH

CH;)— C— CH3 +

0

COOH
I O

+ CHj— C— CH;,
+
H+ (1)

Electron transfer reactions of this type with other nitroaro- 
matic compounds have been reported previously.4 The elec­
tron adduct of p-nitroperoxybenzoic acid (I) eliminates -OH 
and forms p-nitrobenzoate anion according to

0 0
II II
COOH
I

co-
T

§  -
( O  +-OH (2)

NOT
I

no2

The hydroxyl radical formed in eq 2 reacts with 2 -propanol, 
and the chain process propagates through another cycle. The 
small G  value of 3.0 in Figure 1 indicates that the chain reac­
tion is not sustained in alkaline solutions. The reduction of 
the p-nitroperoxybenzoate anion by 2 -hydroxyl-2 -propyl 
radicals yields a dianion (II).
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0 0
II II
COO" COO"r a 1 O

II
+ ch3— c—CH —  c— ch3 + ( Q ) - pV

NO,"

+
H+

no2
II

The subsequent decomposition reaction to p-nitrobenzoate 
anion and -0 " 0 0

II II
COO"1 CO"

T

(4)

NO,"
1
NO,

II
is of higher energy of activation (see next section) than the 
comparable reaction of I, i.e., a chain reaction in alkaline so­
lution is not feasible at room temperature.

In Figure 1, the smooth curve connecting the experimental 
points in the transition region of pH 6-10 follows the same 
type of pH dependence as does the degree of dissociation of 
an acidic species of pK a =  8.25. This p K a value has been pre­
viously identified as the pK a of anion I.1 Therefore we assume 
that the rate-determining processes of the chain mechanism 
are the decompositions of both I and II.

S o lu t io n s  C o n ta in in g  F o r m ic  A c id . In the mixtures of 
formic acid, N2O, and p-nitroperoxybenzoic acid, the G  value 
for the decomposition of peroxy acid is generally greater than 
in mixtures containing 2-propanol, but the pH dependence 
follows identical pattern in both systems above pH 3.5 as 
shown in Figure 1. Further, the transition from the maximum 
G  value into the alkaline region exhibits the same pK a (= 8.25) 
dependence as noted for 2 -propanol solutions. The G  value 
for the reduction of p-nitroperoxybenzoic acid, however, de­
pends both on the formic acid concentration (Figure 1) and 
the concentration of the peroxy acid (Table I) in acid and 
weakly basic solutions. A G  value of approximately 3.0 is ob­
served at pH >11 for all solutions investigated, i.e., the de­
composition rate is apparently not controlled by the reac­
tivities of carboxyl radical anions and 2 -hydroxy-2 -propyl 
radicals toward p-nitroperoxybenzoate anions in alkaline 
solutions.

In N2O saturated solutions, the -OH radicals abstract an H 
atom from formic acid ( k 5a = 1.3 X 10® M~x s- 1 ) 13 or from 
formate anion (k 5b = 3 X 109 M- 1  s" 1 ) 13

•OH + HCOOH — H2O + -COOH (5a)

•OH + HCOO" — H20  + -COO“ (5b)
thereby forming radicals which could transfer the unpaired 
electron to p-nitroperoxybenzoic acid molecules according 
to

0  0

Il II
COOH COOH

coo" ( cooh ) + (T Y ) - 91
NO, no2-

TABLE I: Dependence of G  Value of Decomposition of 
p-Nitroperoxybenzoic Acid (p-NPBA) on Peroxy Acid 
Concentration and pH of N20  Saturated 8 X 10"2 M 
Formic Acid Solutions®

p-NPBA,
mM 0.08 0.16 0.32 0.80

pH G (Decomposition of p-NPBA)

1.95 64 69 ,
3.50 50 84 97 102

° Dose rate = 3.1 X 1016 eV g 1 min L

This reaction corresponds to the electron transfer process 
described in eq 1 for the 2-hydroxyl-2-propyl radical. Reaction 
6  may be followed by either reaction 2 or 4 which complete the 
chain cycle through formation of -OH. The reaction proceeds 
in alkaline solution probably via the carboxyl radical anion 
according to

0  0

COO~ COO"

•COO" +  (^ 3 )  —  ( ( j ) )  + C02 (7)

N02 NO,'

The decrease in the G  value at pH <3.5 in solutions containing 
formic acid is associated with a pifa of 1.4 which has been re­
ported by Buxton and Sellers11 for the carboxyl radical.

•COOH ^  .C02-  + H+ (8 )

The solid curve referring to these solutions, as shown in Figure 
1, was computed via p K :i 1.4 and 8.25 ( p K „  of electron adduct 
of p-nitroperoxybenzoic acid) and the maximum G  value 
observed in this system. The good agreement between ex­
perimental and calculated data of 8  X l« 2 M HCOOH solu­
tions indicates that -COOH radicals do not (or only ineffi­
ciently) react with peroxy acid molecules as no provisions were 
made for such reaction in our computational procedure.

The dependence of G (decomposition) on the concentration 
of formic acid in acid solutions indicates that not all OH 
radicals are scavenged by HCOOH molecules at low concen­
tration (8 X 10- 3  M) of formic acid. The unscavenged hydroxyl 
radicals probably add rather rapidly to the benzene ring, e.g., 
rate constants of 4 X 109 M - 1  s" 1 for benzoic acid and 2.6 X 
109 M_ 1 s" 1 for p-nitrobenzoate ion have been reported. 13 If 
we assume a value of 2 X 109 M - 1  s- ’ for the addition of OH 
radicals to p-nitroperoxybenzoic acid, approximately 3 % of 
all OH radicals may react with the benzene ring in solutions 
containing 1.6 X 10- 4  M peroxy acid and 8 X 10" 2 M formic 
acid. This compares with 30% in 8  X 10" 3 M HCOOH solution 
and 2% in 8 X 10~ 3 M 2-propanol ( k QH = 2 X 109) 13 solution. 
Under these circumstances, a considerable portion of the -OH 
radicals undergoes reactions in 8  X 10- 3  M HCOOH solution 
which do not contribute to the propagation of the chain re­
action and, consequently, we observe a smaller G  value for the 
decomposition of p-nitroperoxybenzoic acid.

Table I shows the dependence of G values for the decom­
position of p-nitroperoxybenzoic acid upon the peroxy acid 
concentration. The experimental error is about 20% for 0.08 
mM solutions because the peroxy acid is totally consumed in 
less than 3 min of irradiation time. Nevertheless, the G value
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changes not very much over a tenfold increase of p-NPBA 
concentration, i.e., the rate determining process of the kinetic 
chain can be described by reactions 2 and 4 as previously 
stated.

Neutral carboxyl radicals (2k =  1.7 X 109 M - 1  s- 1 ) 11 and
2-hydroxyl-2-propyl radicals (2k  = 1.4 X 109 M - 1  s- 1  at pH
6 ) 14 undergo mutual reactions about twice as fast as negatively 
charged -COO-  radical anions (2 k  = 0.76 X 109 M - 1  s- 1 ) . 11 

However, we cannot assume that the higher G  values observed 
for solutions which contain formic acid in comparison to those 
containing 2-propanol (Figure 1) result exclusively from the 
lower rate of -COO-  combination reactions. A great number 
of chain terminations will not take place via such a reaction 
mechanism because the steady state concentrations (» 1 0 - 8  

M) are low for all three types of radicals under our experi­
mental conditions. Additional reactions must occur (pre­
sumably with peroxy acid molecules) which lead to the re­
moval of these free radicals.

Reactions of H atoms (G  =  0.6) can generally be disregarded 
in this system since their rate constants are at least one order 
of magnitude smaller than the rate constants for corre­
sponding reactions involving -OH radicals.

2. E n e r g ie s  o f  A c t iv a t io n . The Arrhenius diagram of the 
decomposition of p-nitroperoxybenzoic acid in Figure 2 shows 
that the energies of activation (calculated from the slopes of 
the curves) do not depend upon the nature of the -OH scav­
enger. However, we calculated an energy of activation of 2.7 
kcal mol- 1  for acid solutions and 18.2 kcal mol- 1  for alkaline 
solutions. In conjunction with our observation of Figure 1 that 
the decrease in G (decomposition of p-nitroperoxybenzoic 
acid) exhibits a pK a dependence expected for the dissociation 
of I, the results of the study on che activation energies corro­
borate our previous conclusion that the rate-determining 
processes of the kinetic chain are the homolytic decomposi­
tions of the peroxy bonds via reactions 2 and 4. In addition, 
it is not very likely, for example, that reactions 1  and 6  would 
have identical energies of activation, a necessary assumption 
to explain otherwise our experimental results.

Figure 2 shows that the G  values for the decomposition of 
the peroxy acid are identical in acid and alkaline HCOOH 
solutions at approximately 35 °C. Solutions containing 2 - 
propanol may have identical decomposition yields at 45 °C.

The experiments at higher temperature and in alkaline 
solutions were carried out with great care since p-nitro­

peroxybenzoic acid is rather unstable under these conditions 
and small variations in temperature during irradiation could 
result in relatively large errors of G  (decomposition of p-ni­
troperoxybenzoic acid). However, in preparing the solution 
as mentioned above and requiring for preparation of peroxy 
acid solution and irradiation approximately 6  min until mixing 
with the buffered Nal solution, reproducible data were ob­
tained as shown in Figure 2 for these alkaline solutions.

3. D o s e  R a te  D e p e n d e n c e .  The kinetic treatment of ra­
diation induced polymerization reactions is applicable to other 
chain processes which are initiated by ionizing radiation. 15 As 
it has been shown previously, 16 the G  value for the decrease 
of the substrate depends upon the dose rate DR by an inverse 
square root law, i.e., in our case G(p-nitroperoxybenzoic acid) 
~  DR-1/2. Figure 3 is a log-log plot of G  value vs. DR. The 
curve exhibits a slope of — which indicates that the de­
composition of the peroxy acid is a true chain process.
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In order to elucidate the nature of the biphenyl anion formed and trapped in 7 -irradiated organic glassy ma­
trices containing biphenyl, its behavior in photobleaching was studied with selected wavelengths of light 
mostly at 77 K. In nonpolar 3-methylpentane matrix, the excitation spectrum of the photobleaching agrees 
with the absorption spectrum of the anion. In semipolar 2-methyltetrahydrofuran matrix, the anion is 
bleached only with light of wavelength shorter than 500 nm. For both the irradiation and bleaching at 4 K, 
the longer wavelength band of anion (670 nm) is also photosensitive. These results imply that the photoex- 
cited anion releases an electron by an autodetachment mechanism and that the threshold wavelength of pho­
tobleaching is dependent on the solvation energy of the anion in the matrices. The change in quantum effi­
ciency of photobleaching, as the bleaching proceeded, was also studied and interpreted in terms of the anion- 
cation separation distance and the capture of the electron by intact biphenyl. In polar ethanol matrix, it was 
found that both the blue (—420 nm) and red light (~670 nm) bleached the anion and the quantum efficiency 
for the blue light remained unchanged. These results seem to indicate that the electron ejected from the 
anion by the blue light reacts with an ethanol molecule without combining with the cation, whereas the bi­
phenyl anion excited by the red light reacts with a neighboring ethanol molecule.

Introduction
The photobleaching of trapped electrons has been studied 

extensively in rigid matrices irradiated by ionizing radiations. 
Threshold energy and quantum efficiency of the photo­
bleaching have provided information essential to radiation 
chemistry such as the structure of electron traps and the be­
havior of electrons mobilized in the matrices. 1' 5 In the same 
way it seems worthwhile studying the photobleaching of the 
anions trapped in the matrices to elucidate the interaction 
between the anions and the matrix molecules and the behavior 
of electrons photodetached from the anions. The photo­
bleaching has been studied, for instance, for biphenyl anions 
in 2 -methyltetrahydrofuran (MTHF) 1 and 3-methylpentane 
(3MP)6 matrices and for carbanions in alkane matrices.7 In 
these studies, the photodetachment of electrons from anions 
was nicely demonstrated by alternately bleaching trapped 
electrons and anions.

Among the previous studies on the photobleaching of an­
ions, Dyne and Miller mentioned that the biphenyl anion in 
the MTHF matrix was bleached at wavelengths of 400 and 433 
nm but the longer wavelength band of the anion at 660 nm was 
not photosensitive. 1 The photoinduced recombination lumi­
nescence has been studied for irradiated alkane matrices 
containing aromatic compounds such as biphenyl.8' 11 The 
observed excitation spectrum of the luminescence suggests 
that the biphenyl anion is bleached at any wavelength of light 
absorbed by the anion. Though many other people may have 
become aware of such a difference in the behavior of anions 
depending on the matrix, no systematic studies have been 
reported on the effect of the nature of the matrix on the 
photobleaching of anions.

In the present investigation, the photobleaching was ex­
amined in detail for the biphenyl anion trapped in 7 -irradi­
ated matrices of different polarity. Biphenyl was chosen be­
cause it has been widely used in radiation chemical studies as 
an organic electron scavenger and the absorption spectrum 
of its molecular anion has been well studied.

Experimental Section
S a m p le  P r e p a r a t io n . 3MP and MTHF were distilled and 

treated with Na-K alloy under vacuum. 2-Methylpentene-l 
(2MP1) and ethanol (EtOH) were distilled. All these solvents 
were degassed by the freezing-pumping-thawing technique. 
Biphenyl was zone-refined. Sample solutions were prepared 
by vacuum-distilling solvents into quartz flat cells or quartz 
tubes where a measured amount of biphenyl had been placed 
beforehand. They were sealed under vacuum of about 10- 5  

Torr and irradiated with 60Co 7  rays mostly to a dose of 1.6 X 
104 rads at 77 K in the dark.

P h o to b le a c h in g . For photobleaching experiments the 
sample solutions were put into quartz cells generally of 0 .2 -cm 
optical path length. The photobleaching of biphenyl anions 
was carried out with light from a 500-W xenon lamp through 
a Toshiba KL-42 or KL-67 band-pass filter (and a neutral 
density filter, if necessary) and quartz windows of a Dewar 
vessel. The absorption spectrum of the biphenyl anion consists 
of two bands, one in the violet and blue region and another in 
the region from yellow to red as shown in Figure 1. They will 
be designated as “blue band” and “red band”, respectively. 
These two bands were selectively illuminated by means of the 
band-pass filters as shown in Figure 1. The number of photons 
falling on the samples was measured by means of a thermopile 
standardized by photometry with ferric oxalate solution.

The concentration of biphenyl anions was monitored by 
measuring the optical density at the absorption maximum at 
408 nm with a recording spectrophotometer (Hitachi, Model 
EPS-3T). The irradiation dose was so low that the initial op­
tical density at 408 nm was less than 0.35 and that the samples 
were transparent enough to be bleached homogeneously by 
the light through the band-pass filters. The threshold wave­
length of photobleaching was determined by using cutoff fil­
ters.

Occasionally the photobleaching experiments were carried 
out at 4 K (for both irradiations and measurements) by using 
facilities in the Research Reactor Institute of Kyoto Univer-
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Figure 1. Absorption spectrum (---- ) and excitation spectrum of re­
combination luminescence (------) recorded from matrices containing
biphenyl irradiated with y  rays at 77 K. The absorption spectrum is due 
to the biphenyl anion in the MTHF matrix containing 0.2 mol % biphenyl 
irradiated to a dose of 5.0 X 104 rads. The excitation spectrum was 
obtained by monitoring the phosphorescence of biphenyl at 460 nm 
during photobleaching the biphenyl anion in the 3MP matrix containing 
0.2 mol % biphenyl irradiated to a dose of 1.6 X 104 rads, and its in­
tensity was shown after the correction of the excitation source spec­
trum. Transmission spectra of band-pass filters, (.............. ) KL-42 and
(- • -) KL-67, are also shown for comparison.

sity. 12,13 An incandescent lamp (300 W) with a color temper­
ature of 2836 K was used there as a light source.

R e c o m b in a t io n  L u m in e s c e n c e . 3MP solutions of 0.2 mol 
% biphenyl were sealed in quartz tubes of 0.4 cm diameter and 
frozen at 77 K. Emission and excitation spectra during the 
photoinduced charge recombination were recorded with a 
recording fluorescence spectrophotometer (Hitachi, Model 
MPF-2A) at 77 K. The intensity of exciting light was con­
trolled with neutral density filters if necessary.

Results
D e c a y  o f  B ip h e n y l  A n io n  a n d  C a lc u la t io n  o f  Q u a n tu m  

E f f i c i e n c y .  A  typical photobleaching curve of the biphenyl 
anions is shown in Figure 2 for the illumination at the blue 
band of the anions in an MTHF matrix at 77 K. If one assumes 
that the photobleaching quantum efficiency is independent 
of wavelength within the narrow wavelength region of the 
bleaching light (see Figure 1), the quantum efficiency, 4>, is 
derived from the observed photobleaching curves according 
to the relationship

1 CT3M  dc(i)d) = ------—---------------------- ----- -------- (1 )
/  7 i(X ))l -  lO -'W ett)/} d x  dt

where l is the optical path length, c(f) the molar concentration 
of the anions at the duration of photobleaching, t, N  Avoga- 
dro’s number, /¡(X) the number of incident photons per unit 
time at wavelength X (in unit of cm- 2  nm- 1  s-1), and t(X) the 
molar extinction coefficient of the anions at X.

The integral in eq 1 gives the number of absorbed photons 
per unit time. In the present study, the concentration of added 
biphenyl was sufficiently high, so that no trapped electrons 
were formed and the only light-absorbing entities,present were 
the biphenyl anions. Therefore, the integral is readily evalu­
ated by using the relationship

e { \ ) c ( t ) l  — OD408(t) ODx(O)
OD408(0)

(2 )

where OD\(f) represents the observed optical density at X and 
at t . The analysis of observed photobleaching curves was 
performed with a digital computer according to the equation

Figure 2. Photobleaching curves of the biphenyl anion observed at 77 
K during the illumination at the blue band (420 nm) recorded from the 
MTHF matrix containing (O) 0.2 and (A) 0.4 mol % biphenyl irradiated 
to a dose of 1.6 X 104 rads in the cell of 0.2 cm light path length and 
( • )  from the matrix containing 0.2 mol % biphenyl in the cell of 0.1 cm 
light path length irradiated to a dose of 3.2 X 104 rads. The intensity of 
light falling on the samples was 5.8 X 101S photons/cm2 nm s.

Figure 3. The change in quantum efficiencies of photobleaching the 
biphenyl anion (O, • )  in the 3MP-2MP1 matrix (8:2 in volume) con­
taining 0.2 mol % biphenyl, (□) in the MTHF matrix containing 0.2 mol 
%  biphenyl, and (A, ▲) in the EtOH matrix containing 0.3 mol % bi­
phenyl irradiated to a dose of 1.6 X 104 rads at 77 K. The open symbols 
and closed ones indicate the quantum efficiencies at the blue band 
(~420 nm) and at the red band (~670 nm), respectively.

1 0 _3M
4> = -

/ A t\ /  , At\]
c ( 4 “ t ) _ c  (  T / l

A t S  /¡(X)(l -  dX (3)

In eq 3, At is an interval between two successive measure­
ments of OD408. The value of 3.7 X 104 M- 1  cm- 1  for e(408) 
was used in the calculation.6

The quantum efficiency thus obtained is dependent on 
time: it generally decreases as the survival fraction of the an­
ions becomes smaller, as shown in the following section. 
However, the shape of photobleaching curves is independent 
of the initial concentration of the anions, as shown in Figure
2 . Therefore, the photobleaching of the anions is a pseudo- 
first-order process, within the range of low doses examined, 
and its quantum efficiency is independent of the initial con­
centration. In addition, it was found that the photobleaching 
curves were independent of the concentration of biphenyl 
within its range where the trapped negative charged entities 
were exclusively the biphenyl anions.

Q u a n tu m  E f f ic ie n c y  o f  P h o to b lea ch in g . Figure 3 shows the 
dependence of the photobleaching quantum efficiency at 77 
K upon the bleached fraction of the biphenyl anions in a 
nonpolar matrix of 3MP containing 20 vol % of 2MP1, a 
semipolar matrix of MTHF, and a polar matrix of EtOH. 
2MP1 was added into the nonpolar matrix to scavenge bi­
phenyl cations. 14 The illumination at either the blue band or
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the red band was found to bleach the anions in the nonpolar 
matrix, though the quantum efficiency was higher at the blue 
band than at the red band. The quantum efficiencies for both 
the illuminations decrease gradually as the photobleaching 
proceeds. It should be noted that the rate of decrease is 
identical for both efficiencies, because the two curves for the 
nonpolar matrix in Figure 3 can be superimposed on each 
other if normalized at their initial values.

The behavior of the anions is significantly different in the 
semipolar matrix of MTHF at 77 K. They are not photo- 
bleached at all when illuminated at the red band. They are 
bleached at the blue band, but the quantum efficiency is lower 
at the beginning and still decreases rapidly as shown in Figure
3. The threshold wavelength of the photobleaching was ob­
served to lie at about 500 nm (2.5 eV) in this matrix. At 4 K 
where the reorientation of MTHF molecules around the an­
ions seems to be prohibited, 15 -17 the anions are bleached not 
only at the blue band but also at the red band. Because 
transparent MTHF samples without cracks could not be ob­
tained at 4 K, the quantum efficiency was not determined 
exactly at this temperature. It was qualitatively suggested that 
the quantum efficiency at the blue band was higher than that 
at 77 K, and that it decreased rapidly also at 4 K. It is now 
evident that the reorientation of solvent molecules is an im­
portant factor in determining the threshold wavelength of 
photobleaching the anions.

In the polar matrix of EtOH at 77 K, the biphenyl anions 
were reported to disappear slowly and spontaneously by 
proton transfer from the matrix molecules. 18 However, their 
decay under photoillumination is much faster than in the 
dark. The anions were photobleached by illumination at both 
the blue and red bands. The observed quantum efficiency at 
the blue band is relatively high and remains unchanged 
throughout the photobleaching, as shown in Figure 3. The 
quantum efficiency at the red band is very low and decreases 
rapidly as the photobleaching proceeds.

The behavior of the hiphenyl anions is remarkably depen­
dent on the nature of the matrix. In contrast, their optical 
absorption spectra (see Figure 1) are independent of the ma­
trix. Neither the change in the spectral shape nor the shift of 
the absorption maxima could be found at all in the matrices 
used in the present investigation.

R e c o m b in a t io n  L u m in e s c e n c e . Biphenyl, as well as some 
other aromatic compounds, captures both an electron and a 
positive hole in nonpolar alkane matrices. When exposed to 
visible or near-ir light, the biphenyl anions in the -/-irradiated 
matrices release an electron, which combines with the bi­
phenyl cation present in the matrices to yield excited biphenyl 
and, in turn, to bring about the recombination luminescence 
of biphenyl.8 -11 This kind of photoinduced recombination 
luminescence affords us an indirect detection method to study 
the photobleaching of anions.

In the present study with a concentration of biphenyl as 
high as 0.2 mol % in the 3MP matrix, only the ionic entities 
present in the irradiated matrix were the anions and the cat­
ions of biphenyl. The photoinduced recombination lumines­
cence was found to be almost exclusively due to the phos­
phorescence of biphenyl10 irrespective of the wavelength of 
excitation (photobleaching). The observed excitation spec­
trum (see Figure 1) monitored at the peak of the phospho­
rescence spectrum (460 nm) was essentially the same as that 
reported previously8 and its shape was very close to that of the 
absorption spectrum of the biphenyl anions. This indicates 
that the observed luminescence spectrum is due to charge 
recombination, and that the anions in the 3MP matrix can be

photobleached with light of any wavelength covering their 
absorption spectrum.

The intensity of the recombination luminescence decreased 
during photobleaching, but no change was observed in the 
shape of the excitation spectrum. The luminescence intensity 
was found to be proportional to the intensity of the bleaching 
light. This indicates that photobleaching in the nonpolar 
matrix, and probably in the other matrices also, is a one- 
photon process.

Discussion
Four important results were obtained. (1) Light of any 

wavelength absorbed by the biphenyl anion in the nonpolar 
matrix causes the photodetachment of an electron, which is 
a one-photon process. (2) The threshold energy of photo­
bleaching depends on the nature of the matrix; the illumina­
tion at either the blue band or the red one bleaches the anion 
in the nonpolar matrix at 77 K and in the MTHF matrix at 4 
K, while only the illumination at the blue band can do so in 
the semipolar MTHF matrix at 77 K. (3) The photobleaching 
quantum efficiency decreases in both the nonpolar and sem­
ipolar matrices, as the photobleaching proceeds. (4) In the 
EtOH matrix, the quantum efficiency is relatively high and 
remains constant for the blue band illumination, while it is low 
and decreases rapidly for the red band illumination. The im­
plications of these results are discussed below.

M e c h a n is m  o f  E l e c t r o n  D e ta c h m e n t . Although the ab­
sorption spectrum of the biphenyl anions is identical in shape 
with the excitation spectrum of the recombination lumines­
cence and, therefore, with that of the photodetachment of an 
electron from the anions in the nonpolar matrix, the absorp­
tion spectrum cannot be attributed to bound-free transitions 
of the biphenyl anions. This is because both the absorption 
and excitation spectra indicate vibrational structure rather 
clearly, though the bound-free transitions are expected to give 
a broad structureless spectrum. The free state in the matrices 
should be matrix dependent, so that the energy of the 
bound-free transitions should depend on the matrix. How­
ever, the absorption spectrum was observed to be independent 
of the matrix. The primary step of the photobleaching is 
concluded, therefore, to be the bound-bound transitions of 
the anions, which is followed by an autodetachment of an 
electron.

Shida and Iwata observed electronic spectra in the range 
300-1500 nm of many aromatic anions formed in the 7 -irra- 
diated MTHF matrix and assigned them in terms of molecular 
orbital calculations. 19 By analogy with these anions, the blue 
and red bands of the biphenyl anion are believed to be due to 
the bound-bound transitions. On the other hand, the electron 
affinity of biphenyl is suggested to be as small as 0.14 eV 
(slightly smaller than that of naphthalene, 0.15 eV) in the gas 
phase. 20 It turns out, from consideration of energetics, that 
the excited states corresponding to the blue (3.0 eV) and red 
(1.9 eV) bands are high enough to lead to the autodetachment 
of an electron from the biphenyl anion.

M a tr ix  E f f e c t  o n  T h r e s h o ld  E n e r g y  o f  th e  P h o t o d e t a c h ­
m e n t  o f  E le c tr o n . The threshold energy of the photodetach­
ment of an electron from anions in the gas phase is uniquely 
given by the electron affinity of their parent molecules. In rigid 
matrices, however, the threshold energy depends on the nature 
of the matrix as indicated by the result (2 ), because the anions 
as well as the photodetached electrons are more or less sol­
vated. A matrix effect was discussed previously for the pho­
toionization of neutral molecules3 and for the photoinduced 
recombination luminescence. 10 Here, let us consider the
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threshold of photobleaching of the biphenyl anion observed 
in nonpolar and semipolar matrices.

The semicontinuum model proposed to account for the 
solvated electrons21 seems to be pertinent in considering the 
matrix effect on the photodetachment of an electron from the 
anion. Applying the model to the present case (without SCF 
treatment, because of the complexity and the lack of detailed 
knowledge about the electronic states of the biphenyl anion), 
the minimum energy required for the detachment of an elec­
tron is expressed by

Ejnin
N u e

rd2 \ D  op D j
+  V q +  E a (4)

assuming the spherically symmetric solvation of the anion due 
to the matrix molecules. In eq 4, n refers to the dipole moment 
of the matrix molecule, e to the electronic charge, E a to the 
electron affinity of biphenyl in the gas phase, Vo to the 
quasifree energy of the electron in the matrix medium, and 
D 0p and D a to the optical and static dielectric constants, re­
spectively. The radii, r j and r c , are measured from the center 
of the anion to the molecular point dipoles in the first solvation 
shell and to the second solvation shell where the continuum 
begins, as illustrated in Figure 4. -V is the number of molecular 
dipoles in the first solvation she!, which is plausibly 1 2  based 
on the close-packed structure.

Taking the average diameter of biphenyl and MTHF mol­
ecules, 6  and 5 A, respectively, r,i and rc are presumed to be 
5.5 and 8 .0  A. In the MTHF matrix at 77 K, the reported 
values of 1.63 D for fi, 2.00 for Dop, and 2.88 for D s22 lead to 
E min =  1.9 +  V q +  E a in electron volts. If one assumes that V q 

is almost equal to zero, though it has not been determined at 
77 K, and if one takes the value of 0.14 eV for E a, the threshold 
energy of the photodetachment of an electron is estimated to 
be 2.04 eV (610 nm). This value is in accordance with the ob­
served threshold wavelength of photobleaching in the MTHF 
matrix (about 500 nm). Thus the solvation of the anions 
qualitatively interprets the result that they are bleached at 
the blue band but not at the red band.

The molecular dipole n is zero in the nonpolar matrix, 
though the C-H bond dipoles may contribute somewhat to the 
solvation.23 The zero molecular dipole makes the first two 
terms in eq 4 null, so that E m¡n is as small as E a (0.14 eV). The 
biphenyl anions are expected to be photobleached in the 
nonpolar matrix with visible and near-ir light of any wave­
length covering their absorption spectrum. They were found 
to be bleached at either the blue band or the red one.

According to the previous observations that the solvation 
of the trapped electrons in the MTHF matrix occurs when the 
matrix is warmed to 77 K after the 7 -irradiation at 4 K ,15 ’16 

the reorientation of the matrix molecules around the anions 
would be prohibited at 4 K. Therefore, the molecular dipole 
does contribute little to the solvation of the anions at this 
temperature, so that they can be bleached even at the red band 
as in the nonpolar matrix at 77 K.

Q u a n tu m  E f f i c i e n c y  o f  P h o to b le a c h in g . The first step of 
the photobleaching in the nonpolar and semipolar matrices 
is the detachment of an electron from the photoexcited bi­
phenyl anions. Then the electron either combines with the 
cation formed by the ionizing radiation as a counterpart of the 
anion or is captured by a biphenyl molecule to regenerate the 
biphenyl anion. The former reaction causes the net decrease 
in the concentration of the biphenyl anions during photo­
bleaching. The quantum efficiency of photobleaching is 
therefore given by

Figure 4. The semicontinuum model for the solvation of the biphenyl 
anion in organic glassy matrices: i/0, the quasifree energy of an electron 
in the matrix medium; Emin, the threshold energy of photobleaching the 
biphenyl anion; Ea, the electron affinity of biphenyl. See text also.

$ = 4>d P r  (5)

where 4>d is the quantum efficiency of the photodetachment 
and P r is the probability that the electron combines with the 
cation. 4>d is regarded as constant for all biphenyl anions in 
a particular matrix, as long as the wavelength of bleaching 
light is unchanged. According to the competition reactions of 
the electron toward the cation and biphenyl, P T is dependent 
on the separation distance between the anion and the cation 
(path length travelled by an electron before reaching the 
cation), and it decreases with increasing separation distance. 
This is the reason why the quantum efficiency of photo­
bleaching decreases during photobleaching.

The quantum efficiency <f> is expressed more exactly with 
the probability, W (r , t), of finding the anion at distance r from 
the counterpart cation (the photobleaching process of 
pseudo-first order indicates that each charge recombination 
is an isolated event) and at time t and also with the proba­
bility, P (r ) , that the electron detached from the anion at r will 
reach the cation without being scavenged by biphenyl:

4> = 4>d f* P ( r ) W ( r , t )  dr (6 )
J o

P ( r )  is a function which decreases with increasing r. W (r , t )  
has a maximum at a certain distance r , which gradually in­
creases as the charge recombination proceeds, as shown for 
the isothermal decay of the trapped electrons in a rigid matrix 
at elevated temperature.24 The charge recombination occurs 
more readily in the anion-cation pair of shorter distance, so 
that the maximum of W (r , t )  shifts to the larger r. This shift 
results in the decrease in <f> during photobleaching.

Although the quantum efficiency in the nonpolar matrix 
was higher at the blue band than at the red band, the quantum 
efficiency-bleached fraction curves for both bands could be 
superimposed on each other if normalized at their initial value. 
This implies that the difference in the absolute value of 
quantum efficiency derives from the difference in (l>d and that 
the integral in eq 6  is always identical for both bands when the 
bleached fraction of the anions is the same. It turns out that 
P ( r ) W ( r , t )  depends only on the bleached fraction and, 
therefore, P ( r )  is independent of the wavelength of bleaching 
light. It may be concluded that the excess kinetic energy of the
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photodetached electron is dissipated readily and the migration 
distance of the electron is primarily independent of its initial 
kinetic energy.

The quantum efficiency in the semipolar MTHF matrix 
decreased during photobleaching much more remarkably than 
in the nonpolar matrix. According to eq 6 , this is attributed 
to the stronger dependence of P ( r )  on r and/or the wider initial 
distribution of the cation-anion distance W (r , 0) in the MTHF 
matrix. Anyhow, the number of detachment-rescavenging 
cycles before the charge recombination increases rapidly in 
this matrix as the photobleaching proceeds.

If the concentration of biphenyl is increased, the average 
cation-anion distance is decreased because of the larger 
chance of secondary electrons being scavenged. W(r,0 ) shifts 
to smaller r. Upon photobleaching, P(r) is smaller for the 
higher concentration of biphenyl. These two effects cancel 
each other and interpret qualitatively the independence of the 
quantum efficiency of photobleaching on the biphenyl con­
centration as shown in Figure 2.

P h o to b le a c h in g  in  E tO H  M a tr ix . The photobleaching in 
the EtOH matrix showed some peculiar features. First, the 
quantum efficiency was unchanged throughout the photo­
bleaching, when the anions were bleached at the blue band. 
Secondly, the anions were bleached even at the red band. It 
is expected from eq 4 that the photon energy of the red light 
is too low to cause the photodetachment of an electron from 
the biphenyl anions in this matrix, because they cannot be 
bleached with the red light even in the semipolar MTHF 
matrix. The threshold, E m¡n, is estimated to be 3.23 eV (380 
nm) from the reported values, Dop = 1.85, D s = 3.00, and n  = 
1.69 D22 and also from the presumed values, r<j = 4.8 A and r c 
=  6 .6  A (effective diameter of EtOH is 3.6 A), assuming again 
that Vo is zero in the EtOH matrix medium.

Trapped electrons were found, when photoexcited, to dis­
appear in alcoholic matrices in reacting with the matrix mol­
ecules, e_ + ROH —* RO_ + H.25’26 The peculiar features 
observed here are very probably attributed to this reaction. 
When the biphenyl anions are highly excited at the blue band, 
an outer electron of the anions may be delocalized enough to 
encounter EtOH molecules around the anions and to react 
with one of them, ever, though it is not released completely 
from the anions. The electron cannot escape the deep solva­
tion potential to travel long enough to encounter either the 
solvent cation or the biphenyl molecules. This may be the 
reason why the quantum efficiency remains unchanged during 
the whole bleaching.

When the anions are excited at the red band, the electron

cannot be detached at all from the anions. However, the ex­
cited anions may transfer an electron to a neighboring EtOH 
molecule probably in the first solvation shell, owing to an 
expanded anion orbital. Thereby photobleaching of the anions 
can occur. Some anions may have a solvation configuration 
favorable to electron transfer and others may not. This is one 
of the reasons why the quantum efficiency decreases rapidly 
during photobleaching, when excited at the red band. Diverse 
configurations of the trapping sites were assumed also for the 
trapped electrons in the EtOH matrix in order to interpret the 
feature of their photoinduced decay.26-28
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The equilibria between triisooctylamine dissolved in several organic diluents and dilute aqueous solutions 
of HC1 have been studied. In 1,2-dichloroethane, dichloromethane, 1,2-dichlorobenzene, and chloroform, 
the ammonium salts usually exist as ion pairs within the range of concentrations investigated. In the low 
dielectric constant diluents, benzene, xylene, and carbon tetrachloride, the ion pairs aggregate. The sem- 
ithermodynamic formation constants for the extraction of the ion-paired triisooctylammonium chloride de­
pends on the polarity or dielectric constant of the diluent and on the chemical nature of the diluent. Chem­
ical methods and ir spectroscopy have been used. The ir method appeared very accurate for equilibrium 
constant determination.

Introduction

Previous investigations have shown that the extraction 
of acids and metallic ions by long-chain alkylamines is sig­
nificantly influenced by the nature of the diluent. It was 
found in the extraction of acids that complexes of the type 
(RsNHX)^ (HX = strong mineral acid; R3N = tertiary 
amine) are generally formed. 1 -1 1  The value of n is small at 
low aqueous acidity with low total amine concentration. 
Larger aggregated species may exist depending upon aque­
ous acid concentration and amine concentration. 12 The for­
mation of these larger aggregates is also greatly dependent 
on the nature of the diluent. Among tertiary amines, 
trioctylamine and trilaurylamine have been extensively 
used to study complex formation with acids occurring in 
the conversion of the base form into the salt, 1 -6 ’9 -11 for in­
stance.

Even though the conclusions with trioctylamine and tri­
laurylamine can be considered as characteristic of the be­
havior of salt solutions of tertiary amines in equilibrium 
with the supporting aqueous acid phase, similar investiga­
tions with other amines should prove interesting and useful 
as a guide to further studies of the extraction of metallic 
anions. Many publications, dealing with the use of tri­
isooctylamine (TIOA), have confirmed its excellent extrac­
tive properties. In comparison with trioctylamine and tri­
laurylamine, however, little has been published on the ex­
traction of mineral acids with triisooctylamine.3’7 ’8’13 -17

This paper deals with the extraction of hydrochloric acid 
by triisooctylamine with respect to widely different diluent 
character. While studying the extraction of uranyl chlo­
ride,8 we determined the behavior of the organic phase in 
contact with aqueous hydrochloric acid solution for salt so­
lutions in benzene, xylene, and carbon tetrachloride. It was 
found that, at low salt concentration, the law of mass ac­
tion is followed. No attempt was made at that time to eluci­
date the phenomenon occurring at higher salt concentra­
tions. Because in the extraction of metals, amine salts at 
rather high concentrations are used, it is important to 
study the extraction reactions in these conditions. In this 
paper, an attempt is made to evolve a quantitative descrip­
tion of the extraction equilibria, keeping in mind the possi­
bility of aggregation of the amine salts. We have limited

our investigations to the range of aqueous acid concentra­
tions where no uptake of excess mineral acid can occur in 
the organic phase. That is, we have investigated the range 
of aqueous acid concentrations where the ratio of the initial 
amine concentration to the acid concentration in the organ­
ic phase is equal to, or smaller than, unity ([HCl]c < 
[ R 3N ]0i).

The diluents were chosen to cover a wide variation in 
character, including at the same time the most practical 
ones and those most commonly used in the extraction of 
metallic ions by long-chain alkylamines. The diluents used 
were benzene, xylene, carbon tetrachloride, 1 ,2 -dichloro- 
benzene, 1 ,2 -dichloroethane, chloroform, and dichloro­
methane.

The extraction system was studied by the back-extrac­
tion technique and by the partition isotherms method. Fur­
thermore, an infrared spectroscopic investigation was un­
dertaken in order to obtain additional information.

The infrared method has proved to be a very accurate 
method for determination of the equilibrium constant, by 
following the acidity of the organic phase.

Experimental Section
The amine and the diluents used here, as well as the 

technique of extraction and the methods of analysis, have 
been described in previous publications.8 The extractions 
were performed at (25 ±  2  °C). The acid content of the 
aqueous phases was determined either by potentiometric 
titration or by pH measurements.

For the distribution isotherms technique 1  M (H+, 
Na+)C1_ solutions were used. Each amine solution of a 
given concentration was equilibrated with at least ten 
aqueous acid solutions of variable acid concentrations of 
constant ionic strength. The acid content of both phases 
was determined at equilibrium and the pH of the aqueous 
phase was measured. In some cases, the acid content of the 
organic phase was obtained by evaluating the difference 
between the acidity of the initial aqueous phase and the 
acidity of the aqueous phase at equilibrium.

All determinations were performed under an argon at­
mosphere. Experimental data agreed within ±1%. Re­
ported results are the averages of at least two determina­
tions. No third phase, or a variation of volume of the two
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Figure 1. Logarithmic plots of the ammonium salt [R3NHCl]0 concentration in the organic phase vs. the aqueous acid activity aHci multiplied 
by the free amine concentration [R3N]0. The aqueous acid activity is obtained from pH measurements: in chloroform (O), in 1,2-dichloroeth- 
ane (□); the aqueous acid activity is obtained from the acid concentration: in chloroform (•), in 1,2-dichloroethane (■), in dichloromethane 
(A).

TABLE I: Equilibrium Constants of Hydrochloride Salt of 
Triisooctylamine in Various Diluents by the Back-Extraction 
Method

Alcalimetry

Diluent [H+]aq 7±HC1 [R3NHC1]0 log Ki

Benzene 2.20 X  10-2 0.874 7.84 X  10-2 3.98
1.98 X  10-2 0.876 5.52 X  10-2 3.96
1.71 X  10-2 0.882 3.29 X  10-2 3.92
1.28 X  10-2 0.896 1.22 X  10-2 3.86
1.01 X  10-2 0.905 5.70 X  10-3 3.83

Xylene 3.10 X  10-2 0.860 7.60 X  10-2 3.53
3.10 X  10-2 0.861 6.76 X  10-2 3.48
2.80 X  10-2 0.866 5.20 X  10-2 3.50
2.65 X  10-2 0.868 4.15 X  10-2 3.47
1.67 X 1 0 -2 0.887 1.03 X  10-2 3.45

ecu 3.20 X  10-2 0.850 7.85 X  10"2 3.52
2.94 X  10-2 0.862 5.80 X  10-2 3.48
2.74 X  10-2 0.867 4.00 X  10-2 3.41
2.18 X  10-2 0.875 2.10 X  10-2 3.46

pH Metry

[R3NHC1]0 (H+) [R3N]0 log K 1

Xylene 7.5 X  10-2 2.62 X  10-2 3.2 X  10-2 3.53
6.1 X  10-2 2.57 X  10-2 2.9 X  10-2 3.50
5.3 X  10-2 2.55 X  10-2 2.7 X  10-2 3.48
3.7 X  10-2 2.38 X  10-2 2.3 X  10-2 3.45
1.1 X  10-2 1.77 X  10-2 1.4 X  10-2 3.50

CC14 7.85 X  10~2 2.89 X  10-2 2.93 X  10-2 3.50
5.80 X  10-2 2.88 X  10-2 2.70 X  10-2 3.41
4.00 X  10-2 2.36 X  10-2 2.47 X  10-2 3.46
2.10 X  10-2 1.89 X  10-2 2.10 X  10-2 3.44

phases, were observed. The subscript o represents the or­
ganic phase, aq the aqueous phase, and i the initial concen­
tration. The symbol ( ) or a represents the activity, and
[ ] or C the concentration.

I r  E x p e r im e n ts . Infrared spectra were obtained from liq­
uid film (solutions) using a Perkin-Elmer 221, double-beam 
instrument with cell windows of sodium chloride. The ab­
sorbance due to the diluent was compensated. Spectra were 
recorded from 4000 to 200 cm-1. Infrared spectra were ob­
tained for TIOA and its hydrochloride salt in chloroform,
1 ,2 -dichloroethane, and carbon tetrachloride.

The acid content of the organic phase was determined 
for salt solutions in chloroform and 1 ,2 -dichloroethane 
based on the band at 2360 cm- 1  attributed to R3NH+ — 
Cl- .

Results
A. B a c k -E x t r a c t i o n  M e t h o d . The general equation for 

extraction of HC1 by TIOA can be written

pR3No + gHaq+ + gClaq-  *  [(R3N)p(HC1) 9 ]0 (1)

As for the experimental constraint applied in the back- 
extraction tests, the ammonium salt contains an equal 
number of moles of amine and acid, hence p  =  q and the 
equation for the back-extraction tests becomes as follows:

[R3NHC1]Po pR3NQ + pHaq+ + pClaq-  (2 )

It has been assumed that the ionic dissociation of amine 
salts is practically nonexistent in diluents of low dielectric 
constants. 18 It is also assumed that the free amine concen­
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tration [R3N]„ is equal to the acid concentration in the 
aqueous solutions at equilibrium. For the amine and its 
salt, concentrations are used as an approximation to activi­
ties. This is the best available expedient, because our re­
sults appear to indicate that the organic phase cannot be 
considered as behaving ideally. Similarly, as an expedient 
approximation, we shall consider for the aqueous acid, the 
pH as being equal to log sh+ (and —pH — log yh+ ^  log 
C h+). The activity coefficients used are taken from the lit­
erature. 19 Hence application of the law of mass action to eq 
2  will give the semithermodynamic salt formation con­
stants in terms of activities and molarities, K j.

For salt solutions in 1,2-dichlorobenzene, dichlorometh- 
ane, 1 ,2 -dichloroethane, and chloroform, the different sets 
of results (available as supplementary material; see para­
graph at end of text regarding supplementary material) 
seem to indicate the absence of any marked reactions in the 
organic phase, including polymerization, within the con­
centration range shown. From the slope of the curves (Fig­
ure 1 ), it can be concluded that the ammonium salt exists 
as undissociated ion pairs up to ^ 0 .1  M.

For salt solutions in benzene, xylene, and carbon tetra­
chloride the results (Table I) seem to indicate a progressive 
variation of the value of K \  with concentration. However, 
this variation is not very important in the tenfold range of 
concentrations studied. One reasonable interpretation 
could be that in these diluents, the ammonium salt exists 
mainly as the monomeric species, without excluding the 
formation, in small amounts, of polymeric species, mainly 
dimeric ones. This is in agreement with literature data on 
the extraction of hydrohalic acids with trilaurylamine and 
trioctylamine in benzene and carbon tetrachloride. 1 ’2,4

It appears that the diluent plays an important role in de­
termining the affinity of the amine for the aqueous acid. 
The mean values of the constants in benzene, xylene, and 
carbon tetrachloride are in fairly good agreement with the 
values reported for TOA-HC1 in benzene,20 toluene,21 and 
c a r b o n  tetrachloride. 22 For salt solutions in dichlorometh- 
ane and 1 ,2 -dichloroethane the equilibrium constant is a 
factor of 1 0 3 greater than for solutions in benzene, xylene, 
and carbon tetrachloride. In the extraction of hydrogen 
bromide by solutions of trilaurylamine, a difference be­
tween the equilibrium constant of more than 1 0 5 was re­
ported for salt solutions in chloroform and cyclohexane; for 
TLA-HC1 0 4 , the difference is almost 104 for salt solutions 
in triethylbenzene and 1 ,2 -dichlorobenzene. 1

In general, the higher the dielectric constant of the dilu­
ent, the better the extraction. One explanation for this is 
that a positive electrostatic free energy obstructs the trans­
fer of ions from a medium of high dielectric constant 
(water) to one of lower value.

However, the correlation between the ease of extraction 
and the dielectric constant of the diluent is not very good. 
For example, here, K i is larger in chloroform ( 2  = 4.8/20 
°C)23 than in 1,2-dichlorobenzene (2 = 9.9/25 °C) while 
there is a difference of more than 1 0 2 between the K i 
values in 1 ,2 -dichlorobenzene and 1 ,2 -dichloroethane ( 2  = 
10.4/25 °C), two diluents which have close dielectric con­
stants.

Both “electrostatic” solvation of the ions and a short 
range “chemical” interaction with the diluent should then 
be taken into account. Such an argument was suggested to 
explain HCIO4 extraction by TLA in chlorobenzene and 
anisole.1 If the diluent is somewhat basic, it may interact 
with the weakly acidic hydrogen of the ammonium cation.

Figure 2. Plots of Z  vs. pH for solutions of four different initial con­
centrations of amine [R3Nji in the various diluents. Molarity of the 
amine in 1,2-dichlorobenzene (a): 0.193 (•), 0.0979 (O), 0.483 (A), 
0.0248 (□); in chloroform (b): 0.214 (•), 0.103 (O), 0.0561 (A), 
0.0271 (□); and in 1,2-dichloroethane (c): 0.203 (□), 0.109 (O), 
0.0508 (A), 0.0253 (▲).

For chloroform which is slightly acidic, there is a possibility 
of hydrogen bonding to the anion. A consideration of these 
two aspects of diluent properties may explain the differ­
ences in the value of the equilibrium constants reported 
here.

Many authors1,2,4 have reported that trialkylammonium 
salts of long-chain amines in chloroform appear to be mo­
nomeric in the range of concentrations used here. Warn- 
quist,24 however, using the emf titration technique, found 
that the hydrochloride salt of diisononylamine exists only 
in the dimeric form. There is much evidence from various 
experimental methods that (strong) acid salts of long-chain 
secondary amines generally have a greater tendency to ag­
gregate.

B. P a r t i t i o n  I s o th e r m s  M e t h o d . The partition isotherms 
method, with four different initial amine concentrations in 
the range between 0.025 and 0.2 M, was used to check inde­
pendently the results obtained by the back-extraction tech­
nique and to find the composition of the aggregates of the 
amine salt in the organic phase, where aggregation appears 
to occur.

Since an ionic medium, 1.00 M (Na+, H+)C1- , was used, 
the activity coefficients in the aqueous phase may be as­
sumed to be practically constant. Measurements of pH of 
the aqueous phase were carried out. The acid content of the 
organic phases was determined by titration, when the re­
sults were estimated to be sufficiently accurate. Organic 
acid content can be calculated as the difference in the HC1 
concentrations of the aqueous phase before and after equi­
librium. The hydrogen ion concentration in the aqueous 
phase at equilibrium is obtained from pH measurements 
and activity coefficients.25 The deviation of [Cl- ] from 1.00 
M can be neglected, so that (Cl- ) can be considered con­
stant.26 Here we use the same expedient approximations 
which we used for the treatment of the results obtained by
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Figure 3. Plots of Z  vs. pH for amine [R3N], solutions of four different initial concentrations in benzene; amine molarity: 0.226 (□), 0.0983 
(A), 0.0538 (O), and 0.0240 (A).

Figure 4. Plots of Z  vs. pH for amine [R3N] j solutions of four different initial concentrations in xylene; amine molarity: 0 256 (A) 0 121 (□) 
0.0543 (O), and 0.0235 (A).

the back-extraction method for activities and concentra­
tions.

The results are presented as a function Z  of pH, where 
Z = [HCl]0/[R3N]oi

For solutions of the four amine concentrations in the vari­
ous diluents, the plots Z  =  f(pH) were drawn. We refer to 
Kojima et al.27 for the calculation procedure.

The application of the mass action law to eq 1  gives
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Figure 5. Plots of Zvs. pH for amine [R3N]i solutions of four different initial concentrations in carbon tetrachloride; amine molarity: 0.242 (□ ), 
0.113 (O), 0.0542 (A), and 0.0245 (A).

[(R3N)p(HC1) „ ] 0

pq [R3N]0P(H+)aq«(Cl-)aq?
Under our experimental conditions (Cl- ) is constant. It fol­
lows

, [(R3N)p(HCl) q ] 0

PQ [R3N]0p(H+V
K PV' = Kpq( C l - V

It is convenient to present our results in two parts, be­
cause two distinctly different groups of results were ob­
served with the diluents: 1 ,2 -dichloroethane, 1 ,2 -dichloro­
benzene, and chloroform on one side, and benzene, xylene, 
and carbon tetrachloride on the other.

1. S o lu t io n s  o f  t h e  H y d r o c h lo r id e  S a lt  o f  T IO A  in  1 ,2- 
D ic h lo r o e th a n e ,  1,2 -D ic h lo r o b e n z e n e ,  a n d  C h lo ro fo rm .
Plots of Z  =  f(pH) are shown in Figure 2. The agreement 
between different amine concentrations in each plot indi­
cates that p = 1. Since under our experimental conditions, 
excess acid extraction is avoided, hence q < p and q =  1 , so 
that only the complex R3NHCI is formed.

The apparent equilibrium constant at 1 M NaCl ionic 
strength can then be rewritten

K i '  =  [HCl]o/[R3N]0(H+)aq

The free amine concentration was obtained from the dif­
ference between its initial concentration and the acid con­
tent of the organic phase.

2. S o lu t io n s  o f  th e  H y d r o c h lo r id e  S a lt  o f  T IO A  in  B e n ­
z e n e ,  X y l e n e ,  a n d  C a r b o n  T e tr a c h lo r id e . Plots of Z  vs. pH 
are shown in Figures 3-5. The lack of agreement between 
the plots for different TIOA concentrations indicates that 
one or more polynuclear complexes are formed.

Figure 6 . Plots of [HCI]0/aH+[R3N]o vs. aH+[R3N] 0 for amine [R3N] 
solutions of four different initial concentrations in benzene; amine 
molarity: 0.226 (□), 0.0983 (A), 0.0538 (▲), and 0.0240 (O).

The calculation method indicated above to obtain the 
concentration of the free amine can no longer be used. This 
concentration was obtained from a graphical method.27

The values of [R3N]0 determined from the graphical 
method using the values of <z h + , [R:tN]ni, and Z  were found
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Figure 7. Plots of [HCI]0'aH+[R3N]0 vs. aH+[R3 N] 0 for amine [R3 N] solutions of four different initial amine concentrations in xylene; amine 
molarity: 0.256 (□), 0.12' (O), 0.0543 (A), and 0.0235 (A).

Figure 8. Plots of [HCI]o/aH+[R3N]0 vs. aH+[R3N]0 for amine [R3N] solutions of four different initial concentrations in carbon tetrachloride; 
amine molarity: 0.242 (□). 0.113 (A), 0.0542 (O), and 0.0245 (A).

to be identical with the difference between the initial or 
total amine concentration and the acid content of the or­
ganic phase at equilibrium, regardless of the initial or total 
amine concentration. Hence it can be concluded that p = q.

The values of K pp' may be determined with the values of 
[HCl]0, oh+, and [RaN]0. The plots of [HC1] J a h+ [R3N] „ vs. 
OH+fR^Njo should give a straight line, if the only species 
present are the monomeric and dimeric ones. This appear 
to be so, as shown in Figures 6 - 8 . The equilibria involved 
can then be written

R3N + H+ + Cl- ^  R3NHCI 

2R3N + 2 H+ + 2C1- ^  [(R3NHC1)2]

The values of the equilibrium constants of these reactions 
have been calculated.28 From the values of K ¡ '  and K -/  ob­
tained, the values of K i  and K 2 were determined in which 
the mean activity coefficient of a 1 M NaCI aqueous solu­
tion was used as the activity coefficient of the chloride ion. 
Considering the reaction
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TABLE II: Equilibrium Constants of the Hydrochloride Salt of TIOA in Various Diluents

Diluent log K S log K i b log K  ic log K ,d log K 2 log Kd

Benzene 3.90 3.97 3.88 9.11 1.16
Xylene 3.48 3.47 3.52 3.52 8.67 1.63
Carbon tetrachloride 3.47 3.46 3.42 3.38 8.55 1.70
1,2-Dichlorobenzene 4.97 4.89
1,2-Dichloroe thane 6.07 6.04 6.06
Dichloromethane 6.15
Chloroform 5.74 5.67 5.70

•■V .
a Obtained from back-extraction technique data and alcalimetric determinations of aqueous acid concentrations at equilibrium. 6 Ob­

tained from back-extraction technique data and pH determinations of aqueous acid concentrations at equibrium. 0 Obtained from direct 
extraction technique. d Obtained previously8 from back-extraction technique data for amine salt concentrations equal to or smaller than 
2.5 X H r 2 M, by pH measurements and alcalimetric determinations.

2R3NHC1 (R3NHCD2

K d = [(R3NHC1)2]/[R3NHC1] 2 = K 2/ K S

The data for the values of K \, K 2, and K d are summarized 
as follows:

K 1 K 2 K  d

Benzene 9.40 X 10 3 1.30 X 10 9 14.6
Xylene 3.34 X 10 3 4.75 X 10« 42.6
Carbon tetrachloride 2.66 X 10 3 3.59 X 10 8 50.7
1,2-Dichlorobenzene 7.80 X 10 4
1,2-Diehloroethane 1.15 X 10 6
Chloroform 5.10 X 10s

For the direct extraction method used here, the only direct 
comparison of our data which can be made is with those of 
Kojima et al. ,27 who used the same technique for the HC1 
salt of TOA in benzene. Our results in this diluent are con­
sidered to be in fairly good agreement with the correspond­
ing equilibrium constants of K \  = (1.51 ±  0.02) X 104; K 2 = 
(2.92 ±  0.07) X 109, and K d = 12.9 ±  0.5 found by the above 
mentioned authors for TOA-HC1. The differences which 
appear could be explained by the difference in the basic 
character of the two amines.

Our data indicate that the dimer formation ability is in­
fluence by the diluent such as benzene < xylene < carbon 
tetrachloride.

It appears that within the range of concentrations inves­
tigated, the aggregation, when it occurs, leads to the forma­
tion of dimeric species, excluding higher aggregates. Sever­
al investigators have already come to this conclu­
sion. 1-2’4’27’29'30 Muller and Diamond1 have found this for 
the hydrohalic salt of trilaurylamine, using the back-ex­
traction technique and vapor pressure measurements (ex­
cept for solutions in cyclohexane, where tetramers were 
found to exist). An average value of n  from 1.47 to 1.74 is 
found for the hydrohalic salt of TLA in benzene. 1 Similar 
conclusions were reached by Fomin and Potapova29 at a 
concentrations of 0.1-0.2 M for tri-n-octylammonium ni­
trate in carbon tetrachloride using boiling point measure­
ments, and by Keder et al.4 for hydrochloride and nitrate 
salts of trioctylamine in carbon tetrachloride, using NMR 
within the concentration range 0.1-0.5 M. Furthermore, a 
shift of the N-H proton resonances to lower magnetic fields 
upon dilution suggests that this is due to the break up of 
dimers.

However, such a simple mechanism leading to an equi­
librium monomer <=► dimer is not absolute and high mul- 
timers seem to sometimes exist predominantly. Hogfeldt’s 
results12 are a good illustration of this.

TABLE III: Infrared Absorption Frequencies of Pure 
Triisooctylamine

Absorption
frequencies,

cm- 1  Assignment

1094 The valence vibration C-N
1162,1360,1374 Symmetric deformation vibration
1460 The CH2 deformation vibration

and the CH3 asymmetric 
deformation vibration

2795 Vibration of C-H coupled to N of
TIOA

2864 The CH3 symmetric valence
vibration

2920 The phase valence vibration of CH2
2950 The CH3 antisymmetric valence

vibration

One interesting feature is that in diluents of low dielec­
tric constant such as benzene, xylene, and carbon tetra­
chloride, dimer and multimer formation occurs only within 
a certain range of concentration for ammonium salts of ter­
tiary amines.

There are so many factors which can interfere in the de­
termination of the concentration range where polymeriza­
tion starts, that it is impossible to give an order of magni­
tude of this concentration range. However, it is surprising 
to note an observable divergence while conditions remain 
nearly unchanged. For instance, Newmann and Klotz20 

suggested a relationship between the failure of the mass ac­
tion law treatment of the experimental data and specific 
nonideality caused by polymerization of the monomers 
over 2 X 10- 2  M in the extraction of HC1 by TOA in ben­
zene, while according to Mazurova and Gindin,21 in tolu­
ene, up to 0.1 M, only the monomeric species exist. It 
seems, however, that aggregation is more favored in toluene 
than in benzene.

However, Mazurova and Gindin found a very slight in­
crease in log K\ on increasing the amine concentration 
from 0.0148 to 0.09227 M, which according to them is clear­
ly due to some change in the activity coefficients of the or­
ganic phase.

What appears from this is that nonideal behavior has 
been interpreted by two different meanings. As a matter of 
fact deviation from Raoult’s law may be attributed, at least 
partially, to nonspecific nonideal behavior of the solutes, 
e.g., a change in the activity coefficients of the organic 
phase solutes. Instead, the deviation of alkylammonium 
salt solutions from an ideal behavior can also be due to the 
aggregation of the solutes. Both approaches are correct but
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TABLE IV: Infrared Absorption Frequencies (cm-1) of TIOA 
and Its Hydrochloride Salt in Chloroform and 
1,2-Dichloroethane

TIOA Hydrochloride Hydrochloride
TIOA in salt of salt of

in CH2 C1- TIOA TIOA in
c h c i 3 CH 2 C1 in CHCI3 CH2 C1CH2 C1

1 0 1 1

1092 1060
1075

1163 1115
1364 1364 1365
1376 1378 1378 1378
1460 1460 1465 1465
1660 1660 1605
1712 1712

1720 1720
2800 2800 2360 2360

shoulder shoulder
2864 2864 2868 2868
2920 2920 2920 2920
2950 2950

they need to be clearly distinguished and it is usually rath­
er difficult to choose between these two reasons.31

In fact experience has shown that the determination of 
activity coefficients of the organic phase solutes under 
changing conditions in a multicomponent extraction sys­
tem is a formidable task. Furthermore, the activity coeffi­
cients estimates in various solvent extraction systems are 
only exceptionally of general thermodynamic validity. 
Hence, the only quantitative process to be considered is re­
lated to aggregation.

The different sets of results for the values of the semi- 
thermodynamic equilibrium constants are given in Table II.

These differences are due to the different methods used.
C. In fr a r e d  S tu d y . Some infrared absorption bands ap­

pearing in our spectra are listed in Tables III and IV. The 
band at 1090 cm- 1  is assigned to C-N stretching according 
to Bullock et al.32 In comparing the spectrum of TIOA with 
that of TIOA solution in chloroform, a small lowering of 
the C-N stretching frequency was observed. This could be 
due to specific interaction (hydrogen bonding) between the 
diluent and the amine. This band disappears in TIOA-HC1 
salt solutions, corroborating the data in the literature.32'33 

In the salt solution a frequency shift to 1070 cm- 1  is ob­
served; this can be interpreted as meaning that the nitro­
gen doublet is no longer free, the ammonium cation C-N- 
H+ being formed. This band appears even to be a doublet 
with a maximum of low intensities at 1073 and 1060 cm-1.

The origin of the band at 1712 cm- 1  for the amine solu­
tion which is shifted to 1720 cm- 1  for the hydrochloride 
salt is not clear. Other authors have also not given any as­
signment to this band.32

The infrared spectrum of TIOA shows a band at 2795 
cm- 1  which is attributed to C-H stretching.

In chloroform solution, the hydrogen is bound to the ni­
trogen of the amine. There follows a weakening of the bond 
between the free electrons of the nitrogen and the C-H33 

stretching; the band at 2795 cm- 1  becomes a small shoul­
der and shifts to 2800 cm-1. This change cannot be attrib­
uted to the diluent for which, in this region, bands are weak 
or nonexistant, because of the diluent compensation tech­
nique.

The protonated form of the amine N-H+ produces a 
broad band with a maximum at 2360 cm- 1  and perhaps at 
1011 cm-1. According to Bullock et al.32 for the MDOA salt

of hydrohalic acids, the series of bands in the region 2400- 
2700 cm- 1  is assigned to N-H+ stretching modes in N - 
H+—X - , the frequencies depending on X - . For the band at 
2360 cm- 1  in chloroform and 1,2-dichloroethane, Beer’s law 
appeared to be valid. No frequency shift or broadening was 
observed with change of concentration. Complete and par­
tial spectra of the hydrochloride salt of TIOA were taken to 
determine the acid content of the organic phase. Absorp­
tion of standard organic solutions containing respectively 
5:7.5:10:20:50:60:70:80:90 and 100 mM were recorded. The 
plot of log (Io/ I) vs. acid content of the organic phase gives 
a straight line up to a concentration of 70 mM, where 
Beer’s law ceases to be valid. Very good agreement was 
found for the acid content determined either potentiomet- 
rically or by ir absorbance at 2360 cm-1. The values of the 
equilibrium constant calculated from ir measurements 
were consistent within 0 .1 %.

S u p p le m e n t a r y  M a te r ia l  A v a ila b le : a complete listing of 
the equilibrium constants (6  pages). Ordering information 
is available on any current masthead page.

References and Notes
(1) R. M. Diamond, “ Solvent Extraction Chemistry” , North Holland, Amster­

dam, 1967, pp 349-361; R. M. Diamond and D. G. Tuck, Prog. Inorg. 
Chem., 2, 109 (1960); W. Muller and R. M. Diamond, J. Phys. Chem., 
70, 3469 (1966); J. J. Bucher and R. M. Diamond, ibid., 69, 1565 
(1965); W. Muller, Actinides Rev., 1, 71 (1967).

(2) G. Duyckaerts, J. Fuger, and W. Muller, EURATOM Report No. EUR 
426.F, Brussels, Belgium, 1963; W. Miiller, G. Duyckaerts, and J. Fuger 
in “ Solvent Extraction Chemistry of Metals” , H. A. C. Mc Kay, T. B. He­
aley, I. L. Jenkins, and A. E. Naylor, Ed., Macmillan, London, 1966, p 
233; W. Muller and G. Duyckaerts, EURATOM Report No. 2246 e, 1965.

(3) F. L. Moore, NAS-NS-3101, National Academy of Sciences, Nuclear 
Science Series, Office of Technical Services, Department of Com­
merce, Washington 25, D.C., 1960; F. L. Moore. Anal. Chem 29, 1660 
5(1967); 30, 908(1958).

(4) W. E. Keder and A. S. Wilson, Nucl. Sci. Eng., 17, 287 (1963); W. E. 
Keder, A. S. Wilson, and L. L. Burger, Symposium on Aqueous Repro­
cessing Chemistry for Irradiated Fuels, Brussels, Belgium, 1963 
(HWSA-2959); A. S. Wilson and N. A. Wogman, J. Phys. Chem., 6 6 , 
1552 (1962); W. E. Keder and L. L. Burger, ibid., 69, 3075 (1965).

(5) C. F. Coleman, At. Energy Rev., 2, 3 (1964); Nucl. Sci. Eng., 17, 274
(1963) ; C. F. Coleman and J. W. Roddy, "Solvent-Extraction Chemis­
try” , North-Holland, Amsterdam, 1967, pp 362-367; J. W. Roddy and C.
F. Coleman, J. Inorg. Nucl. Chem., 30, 3600 (1969).

(6 ) G. Markovlts and A. S. Kertes, “ Solvent Extraction Chemistry", North 
Holland, Amsterdam, 1967, pp 390-397; A. S. Kertes and G. Markovits, 
J. Phys. Chem., 72, 4202 (1968); A. S. Kertes, J. Inorg. Nucl. Chem 
27,209(1965).

(7) R. Kollar, V. Plichon, and J. Saulnier, Bull. Soc. Chim. Fr„ 2193 (1967).
(8) A. S. Vieux, Bull. Soc. Chim. Fr., 3364, 3366 (1969); A. S. Vieux, N. 

Rutagengwa, J. B. Rulinda, and A. Balikungeri, Anal. Chim. Acta, 68 , 
415 (1974); A. S. Vieux, Bull. Soc. Chim. Fr., 4281 (1968); CR Acad 
Sci., 265,987, 1158(1967).

(9) J. M. P. F. Verstegen, Trans. Faraday Soc., 58, 1878 (1962); J. M. P. F. 
Verstegen and J. A. A. Ketelaar, ibid., 57, 1527 (1961).

(10) M. L. Good, J. Inorg. Nucl. Chem., 25, 467 (1963).
(11) G. Scibona, R. A. Nathan, A. S. Kertes, and J. W. Irvine, Jr., J. Phys. 

Chem., 70, 735 (1966); G. Scibona, S. Basol, F. Orlandini, and P. R. Da- 
nesi, J. Inorg. Nucl. Chem., 28, 1441 (1966).

(12) E. Hogfeldt and F. Fredlund, Acta Chem. Scand., 18, 543 (1964); E. 
Hogfeldt and F. Fredlund, Trans. R. Inst. Technol., Stockholm, 27, 226
(1964) ; E. Hogfeldt, B. Bolander, and F. Fredlund, ibid., 225, 26 (1964); 
Proceedings of the 7th International Conference on Coordination Chem­
istry, Stockholm, June 1962, Paper 7 M4; E. Hogfeldt, P. Danesi, and F. 
Fredlund, Acta Chem. Scand., 25, 1338 (1971); E. Hogfeldt, Sven. Kern. 
Tidskr., 76, 4 (1964); L. Kuca and E. Hogfeldt, Acfa Chem. Scand., 25, 
1261 (1961); M. A. Lodhi and E. Hogfeldt, "Solvent Extraction Chemis­
try", North Holland, Amsterdam, 1967, p 421; E. Hogfeldt and De Jesus 
Tavares, Trans. R. Inst. Technol., Stockholm, 228 (1964); E. Hogfeldt,
F. Fredlund, and K. Rasmusson, ibid., 229 (1964).

(13) C. D. Strehlov, M.S. Thesis, MIT, 1964.
(14) W. Knoch, J. Inorg. Nucl. Chem., 26, 1085 (1964).
(15) C. Peak, M.S. Thesis, MIT, 1959.
(16) J. J. Lawrence, J. Inorg. Nucl. Chem.. 11, 69 (1959).
(17) U. Bertocci, AERE/R 2933 (1959).
(18) C. Krauss, J. Phys. Chem., 60, 129 (1956).
(19) R. A. Robinson and R. H. Stokes, "Electrolyte Solutions", 2nd ed, But­

terworths, London, 1959.

The Journal o f Physical Chemistry, Voi. 80, No. 12, 1976



Model for the Growth of NaY Zeolites 1291

(20) L. Newmann and P. Klotz, J. Phys. Chem., 65, 796 (1961).
(21) A. A. Mazurova and L. M. Gindin, Russ. J. Inorg. Chem., 10, 1389

(1965).
(22) J. Bizot and B. Tremillon, Bull. Soc. Chim. Fr., 129 (1959).
(23) G. Chariot and B. Tremillon, Les réactions Chimiques dans les Solvants 

et les sels Fondus, Gauthler-Villars, Paris, 1963, p 594.
(24) B. Warnquist, Acta Chem. Scand., 21, 1353-1367 (1967).
(25) R. G. Bates and E. A. Guggenheim, Pure Appt. Chem., 1, 163 (1960).
(26) H. S. Harned and B. B. Owen, “ The Physical Chemistry of Electrolytic 

Solutions", Reinhold, New York, N.Y., 1950, p 453.

(27) T. Kojima, H. Fukutonl, and K. Kaklhana, Bull. Chem. Soc. Jpn., 42, 875 
(1969).

(28) L. G. Sillen and N. Ingri, Ark. Kemi, 23, 97-121 (1964).
(29) V. V. Fomin and V. T. Potapova, Russ. J. Inorg. Chem., 8, 5098 (1963).
(30) M. Taube, J. Inorg. Nucl. Chem., 12, 174 (1959); 15, 171 (1960).
(31) A. S. Kertes, Natl. Stand. Ref. Data Ser., Natl. Bur. Stand., No. (G),102.
(32) J. I. Bullock, S. S. Choi, D. A. Goodrlck, D. G. Tuck, and E. J. Wood- 

house, J. Phys. Chem., 68, 2687 (1964).
(33) H. Brusset, G. Duboc, and F. Haffner, Bull. Soc. Chim. Fr., 3546-3555 

(1968).

R ates of C rys ta lliza tio n  and a M odel fo r th e  G row th  o f N aY Z e o lite s

Hartmut Kacirek and Hans Lechert*

Institute of Physical Chemistry of the University of Hamburg, 2 Hamburg 13, Laufgraben 24, Germany (Received December 5, 1975) 

Publication costs assisted by the Institute of Physical Chemistry of the University of Hamburg

Starting from the results of a previous paper, in which the validity of a simple kinetic equation for the growth 
of zeolites of the faujasite type has been shown, the influences of various parameters on the rate of crystalli­
zation are reported. In the considered range of concentration the linear crystallization rate proves to be pro­
portional to the concentration of the silicate in the solution phase for final products of equal Si/Al ratios. The 
crystallization rate varies for the growth of zeolite X to that of zeolite Y of an Si/Al ratio of 3.4 over three or­
ders of magnitude. Simultaneously, the apparent activation energy of this growth is increased considerably. 
Based on the experimental results, a model for the explanation of the crystallization process is developed. 
The rate-determining step seems to be given by the connection of silicate species, specific for the special 
structure, to the surface of the crystal.

Introduction
In earlier investigations of Kerr1 2  and Ciric3 the crystalli­

zation of X- and also of A-type zeolites has been found to be 
an autocatalytic process. This is in agreement with the ob­
servations of Breck and Flanigen4 and Mirskii and Pirozhkov5 

that generally the formation of zeolites is accelerated by nuclei 
already present in the reaction mixture. More detailed kinetic 
studies on the growth of several zeolite species have been re­
ported by Zhdanov,6 Meise and Schwochow,7 and Culfaz and 
Sand.8

In previous investigations we were able to achieve a strict 
separation of the processes of nucleation and growth for the 
crystallization of faujasite9 over a wide range of compositions 
of the final product, by suspending seed crystals of NaX in the 
aluminosilicate gel. The NaX has the faujasite structure, but 
a low Si/Al ratio and can be easily synthesized with small 
particle sizes in contrast to faujasites with high Si/Al ratio. In 
the previous paper9 it has been shown that the growth of the 
faujasites obeys a rather simple equation given by

—  = 3fcx273 
dt

1/3

(1 )

In this equation x  is the mole fraction for the amount of fau­
jasite already crystallized, where “mole” means in this case 
a formula unit NaA102-nSi02. x () is the mole fraction at the 
time t =  0 , which is equal to the amount of seeds suspended 
in the gel in the above mentioned experiment. The value of 
xq is given with respect to the total amount of aluminosilicate.

r 0 is the average radius of the seed crystals. The integrated 
form of the eq 1  describes the course of the crystallization

x  =  x 0 + 3 k ^ t  +  3 k 2 ^ - t 2 +  k s ^ - t 3  (2 )
Fo ro2 r03

Solving the eq 2 to the rate constant k ,  one obtains

The validity of this equation has been carefully checked in the 
investigations of the previous paper9 carrying out experiments 
with different amounts of seeds x o  and also with seed crystals 
with different average radii f (). The crystallization time t and 
the activation energy of the growth has not been studied in 
detail in the reported investigations. These parameters shall 
be studied in this paper together with some suggestions on a 
possible mechanism of the growth of the faujasite crystals.

Experimental Section
a. S a m p le  P r e p a r a t io n . The aluminosilicate gels were 

prepared by mixing water glass solution and alkaline alumi- 
nate solutions. Some hours after gelling the seeds of the zeolite 
NaX have been added under stirring and subsequent shaking. 
The seeds had an average radius of 0.23 p m  and were stored 
and used as an aqueous suspension. The batches were tem­
pered on a water bath. At time intervals samples were taken, 
which were filtered and washed to near neutrality.

b. A n a ly s is  o f  th e  P r o d u c ts . The composition of the sam-
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Figure 1. Dependence of rate constants k1 =  k /[S i0 2] SOi on Si/AI ratio of faujasites at 8 8  °C.

TABLE I: Experimental Determination of the Rate Constants ¿ fo r  the Growth of Faujasite with Different Si/AI Ratios 
from Batches with Different Compositions

Sample Si02/A_02 Na-Al/Si02 h 2o /aio2- Si02 soi, M 103fc, jum/h 103fc/SiO2soi Si/AI

319 5.0 2.5 400 0.515 200 388 1.39
323 2.1 1.06 160 0.231 75 325 1.47
320 5.0 2.0 400 0.500 145 290 1.50
3271 2.1 1.06 400 0.102 17 167 1.53
324 2.5 0.98 195 0.380 70 184 1.63
321 5.0 1.5 400 0.477 90 190 1.65
3281 3.0 0.92 400 0.174 25 144 1.78
325 3.0 0.92 235 0.283 58 205 1.83
322 5.0 1.0 400 0.435 49 110 1.95
326 4.1 0.83 320 0.370 38 103 2.02
290 4.0 0.83 400 0.274 25 91 2.08
3291 5.0 0.78 400 0.400 28 71 2.20
276 5.0 0.78 400 0.400 22 55 2.20
291 5.0 0.78 400 0.396 25 63 2.22
277 6.0 0.75 400 0.509 23 44 2.40
303 6.0 0.75 400 0.510 24 46 2.43
292 7.0 0.73 400 0.638 17 26 2.52
300 7.0 0.73 400 0.638 19 29 2.52
3301 7.5 0.72 400 0.706 19 27 2.54
301 8.0 0.71 400 0.756 18 24 2.69
278 8.0 0.71 400 0.755 15 19 2.70
302 9.0 0.70 400 0.830 14 16 2.82
293 10.0 0.69 400 1.02 8 8 2.85
279 10.0 0.69 400 1.02 9 9 2.89
294 12.0 0.67 400 1.27 2.0 1.6 3.08
295 14.0 0.65 400 1.54 1.0 0.7 3.19
296 14.0 0.65 600 1.01 0.53 0.5 3.40

pies has been determined by x-ray analysis. The error limit 
was less than 4%. Problems arising from the application of this 
method to the zeolite samples are discussed extensively in the 
previous paper.9 The Si/AI ratio was determined by x-ray 
fluorescence analysis within an error limit 1%. Additionally 
the particle size distribution was determined from scanning 
electron micrographs.

Results and Discussion

The first experiments were carried out in which the de­
pendence of the crystallization time on the Si/AI ratio of the 
final product was studied.

The experiments were done at a temperature of 88 °C. The 
values of xo and r"o were kept constant. From the values ob­

tained for x and t, the rate constants then were calculated 
using eq 3. The results of these experiments are summarized 
in Table I. From the values given in this table it can be seen 
that generally the crystallization time increases with in­
creasing Si/AI ratio in the final products, which results in 
decreasing values of k.

Assuming now that all concentration equilibria between the 
amorphous solid phase and the liquid phase are established, 
the Si/AI ratios of the final crystallization products are de­
termined by the ratios [Si02]/[A102_ ], [N a-A l]/[S i02], and 
[H20 ]/[A 102-] . Therefore, it is possible to obtain crystalli­
zation products with the same Si/AI ratio from batches with 
different initial compositions. In these cases, however, the 
crystallization rates Ax/dt are different. A direct relation

The Journal o f Physical Chemistry, VoL 80, No. 12, 1976



Model for the Growth of NaY Zeolites 1293

Figure 2. Crystallization curves for faujasite growth of samples 327 (a), 328 (b), 329 (c), and 330 (d) at 58, 6 8 , 78, and 8 8  °C considering eq 
2.

between the Si/Al ratio of the final products and this crys­
tallization rate can be established if the rate is referred to the 
concentration of the amount of silicate in the solution phase:

Si/Al = f [k'(T)] W = fc/fSiOaW (4)

The concentration [Si02]Soi of the silicate in the solution has 
been calculated from the silica content of the batch, the Si/Al 
ratio, and the amount of crystalline faujasite.

In Figure 2 the crystallization curves for faujasites with 
different Si/Al ratios at temperatures of 58, 68, 78, and 88 °C 
are shown. In Figure 3 the rate constant k', taken from these 
curves, is plotted against the reciprocal temperature. From 
this plot a relation between the apparent activation energy 
and the Si/Al ratio can be obtained which is shown by the data 
of Table II. The values of the Table II show a steady increase 
of the apparent activation energy with increasing Si/Al ratio.

Our activation energies values agree fairly well with the 
value of Zhdanov6 for the growth of zeolite A of 10 kcal/mol 
as well as with the values of 15 and 14 kcal/mol found by Breck 
and Flanigen4 for the formation of X- and Y-zeolites, re­
spectively. It should be kept in mind, however, that under the 
conditions chosen by the authors, the activation energies are 
composed of a number of temperature dependent parameters 
in a quite complicated way.

To further discuss of the mechanism of faujasite growth, 
the results, obtained in the previous paper9 and in this paper, 
important for this discussion are summarized: (a) The rate of 
the crystal growth can be described by an equation (eq 1 ) 
which is identical with that of a homogeneous reaction, (b) 
The growth of the crystals takes place at the interface between 
the crystals and the solution and not by a direct conversion 
of the aluminosilicate gel. (c) The rate of the crystallization 
is proportional to the actual surface 0  (x) of the crystals al­

ready present in the reaction mixture. (From this statement 
eq 1-3 have been derived, the validity of which has been shown 
in the previous paper,9 as already mentioned.) (d) The rate 
of the crystal growth of faujasites with equal composition is 
proportional to the SiC>2 concentration in the liquid phase 
within the investigated range of concentrations. The con­
centration of the aluminate has no influence on the crystalli­
zation rate, (e) The rate constant k decreases with increasing 
Si/Al ratio of the crystallization product. Within the range of 
Si/Al ratios from 1.4 to 3.4 a variation of k over three orders 
of magnitude can be observed.

Simultaneous Apparent Activation Energy Increases. As 
the rate-determining step, giving also the activation energy, 
Culfaz and Sand8’10 suggest a diffusion process of the reacting 
species. The high value of 15 kcal/mol, instead of about 3-5 
kcal/mol expected for diffusion in solutions, is explained by 
the high viscosity of the solution in the gel structure. In case 
of the diffusion as the rate-determining step, however, eq 1-3 
which clearly indicate the dependence of the crystallization 
rate on the surface of the crystals in the reaction mixture, 
should not be realized. As a first step for an explanation of the 
crystallization mechanism it seems to be helpful to look at the 
molecular species being necessary to build up the faujasite 
structure for different Si/Al ratios and also those present in 
solution under conditions of the crystallization of these 
products.

Investigations of McNicol et al.11,12 indicate that the solu­
tions in equilibrium with aluminosilicate gels used in zeolite 
synthesis contain different silicate species and only one mo­
nomeric aluminate ion. Especially, these investigations show 
that the solution contains no aluminosilicate. Therefore, the 
process of the dissolution of the amorphous aluminosilicate 
is strictly connected with the hydrolysis of all Si-O-AI bonds,
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Figure 3. Dependence O’ rate constant k' for faujasite growth on the 
reciprocal temperature.

TABLE II

Samples Si/Al kcal/mol Batch composition

327 1.53 11.8 NaA102-2.1(Nai 06H2 94- 
SiO4)400H2O

328 1.78 12.3 NaA102-3.0(Nao.92H3.o8-
Si04)400H20

329 2.20 14.1 NaA102*5.0(Nao 78H3 22- 
Si04)400H20

330 2.54 15.6 NaAlÜ2*7.5(Nao.73H3.27"
SiO4)400H2O

and the formation of these bonds in the final product must 
necessarily occur during the crystallization process.

Because of the Loewenstein rule13 a faujasite with Si/Al = 
1 can only be built up by an alternative arrangement of Si04 
and AIO4 tetrahedra. The formation of such a structure is only 
possible by linking monomeric aluminate with monomeric 
silicate units and the exclusive formation of Si-O-Al bonds. 
This is demonstrated in Figure 4a by a two-dimensional, 
“ pressed” representation of the faujasite structure.

Representations of this kind prove useful for studies of the 
possible arrangements of Si04 and AIO4 tetrahedra in the 
faujasite structure with different Si/Al ratios. For an Si/Al 
ratio of 1.18 one AIO4 tetrahedron must be substituted by one 
Si04 tetrahedron in a cuboctahedron. By this procedure four 
Si-O-Si bonds are formed. Eight Si04 tetrahedra in the re­
spective cuboctahedron remain surrounded by four A104 te­
trahedra, four Si04 tetrahedra are connected with three A104 
and one Si04, and the replaced Si04 is surrounded only by 
Si04 tetrahedra. The whole structure is demonstrated in 
Figure 4b. The structure of the arrangement of the Si04 te­
trahedra is shown in the following schematic drawing:

This silica species cannot be expected to exist in solution and 
must, therefore, be formed in a first crystallization step either

from five monomers, from three monomers and one dimer, or 
from two monomers and one trimer. The process of forming 
these species is most likely the rate-determining step of the 
growth.

To an X-type faujasite with Si/Al = 13/11 = 1.18, taking a 
single cuboctahedron and a statistical distribution of the 
substituting Si04 tetrahedron by a linking of the above dis­
cussed arrangements FK, the following average arrangements 
should occur:

These arrangements are linked in turn to more complicated 
structures (HK) with a low probability of occurrence. For an 
X-type faujasite with Si/Al = 1.18, the complete distribution 
of the mentioned species is given by:

M FK NK EK HK
61.5% 26.4% 4.4% 5.4% 2.3%

For an Si/Al ratio of 14/10 = 1.4 arrangement FK is proposed 
to occur twice and also the arrangements derived from FK 
occur with increased probability (Figure 4c).

Looking at the silicate species which might be present in 
solution during the crystallization process, it should be men­
tioned that the species EK can be formed readily by monomer 
ions and a four-membered ring shaped silicate ion. Proceeding 
to Si/Al = 15/9 = 1.67, FK occurs three times with a respec­
tively increased probability of the occurrence of the other 
species (Figure 4d). Deviating from the situation at the lower 
Si/Al ratios for Si/Al = 1.67, the occurrence of “ p-structure” 
arrangements is possible: The notations “ p structure” and “ 0 
structure” for the arrangements discussed until now has been 
chosen by Dempsey14 according to the notation of the isomers 
of the substitution products of benzene. Accordingly in an o 
structure two A104 tetrahedra are separated by one or by three 
Si04 tetrahedra, respectively. In a p structure, on the other 
hand, these A104 tetrahedra are separated twice by two Si04 
tetrahedra corresponding to the substituents in a p -benzene 
substitution product (Figure 4e). For mixed o-p structures 
there are not any characteristic arrangements of Si04 tetra­
hedra. Mainly, the following arrangements occur:

Linking two of these arrangements, for instance, the following 
is formed:

The Journal o f Physical Chemistry, Vol. 80, No. 12, 1976



Model for the Growth of NaY Zeolites 1295

Figure 4. “ Pressed”  representations of faujasite structure with different Si/AI ratios (O— •  =  A l-O -Si, • — •  =  Si-O-Si): (a) Si/AI =  1.0; (b) 
Si/AI = 1.18; (c) Si/AI =  1.4; (d) Si/AI =  1.67, o structure; (e) Si/AI =  1.67, o-p structure; (f) Si/AI = 2.0, o-p structure, (g,h) Si/AI =  2.0, p struc­
ture.

Beside this, simple dimer silicates can occur:

At Si/AI = 16/8 = 2.0, beside o and o-p structures, the oc­
currence of pure p structures is possible. These structures can 
be constructed by using only linear tetramers and its linkages, 
respectively:

These arrangements may lead to chains of four-membered 
rings, where the linkage is possible in the 1,2 or in 1,3 position 
demonstrated in the following:

These arrangements are extended over the whole crystal 
structure. Investigations of the silicate species in alkaline 
silicate solutions allow at least some qualitative arguments. 
Following McNicol et al.n >12 the silicate ion occurs only as 
monomer in solutions leading to the crystallization of zeolite 
A. Higher condensed silicates can be found for lower alkali 
contents and higher silica concentrations. Ir investigations of 
solutions of this kind, carried out by Beard,15 show variations 
of the degree of condensation from 1 to about 106 changing 
only the ratio Si02/H 20. Lagerstrom16 has observed in 0.5 m 
solutions, of the composition NamH4_mSi04 with m = 0.7 to
1.05, monomers of the kind Si(OH)4, SiO(OH)3~, SiCV 
(OH)44-, oligomers of the kind Si203(0 H)42~, and the ring- 
shaped ion Si4Os(OH)44_. With increasing dilution the ring 
shaped ion Si4Oe(OH)62_ is formed to an increasing extent. 
Similar results have been reported by Ingri et al.,17 and in
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quite detailed investigations by Aveston18 and Engelhardt, 
Wieker et al.20

Transferring these results to solutions present in our sys­
tems with crystallizing faujasites, it can be seen that under the 
conditions of the crystallization of the X-type zeolites with 
low Si/Al ratio, the solution contains preferably monomers 
and dimers with higher condensed species present only in 
unimportant amounts.

In the range of Si/Al = 1.4 to 2.0, the so called “ transition 
region” , an intermediate degree of condensation from 2 to 
about 4 can be assumed. For the conditions of synthesis of 
faujasites of the Y-type from 2.0 to 3.4, the average degree of 
condensation should be in the range of 4 to 20. For a final 
elucidation of these problems, further investigations on the 
relation between the kind of silicate species, the crystallization 
rate of a special zeolite structure, and the distribution of the 
AIO4 and Si04 tetrahedra in this structure are necessary. First 
experiments have been carried out with the molybdato 
method of Stade and Wieker19 which allow at least a rough 
indentification of the silicate species present in the initial 
solution as well as in a solution obtained by an acid decom­
position of the zeolite by attack of the Al-O-Si bonds. These 
experiments confirm the discussed ideas for low Si/Al ratios, 
and give some hints on the silicate species present for higher 
silica contents of the faujasites.
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The effect of the crystallinity of «-zirconium phosphate exchangers upon Li+/H + exchange reactions was in­
vestigated. The most crystalline exchanger formed three exchanged phases of approximate composition 
ZrLio.9_i.o4Hi.i_o.96(P04)2‘4H20, ZrLii.33_i 5oHo.67_o.5o(P04)2-4H20, and Zr(LiP04)2'4H20. As the crystallini­
ty of the exchanger decreases the composition ranges of the exchanged phases broaden until with amorphous 
exchangers only a single solid solution is obtained. The exchange reaction with the amorphous zirconium 
phosphate is reversible with Kj_,¡/h = 6.2 X 10-5.

Introduction

In part II of this series we presented the results of ion-ex- 
change titrations using LiCl + LiOH as titrant on a crystalline 
zirconium phosphate (a-ZrP) exchanger.2 Two endpoints were 
observed, one corresponding to the formation of Zr(Li- 
P 04)i.33(HP04)o.67-4H20  and the other to the fully exchanged 
phase Zr(LiP04)2-4H20. A somewhat similar result was re­
ported by Harvie and Nancollas.3 Subsequently, Alberti et al. 
showed that when a highly crystalline sample of «-ZrP is used 
in the titrations, three endpoints are obtained.4 A detailed 
study of the effect of crystallinity on Na+/H + exchange iso­

therms has in fact shown that significant differences are evi­
dent even in highly crystalline «-ZrP samples whose x-ray 
diffraction patterns appear almost identical.5 Thus, in order 
to reconcile the differences in the observed Li+/H + results, 
a more comprehensive study of the effect of crystallinity of 
the exchanger on the ion-exchange process was undertaken.

Experimental Section

Preparation of Zirconium Phosphates. The exchanger 
samples were prepared as described earlier.6 Portions of an 
amorphous gel were refluxed in 0.5 M H3P 04 for 48 h (0.5:48),

The Journal o f Physical Chemistry, Voi. 80, No. 12, 1976



Mechanism of Ion Exchange in Zirconium Phosphates 1297

4.5 M H3PO4 for 48 h (4.5:48), etc., up to 12:384. The refluxed 
solids were washed extensively and dried at 50 °C for 1 week.

Characterization of the Exchangers. Zirconium was de­
termined gravimetrically by precipitation with cupferron.7 
The exchanger samples (0.3-0.4 g) were first dissolved in 1 ml 
of concentrated HF, diluted, and made 10% in H2SO4 before 
precipitation. The phosphate content was determined, on 
separate samples, spectrophotometrically at 315 nm by the 
molybdovanadate method.8 Water contents were determined 
as loss on ignition to 800 °C. Thermogravimetric analysis 
(TGA) was* carried out at a heating rate of 5°/min under a 
helium atmosphere on a Tem-Pres Model TG-2A unit. Sim­
ilarly differential thermal analysis curves (DTA) were ob­
tained with a Tem-Pres DT-712 unit at a heating rate of 
17°/min. Reagent grade AI2O3 was used as a reference stan­
dard. X-ray diffraction patterns were taken with a North 
American Philips (Norelco) wide angle diffractometer at a 
scan rate of l°/m in using Ni-filtered Cu radiation (Cu Ka, A 
1.5418 A). For the Li+ exchanged samples x-ray patterns were 
taken of both the wet and dry solids to guard against phase 
changes which may take place on drying.

Ion-Exchange Studies. Equilibrations of exchanger with 
titrant (LiCl + LiOH) were carried out by a batch technique 
at a = 0.1 and 25 ±  0.1 °C as described before.6 The solution 
to solid ratio was 100 ml/g and equilibration times were 48 h. 
This equilibrium time was chosen on the basis of kinetic ex­
periments. At high loads (~5 mequiv/g) no further change in 
pH was observed after 20 h equilibration time, but, at low 
loads (~1 mequiv/g) small changes in pH occurred up to 100 
h. However, from 50 to 100 h the change amounted to no more 
than 0.01-0.02 pH units. Since this represents less than 0.2% 
of the total exchange reaction, for all practical purposes the 
reaction is complete after 48 h.

For the titrations in the reverse direction preweighed 
samples were exchanged to 90% load with LiCl + LiOH and 
shaken for 48 h. Under these conditions hydrolysis of phos­
phate groups was very low. The requisite amount of HC1 was 
then added and the whole equilibrated for an additional 48 
h. At the completion of the equilibrations the pH was deter­
mined on the clear filtrate with a digital Orion potentiometer, 
Model 801, equipped with a Corning combination electrode 
(Ag| AgCl internal and glass electrode external). The filtrates 
were analyzed for Li+ by flame emission, using a Perkin-Elmer 
uv-visible spectrometer fitted with a Model 139-0400 flame 
photometry attachment, for Cl" gravimetrically and for 
phosphate spectrophotometrically.8

A stock LiCl solution was prepared from reagent grade solid 
(Fisher Chemicals), filtered, and standardized by gravimetric 
determination of chloride ion. The LiOH solution was pre­
pared from boiled, deionized water under nitrogen so as to 
exclude CO2. This solution was standardized by titration 
against weighed amounts of NBS potassium acid phthalate. 
Chem-Tam (Bio-Rad Laboratories) standard 0.100 M HC1 
was further standardized against the stock lithium hydroxide 
solution by titration. Distilled, deionized water was used 
throughout.

Results
Characterization of the Exchangers. Analytical data for 

the zirconium phosphate preparations are given in Table I. 
The theoretical elemental analysis for Zr(HP04)2-H20 , cor­
rected for the presence of approximately 2% Hf, is 30.52% Zr, 
20.51% P, and 11.92% H20. The major deviation from theo­
retical stoichiometry is the higher water contents of the less 
crystalline exchangers. However, it should be noted that the

TABLE I: Analytical Data for Zirconium Phosphate 
Preparations

Sample % Zr %P % H20  LOI P/Zr pH'

UR gel6 28.04 18.25 19.56 1.96 3.5
0.5:48 26.78 18.46 20.09 2.07 3.5
4.5:48 29.88 20.09 13.23 1.98 3.9
9:48 30.10 19.93 12.04 1.95 3.7

12:48 11.86
12:96 30.10 19.90 12.39 1.95 4.0
12:384 11.6 4.0

0 Represents pH of last washing. 6 Unrefluxed gel.

100 200 300 400 300 600 700 800
TEMP (*C)

Figure 1. Weight loss vs. temperature curves for zirconium phosphates 
of different crystallinities as derived from thermogravimetric analysis 
(heating rate was 5°/min).

drying procedure was chosen arbitrarily so that this result is 
an artifact of the chosen conditions and demonstrates the 
greater tenacity with which the gels hold water. Under more 
stringent drying the theoretical water content is approached 
more closely.9 The high observed phosphate to zirconium ratio 
for sample 0.5:48 is also a common occurrence with poorly 
crystalline gels.9’10 It usually stems from adsorption of excess 
phosphoric acid which is difficult to wash out.10 This slight 
excess seemed to have a negligible effect upon the ion-ex- 
change data as several of the points in Figure 3 were checked 
with a portion of 0.5:48 which had been exhaustively rewashed 
and dried. The agreement was within the experimental error 
indicated by the circles of Figure 3 (~0.2 pH unit).

Weight loss curves obtained from thermogravimetric 
analysis are shown in Figure 1 and for 12:384 in ref 11. These 
curves are similar to those obtained for other refluxed gels 
with some small differences.6’10-1113 Surface and zeolitic water 
are, in general, lost below 300 °C while phosphate condensa­
tion occurs above 500 °C. However, these temperatures are 
dependent upon the heating rate chosen. Sample 12:96 lost 
its zeolitic water in roughly two stages up to 400 °C. This is in 
keeping with our earlier finding11 that highly crystalline a-ZrP 
preparations either lose their zeolitic water in this fashion or 
rapidly over a very narrow temperature range as with sample 
9:48. The reasons for this are not clear. The unrefluxed gel lost 
its last mole of water over a broad temperature range 
(~150-800 °C) which is also characteristic of the amorphous 
gel.12,13 However, even as mild a treatment as refluxing the
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Figure 2. Differential thermal analysis curves for a-ZrP exchangers 
obtained at a heating rate of 17°/min.

gel in 0.5 M H3PO4 induced sufficient order in the structure 
to cause the bulk of the phosphate condensation to occur 
above 500 °C.

DTA curves for the exchangers are given in Figure 2 and for 
12:384 in ref 11. These curves have been adequately explained 
for highly crystalline samples.11 Briefly, the four endotherms 
clearly seen in the curve for 9:48 result from the following 
changes:

110 °c
Zr(H P 04)2-H20  — *- Zr(H P04)2-H20  

a-ZrP f-ZrP
250 °C

-180 °C 

-H 2O

-650 °C
Zr(H P04)2 — Zr( HP04)2 — *■ 

f-ZrP ïï-ZrP _H2°
ZrP207

These processes are not as clearly differentiated in the curve 
for sample 12:96. This undoubtedly stems from the very slow 
rate at which this exchanger loses water as evidenced in its 
TGA curve (Figure 1). Thus, the water loss and phase changes 
overlap. The additional endothermic peak occurring at about 
450 °C is as yet unexplained but may be due to a disordering 
of the crystal lattice prior to pyrophosphate formation.11 With 
samples of lower crystallinity (4.5:48 and 0.5:48) the initial 
water loss and phase changes overlap so badly that only a 
single broad endotherm is observed. Furthermore, for sample 
0.5:48, pyrophosphate formation begins at a much lower 
temperature and occurs over a much broader temperature 
range.

X-ray diffraction patterns for the exchangers are much like 
those reported previously.6 For comparison purposes the 
crystallite sizes of the present preparations, determined in the 
same way as for the earlier study, are given in Table II. Since 
the [002] direction is perpendicular to the layers of a-ZrP and 
the interlayer distance is 7.56 Ä, the number of layers in the 
average crystallite can readily be calculated.6 The diffraction 
peaks for exchanger 0.5:48 were so broad that meaningful 
measurements could not be obtained. In this respect it is

TABLE II: Crystallite Sizes of Zirconium Phosphate 
■Exchangers

D002 Corr Dhki, Â

Exchanger Size, Â No. of layers Duo0 Ö 112

4.5:48 300 40 400 (56) 330
9:48 1770 230 1250(230) 1660

12:48 3020 400 1780 (330)

a The number in parentheses is the number of cavities within 
a layer.6

somewhat less crystalline than the corresponding exchanger 
used for the sodium and cesium ion-exchange studies.6’14

Ion-Exchange Studies. The ion-exchange data are sum­
marized in Figures 3-5. In these curves and subsequent rep­
resentations the exchange capacity (7.54 mequiv/g) was cal­
culated on the basis of the weight of anhydrous exchanger 
(ZrP2C>7) so as to avoid differences resulting from the variation 
in water contents of the several exchangers. Figure 3 is a plot 
of the pH vs. lithium hydroxide added (or HC1 added in re­
verse direction) for exchanger 0.5:48. The exchange appears 
to be reversible and the curves show no definite endpoint. 
However, when the actual ion uptake is considered a definite 
endpoint is observed (Figure 4) at ~7.0 mequiv of Li+ per 
gram of zirconium pyrophosphate, somewhat below the the­
oretical capacity of 7.54 mequiv/g. This reaction is seen to be 
perfectly reversible and to exhibit the one for one exchange 
required of a perfect exchanger. Phosphate release to the so­
lution is given by the points at the far left of the figure. The 
almost constant value of 0.3 mequiv/g must result from the 
excess H3PCL on the surface,10 which is calculated from the 
analysis (Table I) to be 0.26 mequiv/g. The slight increase 
observed above pH 7 then results from hydrolysis.

The most crystalline exchanger, 12:384, yielded a titration 
curve consisting of three plateaus (Figure 3). This behavior 
is in substantial agreement with the results presented by Al­
berti et al.4 Three lithium containing phases were observed 
to form during the course of the titration. As will be seen 
subsequently these phases have a variable composition. 
However, as a basis for discussion they will be identified by 
ideal compositions as phase LiH, ZrLiH(P04)2-4H20 , phase 
A (1.33 Li+-4H20), ZrLi] 33Ho.67(P04)2-4H20, and phase F 
(2Li+-4H20), Zr(LiP04)24H20. The latter two phases were 
described in paper II of this series2 and phase LiH is identical 
with the one reported by Alberti et al.4 X-ray diffraction 
patterns for the phases are given in Table III while their oc­
currence during the course of the titrations is summarized in 
Table IV.

Let us now consider the titration curve for 12:384. Initially 
the pH decreased slightly and this was followed by the first 
plateau or region of constant pH. Analysis of the Li+ content 
of the solution phase showed that it remained constant at 0.1 
N so that all of the lithium ion added as hydroxide was ex­
changed. As seen in Table IV a-ZrP is converted to phase LiH 
along the plateau (although a minor amount of Li+ may also 
be in solid solution in the a-ZrP). Phase rule considerations 
require that these two solid phases have constant compositions 
in order to be in equilibrium with a solution of constant 
composition.15 However, at about 40% of exchange the pH 
begins to rise, while the same two phases are still present. 
Thus, one or both of them must change composition. This is 
most probably phase LiH since at these high loadings it is 
quite likely that the a-ZrP phase would have had ample op-
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Figure 3. Uncorrected potentiometric titration curve for exchanger 
0.5:48. Titrant: forward direction 0.1 N LiOH +  0.1 N LiCI, open circles; 
backward direction 0.1 N HCI +  0.1 N LiCI, filled circles. The total ionic 
strength was 0 .1 .

Figure 4. Corrected potentiometric titration curve for exchanger 0.5:48. 
Symbols are as follows: Li+ uptake (A), H+ released to solution (O). 
Open symbols are for forward direction, closed symbols for backward 
direction; phosphate ion released to solution (D).

Figure 5. Potentiometric titration curves for zirconium phosphate ex­
changers (forward direction only). Samples: 4.5:48 (▲), 12:48 (■), 
12.384 (O). Titrant: 0.1 N LiOH +  0.1 N LiCI.

TABLE III: X-Ray Diffraction Patterns of Lithium Ion 
Exchanged a-ZrP

Phase LiH Phase A Phase F

d, Â / / /  0 d, Â Uh d, Â I/10

10.3 100 10.2 100 10.2 100
5.0 13 5.06 12 5.01 5
4.63 6 4.55 11 4.68 5
4.50 2 4.11 9 4.53 25
4.36 11 3.89 22 4.24 15
4.22 14 3.30 10 3.81 50
4.10 17 3.11 15 3.41 30
3.56 20 2.99 7 3.27 7-
3.42 20 2.71 7 3.03 30
3.32 15 2.68 7 2.67 35
3.10 2 2.63 5 2.58 5
2.99 2 2.42 7
2.83 6 2.11 10
2.74 5 2.00 5
2.69 7 1.90 5
2.67 10 1.70 10
2.54 5 1.65 5

TABLE IV: Phases Present in Solid Exchanger as a
Function of Lithium Ion Content

Phases present in exchanger
capacity6 12:386 12:48 4.5:48

2.6 (0.2) a-ZrP a-ZrP
3.3 (0.25) a + LiH a + LiH a-ZrP
6.6 (0.5) a + LiH a + LiH a + LiH

40 (3) a + LiH a + LiH a + LiH
46 (3.5) Trace a + LiH a + LiH a + LiH + A
50.8 (3.83) a + LiH
53 (4.0) LiH + A Trace a + LiH a + LiH + A
57 (4.3) LiH + A LiH + A
63 (4.75) LiH + A LiH + A LiH + A
66 (5) Trace LiH + A A LiH + A
73 (5.5) A A A + F
79.6 (6.0) A + F A + F A + F
86.2 (6.5) A + F A + F A + F
92.8 (7.0) A + F A + F A + F
99.5 (7.5) F F F

“ Numbers in parentheses represent mequiv/g.

portunity to reach its maximum Li+ content. Thus it is pro­
posed that phase LiH can exist over a range of compositions 
and that as the loading increases beyond 40% not only is more 
a-ZrP being converted to phase LiH but this phase is also 
increasing in Li+ content. At about 53% of exchange the sol­
ubility of Li+ in phase LiH is exceeded and the new Li+ rich 
phase A appears. This is just the point where the second pla­
teau begins. Along the plateau phase LiH converts to phase 
A until at 67% loading this process is complete. Consequently 
the pH again rises as phase A changes its composition. Just 
before the third plateau phase F makes its appearance. Finally 
phase A converts to phase F along this plateau.

Although the titration curve for 12:48 differs significantly 
from that of 12:384 the same three lithium containing phases 
were obtained. Phase LiH was first observed to form at a 
loading of 3.3% but not at 2.6%. Thus, it is likely that some Li+ 
dissolved in the o-ZrP phase initially accompanied by a slight 
rise in pH. Then from 3.3% of exchange to 53% this phase was 
converted to phase LiH. It should be noted that this portion 
of the titration curve nowhere has constant slope so that at
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least one of the phases must be changing in composition. Once 
again at higher loadings phase LiH converts to phase A and 
this process is completed at roughly 66% Li+ content. This 
portion of the curve is relatively flat but not completely so. 
Phase A then changes composition until somewhere in the 
region of 75-76% phase F makes its appearance. Once again 
it should be noted that these two phases coexist along the re­
gion of steepest rise in pH. However, at about 86% of exchange 
their compositions must stabilize since a relatively constant 
pH plateau is obtained.

The same general sequence of events take place during Li+ 
exchange with 4.5:48 but the composition ranges of the ex­
changed phases are broader. Initially some lithium ion goes 
into solid solution (Table IV) and this gives rise to the steep 
increase in pH which is observed at the very beginning of the 
curve (Figure 3). Then this solid solution is converted to phase 
LiH. However, phase A makes its appearence at a rather low 
total loading and before a-ZrP is completely converted to 
phase LiH. Thus, three phases are present at 46% loading. The 
a phase dissappears at a loading of somewhat greater than 53% 
probably because of the large amount of lithium ion required 
for phase A. Similarly, phase F also is formed at lower loadings 
(73%) than observed with the more crystalline exchangers and 
well before the plateau. Even the plateau has a nonzero slope 
so that here also phase F may be changing its composition.

In our previous study2 it was shown that the lithium ion 
exchange reactions with 12:24 were not reversible. Rather the 
exchanger phase became disordered and did not recrystallize 
with longer equilibration times. Since 4.5:48 is considerably 
less crystalline than 12:24 it was of interest to see what would 
occur in the reverse titration with this exchanger. Here also 
it was found that the reaction was not reversible. At first the 
pH in the reverse direction was higher than in the forward 
direction but then fell to much lower values. In the process, 
the solid became amorphous.

Determination of Equilibrium Constant for Exchanger 
0.5:48. The progress of the exchange reactions with 0.5:48 
could not be monitored by x-ray diffraction methods because 
of the very poor crystallinity of this solid. However, the smooth 
shape of the titration curve and the reversibility of exchange 
suggest that the exchanging ions form a single solid solution 
over the entire range of compositions.5,13 The total exchange 
capacity obtained was 7.0 mequiv/g or 92.8% of theoretical. 
This lower capacity is always obtained with gels of low crys­
tallinity and was explained on the basis of the inability of the 
cations to pack around the disordered phosphate groups in 
a complete fashion.5 Thus, for the purpose of determining the 
equilibrium constant the capacity of the exchanger is chosen 
as the theoretical one 7.54 mequiv/g. Furthermore, the water 
content of the gel 0.5:48, in contact with water in the unex­
changed state, is 5 mol per formula weight.5 This was found 
to change only slightly when fully loaded with Li+. Thus, the 
titration data may be treated by the method of Argersinger 
et al.16

The reaction may be written

RH + Li+(aq) ^  RLi + H+(aq) (1)

where RH represents exchanger 0.5:48 and RLi represents the 
lithium ion exchanged state. The equilibrium constant for this 
reaction is then

Ku /hos = auaH/amNz (2)
where the barred quantities represent activities of the ions in 
the solid phase and the unbarred ones activities of the ions in 
the aqueous phase. Let

Figure 6 . log Kc vs. equivalent fraction of lithium ion in the solid for 
exchanger 0.5:48.

Kc = Kuan/XnaNa (3)
so that according to Argeisinger et al.

log .K u / h 0'5 =  f  log Kc d X Li (4)
J o

In eq 3 and 4 X  refer to equivalent ionic fractions. A plot of 
log Kc vs. Xu  is given in Figure 6 and the area under the curve 
is the value of the integral. In this way the value of K u / h 0 '5 =

6.2 X  10-5 was obtained.

Discussion

It is now necessary to reconcile previous studies with the 
results of this work. In our earlier study2 the exchanger ex­
amined was 12:24. Its titration curve exhibited features in­
termediate between those of 12:48 and 4.5:48. Reexamination 
of the x-ray patterns did indeed reveal that three lithium 
containing phases were obtained during the course of the ti­
tration. Our earlier report was in error because the similarities 
in the x-ray patterns of phases LiH and A led us to interpret 
the pattern as a single phase. In fact the x-ray data presented 
by Alberti et al4 for their highly crystalline (d.p.) exchanger 
are almost identical with the ones listed in Table III. Fur­
thermore, the titration curve for their d.p. exchanger is very 
similar to that of our 12:384 except that with d.p. the third 
plateau begins at lower Li+ content (75% vs. 83%). Therefore, 
they must also have obtained the same three phases reported 
here. The curve presented by Harvie and Nancollas for 5:100 
fits between those of 4.5:48 and 12:24. This position would 
seem to be reasonable based on the crystallinity to be expected 
for this exchanger. However, the x-ray patterns presented by 
them and by Dyer, Leigh, and Ocon17 contain reflections for 
partially dehydrated lithium containing phases. These phases 
will be reported upon subsequently. One point still to be re­
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conciled is the observation that with 10:100 the water uptake 
accompanying Li+ exchange peaked at 66% of exchange.4 If 
in fact phase LiH contains 4 mol of water as does phase A, then 
the maximum water uptake should still occur at close to 50% 
of exchange.

The approximate composition ranges of the lithium con­
taining phases could be ascertained from the extent of their 
occurrence in the x-ray patterns (Table IV). In the case of 
12:384 the x-ray patterns indicate that the Li+ content of 
phase LiH is close to 1 mol per formula weight of exchanger. 
This estimate was made from the relative peak heights of the
(002) reflections of o-ZrP and phase LiH along the first pla­
teau. No quantitative study was attempted because the x-ray 
patterns of the wet solids suffered from preferred orientation. 
Efforts to eliminate this effect were unsuccessful. Neverthe­
less, these qualitative observations and the extent of the first 
plateau places the lower limit of Li+ content of phase LiH 
between 40 and 50% of the exchange capacity. Thus, we as­
sume this limit at 45% and that along the first plateau phase 
LiH has a constant composition of approximately 
ZrLio.9Hi.i(P0 4)2-4H20. Therefore, at 40% of exchange the 
solid phase would consist of approximately 10% a-ZrP and 
90% phase LiH. However, as additional lithium ion is taken 
up by the exchanger it is proposed that the composition of 
phase LiH changes (along with the conversion of the re­
maining a-ZrP) and eventually achieves a lithium ion content 
of slightly greater than 50%. The upper limit composition must 
then be close to ZrLii.o4Ho.96(P04)2-4H20. At this point the 
second plateau is achieved. This plateau ends at 66% of ex­
change where the solid is now completely phase A. Thus, the 
lower limit of composition for this phase is close to- 
ZrLix.33Ho.67(P04)2'4H20 . The upper limit is about- 
ZrLi, ,5Ho.5(P0 4)2-4H20  since at 79.6% of exchange a consid­
erable amount of phase P was already formed.

With exchangers of less crystallinity the composition ranges 
of these phases increase. In fact even the a-ZrP phase is able 
to solubilize some Li+ until eventually in the case of 0.5:48 a 
single solid solution is obtained. This behavior of expanding 
composition ranges is similar to that experienced with the 
Na+/H+ and Cs+/H + systems.6'14 However, it should be re­
membered that the exchange behavior toward each ion is 
unique and does not depend upon the acidity of the protons 
but rather upon the way in which the exchanger can accom­
modate the different cations in the cavities, i.e., upon the 
structure of the exchanged phase.

Equilibrium constants have now been measured for ex­
changer 0.5:48 for Cs+/H, Na+/H +, and Li+/H +. Their re­
spective values are 2 X 10-5, 2 X 10-5, and 6.5 X 10-5. This 
makes the selectivity sequence Li+ > Na+ =< Cs+. However 
at very low loads the order is rather Cs+ > Na+ > Li+. Thus 
as loading proceeds selectivity crossovers occur. This is clearly 
evident in the titration curves presented by Harvie and 
Nancollas for gel exchangers. This point will be discussed more 
completely in a future paper.

Finally it should be noted that the maximum uptake by 
0.5:48 for Li+ is 7.0 mequiv/g. The corresponding values for 
Na+ and Cs+ are 6.4 mequiv/g and 5.9 mequiv/g. These values 
are in the reverse order of the sizes of the unhydrated ions. 
This is the order to be expected on the basis of our earlier 
suggestion6 that four univalent cations pack around each 
P-O -  group. Because of the disorder of the phosphate groups 
in 0.5:48 this packing cannot be achieved for each potential 
exchange site. The larger is the cation the more such steric 
exclusion is to be expected.
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The heats of Li+-H + exchange have been measured calorimetrically on zirconium phosphates of different 
crystallinities. For the most crystalline exchanger the reaction is exothermic up to about 50% Li+ uptake. 
This is followed by a mildly endothermic reaction to about 77% lithium loading and a more highly endo­
thermic reaction at still higher loading. These heat effects correspond to the formation of three separate 
exchange phases identified earlier by x-ray methods. In the case of the nearly amorphous exchanger the re­
action is initially very slightly exothermic but soon becomes endothermic. The overall enthalpy is AH° =
2.57 kcal/mol and the entropy, AS° = -10.6 eu. Qualitative explanations for the enthalpy and entropy ef­
fects are presented and the results compared to those obtained with other alkali metal cations.

Introduction

In the preceding paper in this series the effect of crystal­
linity of the exchanger on Li+-H + exchange of «-zirconium 
phosphates (a-ZrP) was examined.2 Three lithium ion con­
taining phases of approximate composition ZrLio.9-1.04- 
H1.i_0.96(PO4)2-4H2O, phase LiH, ZrLi1.33_1.50H0.67-0.5- 
(P04)2-4H20 , phase A, and Zr(LiP04)2-4H20 , phase F, 
were obtained with a highly crystalline a-ZrP exchanger. 
As the crystallinity of the exchanger decreased the compo­
sition ranges became broader for each phase until with the 
least crystalline exchanger only a single solid solution was 
observed. Calorimetric studies have been found to yield 
valuable information on the exchange process.3-4 For exam­
ple, with highly crystalline exchangers sharp breaks in the 
A /ix° vs. loading curves were obtained at the phase 
boundaries. Furthermore, in those cases where the reac­
tions are reversible, enthalpy measurements permit evalua­
tion of the differential entropies of exchange. Comparison 
of such data for a series of ions provides valuable insight 
into the exchange process. For these reasons we have un­
dertaken the present study.

Experimental Section

Calorimetric Measurements. All solutions were prepared 
and standardized as described in the previous paper and 
the exchangers were the same ones described and charac­
terized therein.2 The calorimetric procedure has also been 
described in detail3-4 so that only a brief sketch will be pre­
sented here. A constant temperature environment type 
LKB 8721-1 reaction solution calorimeter with associated 
thermostat, temperature sensor, and calibration unit was 
used. A small quantity (0.14-0.40 g) of finely ground ex­
changer in the hydrogen form was weighed into an ampoule 
and water (0.5-0.7 ml) added to eliminate heat of wetting 
effects. The ampoules were then sealed and placed into a 
four-pronged holder. This holder, which also served as a 
stirrer, was lowered onto a sapphire tipped glass pin to 
break the ampoule without interrupting the stirring. For 
most of the experiments the reaction vessel contained 100 
ml of a 0.1000 M LiCl + C mM LiOH solution, where 0 < C 
< 10. After each calorimetric determination the extent of 
exchange was determined by analyzing the solution.2-5

Treatment of Experimental Data. The standard heat of 
partial exchange, AHx°, refers to the reaction

H 2 Z7VshH 2 0(s)
+ 2XLiCl(aq) + °°H20  Li2xH2_2i ZlVsMH20(s)

+ (00 + 7Vsh -  N sm)H20  + 2XHCl(aq) (1)

In eq 1 a formula weight of mixed exchanger containing 2X 
mole of Li+ is formed from 1 formula weight of zirconium 
phosphate in its pure hydrogen form. All reactants and 
products are in their standard states. That is, the mixed ex­
changer is in equilibrium with an infinitely dilute solution 
of LiCl and HC1 fn the right proportions to maintain the 
composition of the exchanger. The pure hydrogen ion and 
lithium ion forms of the exchangers are in equilibrium with 
infinitely dilute solutions of HC1 and LiCl, respectively. Z 
denotes one formula weight of the anionic framework of the 
exchanger while IVsH represents the number of moles of 
water in 1 formula weight of zirconium phosphate (H2Z) 
and NsM denotes this value for the mixed exchanger. When 
X  = 1, we obtain the standard heat of complete exchange, 
AH°. However, since the exchanger greatly prefers hydro­
gen ion it is necessary to add lithium hydroxide in order 
that the entire range of lithium ion uptake may be covered. 
Thus, the reaction for which the heat is measured is

H2ZWsh(v>H20 (s) + 2JVLiCl(aq) + VH20  
+ 2YLiOH(aq) ** Li2l H2_2*Z!VsM'H20(s) + (V + N SH<V> 

-  Nsm' + 2 Y)H20  + 2 ( N - X +  Y)LiCl(aq)
+ 2(X -  Y)HCl(aq) (2)

In eq 2 NsH(V) and NsM" are the number of moles of water 
in 1 formula weight of exchanger before and after the ex­
change, respectively. Then following the procedure devel­
oped previously,3 it can be shown that

AHx° = AHx -  2YAHn° -  2(X -  Y)$l(M "Hci)
+ 2(X -  Y)4>L(M"LiCi) + 2Y4>L(M'LioH) (3)

In eq 3 2Y is the number of moles of LiOH consumed by 
the exchange reaction, AHn° is the heat of neutralization 
at 25 °C and infinite dilution, AHx  is the measured heat of 
reaction, and 4>l denotes the relative apparent molar heat 
contents of the indicated species and molarity. The values
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Figure 1. Standard heats of partial exchange as a function of lithium 
ion loading for exchangers 12:384 (open circles) and 4.5:48 (filled 
circles).

of the relative apparent molar heat contents were taken 
from the compilation of Harned and Owen6 and that for 
A //n°, —13.34 kcal/mol, from the work of Grenthe and as­
sociates.7

Under the experimental conditions used in the calori­
metric study phosphate release to the solution was negligi­
ble for all exchangers except 0.5:48.2 In this case the maxi­
mum release was 0.052 mM/g of exchanger at pH 6.0. At 
this pH most of the phosphate ion is in the form of 
H2P0 42-  s o  that the hydrolysis reaction occurring is in the 
main

H2P 04-  + H20  <=> HPO42-  + H30 + (4)
The enthalpy change for this reaction is 0.8 kcal/mol or a 
total heat effect of 0.042 cal/g in the worst case. Since the 
measured enthalpies are of the order of 8-10 cal/g, neglect 
of hydrolysis is not serious.

Results

Crystalline Samples 12:48 and 12:384. The AHx° vs. ion 
uptake curves for these exchangers are given in Figures 1 
and 2. At lithium ion loadings of less than 50% the heat ef­
fects were usually completed within 5 min. However, pro­
gressively longer times were required at higher loadings. 
For example, at X y  = 0.8, 20 min was required to achieve a 
steady state in the resistance vs. time curve for exchanger 
12:48 and 60 min for 12:384. In these cases the Regnault- 
Phaundler method9 rather than Dickinson’s method was 
used to calculate the experimental heats of reaction. Even 
so measurements at very high loadings, requiring more 
than 1 h time, were deemed unreliable and omitted from 
the curves. Besides the slowness of the reactions another 
feature of the experimental observations is worthy of note. 
At X li > 0.5 a second small jump in resistance was always 
observed at times close to the completion of the reaction. 
This indicates that a second reaction is superimposed upon 
the first ion-exchange-neutralization reaction. This heat 
effect may result from the sudden crystallization of one of 
the exchanged phases (most likely phase A). This point is 
under investigation.

Figure 2. Standard heats of partial exchange as a function of lithium 
ion loading for exchangers 12:48 (open circles) and 0.5:48 (filled 
circles).

The AHx° vs. lithium uptake curves for 12:384 and 12:48 
each exhibit three distinct slopes. This correlates well with 
the ion-exchange titration data.2 The first exothermic reac­
tion is due to the conversion of a-ZrP to phase LiH. When 
this process is complete, an endothermic reaction ensues in 
which phase LiH is converted to phase A. The final highly 
endothermic portion of the curve corresponds to the forma­
tion of the fully exchanged phase F. Although no major dif­
ferences in the curves for the two exchangers are observed 
smaller heat effects are noted with the less crystalline ex­
changer 12:48. Also the maximum in the curve occurred at 
Xu  = 0.53 for 12:48 as apposed to Xu  = 0.5 for 12:384.

Exchanger 4.5:48. The A /ix° curve for this exchanger 
(Figure 1) departs from that of the more crystalline sam­
ples in that it exhibits only a single endothermic region. At 
first thought this might seem surprising since 4.5:48 forms 
the same three phases as the more crystalline samples. 
However, as was pointed out previously,2 the composition 
ranges of the exchanged phases increase with decreasing 
crystallinity. Thus, a rather smooth transition from one 
phase to the other seems to occur according to the AHX° 
values. This seems plausible for the conversion of phase 
LiH to phase A judging from -he titration curve.2 However, 
it is somewhat surprising when applied to the formation of 
phase F since a distinct plateau was observed in the titra­
tion curve for this phase change.

Exchanger 0.5:48. Lithium ion exchange on this almost 
amorphous exchanger is accompanied by almost negligible 
heat effects up to about 40% of exchange (Figure 2). At 
higher loading the AHx° curve exhibits a negative slope 
characteristic of an endothermic reaction. Since the Li+-  
H+ exchange reaction has been shown to be reversible, 
values of the corrected selectivity coefficients were avail­
able from the ion-exchange titration data.2 Thus, it was 
possible to calculate the differential free energies of ex­
change defined as

-  AG x = RT In KcLi/H (5)

where AcLl/H is the corrected rational selectivity coefficient
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Figure 3. Differential quantities of exchange as a function of lithium 
ion loading for exchanger 0.5:48.

for Li+-H + exchange with sample 0.5:48. The differential 
heats of exchange are readily obtained from the standard 
heats of partial exchange by the relationship

A H x =  S A H x ° / A X u  (6 )

Finally, the differential entropies of exchange can then be 
calculated from

AS* = —(AGx -  AHX)/T  (7)

These differential quantities are plotted in Figure 3. The 
integral heat of complete exchange, AH °, is defined as

AH° = j  AHX d X Li (S)

It was evaluated as the area encompased by the AHx vs. 
Xu  curve in Figure 3, which amounted to a value of +2.57 
kcal/mole. From the previously determined value of the 
equilibrium constant, 6.2 X 10~5, AG° is calculated to be 
+5.74 kcal/mol. The standard entropy of exchange derived 
from these two quantities is then —10.6 eu.

Discussion

The appearance of three distinct slopes in the AHx° vs. 
Xu  curves of 12:384 and 12:48 confirms the ion-exchange 
data that three distinct phases form as lithium ion replaces 
hydrogen ion. These ion-exchange reactions are not revers­
ible so that it is not legitimate to derive equilibrium con­
stants for them. However, following a procedure previously 
invoked for Cs+-H + exchange, one can think of the first 
ion-exchange reaction as being ideally

Zr(HP04)2-H20(s) + 3H20  + Li+(aq) ’<=>
ZrLiH(P04)2-4H20  + H+(aq) (9)

and

^WH4 = <2 H+O Li/a Li+<2 H<2 w3 (10)

Along the first plateau one solid of constant composition is 
converted to another (the half-exchanged phase) of con­
stant composition. Thus the activities of the ions in the 
solid are constant and

X  Lj/H4 = OH+/aLi+aw3 (11)
Thus, from the pH of the plateau is calculated to be
2.3 X 10-3 and AG° = 3.6 kcal/mol. The heat of reaction, 
from Figure 1, is taken to be —2.69 kcal/mol from which the 
entropy is determined to be —19 eu. No real thermodynam­
ic significance is to be attached to these values but they af­
ford some insight into the exchange process.

For purposes of this discussion it will be more instructive 
to compare ASex° values since these represent entropy dif­
ferences between the corresponding ionic forms of the ex­
changer. That is, ASex0 reflects changes in hydration of 
the exchanger accompanying the reaction and differences 
in lattice distortion of the two forms of the exchanger. 
Sherry has shown10 that

A5ex° =  ~(Sh° -  SM°) +  AS° (12)

where S h° — Sm° refers to differences in entropies of the 
hydrated ions for the hypothetical reaction

H+(g) + M+(aq) -  H+(aq) + M+(g) (13)

For M+ = Li+ this entropy difference is 2.4 eu11 so that 
ASex° = —21.4 eu. This large negative entropy mainly 
arises from the binding of 3 mol of water by the exchanged 
phase. By way of comparison the corresponding ASex0 
value for formation of the half-exchanged sodium ion phase 
was —25.9 eu. In this case 4 mol of water was fixed by the 
new phase. The greater negative entropy effect per mole of 
water for Li+ may stem from the smaller interplanar spac­
ing of the lithium phase and the tighter binding of the 
water by lithium ion compared to sodium ion.

Additionally the observed enthalpy for the formation of 
phase LiH (—2.69 kcal/mol) is less than half that (—6.9 
kcal/mol) for the half-exchanged sodium ion phase. This is 
to be expected because of the high heat of hydration of 
lithium ion. Thus, the enthalpy for reaction 13 is —137.7 
kcal/mol when M+ is Li+ and —163.8 kcal/mol for Na+. 
The observed decrease in enthalpy for Li+ exchange rela­
tive to Na+ exchange more than compensates for the slight 
entropy increase so that lithium ion is less preferred by 
crystalline a-ZrP than is sodium ion.

For the gel exchanger 0.5:48 the differential entropy is 
initially relatively constant at about TaSx = —4.6 kcal/mol 
or Sx = —15.4 eu.

Enthalpies and entropies of exchange are now known for 
three alkali metal ions on exchanger 0.5:48 permitting some 
interesting comparisons to be made. In each case the initial 
exchange reaction is exothermic but as the loading in­
creases becomes endothermic. Cesium ion exchange is ini­
tially the most exothermic but eventually becomes the 
most endothermic. Lithium ion exchange is the least exo­
thermic and at the same time becomes the least endother­
mic. Sodium ion exchange gives enthalpy values which lie 
between those of Cs+ and Li+. Over the exothermic region 
of exchange the entropies have high negative values and re­
main relatively constant. Lithium ion exchange has the 
highest and cesium ion the lowest entropy values. As the 
reaction becomes more endothermic the entropies increase 
with those for Cs+ and Na+ becoming highly positive (Cs+ 
> Na+). After an entropy increase from 40 to 60% of ex­
change, further exchange of Li+ is accompanied by an en­
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tropy decrease (Figure 3). The net result of these effects is 
an initial weak field selectivity sequence Cs > Na > Li 
which changes with loading to a strong field selectivity se­
quence Li > Na > Cs.

The nearly amorphous gel 0.5:48 may be considered to be 
a weak field exchanger in the sense of Eisenman’s theory.12 
This gel swells in contact with water to an interlayer spac­
ing of 11.2 A.5 Thus, initially the incoming cations need not 
approach the negative sites closely but may surround 
themselves with the excess gel water. The electrostatic ef­
fect is therefore small and the reaction is dominated by the 
hydration effect.12 This explains the observed order of the 
enthalpies and entropies. The hydrogen is mainly covalent­
ly bonded to phosphate oxygens (although it has been pro­
posed that some is present as ions to account for the swell­
ing of the gel5). Thus, on displacement to the solution it hy­
drates binding a large number of water molecules in the 
process. Conversely, cesium ion binds water weakly and 
upon entering the gel experiences a small net change in hy­
dration. In addition it is only weakly attracted to the nega­
tive fixed group. The net effect is a large negative entropy 
and enthalpy. Lithium ion binds water strongly and this 
ion likely suffers a loss of water to the solution on ex­
change. Thus, the initial entropy and enthalpy values are 
expected to be less negative. As the loading increases, the 
cations are crowded closer together (especially beyond 50% 
of exchange). Lithium ions, because of their small size, can 
approach the negative fixed groups closely and thus stay 
relatively far apart from each other. The much larger cesi­
um ions cannot easily surround the negative sites as the 
crowding of three or four cations around each fixed group13 
sets up large cation-cation repulsions. It is postulated then 
that this repulsion effect creates progressively greater in­
ternal disorder, i.e., a progressively greater randomization 
of cations and water molecules. Thus, the entropy progres­
sively increases and the enthalpy decreases. As the size of 
the incoming cation decreases so does the degree of disor­
der so that with Na+ a smaller increase in entropy and a 
less endothermic reaction is observed. However, Li+ is so 
small that it is able to produce a near saltlike arrangement 
about the negative sites and hold the water molecules in

fixed positions. Thus, the entropy does not become positive 
in the latter stages of exchange. Also the lessened repulsion 
and closer approach to the negative sites result in a smaller 
endothermic effect. These ideas will be given a more quan­
titative expression when the entire series of exchange reac­
tions with alkali metals has been completed.

Our results may be compared to those of an earlier ca­
lorimetric study carried out on a weakly crystalline (~0.5: 
48) zirconium phosphate.14 That study used empirically 
determined exchange capacities obtained without use of 
added LiOH. Thus, a much lower range of ion uptake was 
examined, i.e., less than 1 mequiv/g. The enthalpy was 
found to be —1.1 kcal/mol and the entropy —10.0 eu. Our 
data for 0.5:48 are in the same direction but of somewhat 
different magnitude when taken over the same loading. Be­
cause of the differences in preparation of the two exchang­
ers better agreement is not to be expected.4
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Evidence is presented that in the three dipolar aprotic solvents, AN, DMF, and Me2SO, the p value in the 
Hammett equation is mainly determined by the rate of the proton exchange in the hydrogen bonded primary 
reaction product between an un-ionized acid and uncharged base, B— HA, to form ionized BH+A~. The p 
value for pKd(HA) of non-ortho-substituted benzoic acids in the solvent AN, which is an extremely weak 
base, is equal to 2.4, while in the reaction of tetramethylguanidine with these acids in AN, in which salt for­
mation is quantitative, the p value for the formation of BH+A~ is 2.1. In conjugation reactions between an 
uncharged acid and an anion under conditions in which no proton transfer occurs, p values of the hydrogen 
bonding reaction were found to be much smaller than 2. For / f f(HR-A_), HR being 4-bromophenol and A-  
an non-ortho-substituted benzoate, p is only —0.6 and —1.2s for phenolates. Exactly the same ratio of 2.1 is 
found for p values for p ifd(HA) in water for phenols (p = 2.1) and benzoic acids (p = 1). Resolution, R, of acid 
strength of non-ortho-substituted phenols between water and the three dipolar aprotic solvents, AN, DMF, 
and Me2SO, is equal to 2.0 as compared to 2.4 for non-ortho-substituted benzoic acids and 1.92 for non-hy- 
droxvacetic acids. This similarity in R is attributed mainly to a similar extent of solvation of phenolate, ben­
zoate, and acetate ions in water.

In the last several years extensive studies have been made 
in this laboratory of acid-base equilibria in the three dipolar 
aprotic solvents, acetonitrile (AN), A/,N-dimethylformamide 
(DMF), and dimethyl sulfoxide (Me2SO). Hammett plots of 
the negative logarithm of the dissociation constant, p /fd(HA), 
vs. o of substituted benzoic acids13 in these solvents and of a 
few phenolslb in AN have been reported. To obtain reliable 
p values from the Hammett plots of the phenols in the three 
aprotic solvents, values of pRd(HA) of 13 non-ortho-substi- 
tuted phenols have been estimated in the present study.

The reaction between an uncharged acid, HA, and an un­
charged base, B, in solvent S2'3 first involves formation of the 
un-ionized hydrogen bonded species B- • -HA, followed by 
proton transfer to form the ion pair BH+A_ and finally dis­
sociation into ions. On the other hand, in reactions between 
an uncharged acid, HA, and an anion base, X - , (conjugation) 
only hydrogen bonding occurs under conditions where proton 
transfer is absent, i.e., when HA is much weaker an acid than 
HX.

One of the main objectives of this paper is to compare p 
values of reactions between HA and B in AN in which HA are 
substituted benzoic acids and B is AN (“simple” dissociation 
of HA), or N,lV-dimethylbenzylamine (Me2BA), or tetra­
methylguanidine (Me,|Gd n). These bases vary widely in 
strength. With the solvent, S, the primary reaction product 
is S- • -HA, whereas with Me4Gdn salt formation, BH+A~, is 
quantitative. These studies were carried out only with benzoic 
acids, as phenols, in general, are such weak acids in AN that 
several of them do not yield complete salt formation with 
MeiGdn, the strongest base available for this purpose.

Also, in this paper, p values of the heteroconjugation reac­
tions in AN between substituted benzoic acids or phenols and 
chloride and substituted benzoates or phenolates with 4- 
bromophenol (HR) are compared with those of the acid-base 
reaction between B and HA. Values of A'f(HA-Cl_ ) of benzoic 
acids4 and phenolslb in AN as well as ATf(HR-A_) of benzoates

in AN, DMF, and Me2S0la and of a few non-ortho-substituted 
phenolates in ANlb have been determined previously. New 
data of conjugation of several non-ortho-substituted pheno­
lates with HR in AN, DMF, and Me2SO are reported; in ad­
dition, heteroconjugation constants of a few substituted acetic 
acids with chloride in AN have been estimated.

Experimental Section

Chemicals. Solvents. Purification and storage of acetoni­
trile, N,A/-dimethylformamide, and dimethyl sulfoxide have 
been described previously.13

Acids. Anhydrous acetic, n-butyric, monomethylglutarate, 
mono- and dichloroacetic, a,/3-dibromopropionic acids,5a>b
4-bromo-, 3-nitro-, 3-a,a,a-trifluoromethyl-, 4-nitro-, 3,5- 
dinitro-, 3-chloro-4-nitrophenols,lb and 4-hydroxy-, 3-bromo-,
3-nitro-, 3,5-dinitro-, 2,4-dinitro-, and 3-nitro-4-chlorobenzoic 
acids4 were used previously. In the present study 3-a,a,a- 
trifluoromethyl-4-nitrophenol was Baker practical grade, 
while the other substituted phenols were Aldrich products.
3,4-Dichloro-, 3,5-dichloro-, 3,4,5-trichloro-, and 3-a,a,a- 
trifluoromethyI-4-nitrophenol were recrystallized from pe­
troleum ether-benzene mixtures, mp 68, 68, 100, and 81 °C, 
respectively. 3,4-Dinitrophenol was recrystallized from water 
and air dried, mp 138 °C (caution, explosive when dry). 3- 
Chlorophenol was distilled at atmospheric pressure, bp 212 
°C. Aldrich 4-cyanophenol was used without further purifi­
cation.

Bases. Tetramethylguanidine was the same product used 
previously,53 while 0.9 M tetraethylammonium hydroxide in 
methanol was prepared as previously.53

Techniques. Conductivity measurements in AN, including 
those of solutions saturated with potassium chloride in pres­
ence of weak uncharged acids, were described elsewhere.lb The 
viscosity correction in the 0.055 M tetramethylguanidine so­
lution in AN is negligible.511 Measurements of paH using the
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TABLE I: Dissociation Constants of Phenols and Heteroconjugation Constants of Phenolates with p-Bromophenol

log Kf(HR-A“ ) and/or log Kf(HR)2A“ (in
pK ha brackets)

Phenol W' Me2SO DMF AN Me2SO DMF AN (7

1. Unsubstituted 9.95 16.4/ (18.0)d 27.27 (26.6) * 0.00
2. 4-Chloro- 9.42 16.7gd +0.227
3. 4-Bromo- 9.36 15.733 25.6o3 2.70 3 [5.8]3 +0.26
4. 3-Chloro- 9.13 16.29d 25.O43 +O.373
5. 3-Trifluoromethyl- 9.06 m 14.303 15.70d 24.903 +0.42
6. 3,4-Dichloro- 8.58 14.223 24.0e3 +0.60
7. 3,5-Dichloro- 8.18 13.093 23.3i3 +0.746
8. 3-Nitro- 8.38 13.7s3 13.85c 15.43d 23.85-' 2.1s3 [3.6s]3 3.6s- [7.2]; +0.710
9. 3,4,5-Triehloro- 7.90'" 12.5s3 22.543 1.923 [2.6]3 [5.34]3 +0.97a

10. 4-Cyano- 7.95 13.lo3 22.773 I.853 [2.9]3 [5-3]3 + 1.00
11. 4-Nitro- 7.15 11.07 (9.9)® 12.64a 11 .84e 20.9' 20.7* 1.3s3 I.873 2.8s- + 1.27

10.4* 10.933 (10.9)®
12. 3,5-Dinitro- 6.7 10.6/ 11.25a 11-423 20.5- 1.2s3 [1.3]3 I.843 [2.0]3 3.023 [4.1]3 + 1.42
13. 3-Chloro-4-nitro- 6.49m 9.8o3 19.9s- 0.823 [0.5]3 2.49- + 1.64
14. 3-Trifluoromethyl-4- 6.38m 9.333 10.3s3 19.3s3 0.9i3 1.203 2.223 + 1.69

nitro-
15. 3,4-Dinitro- 5.42 7.9v3 17.923 0.4s3' 2.I33 + 1.98
2-Nitro- 7.21 11.07 12.20h 12.14c 22.1- 22.0* 3.32
2,5-Dinitro- 5.22 8.62* 8.78e
2,4-Dinitro- 4.10 5.2® 5.43 6.33° 6.36e 

6.433 6.34*
16.0* 15.34* -O.lo3 0.3s3 1.7s-'

6.0®
2,6-Dinitro- 3.71 4.97 6.o0° 6.18* 

6.07®
16.4s1'

2,6-Dinitro-4-chloro- 2.97 3.57 3.65g 4.70° 15.0- 1.43‘
4-Nitro-2,6-di-ier£-butyl 7.2 7.6‘ 8.273 19.0-
Picric acid 0.3 11.0- 0.22-

a I. M. Kolthoff, M. K. Chantooni, Jr., and H. Smagowski, Anal. Chem., 42, 1622 (1970). * J. Juillard and B. Loubinoux, C. R. 
Acad. Sci., Ser. C, 264, 1680 (1967). e A. Petrov and I. Umanskii, Zh. Fiz. Khim., 41, 1374 (1967); 47, 363 (1973). d C. Ritchie and
G. Megarle, J. Am. Chem. Soc., 89,1447 (1967). ® B. Clare, D. Cook, S. Ko., Y. Mac, and A. J. Parker, ibid., 88,1911 (1966). 7 Ref­
erence 5c. g I. M. Kolthoff and T. Reddy, Inorg. Chem., 1, 189 (1962). h C. Ritchie and R. Uschold, J. Am. Chem. Soc., 89, 1721 
(1967). - Reference l b .  1 This work. * J. F. Coetzee, Prog. Phys. Org. Chem., 4, 45 (1967); J. F. Coetzee and G. R. Padmanabhan, J. 
Phys. Chem., 69, 3193 (1965). 1 Values of pK(HA) in water taken from R. A. Robinson, J. Res. Natl. Bur. Stand., 68, 159 (1964) 
and G. Kortüm, W. Vogel, and K. Andrussow, “Dissociation Constants of Organic Acids in Aqueous Solution” ; A. Biggs and R. 
Robinson, J. Chem. Soc., 388 (1961). m Estimated from Hammett relation pK(HA) = 9.95 — 2.llu.

glass electrode in the three aprotic solvents have been des­
cribed.1®

Results

Values ofpKf(HA) of Phenols and Rf (HR-A~) of Pheno­
lates from Potentiometric Data. Values of pKd(HA) of phe­
nols in AN and Me2SO were obtained from paH (a is activity) 
measurements with the glass electrode in equimolar mixtures 
of the phenol with its phenolate (c = 1.5 X 10-3 to 2.2 X 10“ 3 
M) using 0.9 M tetraethylammonium hydroxide (in methanol, 
MeOH) for its preparation. The effect of MeOH on paH was 
determined separately and taken into account.5® The following 
values of paH were found in the equimolar mixtures of 3,5- 
dichlorophenol at various dilutions in AN: c = 1.99 X 10-3 M, 
CMeOH = 0.067 M, paH = 23.01; c = 1.00 X 10“ 3 M, cMeOH = 
0.034 M, paH = 23.09; and c = 0.50 X 10“ 3 M, CMeOH = 0.017 
M, paH = 23.13. For 3,4-dichlorophenol solutions in Me2SO, 
c = 1.98 X 10“ 3 M, CMeOH = 0.066 M, paH = 14.08; c = 1.00 
X 10“ 3 M, CMeOH = 0.033 M, paH = 14.13; and c = 0.50 X 10“ 3 
M, CMeOH = 0.017 M, paH = 14.15. The paH value at zero 
MeOH concentration was obtained by extrapolation. The 
largest corrections for the effect of MeOH were 0.30 paH unit 
in AN and 0.15 in Me2SO. The corrections for 3,5- and 3,4- 
dichlorophenol were applied to all the other phenols in AN 
and Me2SO. Values of pKd(HA) are in Table I, in which those 
of o-nitrophenols are listed separately.

Values ofRf(BHA) and Rd(BHA) of Tetramethylguani- 
dinium Benzoates in AN from Conductometric Data. Plots 
of A vs. c172 in Figure a have been constructed6 from conduc­
tivity data of 4-hydroxy-, unsubstituted, 3-bromo-, 3-nitro-,
3-nitro-4-chloro-, 3,5-dinitro-, and 2,4-dinitrobenzoic acids 
from 3 X 10“ 4 to 1.3 X 10“ 3 M in 0.055 M Me4Gdn. The excess 
of MeiGdn was sufficiently large to assure quantitative salt 
formation (BHA), (Me4Gdn)2H+ being negligible.5d Values 
of Ao(Me4GdnHA) and pKd(Me4GdnHA) obtained from the 
Fuoss and Kraus treatment of the data are in Table II. Sub­
tracting the value of the mobility of the tetramethylguanidi- 
nium ion, 84,5d from Ao(BHA) in Table II yields values of 
Ao(A~) ranging from 82 to 98, which are reasonable. From the 
relation7
log K d(BHA) + log K f(BHA)

= log Kr(BH+) -  pKd(HA) (1)

in which Kd(BHA) = a(BH+)a(A“ )/a[BHA], Kf(BHA) = 
[BHA]/[B][HA],Kf(BH+) = a(BH+)/a(H+)[B] and using the 
value of log K f(Me4GdnH+) = 23.3,5c values of log K f(BHA)8 
are derived and are included in Table II.

Heteroconjugation of Phenolates with 4-Bromophenol 
(HR). Heteroconjugation constants of substituted phenolate 
ions with HR in AN, DMF, and Me2SO were found from the 
effect of HR upon paH of equimolar mixtures of the phenol 
and its phenolate.lb-6 The results are presented in Figure b.6
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TABLE II: Formation and Dissociation Constants of
Tetramethylguanidinium Benzoates in AN

Substituent Ao(BHA)
pAd

(BHA)a pKd(HA)
log

R f(BHA) 6

4-Hydroxy- 166 3.74 20.8 6 .2 4

Unsubstituted 175 3.45 20.7 6 .O5

3-Bromo- 175 3.3i 19.5 7.1i
3-Nitro- 175 3.10 19.2a 7.1i
3-Nitro-4-chloro- 175 3.0o 18.5s 7.75

3,5-Dinitro- 182 2 .8 5 16.9 9.25

2,4-Dinitro- 155 2.46 I6 .I9 9.57

" A d(BHA) = [BH+][A-]/[BHA], b X f(BHA) = [BHA]/ 
[B][HA],

Calculations of A^HR-A- ) and K f(HR2~), taking into account 
the effect of methanol, have been described previously.9 These 
constants are listed in Table I. As found previously, the phe- 
nolates, except those which are the weakest bases, form stable 
diconjugates in AN. Formation of (HR)2A~ was even found 
in Me2SO, but, as expected, to a much smaller extent than in
AN. Proton transfer between A -  and HR and extensive for­
mation of higher heteroconjugates preclude the estimation 
of X f(HR-A_) when A -  is a stronger base than 3-nitrophe- 
nolate. Values of the logarithm of the overall formation con­
stant Fff(HR)2A -  are in brackets in Table I.

H e t e r o c o n j u g a t i o n  o f  C h l o r i d e  w i t h  S o m e  N o n - H y ­
d r o x y - S u b s t i t u t e d  A c e t i c  A c id s  i n  A N .  From the conducto­
metrically determined increase in ionic solubility of potassium 
chloride in AN in presence of the substituted acetic acids in 
Figure c,6 the formation constants of the 1:1 and 2:1 conjugates 
were estimated as was done with the substituted benzoic 
acids.4 The following values of log A'f(HA-Cl_) and /l(HA-CR) 
= X f(HA)2CR /K f(HA-Cl_) were found: n-butyric 2.15, 1.6; 
acetic, 2.24, 2.5; methyl biglutarate 2.16;5a monochloroacetic 
acid 2.7 3 ,10 ~ 5 ;10 oy/S-dibromopropionic acid 3.02, and di- 
chloroacetic acid 3.4,10, ~2 , 10 respectively.

Discussion

Plots of pK d(HA) vs. Hammett <r values in Figure 1 of 
non-ortho-substituted phenols in AN, DMF, and Me2SO are 
virtually parallel; pha aeing 4.4 ± 0.1 (Table III). The differ­
ence in p ifd(HA) between the solvents S and AN (reference 
solvent) expressed in terms of transfer activity coefficients, 
7 sAN (i), is

AanS pKd(HA) = log 7 SAN(H+)
+ log TSAN (A-) -  log 7 SAN(HA)

~  log 7 SAN(H+) + log 7 sAN(Aer )  -  log 7 sAN(Ha) (2)

where log 7 SAN(Ha) cenotes the difference in A G °  of for­
mation of the hydrogen bond between HA and S and between 
HA and AN, while log 7 SAN(Aei~) is the difference in free 
energy of the electrostatic part of the solvation of A - , regarded 
to be close or equal to zero between aprotic solvents.10 The last 
part on the right-hand side of eq 2  has been derived assuming 
that the nonelectrostatic contribution to 7 SAN(A_), denoted 
as 7 SAN(n), is the same as the neutral non-hydrogen bonded 
contribution to 7 SAN(HA), i.e., log y sAN(HA) = log 7 SAN(n) 
+ log 7 SAN(Ha). Considering the solvents AN and Me2SO and 
using values of log y Me2S0 AN(H+) = 1 1 .4, 11 and log 
7 Me2sOAN(Ha) = 1.910 and regarding log 7 Me2SOAN(Aei_) = 
0 in eq 2, the calculated value of AANMe2SO pX d(HA) is 9.5. 
This is compared with average values of 9.7o of a series of 
non-ortho-substituted benzoic acids,1® 9.7 for non-hydroxy-

P k h a

DMSO DMF

Figure 1. Hammett plots of pK 'ha of non-ortho-substituted phenols 
in AN, DMF, and Me2SO. Numbers are same as those in Table I, 
Points 8  and 11 in DMF are average values from two authors.

substituted aliphatic carboxylic acids5b and, from Table I in 
the present paper, 10.1 ± 0.1 for non-ortho-substituted phe­
nols. In DMF relatively few reliable p K d(HA) values of phe­
nols are available. From those in Table I AANDMF p A d(HA) 
= 9.0 as compared to AANDMF pA’d(HA)ca]c(j = 9.2, using log 
7 DMFAN(H+) = 10.611 and log 7DMFAN(Ha) = 1.410 in eq
2.

When <7 values are not known reliably, as in the case of Taft 
<r* values of some substituted acetic acids, the resolution of 
acid strength, R ,  is used, defined as

R = p s /p w  = (PK d(HA)
-  pXd(o))s/(ptfd(HA) -  pXd(o))w (3)

In eq 3 S is the aprotic solvent, W is water, and pR d(o) refers 
to the unsubstituted acid. For non-ortho-substituted phenols 
p in W = 2.1;12 hence R  (between W and AN, DMF, or Me2SO) 
is found equal to 2.0 (Table III) as compared to 2.4 for non­
ortho-substituted benzoic acids1® and 1.92 for non-hydroxy- 
substituted acetic acids.5b (The number of aliphatic carboxylic 
acids studied was small and a larger number should be in­
vestigated.) Thus, the order of magnitude of R  is the same for 
phenols and carboxylic acids, which is attributed mainly to 
the same order of extent of solvation of phenolates and ben­
zoates with water.

In the reaction of Me4Gdn or Me2BA with substituted 
benzoic acids, HA, in AN little or no substituent effect has 
been found for the ionic dissociation BHA ?=> BH+ + A - , p 
values being of the order of 0.5 and ~0, respectively. Consid­
ering formation of BHA in these systems, Hammett plots of 
log i f f(BHA) = log([BHA]/[B][HA]) from Table II are pre­
sented in Figure 2. Despite the large difference in strength of 
the two bases, p values are about 2.1 for both bases, which is 
close to 2.4 for dissociation of benzoic acids in AN (Table III). 
From the close similarity in p values and the likelihood that
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TABLE III: Summary of p Values and Intercepts of Hammett Plots of p Jf(HA), p Jf(BHA), or Heteroconjugation 
Constants in Various Solvents

p values
Pphenols/

Intercept“
Equilibrium Solvent Benzoic acids Phenols Pbenzoic acids Benzoic acids Phenols

HAf±H+ + A- (plfd) Me2SO 2Ag 4.29/ i-79 10.92« 16.5g/
DMF 2.36« (4.5) (1.92) 12.33« (17.8)
AN 2.4ih 4.48/ l-86/ 2 0 . 6 5  5 2 6 .8 2 /, 27.2e

4.76e
W 1.00 2 .1 i 2-1i 4.2 9-9s
Gas phase 12d 9.7e 1 . 2

HA + Me4G d n M e 4GdnHA AN 2.2 f 5.9
(log XO

HA + Me2BA <=> Me2BAHA AN 2.1 / 1.7
(log K1)

A“ + HR <=> HR.A- (log KO Me2SO O.6 5 « 1 .2 gf l-97 1.69« 3 .O5 /
DMF 0.57« (1.3)/ (2.3) 2.37« (3.4)/
AN 0.626 l- 2 ge-/ 2.0e 3.53  5 4.5g/, 4.66c

HA + CR j* HA-C1- (log If1) AN +0.47 6 +0.9gc 2 .1 o 2.23 6 2.2.3e
“ Refers to equilibrium constant involving unsubstituted HA or A- . 6 Reference 4. e Reference lb. d R. Yamdagni, I. Me.

Mahon, and P. Kebarle, J. Am. Chem. Soc., 96, 4035 (1974). e R. Me. Ives and J. Silvers, ibid., 95, 8462 (1973). I This work. « Ref­
erence la.

LOg KfBHA

Figure 2. Plots of log K^BHA) of tetramethylguanidinium and N,N- 
dimethylbenzylammonium benzoates in AN vs. <r. (A) Me2BAHA; B, 
Me4GdnHA. (1) 4-hydroxy-; (2) unsubstituted; (3) 3-bromo-; (4) 3- 
nitro-; (5) 4-nitro-; (6 ) 3-nitro-4-chloro-; (7) 3,5-dinitro-; (8 ) 2,4-dlni- 
trobenzoates.

BHA is an ionized salt (vide infra) it appears reasonable to 
conclude that the values of log Iff(BHA) and p !fd(HA) are 
mainly determined by a proton transfer step in the formation 
of BH+A~ or SH+A~. Baba et al.13 have found evidence of 
formation of an un-ionized solvent-separated ion pair in the
4-nitrophenol-triethylamine system in AN from uv and visible 
spectral studies. Prom ir spectra in the crystal state of normal 
salts of substituted benzoic acids with substituted pyridines 
Johnson and Rumon14 concluded that when (log If f(BH+) -  
pKd(HA)) > 3.7 in water, these salts are present as BH+A~. 
In contrast to the above, 4-nitrophenol-triethylamine systems 
in the low dielectric constant inert solvent isooctane possess 
uv spectra characteristic of the un-ionized ion pair BHA.13 In 
fact, the small p values of about unity found from substituent 
effects on the formation constants of BHA between substi­
tuted phenols and a variety of uncharged bases in the low di­
electric constant inert solvents, carbon tetrachloride, «-hep­
tane, and cyclohexane, have been ascribed to highly incom­
plete proton transfer.15

It was reported previously that the dependence of the 1:1 
homoconjugation constant Iff(HA2~) of benzoic acids4 and 
phenols15 on substitution is small in AN, pha2-  being 0.3s and 
0.29, respectively at 25 °C. This is accounted for by the fact 
that the increasing hydrogen bond donating capacity of HA 
is being opposed by the decreasing accepting property of A“ . 
This should be particularly true when the hydrogen bond in 
HA2_ is symmetric. From ir studies symmetric hydrogen 
bonding was reported in the pentachlorophenol homoconju­
gate in AN by Pawlak.16

For non-ortho-substituted phenolates, A", p h r -a -  was 
found equal tc —1.2a in both AN and Me2SO from the Ham­
mett plots of values of log Jff(HR-A~) in Table I. Reasons for 
the fact that p h r -a -  is independent of the aprotic solvent have 
previously been given for benzoate heteroconjugates with 
HR,la their p h r -a -  values being —0.6i ± O.O3. The same in­
terpretation holds for the phenolates even though they differ 
drastically in structure from the benzoates. The difference, 
AANMe2SO log Jff(HR-A_), of 1.5 unit (Table I) is mainly 
attributed to the stronger hydrogen bonding of HR to Me2SO 
than to AN and is close to the value of log YMe2S0AN(Ha) =
1.9.

Heteroconjugation of acetic acids with chloride in AN ap­
parently parallels that of substituted benzoic acids. The same 
is true for phenols. For phenols log Jff(HA-CI~) = 8.16 — 0.22 
p !fd(HA), for acetic acids leg Jff(HA-Cl~) = 6.O5 — O.I7 
pffd(HA), and for benzoic acids log If f(HA-Cl_) = 6.2s — O.I9 
pffd(HA). In Table III it is seen that the p values of hydrogen 
bonding reactions involving an ion as an acceptor with an 
uncharged donor in which proton transfer is negligible (e.g., 
PHR-A-, PHA-C1-) are much smaller in solvents of intermediate 
or high dielectric constant than those in which the reaction 
between HA and an uncharged base involves proton transfer. 
On the other hand, it is remarkable that the ratio of p values 
of phenols to those of benzoic acids in dipolar aprotic solvents, 
entered in the fifth column in Table III, is the same and equal 
to 2.0 ±  O.I3 for the various types of reactions involving hy­
drogen bonding, irrespective of the extent of proton transfer 
and dissociation into ions.
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The thermal properties and binary phase diagrams (with cholesteryl nonanoate) of some cholesteryl deriva­
tives of chiral alkanoic acids have been determined. In contrast to the effect on degree of helicity as deduced 
from the optical properties, chirality in the alkanoate portion causes only minor changes in these properties. 
Changes in chirality in short chain alkanoates with the chiral center adjacent to the carbonyl have the largest 
effect. The existence of a thermodynamically stable uniaxial smectic texture of mixtures of branched alka­
noates at glass surfaces is rationalized on the basis of steric effects on intermolecular bonding.

Introduction

A knowledge of the effects of structural modifications is 
a prerequisite to rational design of molecules with optimal 
properties. On this basis we have engaged in a research pro­
gram on cholesteryl alkanoates. Initially the nucleation of 
supercooled liquid crystals was investigated.2 Then the effects 
of branching (degree, position, length) in the alkanoate portion 
on thermal properties were assessed.3 Subsequently the sen­
sitivity of the structure of the cholesteric mesophase, as 
measured by its pitch, to molecular alterations was deter­
mined.4 An electric field induced uniaxial to birefringent 
smectic texture transformation of some binary mixtures of 
these cholesteryl alkanoates was also studied.5

The effects of structure on the thermal properties of cho­
lesteryl n-alkanoates have been thoroughly investigated.6 
Binary phase diagrams of n-alkanoates3'7 and branched al­
kanoates3 have been determined.

The critical physical properties of cholesteryl alkanoates 
are explicable in terms of conformational mobility of the al­
kanoate moiety. Decreased mobility lends to enhanced in­
termolecular attractive forces (increased melting point, en­
thalpy, and entropy of fusion, smectic behavior in preference 
to cholesteric215-4) and decreased molecular volume (increased 
pitch4).

Thus, steric interactions play a significant role in deter­

mination of the thermal properties3 and a dominant role in 
the determination of the pitch,4 i.e., helicity, of the cholesteric 
mesophase. Therefore, changes in configuration of branched 
cholesteryl alkanoates are expected to alter these character­
istics since both intra- and intermolecular forces will be 
changed. This is demonstrated in Figure 1. In accordance with 
other findings for conformations of carbonyl compounds,8 it 
is assumed that the methyl group of cholesteryl 2-methyl- 
butyrate eclipses the carbonyl in preference to the hydrogen 
or ethyl moieties. From Figure 1 it is apparent that the rela­
tionship of the ethyl group to rest of the molecule is different 
in the two cases. Indeed the compounds are diastereomers and 
the relationships are thus diastereomeric. Hence, intramo­
lecular interaction energies are not equal.9 Important for the 
mesomorphic properties, intermolecular interactions will have 
different energetics in principle,9 i.e., the two compounds will 
have different physical properties.9

The work comprising the present paper and part of a pre­
vious one4 was carried out to determine the magnitude of these 
effects of chirality, with the ultimate purpose of learning more 
about the detailed structure of the cholesteric mesophase.

Results and Discussion

The compounds examined are the esters of cholesterol 
prepared from the following acids: racemic 2-methylbutyric,
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TABLE I: Thermal Properties of Cholesteryl Alkanoates

Predicted

Alkanoate Structural formula“ Transitions,b °C
monotropic
transitions

Figure
no.

AHf,'1 kcal/ 
mol ASf,c eu

rac-2-Methylbutyrate ChOOCCH(CH3)CH2CH3 K108I (S89) 3a 4.98 13.0
(S)-2-Methylbutyrate ChOOCCH(CH3)CH2CH3 K107I 7 3b 5.45 14.3
rac -2-Methylpentanoate ChOOCCH(CH3)CH2CH2CH3 K82I (S68) 4a 9.26 26.1
(R ) -2-Methylpentanoate ChOOCCH(CH3)CH2CH2CH3 K90K68S) 4b 7.17 19.8
(S)-2-Eth‘ÿl-3-methylbutyrate ChOOCCH(C2H5)CH(CH3)2 K113K92S) 5.79 15.0
(S)-4-Methyîhexancate ChOOC(CH2)2CH(CH3)CH2CH3 K113I (C69) 6 5.87 15.2
rac-2-Ethylhexanoate ChOOCCH(C2H5)(CH2)3CH3 K44S50I 3.13 9.55
(—)-2-Ethylhexanoate ChOOCCH(C2H5)(CH2)3CH3 K49S57I 5 3.03 9.41
(R)-4-Ethyl-5-methylhexanoate ChOOC(CH2)2CH(C2H5)CH(CH3)2 K80I C14S13) 7 3.86 10.9
3,3,5-Trimethylhexanoate ChOOCCH2C(CH3)2CH2CH(CH3)2 K111I (C60S59) 8 5.15 13.4
° Ch = cholesteryl. b Notation of L. Verbit, Mol. Cryst. Liq. Cryst., 15,89 (1971); K = crystal, I = isotropic, S = smectic, C = cho-

lesteric. c Predicted by extrapolation of transition lines in binary phase diagrams with cholesteryl nonanoate; see figure indicated. 
d Standard deviation less than 0.1 kcal/mol. e Standard deviation less than 0.2 eu.

Figure 1. Configurations of cholesteryl (S)-2-methylbutyrate (top) and 
cholesteryl (R)-2 -methylbutyrate (bottom) showing changes in spatial 
relationships between the cholesteryl moiety and the methyl and ethyl 
groups.

(S)-2-methylbutyric, racemic 2-methylpentanoic, (R)-2- 
methylpentanoic, (S)-2-ethyl-3-methylbutyric, (S)-2-meth- 
ylhexanoic, (—)-2-ethylhexanoic, (R)-4-ethyl-5-methylhex- 
anoic, and 3,3,5-trimethylhexanoic. The syntheses of all the 
esters except those from racemic 2-methylpentanoic and
3,3,5-trimethylhexanoic acids have been described else­
where.3’10 The optical purities of the active acids ranged from 
84 to 98% with the exception of (S)-2-ethyl-3-methylbutyric 
acid which was 7% optically pure.

A. Thermal Properties. The thermal properties of the esters 
are summarized in Table I. In the three cases where the esters 
from corresponding active and racemic acids can be compared 
(2-methylbutyrate, 2-methylpentanoate, and 2-ethylhexa- 
noate) very similar transition temperatures are observed; the 
diastereomericallv pure esters from the active acids have 
somewhat higher temperatures. This is as expected since the 
products from the racemic acids are in fact mixtures of dia- 
stereomers.

Turning now to the thermodynamic parameters AHf and 
ASf, significant differences between the products from the 
active and racemic acids exist, especially in the two shorter 
acids. In the case of the 2-methylpentanoates the product from 
the racemic acid has the higher AHf and ASp apparently AHf 
for the product from the S acid has a high AHf and predomi­
nates in the mixture. We believe the configuration of (—)-2- 
ethylhexanoate (equivalent to 2-n-butylbutyrate) is R since 
both (I?)-2-methylbutyrate and (R)-2-methylpenanoate have 
negative rotation.4 Thus from comparison of values for esters 
from racemic and optically pure acids (Table I) AHf and ASf 
appear to be lower for the R configurations. This indicates that 
the esters from the R acids do not pack as well in the crystal 
as those from the S acids (Figure 1). The results for the 2-

methvlpentanoates suggest that the differences are larger 
when both of the branches have an odd number of carbon 
atoms.

With reference to the pitch measurements reported pre­
viously, it is noteworthy that using the reported pitch (455 
nm)11 and the present AHf for the ester from the racemic 2- 
methylpentanoate the pitch-AHf curve4 for the 2-branched 
series has the same shape as that of the n-alkanoates. That 
is, as AHf increases the pitch increases to a maximum, then 
decreases, and finally levels off. In the case of the unbranched 
alkanates this behavior was attributed to chain folding in the 
crystalline phase when the carbon number of the alkanoate 
exceeds eight or nine, while the chains are extended in the 
cholesteric phase.4 Recent x-ray studies, however, seem to rule 
out chain folding in the crystals,12’13 but do indicate different 
types of crystal packing. The pitch changes with structure in 
the 2-branched series seems to follow the trend anticipated 
based upon the lengths of the two branches. The chain folding 
explanation cannot in principle apply to the crystalline phases 
of the 2-branched alkanoates, however, since none of the 
chains are long enough to fold. The AHf data must reflect 
differences due to ease of packing in the crystal; this in turn, 
we believe, is related to the conformational mobilities of the 
alkanoate chain. There are two opposing and not indepen­
dent8 factors: (1 ) the conformational mobility about the im­
portant CO-alkyl bond and (2) the alkyl group flexibility, 
which depends upon its length. Let us discuss the 2-meth- 
ylalkanoates, namely, the series isobutyrate, 2-methylbuty­
rate, 2-methylpentanoate. Referring to Figure 2 we expect that 
the population of conformation la relative to conformation 
lb  will increase as R becomes larger; however, at the same time 
conformation lc  also contributes more extensively.8 In the 
case of the 2-ethylalkanoates (2-methylbutyrates, 2-ethyl- 
butyrate, and 2-ethylhexanoates) the conformation with H 
eclipsed with the carbonyl (conformation 2c, Figure 2) is ex­
pected to predominate when R is other than methyl; when R 
is methyl conformation 2b predominates.8 Thus the entire 
range of conformational mixes (and probably barriers) is 
covered by these two series of compounds. In addition, we do 
not have any notion of the effects of these structural changes 
on the conformations of the O-CO bond. Moreover, the en­
ergetics will be different for the two diastereomers. Therefore, 
we cannot reach any detailed conclusions on the effect of 
branching on the conformations of these molecules.

B. Phase Diagrams. The effects of chirality on the meso-
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lesteryl 2-ethyla lkanoates (bottom ).

morphic properties might also be expected to manifest 
themselves in binary phase diagrams (Figures 3-8). First 
consider the cholesteryl esters derived from racemic and
(S)-2-methylbutyric acids. Their phase diagrams (Figure 3) 
reveal clear differences in their mesomorphic tendencies. The 
mesophases of the S ester have much lower stability than 
those from the racemic acid. The curved lines for the smectic 
transition (Figure 3a) and smectic and cholesteric lines (Figure 
3b) in these two phase diagrams are unique. In our experi­
ence3’7 with cholesteryl derivatives these transition lines are 
straight, or nearly so, indicating ideal interactions between 
the two components. The major difference between the two 
phase diagrams is the lower clearing points for the ester from 
the active acid.

The results for the esters from racemic and R modifications 
of 2-methylpentanoic acid are shown in Figure 4. The differ­
ences are subtle. The domain of the cholesteric phase is about 
the same and the upper stability limit of the smectic phase is 
virtually unchanged. The only difference is the higher melting 
point of the mixture from the R acid; this result is expected 
since there are really three components in the mixtures de­
rived from the racemic acid.

The partial phase diagram of cholesteryl nonanoate-eho- 
lesteryl (—)-2-ethylhexanoate (Figure 5) is likewise very 
similar to that derived from the ester prepared from the ra­
cemic acid.3

From these three pairs of phase diagrams it can be seen that 
the transition temperatures of binary mixtures are not very 
sensitive to configuration; the greatest changes occur in the 
shorter alkanoates and where the branch is adjacent to the 
carbonyl group.

A number of phase diagrams of new cholesteryl esters have 
also been constructed and augment our previous work.3 The 
phase diagrams of cholesteryl nonanoate with cholesteryl 
(S’ )-4-methylhexanoate, (fi)-4-ethyl-5-methylhexanoate, and
3,3,5-trimethylhexanoate are given in Figures 6-8, respec­
tively. Without detailed discussion, it suffices to say that these 
results corroborate the conclusions reached in our previous 
work and outlined in the introduction.

C. Uniaxial Smectic Textures. In the course of these studies 
what is believed to be a unique texture transformation was 
discovered. It consists of a spontaneous, thermally reversible 
interconversion of the focal conic and uniaxial textures, pre­
sumably of the smectic A phase.14 The field-induced uniaxial 
to focal-conic transformation of these systems was previously 
reported.5 As noted surface interactions control this trans­
formation; thick samples are uniaxial only near the substrate.

Figure 3. (a) Phase diagram of cholesteryl nonanoate-cholesteryl 2- 
methylbutyrate from racemic acid (left), (b) Phase diagram of cholesteryl 
nonanoate-cholesteryl (S)-2-methylbutyrate (right).

Figure 4. (a) Phase diagram of cholesteryl nonanoate-cholesteryl 2- 
methylpentanoate from racemic acid (left), (b) Phase diagram of cho­
lesteryl nonanoate-cholesteryl (S)-2-methylpentanoate (right).

MOLE % NONANOATE

Figure 5. Partial phase diagram of cholesteryl nonanoate-cholesteryl 
(—)-ethylhexanoate.

The uniaxial textures were first observed in the binary 
mixtures of the esters of the chiral alkanoates. However, none 
of these esters by itself nor the esters of achiral acids by 
themselves exhibit this texture spontaneously, presumably 
because they cannot be supercooled sufficiently. Further ex­
amination showed that chirality in the alkanoate chain is not 
a prerequisite; branching does seem to be required. In Table 
II the spontaneous, reversible uniaxial — focal conic tem­
peratures for 1:1 molar mixtures with cholesteryl nonanoate 
are listed. As noted the esters of the achiral 2-ethylbutyric and
3,3,5-trimethylhexanoic acids give the uniaxial texture. It is 
also noteworthy that the transformation temperatures for the 
esters from active and racemic modifications of an acid are 
essentially identical.

The fact that branching seems to be a prerequisite for the 
uniaxial texture can be rationalized on the basis of interaction
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Figure 6. Phase diagram of cholesteryl nonanoate-cholesteryl (S)-4- 
methylhexanoate.

Figure 7. Phase diagram of cholesteryl nonanoate-cholesteryl (R)-4- 
ethyl-5-methylhexanoate.

Figure 8. Phase diagram of cholesteryl nonanoate-cholesteryl 
3,3 ,5 -trim eth ylhexano ate .

with the substrate. For nematic systems molecules align 
parallel to the substrate plane only if the surface energy of the 
substrate is higher than the liquid crystal surface tension; 
otherwise a perpendicular arrangement results.15 The same 
is very likely true for cholesteric systems. Thus in the smectic 
phase we would expect to see the uniaxial texture if the sub-

TABLE II: Reversible Uniaxial1=1 Focal Conic 
Temperatures for 1:1 Molar Mixtures of Cholesteryl 
Alkanoates and Cholesteryl Nonanoate on Glass Slides

Alkanoate Temp, °C

2-Ethylbutyrate 40
3,3,5-Trimethylhexanoate 66
(R ) -2-Methylbutyrate 49“
(fi,S)-2-Methylbutyrate 49“
(R ) -2-Methylpentanoate 65
(R,S)-2-Methylpentanoate 63
(fi)-4-Methylhexanoate 57
(—)-2-Ethylhexanoate 43
(fi)-4-Ethyl-5-methylhexanoate 50

“ 1:3 molar mixture of alkanoatemonanoate.

strate surface energy is lower than the surface tension of the 
mesophase and the focal conic texture otherwise. Another way 
of stating this is that the uniaxial texture exists when the in­
teraction energy between substrate and liquid crystal is less 
than the cohesive (intermolecular interaction) energy of the 
mesophase. Thus as the temperature is raised the displace­
ment of the uniaxial texture by the focal conic indicates that 
the interfacial interaction energy becomes greater than the 
cohesive energy. An increase in focal-conic texture would be 
expected with increasing temperature due to the increasing 
conformational mobility of the mesomorphic molecules, and 
the attendant loss of cohesive energy from intermolecular 
attractions.

In these binary mixtures of the branched alkanoates the 
cohesive energy of the mesophase is high enough to allow the 
uniaxial orientation; in unbranched systems the cohesive 
energy must be lower since the uniaxial texture is thermody­
namically unstable relative to the focal conic. The higher co­
hesive energy of the smectic phases in branched alkanoates 
is consistent with the greater rigidity of the alkanoate chain 
which permits stronger interaction between the molecules, 
the carbonyl group probably being a major contributor. Thus, 
the stability of uniaxial texture is a direct result of the steric 
effects of branching.

Conclusions

The effects of chirality in the alkanoate portion of cho­
lesteryl alkanoates on thermal properties of pure and mixed 
esters are relatively minor, in contrast to the significant effects 
on optical properties. The unique thermally stable uniaxial 
smectic texture observed in mixtures of branched alkanoates 
can be rationalized on the same basis as the effects on thermal 
and optical properties, namely, reduced conformational mo­
bility, which leads to stronger intermolecular interactions.

Acknowledgment. The author wishes to thank Mr. F. C. 
Bailey for technical assistance, Dr. J. M. Pochan for the AHf 
measurements, Dr. W. H. H. Gunther for encouragement, and 
Dr. P. deGennes for a helpful discussion of the smectic phases.

Experimental Section

General. Elemental analyses were performed by Spang 
Microanalytical Laboratories, Ann Arbor, Mich. Transition 
temperatures were determined using a Leitz Ortholux po­
larizing microscope equipped with a Mettler FP5 hot stage; 
“ precleaned” glass microscope slides (Fisher) and cover glasses
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(Corning) were employed. Perkin-Elmer differential scanning 
calorimeters (DSC-1B and 2) were used to determine heats 
of fusion.

Cholesteryl (R,S)-2-Methylpentanoate. Using the proce­
dure previously reported,11 this ester was isolated in 72% yield. 
It was subjected to three recrystallizations from 2-propanol.

Anal. Calcd for C33H56O2: C, 81.76; H, 11.64. Found: C, 
81.83; H, 11.93.

Cholesteryl 3,3,5-Trimethylhexanoate. Prepared using the 
reported general procedure,11 this ester was purified by two 
recrystallizations from hexane and one from ethyl acetate.

Anal. Calcd for C.36H620 2: C, 82.06; H, 11.86. Found: C, 
81.95; H, 11.72%.

Phase Diagrams. The binary mixtures were prepared by 
mixing weighed samples in the melt, and allowing them to 
stand several days at room temperature. They were then ex­
amined microscopically. Transition temperatures were veri­
fied by making more than one determination and cycling the 
temperature up and down.
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Mossbauer Study of Equilibrium Constants of Solvates. 2. Determination 
of Some Solvation Parameters of Tin Tetrahalides

A. Vertes,* I. Nagy-Czako, and K. Burger

Deparrment o f Physical Chemistry and Radiology, and Department o f Inorganic and Analytical Chemistry, L. Eotvos University o f Sciences, 
1088 Budapest, Hungary (Received October 8, 1975)

The solvation of tin tetrahalides by donor solvents was studied using Mossbauer spectroscopy. The rate con­
stants of the process SnX4 + 2D ^  SnX4D2 for Snl4 and tetrahydrofuran at 5 °C were found to be k i = 1.1 
±  0.3 min-1 [mol(kg of benzene)- 1 ]-2 and k2 = 0.06 ±  0.02 min-1; the heat of this reaction was AH = —4.0 
±  1.0 kcal/mol. Using Bjerrum’s formation function the solvation could be shown to proceed in two steps. 
The successive equilibrium constants of the formation of the solvate complexes in the system SnI4-TH F at 
5 °C were: K\ = 0.9 ±  0.2 [mol(kg of benzene)-1 ]-1  and K 2 = 13.1 ±  1.6 [mol(kg of benzene)- 1 ]-1 and for the 
system SnBr4-acetic anhydride: K\ = 0.8 ±  0.2 [mol(kg of benzene)- 1 ]-1  and K 2 = 4.0 ±  0.6 [mol(kg of ben­
zene)-1]-1.

Introduction

Some of the parameters of solvation of tin tetrahalides 
were studied using Mossbauer spectroscopy in solvent mix­
tures containing beside the donor solvent an inert solvent of 
low dielectric constant. The octahedral solvate complex is 
formed in a reaction leading to equilibrium:1-3

SnX4 + 2D SnX4D2 (1 )
hi

where X is the halogen atom, D the donor molecule, and ki 
and k2 are the rate constants of the two reactions leading to 
equilibrium.

The equilibrium constant of reaction 1 is

K  = [SnX4D2]/[SnX4][D]2 (2)

* Address correspondence to this author at the Department of 
Physical Chemistry and Radiology.

Equilibrium constant determination by means of Moss­
bauer spectroscopy has been reported in our previous paper.3 
Now we present some new results in detail.

Solvation Kinetics
When dissolved in benzene tin tetrahalides are not solvat­

ed.3 Upon adding a donor solvent to this solution solvation of 
tin tetrahalides takes place. Portions of the solution were 
frozen at different intervals from the time of mixing and by 
recording their Mossbauer spectra the solvation rate could be 
followed.

In case of SnCl4 and SnBr4 the areas of the lines assigned 
to SnX4 and SnX4D2, respectively, did not change with time, 
while in the Snl4 system the area of the line pertaining to the 
solvate SnI4D2 definitely increased compared to the area of 
the line Snl4. Thus solvation equilibria of SnCl4 and SnBr4 
are reached so rapidly that it is impossible to follow them by 
Mossbauer spectroscopy. (The time needed to reach equi­
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librium is less than 1 min.) In the solvation of Snl4 however 
equilibrium is reached only after a longer period of time. This 
different behavior could be due to the differences in the size 
of the halogen atoms.

Because of the higher rate of the solvation of SnCl4 and 
SnBr4, respectively, the equilibrium might be shifted during 
freezing, that is, during cooling from room temperature to the 
freezing point of the solution: to 5 °C (rate of cooling is 15-20 
°C/s). Thus the Mossbauer spectra of the frozen solutions of 
these two tin tetrahalides permit conclusions only with respect 
to the state of equilibrium at 5 °C. The solvation equilibrium 
of SnLt is not shifted during the period needed for the solidi­
fication of the solutions (1-2 s), thus the equilibrium constant 
pertaining to room temperature can also be determined from 
the Mossbauer spectrum.

Starting from the published data of the solvation of tin te­
trahalides1-3 we reckoned only with the presence of nonsol- 
vated SnX4 and of the solvate complex of the composition 
SnX4D2 in the solution and decomposed the obtained Moss­
bauer spectra into two lines, and determined accordingly the 
rate constant of the solvation reaction of SnLt on the addition 
of tetrahydrofuran at 5 °C.

The solution of SnLt in benzene was mixed with tetrahy­
drofuran, the mixture thermostated at 5 °C, and samples were 
taken at different time intervals. The Mossbauer spectra of 
these samples were recorded after quick freezing.

Figure 1 shows clearly that as the reaction progresses so does 
the area of the peak which is proportional to the concentration 
of the solvate complex increase at the cost of the area of the 
peak which is proportional to the concentration of unsolvated 
Snl4. Figure 2 illustrates the concentration of the complex 
Snl4(THF)2 calculated from the spectra vs. time.

The rate of the gross solvation reaction (1) is

dc/di = ki(Mo — c)(D0 — 2c)2 — &2c (3)

where M0 is the initial concentration of Snl4, Do is the initial 
concentration of the solvating solvent, and c is the concen­
tration of the solvated complex after an interval t from the 
time of mixing.

The knowledge of K = k\/ki made it possible to calculate 
the rate constants of the solvation of Snl4 with tetrahydro­
furan at 5 °C: ki = 1.1 ±  0.3 min-1 [mol(kg of benzene)-1]-2, 
fe2 = 0.06 ±  0.02 min-1.

The solvation of Snl4 by donor solvents in benzene is not 
an instantaneous process, thus the equilibrium reached at 
various temperatures will not be affected by quick freezing. 
This offered the possibility of determining the equilibrium 
constants pertaining to different temperatures (5,18, and 35 
°C) and of calculating the heat of the reaction

Snl4 + 2THF =  SnI4(THF)2 AH = -4 .0  ±  1.0 kcal/mol 

Stability Constants
More detailed study of the solvation of SnBr4 and Snl4 in­

dicated a concentration dependence of the equilibrium con­
stants determined from the Mossbauer spectra and eq 1 which 
suggested that solvation proceeds in two steps:

M + D ^  MD (4)

MD + D ^  MD2 (5)

where M is SnX4 and D is the donor-solvent molecule. To 
clarify this problem measurements were extended to the entire 
measurable concentration range of the solvation of SnBr4 with 
acetic anhydride and of Snl4 with tetrahydrofuran, respec­
tively.

Figure 1. Môssbauer spectrum of the mixture 0.08 mol of Snl4 +  0.21 
mol of THF per 1 kg of benzene, recorded at the temperature of liquid 
nitrogen: (a) frozen 2 min after the addition of THF; (b) frozen 7 min after 
the addition of THF; (c) frozen 24 h after the addition of THF.

Figure 2. Change in the concentration of the solvate complex Snl4(THF)2 
with time for the mixture 0.08 mol of Snl4 +  0.21 mol of THF per 1 kg 
of benzene.

The concentration of SnX4 was varied between 0.05 and 0.2 
M per 1000 g of benzene and the Mossbauer spectrum of the 
equilibrium system was determined at given SnX4 content for 
different concentration ratios of donor solvent:SnX4.

For the calculation of the equilibrium constants of the 
solvation reaction Sillen’s4 curve fitting method based on 
Bjerrum’s formation function5 was used. The essence of which 
is the fitting of the plotted experimental data to a set of the­
oretically calculated curves and the calculation of the equi­
librium constants from the data of the curve which fits best.

Our experimentally obtained data failed to fit the theo­
retical curve of the process: SnX4 + 2D =  SnX4D2.

When determining the equilibrium constants of the process
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TABLE I

Dielectric
Solvent Donicity constant SsnBr4, mm s 1 ¿SnBr4D2, Him S 1 K, [mol kg '] 2 log K

Acetic anhydride 10.5 20.7 1.22 ± 0.08 0.413 ±  0.09 3.2 0.5 ±  0.05
Acetonitrile 14.1 38.0 1.237 ± 0.05 0.385 ± 0.02 25.2 1.40 ± 0.05
Acetone 17.0 20.7 1.176 ± 0.08 0.247 ±  0.04 38.9 1.60 ± 0.10
T etrahydrofuran 20.0 7.6 1.281 ± 0.041 0.220 ± 0.10 93.2 1.97 ± 0.10

d'

Figure  3. Form ation curve of solvated com plexes  in the Snl4- T H F -  
b enzene system .

corresponding to stepwise complex formation the following 
facts must be considered: if during solvation the formation of 
a tin complex with a coordination number of 5 must also be 
considered, then the corresponding peak on the Mossbauer 
spectrum should be situated between the peaks of the non- 
solvated SnX i and of the tin complex with a coordination 
number of 6. According to our earlier findings6 the isomer shift 
changes linearly with tne coordination number, thus it might 
be assumed that the peak believed hitherto to be proportional 
only to the concentration of SnX4D2 represents also half of 
the concentration of the SnX4D complex present in the system 
(while the other half of this complex is contained in the peak 
corresponding to SnX4). For the study of the system under 
investigation the following function was introduced:

y2[MD] + [MDS]
“  [M] + [MD] + [MDZ]

area corresponding to the solvate complex 
in the Mossbauer spectrum 

total area of the Mossbauer spectrum

Substitution of the stepwise equilibrium constants

Ki = [MD]/[M][D]

and

K2 = [MD2]/[MD][D]

we obtain
M d ] + XiggtDP 

1 + K 1[D ]+ K 1K2{D]Z 
For the normalization of eq 9 let us introduce the symbols:

(7)

(8)

(9)

TABLE II

SnCl4 SnBr4 Snl4

5snX4, mm s 1 
<5snX4D2, mm s' 
log K

0.88 ±  0.05 
0.20 ± 0.10 
2.94 ±  0.15

1.26 ±  0.04 
0.22 ± 0.10 
1.97 ± 0.1

1.60 ±  0.05
0. 72 ± 0.05
1. -12 ± 0.1

y2u + pv2
1  +  V  + pv2 (11)

When 7  is plotted as the function of log u a set of curves is 
obtained. Plotting the experimental data on the diagram a' 
vs. log [D] the values of K\ and K 2 can be calculated from the 
data of the best fitting curve of the normalized set of curves.

Figure 3 is the formation curve plotted from the equilibrium 
data of the system SnI4-THF. The points are the experi­
mentally obtained data, the full line is the best fitting nor­
malized curve.

The stepwise stability constants of the SnI4-TH F system 
determined according to the aforementioned method are at 
5 °C as follows:

K 1 = 0.9 ±  0.2 [mol(kg benzene)- 1 ]-1

and

K 2 = 13.1 ±  1.6 [mol(kg benzene)-1]-1 

and the SnBr4-acetic anhydride System:

K i = 0.8 ±  0.2 [mol(kg benzene)-1 ]-1
and

K2 = 4.0 ±  0.6 [mol(kg benzene)- 1 ]-1

Correlation between the Donor Ability (Donicity) of 
tbe Solvent and the Stability of the Solvate

The influence of the donicity7 o f donor solvents on the 
equilibrium constant (as defined by eq 1 ) of the solvation 
process was studied in the case of SnBr4. Acetic anhydride, 
acetonitrile, acetone, and tetrahydrofuran with donicities8 
increasing from 10.5 to 20.0 in the same order were employed 
as donor solvents. The results are summed in Table I.

These data show that the coordination of the ligands to the 
tin atoms reduces the isomer shift which means a reduction 
of the s electron density at the tin nucleus due to the shielding 
effect of the 5p and 5d orbitals being filled as a result of 
coordination. The decrease in isomer shift is greater the higher 
the donicity of the coordinating solvent. There is a similar 
unequivocal correlation between the equilibrium constant of 
solvation and the donicity of the ligand: the equilibrium 
constant of the process increases with increasing donicity of 
the solvent.

u = Xi[D] andp = K2/Ki 

then the normalized form of eq 9 will be
(10) Effect o f the Halogen in SnX4

The equilibrium constants of the solvation reaction of all
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three tin tetrahalides by tetrahydrofuran were determined 
under identical conditions (0.2 M SnX4 + 0.2-0.3 M THF/ 
1000 g of benzene).

It appears from Table II that the equilibrium constant in­
creases with decreasing size and increasing electronegativity 
of the halogen atom. The increasing electronegativity de­
creases the electron density on the central Sn atom (as shown 
by the 5 values) and promotes the formation of a donor-ac­
ceptor bond between the tin and solvent.

Acknowledgment. The authors wish to express their thanks 
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Thermodynamic Properties of Liquids, Including Solutions. 12. Dependence 
of Solution Properties on Properties of the Component Molecules1

Maurice L. Huggins
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The fundamental assumptions and equations of the author’s recent theory of solution properties are re­
viewed for specific application to binary mixtures of simple molecules, each treated as a chemically uniform 
(monotonic) compound. The theoretical equation for the excess enthalpy (ifE) includes three meaningful 
parameters, each assumed to be independent of concentration. For five systems for which accurate experi­
mental data have been published, it is shown that the calculated HE curves agree accurately with the experi­
mental ones. The calculated HE parameters for these and ten other systems are listed. The theoretical equa­
tion for the excess entropy of mixing (SE) involves the ratio of the molal volumes of the components, plus 
three other meaningful parameters. One of these can be estimated. The other two can then be calculated 
from the differences between the GE and HE curves. The magnitudes of the five contributions to the Gibbs 
energy of mixing are compared.

1. Introduction
During the past few years2" 7 I have been trying to relate 

the thermodynamic properties of solutions, using theoretically 
reasonable equations, to parameters that measure properties 
of the component molecules and their interactions. Most of 
this research has been concerned with polymer solutions.

In this paper I treat binary mixtures of simple nonpolymeric 
molecules. One of my aims is to test the basic equations and 
assumptions of the theory, using the very accurate data on the 
concentration dependence of the excess enthalpy and excess 
Gibbs energy now available for many such mixtures. Another 
aim is to deduce the parameters in (and magnitudes of) the 
four contributions to the excess Gibbs energy.

2, Theoretical Approach 2-6

I make the approximation that the change in energy when
two liquids are mixed is the change in the sum of the interac­
tion energies between close-neighbor molecules, assuming in
effect that the change in the sum of the interaction energies
between non-close-neighbors is negligible.

I assume that the actual energy changes are the same as for 
a hypothetical mixture in which the molecules have surfaces 
making mutual contacts, with a constant (concentration- 
independent) interaction energy per unit area of contact for 
each type of contact.

For such a solution the relative areas of contact of the three 
types must be those that give the lowest total Gibbs energy. 
This requirement is equivalent to requiring that the total areas 
of contact (<r) of the three types be related to an equilibrium 
constant by the equation

K  = tri22 * * * */4<7ii<T22 (1)

I tentatively assume that, for each type of molecule, the 
average molecular surface area that makes contact with other 
molecular surfaces does not change with concentration.

The data now used are all for a temperature of 25 °C and 
a pressure of 1 atm. I assume that the excess enthalpy (HE) 
and excess energy (EE) are equal, since the difference (PVE) 
between these functions is negligible at this pressure.
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With these assumptions and approximations, I have de-
duced2’3 the relation

HE = fA^iZagK (2)

Here

£A = Zi°(2ei2 — en — £22) (3)

measures the change of energy, for a contact area (<ti°) equal 
to the contacting surface area of a type 1 molecule, when like 
contacts are replaced ty  unlike contacts.

z\ and z2 are “ contacting surface fractions” , given, for a 
mixture of monotonic (chemically uniform) molecules, by the 
equation

, r„x2 
z 2 = 1  ZJ =

XI + r„x2
(4)

where r„ is the ratio of the contacting surfaces of the two kinds 
of molecules:

= <X2°M° (5)

gk is a factor given by the equation

gK = — [(1 + X ,z1z2)1/2 -  1]ziz2-v
(6)

where

K' - 4 ( i H
(7)

For perfectly random mixing of the molecules, K and gy. 
both reduce to unity and eq 2 reduces to

He = ^ ^ J f 2 (8)
x i  + r „ x 2

HFj thus depends on three meaningful parameters: «a, and
K.

Figure 1 shows the theoretical dependence of HE on these 
parameters. The curves were all drawn for the same energy 
parameter, sa- Changing this parameter would merely alter 
the scale of the figure. For curves 1-3 the contacting surface 
ratio was also assumed constant, equal to 1. These curves are 
symmetrical, but differ in fatness because of differences in the 
assumed equilibrium constant, K. Curves 1, 4, and 5 were all 
drawn for K = 1, signifying random mixing. They differ in 
skewness, because of differences in the contacting surface 
ratio, r„. With the ratio greater than 1, the curve peak is at an 
x 2 value less than 0.5.

The three parameters are readily calculated from accurate 
measurements of HE as a function of the concentration. I 
customarily use HE at x2 — 0.3, 0.5, and 0.7, calculated from 
the experimenters’ smoothing equations. Rounded values of 
the parameters for 15 mixtures are listed in Table I, with the 
standard deviations of the experimental points from the ex­
perimenters’ smoothing curves and from the theoretical 
curves. Similar data for 46 binary systems are given in another 
paper.7

The theoretical equation usually gives practically as good 
agreement with the experimental points as does the smoothing 
equation, even though the theoretical parameters were not 
chosen to give the best overall agreement.

HR curves for six systems are shown in Figure 2. They are 
both the experimenters’ smoothing curves and the theoretical 
curves, since the differences between the two are less than the 
widths of the lines.

The assumptions can also be tested by calculating (from the 
experimental data) one of the three parameters (e.g., r„) as

Figure 1. Theoretical curves for excess molal enthalpies, for «a =  
100 J: (1) K =  1, r „ =  1; (2) K =  5, ra =  1; (3) K =  0.2, r„ =  1; (4 )K  =  
1, r„ =  2; (5) K =  1, r„ =  0.5. (From ref 5, by courtesy of the Federation 
of Societies for Paint Technology.)

Figure 2. Excess enthalpies: (1) benzene +  cyclohexane;9 (2) cyclo­
hexane +  toluene;14 (3) cyclohexane +  n-hexane;13 (4) cyclohexane 
+  CCU;12 (5) benzene +  CCU;8 (6) benzene +  toluene.10 The com­
ponent named first is component 1. (From ref 6, by courtesy of But­
terworths.)

a function of concentration, assuming the other two param­
eters to remain constant. Table II shows the results of such 
calculations for six systems.

The calculated r„ values are very constant, with appreciable 
deviations only at the extreme concentrations, where the ex­
perimental smoothing curves, used for the calculation, are 
relatively unreliable.

Three types of comparison between the experimental 
measurements and the results of calculations using the the­
oretical equations thus show excellent agreement. The theo-
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TABLE I: Enthalpy Parameters and Standard Deviations

Parameters0 Deviations0

Components“ 6a K Ta Smoothing eq Theor Ref

Benzene +
CC14 476 0.75 1.09 0.06 0.08 8
cyclohexane 3137 0.87 1.12 0.16 0.26 9
toluene 250 1.08 1.16 0.28 0.26 10

CC14 + OMCTS* 
Cyclohexane +

458 0.90 2.68 0.2 0.2 11

CC14 708 0.93 0.91 0.14 0.13 12
cyclopentane 84 1.15 1.79 0.07 0.08 12
n -hexane 685 0.85 1.89 0.09 0.47 13
toluene

Cyclopentane +
2265 1.08 1.18 1.41 0.97 14

CC14 343 0.94 0.89 0.14 0.13 12
cis-decalin -546 1.02 0.89 0.49 0.49 15
trans-decalin -1121 1.03 0.92 1.01 1.01 15
tetrachloroethylene 

Toluene +
931 0.95 1.05 0.33 0.14 16

m -xylene 161 1.04 1.11 0.09 0.09 17
0-xylene 185 0.99 1.03 0.15 0.16 17
p-xylene 67 1.02 1.28 0.10 0.11 17

“ The component named first is component 1. b OMCTS = octamethylcyclotetrasiloxane.c The 6a parameters and standard deviations 
are in joules per mole.

TABLE II: Dependence of r „  on Concentration

X2 = 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Benzene + CCI4 1.084 1.086 1.086 1.086 1.086 1.087 1.086 1.079 1.038
Benzene + cyclohexane 1.126 1.127 1.126 1.126 1.126 1.127 1.126 1.123 1.105
Benzene + toluene 1.147 1.148 1.148 1.148 1.148 1.148 1.148 1.148 1.148
CC14 + cyclohexane 1.106 1.098 1.095 1.095 1.095 1.095 1.095 1.095 1.094
CC14 + OMCTS 2.683 2.685 2.685 2.686 2.685 2.685 2.685 2.648 2.543
Cyclohexane + cyclopentane 1.793 1.789 1.788 1.788 1.788 1.788 1.788 1.794 1.845

retical assumptions are thus amply justified, at least for so­
lutions of the sort considered here.

3. Excess Entropy4
The excess entropy is in many cases even more important 

than the excess enthalpy.
Many years ago18-22 I derived an equation for the combi­

natorial entropy of a solution—that concerned with the ran­
domness of placing the molecules in the total volume of the 
solution. Flory23 independently derived an equivalent relation. 
We obtained:

ASC = -R(xi In <j>i + x2 In $2) (9)

where <j>\ and $2 are volume fractions:

¿>1 = 1 — 02 = -------■----- (10)
x\ + rvX2

Here, rv is the ratio of the molal volumes:

TV =  V2/V l (11)

For equal molar volumes of the components the volume 
fractions become mole fractions, hence AS c equals ASftaouit, 
which leads to Raoult’s law. The excess combinatorial entropy 
is thus the relative volume excess entropy:

SrvE = -R[x 1 In (0i/*i) + x2 ln ($2/22)] (12)
Our derivations were specifically for very dilute solutions

of flexible chain molecules, but I have since4 shown that the 
same relation should apply to any mixture of two components 
having different molal volumes.

In our derivations, Flory and I both assumed perfectly 
random mixing of the molecules. Actually, if the equilibrium 
constant K  is not exactly one, there will be a preference for 
each molecule to have either like neighbors (if K  < 1) or unlike 
neighbors (if it  > 1). (See eq 1.) To allow for this preference, 
I have derived the equation

SccE = [ Zi(l -  Z2?k ) In (~——----)
4 L \ l - Z 2 g K /

+  Z2( l  -  z i£ k ) In ( - — — ---- )  -  Z \ Z 2g K  In g K 2 (13)
\ 1  — Z i g K /  J

where

<7* =  X \ a \ *  +  x 2<T2* (14)

and (7i* and 02* are contacting surface areas per molecule, in 
a hypothetical solution in which each contact is made inde­
pendently.

Provisionally, I set

(see eq 5) and estimate the smaller of the two constants (01* 
and (72*) to have the value 6. This estimate is based on the fact 
that, in a liquid consisting of close-packed spherical molecules, 
each molecule contacts 12 others. I guess that the entropy
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TABLE III: Entropy Parameters and Gibbs Energy Deviations

Components“ r v o\* &or,l ôr,2 |GsmE -  Gcalcd®!

Benzene + CClT 1.09 6 0.535 -0.400 0.07
Benzene + cyclohexane d 1.22 6 0.424 0.453 0.06
CCU + OMCTS 3.21 6 -0.449 1.335 0.10
Cyclohexane + CCLU 0.89 6.57 0.099 0.058 0.10
Cyclopentane + CC\J 0.98 6.73 0.131 -0.062 0.01

0 The references are to the experimental Gibbs energy data. b The excess Gibbs energies are in joules per mole. c References 24 
and 25. d References 26 and 27. e Reference 29. f Reference 30.

TABLE IV: Contributions to the Gibbs Energy of Mixing for Equimolal Mixtures a

Components HE -T S rvE —TSCCE 01 GE ^^Raoult AGm

Benzene + CCL 115 -2 11 -42 82 -1718 -1636
Benzene + cyclohexane 799 -1 2 3 -475 315 -1718 -1403
CC14 + OMCTS 163 -401 2 102 -133 -1718 -1852
Cyclohexane + CCI4 166 -4 1 -93 70 -1718 -1648
Cyclopentane + CCI4 80 0 0 -46 . 34 -1718 -1684

° The units, for all columns, are joules per mole.

would be the same as for a hypothetical liquid with half as 
many independent contacts. For solutions in which the de­
parture from perfect randomness is not very large, this esti­
mate is probably sufficiently accurate.

In any molecular liquid there is an entropy contribution 
related to the randomness of instantaneous location and ori­
entation of each molecule (and each rigid segment of a flexible 
molecule). This randomness is obviously a function of the 
close-neighbor environment. Using this concept, I have de­
rived, for the orientational, vibrational, and rotational con­
tribution to the excess entropy:

SorE = R [ x \In (1 +  k o r , l Z 2g K )  +  * 2  In (1 +  hor,2Z lgK)] (16)

See ref 4, eq 22 (with nN2 replaced by x2) and 24 (with ks' 
replaced by kor.t2).

The parameter kor,\ (or k0Ii2) measures the change in ori­
entational, vibrational and rotational randomness of a type 
1 (or type 2) molecule, when its close neighbors change from 
all of the same type to all of the other type. In dealing with 
polymer solutions I have, probably justifiably, neglected the 
term containing kOI \, considering it unimportant relative to 
that containing kOT}2. My recent calculations, however, show 
that for mixtures of simple molecules both terms should be 
included.

In addition to kOI:i and feor>2, eq 16 contains the parameters 
r„ and K. (See eq 4, 6, and 7.)

If accurate experimental values of GE and HK for two or 
more concentrations are available, SorE at those concentra­
tions can be calculated from the relation

he _  nE
SorE = - ^ --------SrvE - SccE (I?)

Then, using eq 16, fcor,i and feor,2 can be computed. In the 
calculations here reported, SorE was calculated by eq 17 for 
three concentrations (x2 = 0.3, 0.5, 0.7) and the two parame­
ters calculated to give accurate agreement at x2 = 0.5, with 
k0r,i having the average of the values giving agreement at jc2 
= 0.3 and 0.7. Table III includes k„r i and kor2 parameters, 
obtained in this way, for five systems. Discussion of their 
magnitudes will be postponed until after they have been 
computed for more systems.

4. Gibbs Energy
Using the equation

GE = HE _  TSrE _  T S ccE _  T S o E ( 18)

I have calculated GE at mole fraction intervals of 0.05. Table 
III gives the average magnitudes of the differences between 
GE so calculated and GE calculated from the experimenters’ 
smoothing equations (extrapolated from higher temperature 
data, in the cases of the first, second, and fourth systems 
listed). The averages are for 18 concentrations, x2 = 0.5 being 
excluded, since agreement was assumed at that concentration. 
Considering the probable errors of the HE and GE smoothing 
equations, the average deviations are as small as could be 
expected.

Table IV lists the (rounded) contributions to the Gibbs 
energy for equimolal mixtures. At other concentrations the 
relative contributions of the different terms are not, in general, 
very different. Note especially the large contribution of the 
term (—TSrvE) correcting for the relative volumes of the 
components in the one system in which rv differs greatly from 
one. Also note that the contributions of the orientational, 
rotational, and vibrational term (-T S or) are of the same order 
of magnitude as the excess enthalpy terms.

If the parameters were all independent of temperature, one 
could easily calculate AG M as a function of temperature and 
concentration. Because of the relatively large contribution of 
the Raoult’s law entropy term, containing no parameters other 
than the temperature and concentration, G values so calcu­
lated would probably not be far from the true ones for these 
systems. For greater accuracy, one must await the experi­
mental or theoretical determination of the dependence of the 
various parameters on temperature. Work on this problem is 
in progress.

Experimental measurements (of varying degrees of accu­
racy) of Hv and GE as functions of concentration and tem­
perature have been reported in the literature for many sys­
tems. Applying the equations and procedures of this paper to 
these data will lead to a better knowledge and understanding 
of the dependence of the Gibbs energy (and properties de- 
ducible therefrom) on temperature, concentration, and 
meaningful molecular and intermolecular properties than has 
previously been possible. With this knowledge and under­
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standing for many systems, we shall be better able to predict 
parameters, and so AGM, for other mixtures.

5. Conclusion
I have shown thaï certain theoretical equations, based on 

a reasonable model for binary solutions, are in quantitative 
agreement with very accurate experimental excess enthalpy 
data. I have shown -hat these equations, with others for the 
excess entropy, also lead to good agreement with experimental 
Gibbs energies of mixing. The parameters in the equations are 
all reasonably related to molecular and intermolecular prop­
erties. Activities, vapor pressures, solubilities, and other 
measurable thermodynamic properties of solutions are of 
course readily deducible by rigous equations from the Gibbs 
energies of mixing.
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Parametrized integral equations of classical fluids have been derived within the framework of functional dif­
ferentiation. The first-order theory is examined in detail for rigid spherical and Gaussian molecules. In the 
region of lower densities, it appears that the lowest order theory is numerically quite similar, in the case of 
rigid spheres, to the schemes of Rowlinson and of Hurst which are based on different (diagrammatic) argu­
ments. For the Gaussian molecules, the virial coefficients up to the fourth are given correctly by this method. 
Extension of this parametrization to second and higher order theories is indicated.

I. Introduction

Functional analysis offers a powerful technique for sys­
tematically improving the integral equations of classical fluids. 
Thus, by retaining the quadratic term in the functional Taylor 
expansion, Verlet1 has indicated how the original Percus- 
Yevick and hypernetted chain (hereafter referred to as PY-1 
and HNC-1) theories may be generalized to what are subse­
quently known as the PY-2 and HNC-2 equations. One of

these second generation theories, the PY-2, has been exten­
sively studied and the most important conclusions drawn from 
this work2 is that “ . . .  when the PY-I equation is a decent first 
approximation, that is for high temperatures or around the 
critical point, the PY-2 equation significantly improves over 
those results, and is a useful equation. On the other hand, for 
dense fluids at low temperatures where the PY-1 and HNC-1 
equations are poor, the PY-2 equation is also bad . . . ” In view 
of these assertions, it seems that further progress in the theory
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of fluids may be more readily attained, not in the retention of 
the numerically difficult, still higher order terms of the 
functional expansion, but in the formulation of better first 
approximations upon which these more accurate equations 
are based.

There have been several investigations of this nature, the 
more significant being those of Rowlinson,3 Carley and Lado,4 
Rushbrooke and Hutchinson,5 and Hurst.6 The common 
feature among these studies is the introduction into the ap­
propriate integral equation a parameter whose value may be 
determined within the framework of the theory. The justifi­
cations for the parametrization are often couched in “ di­
agrammatic” terms, e.g., the heuristic summation of a fraction 
of graphs of a certain class. Perhaps the most cogent argument 
in favor of these procedures is the fact that thermodynamic 
functions and virial coefficients thus derived are often superior 
to those of the original unparametrized theory. Despite some 
improvements, the modified theories are still not sufficiently 
accurate at all temperatures and densities so extensions of 
these techniques are evidently desirable. However, in terms 
of the diagrammatic formulations, it is not immediately ap­
parent how this kind of parametrization can be further de­
veloped in a systematic fashion. Functional analysis provides 
such a method. It is the purpose of this study to examine the 
parametrization approach within the context of functional 
differentiation.

II. The Parametrized Integral Equations
In the grand canonical ensemble, the n-particle generic 

distribution function p(n)(D —, n) is related to that of the (n 
+ 1) particles by
p(n+1)(l , - ,  n +  l) /p (rt)( l , n) =  p(1)(n +  1| Un)

= s - 1 V  —  it i  (t D!
J —Jd(t — 1) expj—d[t/i +  7/(n|t)]j (1)

(2)S = £  -  J -J d ( t )  ex p i-d lUt + U{n\t)}\
t>0 f!

Here, we have followed essentially the notations and formal­
ism of Rice and Gray.7 Briefly, 0 =  1/kT where k is the 
Boltzmann constant and T the absolute temperature. The 
quantity (1, —, n) denotes (Ri, —, RD where (Rt) = (X ;, Vj, 
Zi), the positional coordinates of the ith particle: d(N) = dR i 
—d R,y where N is the total number of molecules in the system. 
p(1)(n +  1| Un) is the singlet distribution function when the 
system is subjected to an external potential field arising from 
n fixed molecules. U{n\t) represents the interaction of n 
particles in the field of t particles. Finally S and 2 are, re­
spectively, the grand partition function and activity.

Let us consider the function F(2| 77(D) =
a inpW(2t£/(i))expiJu(i,2) i'where u is the pair potential) as a 
functional of G(3| 77(D) = p(1)(3| 77(D) in which “a”  is a pa­
rameter whose value will be determined by methods described 
later. By performing a functional Taylor expansion, one finds
F(2| 77(D) = F(2)

+  S d(3) . . . .  . [G(3| 1/(1)) -  G(3)J5G(3[77(D) 
+ (1/2!) J7d (3 )d (4 )

1/(1) =o
¿2F(2| 77(D)

<5G(3|77(D)<5G(4| U(l)) U(1)=0
x [G(3| 1/(1)) -  G(3)][G(4| 17(1)) -  G(4)] + . . .  = „W D z)

+  Jd(3)
¿Ojin /?W(2| £/(!)) exp[(3u( 1,2)]

U( 1)=0¿p(1,(3| 77(1))
X[p(i)(3| 77(D) -  p<«(3)] + . . .  ;

F(2) = F(2| 7/(1))! £/(i)-o (3)

Through straightforward manipulation, it can be readily
shown that

galnpU>(2|U(l))exp[0u(l,2)]

¿p(1>(3| 77(1)) U( 1)=0
(Ina) alnP11,(2)c(2,3) (4)

The function c(2,3) is the direct correlation function which 
is related to the pair distribution function g(2,3) by the Orn- 
stein-Zernike equation

g(l,3) -  1 =  c(l,3) +  p j  d(2) c(2,3) (g(l,2) -  1) (5)
Neglecting quadratic and higher order terms in the Taylor 
expansion and simply combining eq 3-5, one arrives at the 
following parametrized integral equation:

Q(l,2) = p j  d(3) (g(2,3) -  1)[(In a) (g(l,3) -  1) -  Q(l,3)]
(6a)

and
Q(l,j) = a’n S(‘ J) exp[3u(;J)] _  i (gb)

It is interesting to note that if the function Q(i,j) is expanded 
in a series and only the leading term is retained, i.e.

Q (tj) ^  (In a) In i(g( i j )  exp[/3u(i,;)]i (7)

one finds the replacement of Q (ij) by that given in eq 7 leads 
to the HNC-1 equation which is of course independent of the 
parameter a. On the other hand, if a is set equal to e, eq 6 is 
reduced to the PY-1 equation. Thus, this parametrized inte­
gral equation encompasses both the HNC-1 and PY-1 for­
malisms and it is in this sense that it resembles the method 
of Rowlinson which has a diagrammatic basis. It should be 
emphasized that more refined versions of the theory, which 
bear the same relation to the PY-2 and HNC-2 equations as 
the present one does to the PY-1 and HNC-1, may be con­
structed from this scheme by keeping additional terms of the 
functional Taylor expansion. Therefore, this method provides 
a means of systematically correcting for the current approx­
imate integral equations of fluids.

There are two ways of demonstrating the improvements 
resulting from this parametrization vis-a-vis the PY-1 and 
HNC-1 equations. The first is the complete solution of eq 6 
for all temperatures and densities. This involves a means of 
uniquely specifying the parameter a, e.g., through the mini­
mization of the Helmholtz free energy. This will form the 
subject of a separate communication. The second is the study 
of the low density properties of the integral equation via the 
virial coefficients. In the following sections, we shall consider 
this approach for rigid spherical and Gaussian molecules.

III. The Virial Coefficients
A. Rigid Spherical Molecules. We seek the solution of eq 

6 for the radial distribution function g(l,2) in the form of a 
density expansion

g(l,2) = (exp[-/3u(l,2)])^l + £  gD l,2 )p^  (8)

The coefficients appearing in the expansion of the compres­
sibility factor (the symbols have their customary significance)

Pfi/p = 1 + Bp + Cp2 + Dp3 + Ep4 + . . .  (9)

may be expressed in terms of the functions (1,2). We find 
that gi(l,2) and consequently the coefficients up to the third 
(C) are given correctly and that g2(l,2) and g3(l,2) may be 
written as:

The Journal o f Physical Chemistry, Vol. 80, No. 12, 1976



Generalized Integral Equations of Classical Fluids 1323

TABLE I: Comparison of Virial Coefficients of Rigid Spherical Molecules Derived from Various Integral Equations of
Fluids

Method K n * D * F * E *

D p* = D * -0.165 637 0.2824 0.2824 0.0844 0.1119
Dp* = Dex act* -0.189 184 0.2869 0.2803 0.0845 0.1105
n * _  r) * J-'c ~ exact -0.113 188 0.2721 0.2869 0.0843 0.1149

PY-1 0.2500 0.2969 0.0859 0.1211
HNC-1 0.4453 0.2092 0.1447 0.0493
Exact“ 0.2869 0.2869 0.1103 0.1103

a References 8.

TABLE II: Comparison of Virial Coefficients of Gaussian Molecules Derived from Various Integral Equations of Fluids"

Method K n * lJP D * Ep* E *

Dp* = D * -0.646 4464 -0.1255 -0.1255 -0.0050 0.0439
Dp* = Dex act* -0.646 4446 -0.1255 -0.1255 -0.0050 0.0439
D c* = D exact* -0.646 4474 -0.1255 -0.1255 -0.0050 0.0439

PY-1 -0.1540 -0.0732 0.0683 0.0139
HNC-1 -0.1098 -0.1540 -0.0408 0.0554
Exact -0.1255 -0.1255 0.0133 0.0133

“ Please note that the values of Ec* for the PY-1 and HNC-1 theories were incorrectly given in ref 11.

g2U,2) = g2PY1(l,2) -  (K/2) gl2(l,2) (10)

©(1,2) = g3PY-1(l,2) -  K  1(1,2) -  K gl(l,2) g2PY1(l,2)
+ (K/6H2K + 1) gl3(l,2); K = (In a) -  1 (11)

The function 1(1,2) is defined in terms of f\j (= exp —¡3u(i,j) 
- 1 ) :

1(1,2) = /d (3 ) f13(l + f23) gi2(l,2) (12)

For rigid spherical molecules

f(nj) = -1  if T ij < a

= 0 if fÿ > a (13)

The superscript PY-1 in g^(l,2) denotes quantities to be 
evaluated according to the PY-1 theory. Next, we designate 
the virial coefficients obtained from the pressure equation

Pfi/p = 1 -  (2p7TjS/3) f* dr r3 g(r) (du(r)/dr) (14) 
J o

by Cp, Dp, Ep, . . . ,  and those from the compressibility equa­
tion

id_1ap/dP = 1 + 4pir dr r2 (g(r) -  1) (15)

by Cc, Dc, Ec, etc. The formulas for Dp and Dc deduced from 
the above equations for a system of rigid spherical molecules 
may finally be expressed as

Dp* = DP*PY1 -  (25K/128) (16a)

and

Dc* = DC*PY 1 + (2357K/26 880); Dk* = Dk/B3 (16b)

Similarly, the equations for the fifth virial coefficients assume 
the following form:

Ep* =  £ P*PY1 -  K  I*(l) -  ( 5 K / 8 ) D P* P Y -1
+ (125K  (K  + l))/3072 (17)

and

E *  = + K(56 269 -  20 954ÍQ/1 075 200 (18)

where

Ek* = DU/B4, I*(l) = I(l)/R 3

and

l(R) = (ir3/f i ) [(87/4480) -  (2357R/22 680)
+ (251^2/5760)]; 1 < R < 2 (19)

I(R) = (7r3/R )[(3159/4480) -  (2673P/840) + (2187P2/640)
-  (9R3/8) -  (15P4/64) + (9P5/40) -  (31P6/960)

-  (17R7/2520) + (5P«/2688) -  (D10/51 840)]; 2 < R < 3

I(jR) = 0; R >  3

From these equations, it is evident that once the parameter 
K  (or a) is specified, the coefficients can be immediately 
evaluated. There are three ways of determining K  within the 
present framework: (a) by requiring the coefficients derived 
from eq 14 and 15 be identical, i.e., Dp = Dc. This is a self- 
consistency argument; (b) by setting Dc = Dexact(known), and
(c) by letting Dp = Dexact(known). Table I summarizes the 
results of considering these three cases.

From this table, one notes that the virial coefficients derived 
from this first-order parametrized integral equation are in 
significantly better accord with the known values than either 
the PY-1 or the HNC-1 theory. Also, the self-consistent (Dp 
= Dc case) results are quite similar to those of the formally 
different theories of Rowlinson and Hurst, i.e., the values of 
the fourth virial coefficient are identical but those of the fifth 
vary somewhat. It appears that, in the region of lower fluid 
densities, our procedure is numerically analogous to these 
diagrammatic schemes.

B. Gaussian Molecules. Whereas the rigid spherical mol­
ecules we have just considered interact with a “hard” repulsive 
force which is infinite at a distance corresponding to the di­
ameter of the molecules, we now wish to examine the case of 
a “ soft” repulsive force, one in which the Mayer f function is 
given by
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f(r) = —exp [—(r/a)2]; (<r/a)3 = 3v/)r/4 (20)

Here, r is the intermolecular separation and a a size parameter 
whose value is to be selected so that the resulting second virial 
coefficient is the same as that of the rigid spheres of diameter
a. This system has been analyzed in various context by Uh- 
lenbeck and Ford,9 Helfand and Kornegay,10 and Chung and 
Espenscheid.11 In the evaluation of the fourth and fifth virial 
coefficients, cluster integrals over multidimensional Gaussians 
are involved; these integrals may be computed exactly for this 
model. For example, a p point diagram with k  f bonds has the 
general form

J(1 2) = ( -1 )A /  • • • J d (3 ). . .  d(p) exp[— £  M^r.-rj) (21)
l,j

where M is a p X p cluster matrix whose elements are

Mij = - 1  if points i and j are connected by a f  bond 
■ = 0 otherwise (22)

and Mu is equal to the number of f  bonds emanating from 
point i. Helfand and Kornegay showed that

J(r) = (—l)*(a37r3/2)P-2(Mii.-22) - 3/2

X e x p [—('‘/a )2 ( ¿ 11^ ) ]  (23)

where M 11 is the 1,1 minor of M and M U;22 is the 1,1;2,2 sec­
ond minor. Using this result, we found that for the Gaussian 
model

Dp* = Z)p*PY1 -  (2 -9/2)K (24a)

D *  = DC*PY-! + (K /8)(l -  2-3/2) (24b)

and

Ep* = EprfY-x + K[2(3) - 5/2 -  (8/3)(5)—5/2
+ 4 8 ( ll ) -5/2 -  160(21)_5/2] + (2/3)(5) - 5/2 X 2 (25a)

E *  = EC*PY1 + X [(3 )-5/2 -  (53/3)(5)- 5/2
+ (48 /5 )(ll)-3/2 -  (32/5)(21)—3/2] + [(2/3)(5) - 5/2

-  (2/5)(3)-5/2]K2 (25b)
The values of these virial coefficients are presented in Table
II. Again, one finds that the parametrized integral equation 
leads to large improvements over the PY-1 and HNC-1 
equations. In fact, for this molecular model, the fourth virial 
coefficients are in complete agreement with the exact, known 
results. The fifth virial coefficients derived from the three 
methods of specifying K  are numerically the same and they 
are comparable to those of the PY -1 and HNC-1 theories.

Further comparisons at higher densities must await the 
solution of the integral equations for various molecular 
models. At present, suffice it to say that, with the method of 
functional differentiation, successively better parametrized 
theories can be developed. It is anticipated, for example, that 
the second-order theory (inclusion of the quadratic term in 
the Taylor expansion) of the parametrized integral equation 
will provide more satisfactory results at all temperatures and 
densities than the PY-2 and HNC-2 equations.
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Semiconducting Potassium Tantalate Electrodes. Photoassistance 
Agents for the Efficient Electrolysis of Water
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Single crystals of the perovskites KTa03 and KTao.77Nbo.23O3 are shown to be efficient photoassistance 
agents for the electrolysis of water. These n-type semiconductors are photostable in concentrated alkaline 
solutions where they serve as the anode in the electrolysis reaction. Experiments with 180-enriched water 
identify the electrolyte, not the crystal, as the source of the evolved oxygen. Stoichiometric data show the 
ratio of moles of electrons to moles of hydrogen to moles of oxygen produced to be nearly 4:2:1 as expected 
for the electrolysis reaction. Consistent with band gaps in the tantalates of ~3.5 eV, light of wavelengths 
shorter than ~390 nm produces photocurrent. Quantum yields for electron flow at 254 nm are as high as 0.3 
to 0.5. The onset of anodic photocurrent is ---- 1.25 V vs. SCE in 8.6 M NaOH. These electrode photoassis­
tance agents can operate with no external bias. Crystals of KTao.77Nbo.23O3 reduced with H2 at various tem­
peratures show modest variations in current-voltage properties. Optical to chemical energy conversion ef­
ficiencies of ~ 6% for the KTa03 crystals and ~4% for the KTao.77Nbo.23O3 crystals are possible. The tanta­
lates examined compare favorably with other electrodes capable of photoassisting the electrolysis of water.

Introduction

The reported1 use of n-type Ti02 as the photoelectrode 
in an electrode system to photoassist the electrolysis of water, 
reaction 1, has aroused a great deal of interest as a means of

h 2o  - X  H2 + y2o 2 (i)
(photoassistance agent)

converting optical to chemical energy.2 It has been found that 
the long-term stability of the T i0 2 photoelectrode is offset by 
such undesirable features2a’d>g’3-5 as a photoeffect onset near 
400 nm, the need for a bias, and low quantum efficiency at 
small bias. Another semiconductor photoelectrode having a 
rutile structure, Sn02, exhibited similar characteristics.6

Recent results with a reduced SrTi03 photoelectrode in­
dicate that the perovskite family could be a new source of 
robust n-type semiconductors capable of effecting reaction
l .7 Reduced SrTiC>3 is a remarkable electrode in that it pho­
toassists electrolysis without an external bias; for wavelengths 
below 330 nm and for applied voltages of > 1.5 V, the quantum 
efficiency for electron flow is unity. Significantly, the optical 
to chemical energy conversion efficiency can be as high as 
20-25%.

In this paper we report results for n-type semiconducting 
perovskites, KTaOs and KTao.77Nbo.23O3, and demonstrate 
that they serve as the photoreceptor in electrode systems for 
the photoelectrolysis of water. Quantum yields, stoichiometry, 
wavelength response, and current-voltage properties of these 
photoassistance agents are given below. To our knowledge, 
there has been only one other study8 of the electrode proper­
ties of KTaOs.

Experimental Section
Crystals of n-type semiconducting K Ta03 and 

KTao 77Nbo.2303 were grown by the top-seeded solution 
technique. These materials have been kindly supplied to us 
by Dr. Arthur Linz of the Department of Electrical Engi­
neering. All of the samples are at least partially reduced. The 
actual donor in the KTa03 is probably calcium. The donor 
densities in all cases are likely ~1019 cm-3. Suitable samples

of ~ 1  mm thickness were cut from each crystal and the faces 
were polished. Samples designated A, B, and C with approx­
imate cross sections (mm) 15 X 13, 12 X 10, and 3 X 3 ,  re­
spectively, were obtained from the KTa03 crystal; similarly 
D, E, and F (5 X 7, 7 X 7, and 5 X 5  mm, respectively) were 
obtained from the KTao.77Nbo.23O3 crystal. Samples E and 
F were subsequently reduced with H2 for 2 h at 900 and 1050 
°C, respectively. Electrodes were fashioned by rubbing gal­
lium-indium eutectic on one face of the crystal and attaching 
this to a glass-encased copper ware whose end had been coated 
with silver epoxy. All exposed metal was then insulated with 
ordinary epoxy.

Two basic photoelectrochemical cells were used in this 
study. One cell consists of a Pvwire (~1 mm X  25 mm) cath­
ode and the semiconductor photoelectrode with a variable 
power supply (HP Model 6241A) and a small resistor (15 fl) 
in the external circuit. The potential drop across the resistor 
was used to measure the current, and this was continuously 
monitored against time using a Varian Model A-25 recorder. 
This basic cell is schemed in Figure 1. Such a cell was used for 
product identification and stoichiometry studies and for de­
termining photocurrents as a function of applied potential 
from the power supply. The second cell is a very similar one 
except the photoelectrode was potentiostatted vs. a saturated 
calomel electrode (SCE) using a Heath EUA-19-2 polarog- 
raphy module. The potentiostatted system was used to mea­
sure current-voltage (vs. SCE) curves of the photoelectrode 
as shown in Figures 2 and 3. The Heath potentiostat will not 
operate at currents in excess cf 1.0 mA, and consequently, we 
used a neutral density filter to limit photocurrents to less than
1.0 mA. The light source was a Bausch & Lomb SP200 
equipped with an Osram HBO-200W super high pressure Hg 
arc lamp. Excessive heat from the focused light beam was 
dissipated by passing the beam through 18 cm of water.

Gases evolved in the stoichiometry experiments were col­
lected by displacing the electrolyte from 10-ml graduated 
cylinders which were inverted above the electrodes. A pho- 
toassisted electrolysis of 180 -enriched water (obtained from 
Stohler Isotope Chemicals) was conducted in a small, sealed, 
U-shaped Vycor vessel designed for gas collection from each
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zo recorder

Figure 1. Typical photoelectrochemical cell used in this work for 
stoichiometry studies. A Hewlett Packard Model 6241A power sup­
ply was the variable source indicated in the circuit and a Varian 
A-25 recorder was used :o monitor current.
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Figure 2. Current-voltace curve for the KTao.77Nbo.23O3 , crystal D, 
photoelectrode vs. SCE in 8 .6  M NaOH. The curve was obtained 
using the Heath potentiostat (during uv irradiation).
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Figure 3. Current-voltace curve for the KTaC>3, crystal A, photoe­
lectrode vs. SCE in 8 .6  M NaOH. The curve was obtained using the 
Heath potentiostat (during uv irradiation).

electrode. The gases were analyzed on a Hitachi Perkin-Elmer 
RMU-6 mass spectrometer.

An Aminco-Bowman SPF-2 emission spectrometer with a 
150-W xenon excitation lamp was used with an HP 7044A x-y 
recorder to obtain relative photocurrent as a function of ex­
citing wavelength. A Vycor cell was placed in the sample 
chamber such that the photoelectrode was in the path of the 
light beam. The observed curve was corrected for Vycor ab­
sorption and for variation in lamp intensity as a function of 
wavelength using a rhodamine B quantum counter.9 Light

TABLE I: Electrode Stability®

Weight, g Moles X  104 Moles O2

Crystal Before After Before After 104

A 1.4758 1.4751 55.33 55.31 1.29
B* 0.8942 0.8908 33.53 33.40 1.38
C 0.1438 0.1433 5.392 5.373 0.876
E 0.3865 0.3864 15.60 15.60 0.53

° All data were collected at 25 °C at potentials of less than
2.0 V applied and where the stoichiometry corresponded to the 
electrolysis of water. b Part of this crystal chipped when it was 
demounted and could not be recovered.

intensities in quantum yield measurements were measured 
with ferrioxalate actinometry10 using the Bausch & Lomb 
source coupled to a Bausch & Lomb high-intensity mono­
chromator.

Results and Discussion

Upon irradiation of the n-type tantalates in the cell shown 
in Figure 1, electrons flow from the semiconductor toward the 
Pt electrode. Gases are evolved at each electrode in quantities 
proportional to the light intensity. Photoelectrode stability 
was confirmed by experiments carried out with 180 -enriched 
water and by lack of weight loss of the photoelectrode. Using 
crystal C mounted in the sealed cell equipped with gas col­
lection tubes (cf. Experimental Section), the identity of the 
gases evolved from each electrode was determined by mass 
spectroscopy. With 9.9 N NaOH in H2160 /H 2180  (4:1) as the 
electrolyte, oxygen was collected at the photoelectrode (anode) 
and hydrogen at the platinum electrode (cathode). A peak at 
m/e 34 (160 180), roughly one-half the size of the m/e 32 (1602) 
peak, confirmed that water is being oxidized and that the O2 
evolved does not originate from decomposition of the elec­
trode. Further, electrode stability was determined directly by 
measuring the weight loss of the photoelectrode under con­
ditions where the amount of O2 evolved is of the same order 
of magnitude as that potentially available from the crystal. 
These results are shown in Table I. Thus the photoelectrode 
is stable under the conditions required to electrolyze water. 
In no case have we found deterioration of electrode properties 
as a consequence of prolonged irradiation.

The results of quantitative measurement of integrated 
current in the external circuit, H2 production, and O2 pro­
duction are collected in Table II. A stoichiometric ratio of 4:2:1 
for moles of electrons to moles of H2 to moles of O2 should 
result from the electrolysis of water, reaction 1. The data are 
generally consistent with the electrolysis of water; however, 
the H2/O 2 ratio is often greater than 2.0, while the ratio of 
moles of electrons to moles of hydrogen is always about 2.0. 
This O2 deficiency has been observed with other photoelec­
trodes and attributed to the incomplete decomposition of 
H2O2, a possible intermediate6’7 in the formation of O2.

A summary of the I-V  characteristics of the tantalate 
electrodes relative to SCE appears in Table III. Representa­
tive curves are pictured in Figures 2 and 3. Anodic currents 
could only be obtained by irradiation, while dark cathodic 
currents were not influenced significantly by irradiation. The 
electrodes examined here are all similar to reduced SrTiO;l in 
that they yield photocurrent at zero bias (Figure 4). Only for 
crystals A and B, however, could we verify that this photo­
current corresponds to the electrolysis of water (Table II). For 
electrodes C, D, E, and F very small sustained currents at
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TABLE I I :  Stoichiometric Data8

Crystal
Applied 

potential, Vb
Average 

current, mAc
Irradiation 

time, h Electrons
Mol X 104

h 2 o 2

A 0.00 0.17 11.0 0.70 0.35 0.13
B 0.00 0.08 22.75 0.75 0.33 0.16
B 0.25 0.69 18.3 4.85 2.82 1.22
C 1.00 0.95 8.0 2.85 1.55 0.49
C 0.25 0.30 13.3 1.49 0.73 0.39
D 1.20 0.49 25.0 4.32 2.16 0.96
E ,, 0.15 0.48 16.5 2.95 1.58 0.53

0 8.6 N NaOH electrolyte, 25 °C. b Positive lead to the photoelectrode. c Determined by measuring the potential drop across a 
15-fi resistor in series in the circuit.

TABLE I I I :  Current-Voltage Characteristics

Anodic onset Width of voltage I (Vappi = 0.00)/ 
Crystal voltage“ plateau, V6 I (Vappi = 4.00)c

A -1.25 0.30 0.15
D -1.35 0.17 0.035
E -1.30 0.25 0.061
F - 1.20 0.35 0.085

0 Voltage vs. SCE at which anodic photocurrent appears
±0.02 V in 8.6 M NaOH solution. ° Difference between onsets 
of anodic photocurrent and dark cathodic currents ±0.04 V in
8.6 M NaOH solution. c Ratio of currents (±10%) at the ap­
plied voltages of 0.0 and 4.0 in 8.6 M NaOH solution. These 
values are obtained from plots of photocurrent vs. applied po­
tential such as that shown in Figure 4 using the cell schemed in 
Figure 1.

1.0 1.5 2.0 2.i 3.0 3.1
Applied Potential, volts

Figure 4. Relative photocurrent vs. applied potential (positive lead 
to photoelectrode) for KTaC>3, crystal B, in 8 .6  M NaOH. This curve 
was determined using the cell schemed in Figure 1.

zero-bias precluded collection of measurable quantities of 
gases. The data in Table III suggest that reasonable rates of 
H2 and 0 2 evolution would be expected at zero bias. However, 
generally, the initially high photocurrents fall to lower values 
with prolonged irradiation. The photocurrent never reached 
zero, but to maintain a prolonged, steady photocurrent a small 
(~0.05-0.19 V) anodic bias is required. Data summarized in 
Table III and presented in Figures 2-A represent information 
recorded over a period of the order of 10 min.

The effect of the reduction with hydrogen for crystals D,

E, and F seems to be a slightly steeper anodic rise, a shift in 
the onset of anodic photocurrent to more positive voltage, and 
an increase in the width of the plateau separating the onsets 
of anodic and cathodic current regions. The most highly re­
duced crystal of the trio, F, was the only one which had 
reached a saturated photocurrent by 4.0 V applied. Even A, 
B, and C, which had very high photocurrents at 0.0 V applied 
and steep anodic rises, did not completely saturate by 4.0 V 
applied. This is in contrast to reduced SrTiO.j which reached 
saturation at <1.5 V applied. These observations serve notice 
that variations in the overall cell efficiency will be dependent 
on the particular electrode material and its preparation.

The absolute photocurrent at 4.0 V applied for the tantalate 
photoelectrodes ranged from 2 to 6 mA at the highest light 
intensities used. Current densities of >10 mA/cm2 have been 
observed. The maximum current density only depends on the 
light intensity in the range we have investigated, and the 
photocurrent is directly proportional to light intensity.

Representative wavelength response curves (relative pho­
tocurrent as a function of exciting wavelength) are presented 
in Figure 5. The onset of photocurrent generally corresponds 
to the energy of the valence band to conduction band transi­
tion in the semiconductor, i.e., the band gap. Band gaps re­
ported for reduced KTaO.d1 and KTao.65Nbo.35O312 are 3.5 
and 3.6 eV, respectively, in general agreement with our curves. 
The photoresponse edge for the tantalates, A, B, and C, ap­
pears to be about 370 nm (3.3 eV). Values for the niobate- 
tantalates D, E, and F are 400, 390, and 380 nm, respectively, 
thus showing a slight blue shift of absorption edge with re­
duction. All of the wavelength response curves seem to level 
off between 270 and 300 nm.

Quantum efficiency for electron flow was determined for 
electrodes A, B, and E and is summarized in Table IV. These 
values are reported at 4.0 V applied, but since the photocur­
rent had not yet saturated at this value, larger quantum yields 
would obtain at higher potentials. The ratios of these observed 
quantum yields at various wavelengths agree with the relative 
wavelength response curves of Figure 5 as required. In no case 
have we observed a quantum efficiency which is near unity. 
The possible reasons for this inefficiency are currently under 
study in these laboratories.

At this point detailed comparisons of these electrode pho­
toassistance agents and those based on T i0 2,3 Sn02,6 and 
SrTiC>37 are really inappropriate, since the actual ultimate 
efficiencies in these systems vary somewhat with electrode 
preparation, surface treatment, and other materials variables. 
However, the results reported herein do support the claim that 
these tantalates are at least as good at T i02 in overall energy 
conversion efficiency, are better than Sn02, but seem slightly 
inferior to SrTiC>3. We have used3’7 eq 2 to define the optical
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Figure 5. Wavelength response curves for KTa03, crystal A ( • ) ,  
and KTao.77Nbo.23O3 , crystal E (O ). The relative photocurrents 
shown have been corrected for variation In the light intensity as a 
function of wavelength.

TABLE IV: Quantum Efficiency for Electron Flow

Wavelength,
Crystal nm" Intensity, einstein/s 4>(±Q.2<i>)i>

A 254 7.00 X 10-!0 0.47
B 254 7.4 X 1 0 -1 0 0.41

313 7.75 X 1 0 - 9 0.14
E 254 2.48 X 1 0 -1 0 0.33

313 2.37 X 1 0 - 9 0.28
313 1.69 X 1 0 -1 0 0.28
336 2.18 X 1 0 -1 0 0.16

a Bausch & Lomb source with monochromator. b In 8.6 M 
NaOH at 4.0 V applied.

to chemical energy ccnversion efficiency, q. The value of 77 can 
be calculated from data given in the results using eq 3 where

sisting the process). Applied potentials exceeding 1.23 V would 
yield negative optical —► chemical energy conversion effi­
ciency, since in principle, two good electrodes could be used 
to electrolyze H2O just above 1.23 V. Thus, the maximum 
optical —* chemical energy conversion will occur somewhere 
between the onset applied potential and 1.23 V.

For SrTiC>3 the maximum value of 7/ obtained was ~0.20 at 
~0.35 Vappi and 330 nm.7 For TiC>2 we3 obtained a maximum 
value of 77 ~  0.02 and for Sn02 the efficiency would be even 
lower since the band gap is larger and higher applied poten­
tials are required.6 For the tantalates we see from Figure 5 that 
the maximum efficiency is achieved at ~300 nm (95.3 kcal/ 
einstein), and by using the data in Table IV and Figure 4 we 
can determine values of ?) as high as ~0.06 near 0.25 V (4>0bsvd 
==; 0.25). In a similar way KTao.77Nbo.23O3 gives a value of qmBX 
of 0.04. Thus, these tantalates are fairly efficient photoelec­
trodes. We stress firmly that these determinations are to be 
used only as a rough guide, since we have not determined the 
full range of behavior of any system upon wide variation in the 
material preparation. These initial studies, though, which 
show that ~ 6% of the light energy can be converted to stored 
chemical energy without deterioration of the system, provide 
real reason for further detailed studies of the perovskites as 
photoelectrode materials. A good working model for photoe- 
lectrochemical cells has already been advanced,14 and it was 
pointed out that one of the crucial needs is the discovery and 
characterization of stable photoelectrodes. The perovskites 
provide rich territory for new detailed studies, but with respect 
to practical optical energy conversion devices, materials with 
lower band gaps are required. In this regard we note with in­
terest the recent results on stabilizing small band gap pho­
toelectrodes by thin metal coatings on the semiconductor 
surface exposed to the electrolyte.15
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The surface properties of mechanochemically altered aluminum powder have been studied by means of opti­
cally stimulated exoelectron emission (EEE). The “ glow-curve” characteristics of EEE from the powder 
ground in air were strongly influenced by the kind of organic vapor contained in the Geiger-counter gas. The 
vapors are listed in the descending order of the emission as: (n-C;,H7)2NH > n-CnHyNHa > CH3COOC2H5 
> CeH6 > C2H5OH > (CHs^CO > CH3CN > n-C4H9Cl. The emission is correlated with the dielectric con­
stant or acidity constant of the organic compounds, by which the electric field formed on the surface may be 
influenced. When the powder ground in air was exposed to air for a longer time, the emission became weaker 
and decreased with an increase of the air humidity. The decay of the emission may be associated with the 
growth of oxide film and the more amorphous layer formed by condensation of water molecules. The powder 
ground in various environments (vacuum, O2, H2O, C2H5OH, and 71-C3H7NH2) gave a quite different “ glow 
curve” . The emission for vacuum was weaker than that for other environments and the emission varied with 
increasing vapor pressure of H2O, C2H5OH, and n-C3H7NH2. The surface altered in these environments ex­
hibited a different emission decay during exposure to air, which indicates that the modified surface has a 
specific chemical activity.

Introduction
Exoelectron emission phenomena have been reviewed from 

time to time.1-3 From the viewpoint of whether the phenom­
ena are due to processes inherent to metals or result from in­
teraction with the environment, Ramsey4 has used the terms 
“ intrinsic” EEE and “extrinsic” EEE, respectively. The latter 
means that adsorption, the presence of oxide, or some other 
external material factor is essential for EEE and the present 
paper is associated with this type of EEE.

The surface phenomena of aluminum is of considerable 
interest in view of the wide-spread use of this metal because 
of its light weight, mechanical workability, and remarkable 
resistance to atmospheric corrosion. Therefore, there is great 
interest in the role of exoelectrons in mechanochemical re­
actions5-8 in adhesion or corrosion phenomena and further 
in the role of these electrons in heterogeneous reactions.

Few reports are available concerning the effect of adsorp­
tion of gases other than water and oxygen9’10 on the emission 
from aluminum. However, Polyakov and Krotova11 have re­
ported that the emission rate upon detachment of polymers 
from glass is determined primarily by the type of functional 
groups in the polymer. The present work was undertaken to 
investigate the interaction between ground aluminum powder 
and some gaseous compounds by means of EEE: the effect of 
organic vapor in the Geiger-counter atmosphere on the ex­
oelectron “glow curves” (the change of the emission intensity 
with temperature) for powder ground in air or in various en­
vironments containing the organic vapors, water vapor, and 
oxygen, and also the “ glow curves” as a function of grinding 
time and exposure time to air after grinding.

Experimental Section
Materials. Commercial aluminum powder (purity 99.5%, 

115-200 mesh, Wako Chemicals) was used. Its surface would, 
of course, be covered by an oxide film. The surface of the 
powder received no special preparation other than storing in

air dried with phosphorus pentoxide for 1 or more days before 
use. The purity of the oxygen used was 99.99%. The water used 
was redistilled. The organic vapors were identical with those 
in earlier papers12’13 and we used the following compounds: 
di-n-propylamine, n-propylamine, ethyl acetate, benzene, 
ethanol, acetone, acetonitrile, and n-butyl chloride.

Grinding. The grinding of the powder was performed by use 
of a magnetic stirrer in two experimental methods. In one 
method, the powder (0.50 g) was introduced into a glass vessel 
(16 mm in diameter and 55 mm deep) with an aluminum plate 
laid at the bottom and then ground in air (18-24 °C, 32-62% 
relative humidity (RH)) for a given time (usually 10 min). The 
powder was broken between a rotator (a small iron bar, 350 
rpm) and the aluminum plate to become a finer powder. The 
sample was kept in air for a given time (usually 1 to 1.5 min) 
after grinding (this time will be termed exposure time) and 
then spread evenly in a gold vessel (20 mm in diameter and 
3 mm deep). This sample will be termed the A sample. In the 
other method, the powder (20.0 g), having been introduced 
in a larger glass vessel and outgassed under vacuum below 10-3 
Torr for 15 min, was ground between a magnet rotator (600 
rpm) and an aluminum plate for 30 min in the presence of 
various gases (O2, H2O, C2H5OH, and n-CoH7NH2) or in 
vacuo. The reaction vessel volume was 424 cm3. The grinding 
was started the moment the gas was admitted into the vessel. 
The initial pressure of gas will be termed Po. The pressure 
change of the reaction vessel with time was measured ma- 
nometrically. We note that some welding between the powder 
and the aluminum plate took place in vacuo and in oxygen and 
that in the presence of water or organic vapors, the plate 
surface became rough or glossy, respectively. The exposure 
time in air (15-23 °C, 35-59% RH) was usually 10 min and 0.50 
g of the sample was used for the EEE measurement. This 
sample will be termed the V sample.

Exoelectron Counting. EEE was measured by use of a 
modified Geiger counter. The counter-gas composition was 
a mixture of the organic vapor (20 Torr) and argon (84 Torr)
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TABLE I: Dependence of “ Glow-Curve” Characteristics of Ground Aluminum Powder on Organic Vapors a

Organic vapor
Intensity at 25 

°C, count/s
Peak intensity, 

count/s (temp, °C)
Intensity at 239 

°C, count/s
Total count 
(25-239 °C)

(n-C3H7)2NH 50 150(88) 30 61 900
n-C3H7NH2 50 100(106) 25 45 400

CH3COOC2H5 12 No peak 83 29 200
CeHe 7 34(108) 16 15 800

C2H5OH 10 19(72) 11 8 300
(CH3)2CO 9 19(66) 1 5 700

c h 3cn 2 9(80) 1 2 700
n-C4H9Cl 0.5 2.5(110) ca.O 900

(230 °C) (25-230 °C)
a Grinding time, 10 min; air exposure time, 1-1.5 min.

except that of (n-C3H7)2NH (14 Torr) and Ar (90 Torr). These 
counter gases gave the same counting rate for a radioisotope. 
An A or V sample in the gold vessel was mounted on the 
sample holder in the counter. The counter was then evacuated 
and flushed with argon, and the counter gas was admitted. 
After the emission had been measured at 25 °C for 1 min, the 
“glow curves” were examined by heating the sample to 239 °C 
(230 °C only for n-C^gCl) at the rate of 19 °C/min. In the 
case of the A sample, the sample was illuminated by a weak 
fluorescent light (wavelength of light > 295 nm) during 
measuring of the emission, because in this case the inside of 
the counter had been exposed to the light in the laboratory 
through quartz glass, and the number of the “ glow curves” 
examined was 7 to 16 for each counter gas. In the case of the 
V sample, a 20-W bulb was used as a light source (wavelength 
> 300 nm), and the number of the “glow curves” was 3 to 5 for 
each grinding environment. A counter gas of C2HsOH-Ar was 
used for the samples treated in the vapors of 0 2, H20, and 
C2H50H, and both counter gases of C2H5OH-Ar and n- 
C3H7NH2-Ar were used for those in n-C3H7NH2 vapor and 
in vacuo. In all experiments an accelerating voltage of 96 V was 
applied. Both the total count (25-239 °C) and the counting 
rate were recorded by a scaler and a ratemeter. The value of 
the total count given in the text does not contain the count at 
25 °C for 1 min.

Results
(a) A Samples. The “ glow-curve” behavior in different 

counter gases differed widely in spite of identical mechanical 
treatment. The “ glow curves” except that in the 
CH3COOC2H5-Ar counter gas exhibited an emission peak. 
The emission for the latter increased with temperature with 
a discernible shoulder near 150 °C. Table I shows the rela­
tionship between the median values of the “ glow-curve” 
characteristics and the kind of organic vapor contained in the 
counter gas. The organic compounds are arranged in the de­
scending order of the value of the total count. In all the ex­
periments the mean deviation from the median value was less 
than ±28% for the total count, ±35% for the intensity of the 
peak emission, and ±14 °C for the peak temperature. The 
intensity of emission was strongly influenced by the kind of 
organic compounds and the order of the compounds was very 
similar to that for both sandblasted mild steel12 and iron 
surfaces exposed to a discharge from a Tesla coil.13 The range 
of the peak temperatures over all the compounds was much 
wider, compared with that for the sandblasted steel (55-66 
°C) and the iron surface (152-173 °C for the main peak). 
Judging from the peak temperature deviations of ±14 °C, 
there are two groups of the peak temperatures (on the average

Figure 1. Effect of grinding time on the "glow curve" (air exposure time, 
1-1.5 min): (a) 60 min, (b) 10 min, (c) untreated powder.

Figure 2. Dependence of the "glow curve” of ground aluminum powder 
on time of exposure to air (22 °C, 50% RH) after grinding: (a) 0.02 h; 
(b) 0.5 h; (c) 3 h; (d) 21 h; (e) 44

108 °C for n-C4H9Cl, C6H6, and n-C3H7NH2, and 77 °C for 
(n-C3H7)2NH, CH3CN, C2H5OH, and (CH3)2CO).

The effect of the grinding time and exposure time to air on 
the emission was examined by use of a counter gas of 
C2H50H-Ar. Figure 1 shows typical “ glow curves” for two 
grinding times together with that of the untreated powder. In 
the case of 60-min grinding time, the ground powder became 
slightly black. The emission increased with an increase of the 
time of grinding. This indicates that the intensity of emission 
is regarded as a measurement of the extent of the mechanical 
damage, though the emission would be expected to reach a 
maximum and plateau with continued grinding. Figure 2 
shows the “glow curves” as a function of the time of exposure 
to air (22 °C, 50% RH). The emission was gradually suppressed 
by exposure to air, the temperature for the emission peak
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TABLE II: Dependence of “ Glow-Curve” Characteristics of Ground Aluminum Powder on Exposure Time to Air after 
Grinding a

Temp and 
humidity of air

Exposure 
time, h

Intensity at 25 
°C, count/s

Peak intensity, 
count/s (temp, °C)

Intensity at 239 
°C, count/s

Total count 
(25-239 °C)

22 °C ca. 0% RH 0.5 6.2 16.0(82) 12.0 7900
3 2.7 12.8(95) 9.5 5900

21 0.9 b 6.1 3200
43 0.5 b 6.0 2200

22 °C ca. 50% RH 0.5 4.6 11.1(92) 9.0 5600
3 1.3 7.6(97) 5.6 3900

21 0.4 5.5(148) 4.6 2800
44 0.2 3.4(182) 2.5 1600

22 °C ca. 100% RH 0.5 2.2 8.3(121) 6.5 3700
3 1.0 6.0(140) 4.6 3000

21 0.3 4.2(170) 3.C 1800
42 0.3 3.4(193) 2.6 1300

a Grinding time, 10 min. b The intensity of emission gradually increased with increasing temperature.

became increasingly higher, and the “ glow curve” for 44-hr 
exposure time was quite similar to that of the untreated 
powder. Table II shows the relationship between the “ glow- 
curve” characteristics and the time of exposure to air of dif­
ferent humidities in which the sample has been stored im­
mediately after grinding in air (22 °C, 50% RH). Relative 
humidities of 0 and 100% refer to ambient air dried by phos­
phorus pentoxide and air saturated with water vapor, re­
spectively. The variation of the characteristics with exposure 
time depended strongly on the moisture content of the at­
mosphere. Figure 3 shows plots of the total count (T) vs. ex­
posure time (t) in each ambient air on a semilogarithmic scale. 
The points fell on a straight line, represented by the equation 
T = B — k log t, in each case, and further the slope became 
steeper with decreasing humidity. The values (k) of the slope 
were 2910 (0% RH), 2000 (50% RH), and 1290 (100% RH).

The “glow curves” in the absence of light illumination were 
also examined. Even a counter gas of (n-C3H7)2NH-Ar, giving 
the largest amount of electrons emitted under light illumi­
nation, gave rise to only very weak emission: the peak intensity 
was 2 count/s at 143 °C and the total count was 400; for the 
C2H50H-Ar counter gas the total count was about 200. This 
clearly indicates that photon energies are essential for pro­
ducing emission from the ground aluminum powder. On the 
other hand, in the presence of illumination by much stronger 
light (wavelength > 300 nm), such as sunlight, the emission 
for a C2H5OH-Ar counter gas was a factor of 60 larger over the 
entire temperature range, but the emission peak was located 
at almost the same temperature.

(b) V Samples. Table III shows the “ glow-curve” charac­
teristics (median values) of the optically stimulated emission 
from samples ground in various gaseous environments. It is 
clear that the mechanochemically altered surface has still 
maintained an essentially different nature even under expo­
sure to the same counter-gas atmosphere. In the environment 
of 0 2, H20, n-C3H7NH2, and under vacuum, an emission peak 
was observed at almost the same temperature (near 110 °C), 
but in the case of C2H5OH, a broad emission curve with a 
slightly elevated intensity at about 50 °C and sometimes about 
170 °C, similar to curve b in Figure 1, was observed. It may be 
noted that the values of the total count both for the environ­
ments of rc-C3H7NH2 and under vacuum and for outgassing 
alone were a factor of 6 or more larger in the case of the n- 
C3H7NH2-Ar counter gas than in the case of C2H3OH-Ar, the 
same as shown inTable I, but the emission peak for each case

Figure 3. Plots of total count of ground aluminum powder vs. time of 
exposure to air (22 °C): (O) 0% RH; (A) 50% RH; (□) 100% RH.

was located at almost the same temperature. The emission for 
C2H5OH environment increased by grinding for 3 hr, but the 
pressure decrease for this time was almost the same as curve 
f in Figure 5. Figure 4 shows the dependence of the total count 
on the initial pressure of the vapors. The values for both n- 
C3H7NH2 and C2H5OH were largest at 4.1 Torr and decreased, 
more rapidly in the latter case, with an increase of initial 
pressure, but those for H20  indicated an ascending tendency. 
Figure 5 shows the pressure change with the time of grinding 
in various environments. The curve for 0 2 (g), H20  (b,c), and 
C2H5OH (f) showed considerably large variations which are 
caused by mechanochemical reactions. The curve for n- 
C3H7NH2 was almost independent of the grinding time in 
spite of a larger initial pressure range. Table IV shows the 
dependence of the representative “glow-curve” characteristics 
for various environments on the time of exposure to ordinary 
air. In the case of the samples ground both during outgassing 
and in H20  vapor, the characteristic values for 0.17-0.19-hr 
exposure time differed markedly from those for times longer 
than this time. In the case of C2HsOH and n-C3H7NH2, the 
values varied gradually in the same manner as shown in Table
II. The peak temperatures for n-C3H7NH2 was virtually in­
dependent of the exposure time, compared with those for 
C2H5OH. The values (k) of the slope obtained from the plots 
of the total count vs. air exposure time were 1210 for C2H5OH 
and 16 700 for n-C3H7NH2. The former is approximately 
equal to the value for 100% RH air obtained from Table II.

Discussion
(a) Effect of Organic Vapor in the Counter Gas on the
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TABLE III: “ Glow-Curve” Characteristics of Aluminum Powder Ground in Various Environments a

Intensity at Intensity at
Counter Grinding Pressure (Po), 25°C, Peak intensity, 239°C, Total count

gas environment Torr count/s count/s (temp, °C) count/s (25-239 °C)

C2H5OH + Ar Vacuum6 2.0 8(109) 6.0 3 800
0 2 16.8 9.0 31(100) 20 15 700

H20 4.2 3.0 11(107) 9.0 5 200
h 2o 8.2 5.0 16(100) 11 7 700

c 2h 5oh 4.1 21 25(93) 21 17 500
C2H5OH 8.3 10 13(50) 13 8 500
C2H6OH 16.8 .8.0 11(60) 7.0 5100
C2H5OH6 16.5 12 18(54) 15 10 100

m-C3H7NH2 16.9 13 26(111) 15 12 600
Outgassing^ ca.O 3.0(168) 2.0 900

n-C3H7NH2 + Ar Vacuum6 18 65(121) 43 34 500
ra-C3H7NH2 4.1 55 175(121) 65 80 000
n-C3H7NH2 16.6 65 190(111) 35 75 200
n-C3H7NH2 81.3 20 150(148) 50 58 700
Outgassing d 2.0 32(161) 12 9 900

0 Grinding time, 30 min; air exposure time, 10 min. b This includes grinding during and after outgassing. c Grinding time, 3 h. 
d Only outgassing (15 min) without grinding. '' Grinding after outgassing.

Figure 4. Plots of total count vs. initial pressure (P0) of vapor: (A, O, 
□) C2H5OH-Ar counter gas; (A, • )  n-C3H7NH2-A r counter gas.

Emission (A Sample). According to Scharmann,3 EEE caused 
by mechanical treatment is based on the following three ef­
fects: (a) creation of fresh metal surface on which adsorption 
takes place, (b) imperfections in the metal, and (c) imper­
fections in the covering oxide. In this experiment the oxide 
film on the aluminum powder is broken even with very small 
loads by grinding to reveal the bare metal surface, perhaps 
because the substrate metal is softer than its oxide so that the 
latter cracks easily. The freshly exposed aluminum may in­
teract with oxygen, water vapor, and other gases present in 
air immediately after grinding and oxide film may be formed 
again. Thus, the oxide film is thought to contain a great many 
defects, notably vacancies, which aid in the diffusion of metal 
ions and the growth of the oxide layer2 and to be partly hy- 
droxylated, because under atmospheric conditions alumina 
contains physically adsorbed water, surface hydroxyl groups, 
and possibly hydroxyl groups incorporated in the bulk lattice; 
the adsorbed molecular water can be easily removed, whereas 
the hydroxyl groups can hardly be removed completely even 
under the most stringent conditions.14 Ramsey9 and Linke and 
Meyer10 have reported that the emission from abraded alu­
minum results from the adsorption of water molecules as a

Figure 5. Pressure change with grinding time in various environments: 
(a) after outgassing; (b) H20  (P0l 4.3 Torr); (c) H20  (P0, 8.4 Torr); (d) 
C2H5OH (Po, 4.1 Torr); (e) C2H5OH (P0, 8.2 Torr); (f) C2H5OH (P0, 16.7 
Torr); (g) 0 2 (P0, 17.1 Torr); (h) n-C3H7NH2 (P0, 4.1 Torr); (i) n-C3H7NH2 
(P0, 16.6 Torr); (j) n-C3H7NH2 (P0, 81.5 Torr).

hydrogen outward orientation of either H20  molecules or OH 
radicals, which lowers the work function. We will explain the 
experimental results in terms of an electron trap model shown 
in Figure 6. Figure 7 shows the relationship between the total 
count shown in Table I and the reciprocal dielectric constant 
(1 It) of each organic compound. It is apparent that the amount 
of emitted electrons is closely correlated with the dielectric 
constant except for both n-C4H9Cl and C6HS. This suggests 
that the emission occurs perhaps under the influence of the 
electric field (E) produced by the surface hydroxyl groups, 
namely, that as a result of the introduction of the substances 
into the surface, the electric field strength reduces from the
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TABLE IV: Dependence of “ Glow-Curve” Characteristics for Each Grinding Environment on Exposure Time to Air 
after Grinding

Grinding 
environment (Po, 

Torr)
Exposure 

time, h

Intensity at
25°C,

count/s
Peak intensity 

count/s (temp, °C)

Intensity at
239 °C, 
count/s

Total count 
(25-239° C)

During outgassing“ 0.19 2.0 8.0(136) 6.0 3 800
1.0 0.5 3.5(93) 3.0 1 500
3.0 ca. 0 3.0(104) 2.0 1 300

24.0 ca. 0 3.0(114) 1.5 1 100
48.3 ca. 0 2.5(126) 1.5 1000

H20° (8.2) 0.17 2.0 8.0(129) 7.0 4 600
1.0 1.0 3.5(95) 2.5 1 600
3.0 0.5 4.0(93) 2.0 1 500

23.2 ca. 0 3.0(95) 1.5 800

C2H 5OHa (16.8) 0.20 9.0 12 (63) 7.0 5 800
1.0 6.0 9.0(72) 7.0 4 900
3.0 4.0 7.0(72), 6.5(181) 6.0 4 200

24.0 2.5 5.5(79), 5.5(165) 5.0 3 200
48.0 2.0 5.5(198) 5.0 3 000

n-C 3H7NH26 (81.3) 0.17 30 150(121) 50 63 300
1.0 22 140(126) 55 59 600
3.0 16 90(133) 45 42 500

24.1 9 66(144) 41 30 800
47.7 8 54(150) 34 25 300

“ C2H5OH-Ar counter gas. 6 n-CsHyNH^-Ar counter gas.

suface hydroxyl 
groups

d is tu rb e d  oxide f i lm  
contain ing e m itting  
ce n te rs ( ®  )

d is tu rbed  subs tra te  
m eta l

Figure 6 . Electron trap m odel: (E) the vector of e lec tric  field strength  
due to adsorbed surface hydroxyl groups onto which the organic m ol­
ecules may be adsorbed; (E0) the vector of electric  field strength across 
the oxide film , which forces alum inum  ions from  the m etal through the  
oxide film  to the surface, to  reac t with oxygen gas.

Figure 7. Total count o f em itted electrons as a function of rec iprocal 
dielectric  constant (1 /e ) of organic compounds.

value (E) to the value (E/t). In order to expand and clarify the 
role of the simultaneous optical and thermal stimulation in 
relation to both the proposed surface field and oxide imper­
fections, it would be useful to refer to the concept proposed

by Claytor and Brotzen,15 who used a similar technique on 
aluminum deformed in tension. They have associated thermal 
stimulation with vacancy diffusion to the surface, where then 
some of vacancies create preferential sites for optically stim­
ulated emission. The electrons trapped in such sites are re­
moved by light absorption at photon energies lower than those 
for the original oxide-coated surface. The fact that hardly any 
emission was observed in the dark seems to be attributable 
to the diffusion of electrons trapped at vacancies through the 
oxide film to adsorbed oxygen, giving rise to 0 "  ions instead 
of electron emission. It should be noted that this electric field 
does not deal with a model of the transversal electric field 
across the fissures created in the oxide layer, as proposed by 
Gieroszynski and Sujak.lfi

Dear et al.17 have reported that substances such as CgHg and 
n -C ^ g C l fit a plot o f the heat of immersion o f aluminum 
powder against dipole moment, but that n -C 4HgOH and n- 
C4H9N H 2 show a much higher heat than that corresponding 
to their dipole moments, which may be attributed to hydro- 
gen-bond formation. The molecules on the straight line in 
Figure 7 may presumably be adsorbed through hydrogen 
bonding. In previous papers,12,13 it has been proposed that the 
emission may be strongly associated with the proton attracting 
interaction between the functional groups o f organic molecules 
adsorbed and the hydroxyl groups on the damaged solid sur­
faces. The dielectric constant o f  organic com pounds used is 
correlated with the negative logarithm o f the acidity constant, 
pK bh+, for conjugated acids (B H +) o f organic com pounds as 
conjugated bases (B), as follows.18*20

B  € p A b h +

(n-C3H7)2NH 3.068 11.00
n-C3H7NH 2 5.31 10.69

CH3COOC2H5 6.02 - 6.2
(CH3)2CO 20.70 -7 .2

CH3CN 37.5 - 10.12
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This suggests that the hydrogen-bond formation plays an 
important role in the emission and that the emitting centers 
may have existed in the vicinity of Brônsted acid sites on the 
disturbed oxide surface.

Greenler21 has reported that when aluminum oxide has 
been exposed to ethanol vapor, the observed surface species 
are a weakly bound layer of liquid alcohol, a surface ethoxide, 
and an acetate-like compound. In the experiment for 
C2H50H-Ar counter gas such a destructive action of ethanol 
on the surface may have taken place, resulting in a broad 
emission “glow curve” . As for CH3COOC2H5-Ar counter gas, 
ethyl acetate reacts with the oxide film above about 150 °C, 
increasing the emission, because such an abnormal behavior 
was not observed in the case of sandblasted mild steel.12

(b) Effect of the Exposure Time to Air after Grinding on 
the Emission (A Samples). As thé disintegration by means 
of grinding becomes more severe, the area of the damaged 
surface increases and results in the increase of emission, as 
represented in Figure 1. As. the time of exposure to air becomes 
longer, the oxide layer grows thicker and so causes the con- \ 
tinuous decrease of emission with a faster decay at lower 
temperatures, as indicated in Figure 2. It is very interesting 
that thus the photoelectric work function of the solid surface 
can be changed reversibly. Arnott and Ramsey22 have reported 
that with the emission from aluminum deformed in tension 
a pressure dependent photostimulated emission occurs in thin 
oxide films (less than 45 nm) and results from the lowering of 
work function due to the adsorption of oxygen and water 
molecules. On the other hand, the emission even without op­
tical stimulation has been observed in many oxides and oxi­
dized metals under various conditions,22-25 and Saito et al.26 
have reported that an emission “ glow curve” of aluminum 
exposed to x-rays, giving two peaks at 120 and 240 °C, is un­
influenced by light illumination. Therefore, the mechanism 
of optically stimulated emission quite differs from that of the 
emission without optical stimulation. Grunberg and Wright27 
have reported that the rate of the optically stimulated emis­
sion from abraded aluminum increases with increasing con­
centration of oxygen. Ramsey9 has reported that the decay of 
the optically stimulated emission from aluminum may be 
correlated with a law for the growth of thin oxide film, rep­
resented by the equation: 1/x = B' — k' log t (x is the thick­
ness, t the time). Therefore, the linear plots in Figure 3 suggest 
that the emission may be reduced as a result of the growth of 
oxide film being accompanied by the vanishing of defects 
containing emitting centers. In this connection Yashiro28 has 
reported that the surface potential of annealed aluminum 
after tensile deformation decreases linearly with the logarithm 
of time in air to its original value, suggesting that this may be 
caused by the growth of the oxide coating.

As shown in Table II, when the sample having been ground 
in air of 50% RH was stored in 0 or 100% RH air, the “ glow- 
curve” characteristics obtained was markedly different from 
those for 50% RH air. Hunter and Fowle29 have reported that 
atmospheric moisture breaks down the natural barrier-type 
oxide film to form an outer porous portion, and that the times 
required to complete barrier formation are much shorter in 
the absence of moisture, though the oxide layer formed in this 
experiment should be amorphous.29’30 From this, in the en­
vironment of 0% RH air a more compact layer may be formed 
by desorption of adsorbed water molecules, and also in 100% 
RH air a more porous or amorphous layer by condensation of 
water molecules, the former increasing the emission and the 
latter decreasing the emission. It is of considerable interest 
that the oxide layer containing emitting centers can be re-

covered by storing in dry air, and therefore in this experiment 
it is unlikely that the emission from oxides such as AI2O3 re­
sults from the desorption of water, as observed by Krylova.31 
The slope (k) of the plots for each ambient air appears to be 
associated with the rate of oxidation, which is dependent on 
the extent of the interference from water molecules adsorbed 
or condensed on the surface.

(c) Effect of the Surfaces Mechanochemically Altered in 
Various Environments on the Emission {VSamples). First, 
it should be noted that since the method of grinding is quite 
different between A and V samples, we are unable to compare 
directly the characteristic values of the V sample with those 
of the A sample. In Figure 5, the gradual increase of pressure 
for curve a may be due to the evolution of hydrogen gas having 
been contained in the aluminum powder,32 which is caused 
by grinding. In the initial stage for curves b and c the hydra­
tion on the oxide film which gives two Al-OH groups and the 
formation of AI2O3 retaining hydrogen held as OH groups33 
may occur, followed by the evolution of hydrogen In the latter 
stage. Curves d, e, and f for C2H5OH may be attributed to the 
formation of AI-OC2H5 and Al-OH .14 Curve g for 0 2, of 
course, represents the chemisorption on the freshly exposed 
aluminum. Curves h, i, and j for n-C3H7NH2 suggest little 
interaction between aluminum and n-C3H7NH2. As shown 
in Table III, it is evident that the environment of other vapors 
as well as 0 2 yields much more defects containing emitting 
centers than that of vacuum. In the case of O2 and H2O the 
increase of emitting centers is associated with the freshly 
formed oxide film. In the case of C2H5OH and rc-C3H7NH2 
the emission behavior is strongly governed by the organic 
coating formed on the surface, which may suppress the in­
teraction such as the adsorption of moisture during exposure 
to air or the hydrogen-bond formation between the surface 
and the organic vapor in the counter-gas atmosphere, because 
the decrease of the total count with the initial pressure is ob­
served, as shown in Figure 4; a larger variation of the pressure 
for C2H5OH indicating a higher mechanochemical reactivity, 
as shown in Figure 5, gives a steeper curve in the plot in Figure 
4, compared with that for n-C3H7NH2.

From Table IV, it is apparent that the surfaces formed in 
the environment of 0 2 and H20  are remarkably influenced by 
hydration or oxidation at the beginning of the exposure to air 
and then gradually approach a stable state. On the other hand, 
the surfaces in the environment of C2H5OH and n-C3H7NH2 
are more stable against exposure to air and the characteristic 
values gradually change from the beginning of the exposure. 
From the values (k) for n-C3H7NH2 and C2H5OH, it is sug­
gested that the surface for the former may undergo oxidation 
more easily than that for the latter, because the organic 
coating formed from C2HsOH would more effectively suppress 
the adsorption of oxygen.
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Generation of Catalytically Active Acidic OH Groups upon C 02 
Neutralization of Basic Sites in Mg- and Ca-Y Zeolites
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The effect of CO2 in the 25-500 °C temperature range on the OH groups of various Y zeolites exchanged with 
NH4+ and Mg2+ or Ca2+ cations has been examined in connection with its influence upon the catalytic crack­
ing of isooctane. Because of their changes with cation nature and contents, the infrared bands at 3685 (Mg- 
Y) or 3675 cm-1  (Ca-Y) seem to refer to OH groups associated with the divalent cations. From the influence 
of CO2 between 150 and 400 °C, it is inferred that these OH groups have a basic character. On CO2 adsorp­
tion, they give rise to unidentate carbonate species and to new acidic OH groups, probably in the vicinity of 
these carbonates. Other, less symmetric, unidentate carbonate species are also formed. On evacuation be­
tween 400 and 500 °C, the changes in OH groups are reversible; the carbonate species behave differently: the 
more symmetric types are removed, the others subsist. The increase in isooctane cracking due to CO2 intro­
duction in the reactants parallels the intensity changes of the bands due to the new acidic OH groups, where­
as the stable unidentate carbonates involve inactive sites.

Introduction
The investigations on the surface sites of zeolites have been 

mainly devoted to the determination of the nature, number, 
and strength of acid sites. Little information is available about 
basic sites which may be involved in catalytic processes.1,2 
Concerning, more particularly, the OH groups of zeolites, it 
has been established that those responsible for the ir bands 
around 3640 and 3550 cm-1  are acid. The acidic character of 
those vibrating around 3600 and 3690 cm-1, which are ob­
served for ultrastable materials3-6 and polyvalent cation ex­
changed zeolites,6-12 is less well defined. The OH groups 
corresponding to bands at ca. 3600 cm-1  have been reported 
to react with NaOH;10,13 their reactivity toward NH3 is weak5 
or nonexistent3,6,8,10 and that toward pyridine partial4 or 
nonexistent.7,10,13 The OH groups referring to bands in the
* Address correspondence to this author at the Laboratoire de Ca­
talyse Organique, L.A. CNRS No. 231, Ecole Supérieure de Chimie 
Industrielle de Lyon, 43 boulevard du 11 novembre 1918,69621 Vil­
leurbanne, France.

3700-cm-1 region may react with NH35 or not;3 they are in­
sensitive to pyridine.4,7,13 The nature of these OH groups has 
been a matter of debate. In the case of zeolites containing al­
kaline earth cations, they have been attributed to water 
molecules,3,7 M-OH+ species,3,7,14 or associated with alumi­
num deficient sites as for ultrastable zeolites.6 To our 
knowledge, their possible basicity has not been studied.

In this work, the effect of CO2 on the OH groups of various 
zeolites exchanged with NH4+ and Mg2+ or Ca2+ cations is 
examined in connection with its influence on the catalytic 
cracking of isooctane. Indeed it is known that C02 may in­
crease the catalytic properties of some zeolites15 and it has 
been suggested that this increase may be due to a surface 
weakly bonded form of C02.16 Up to now, infrared studies of 
the action of C02 on zeolites have been mainly carried out to 
determine cation locations9 and the isotopic exchange of 
oxygen atoms.2 At high temperatures, unidentate carbonate 
species are formed.2,9,17 No detailed investigation on the in­
fluence of CO2 on the OH groups of zeolites has been reported.
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Experimental Section
Materials. Samples were prepared from Union Carbide 

Na-Y zeolite. Ca-Y zeolites were obtained by exchange of Na+ 
ions for Ca2+ ions in chloride solutions. Subsequently, partial 
exchange with NH4+ ions of Ca2+ ions yielded various Ca- 
NH4-Y materials. For Mg-Y zeolites, Na-NH4-Y samples were 
first prepared, then exchanged by Mg2+ ions from chloride 
solutions. Two or three treatments with the chloride solution 
were required to obtain high magnesium levels. For the sample 
with the highest magnesium content, the exchange was per­
formed at 100 °C. The zeolites were heated at 380 °C in a dry 
air flow for 15 h in order to evolve NH3 and then at 550 °C for 
the same time. This heating procedure tends to avoid ultra- 
stabilizing effects. Chemical compositions of the catalysts 
referred to by the total number of equivalents of cation per 
unit cell are given in Table I. X-ray diffraction measurements 
showed the zeolites to be highly crystalline.

Ir Studies. Wafers (18-mm diameter) of 30-40 mg of zeolite 
were inserted in a quartz sample holder which was introduced 
into the infrared cell as previously.18 The samples were heated 
(5 deg/min) to 465 °C in a dry oxygen flow in order to evolve 
carbonaceous deposits. After 15 h at this temperature, the cell 
was closed and cooled to room temperature. Oxygen was 
pumped off at room temperature and the samples were heated 
again either under vacuum at 400 or 465 °C, or in a hydrogen 
flow at 465 °C for 15 h. The hydrogen treatments were carried 
out to obtain samples similar to those used in the catalytic 
experiments.

CO2 was introduced in the infrared cell at room temperature 
under a 100 Torr pressure. Its purity was better than 99.998% 
and further it was thoroughly dried by a series of distillations 
under vacuum. The zeolites were heated in CO2 at various 
temperatures (25 to 500 °C) for 15 h. Spectra were recorded 
at room temperature.

Deuterated samples were obtained by heating (Vpre- 
treated wafers in D20  (~20 Torr) at 200 °C for 4 h. The pro­
cedure was repeated four times with intermediate evacuations
at 200 °C.

Spectra were scanned on a Perkin-Elmer Model 125 grating 
spectrophotometer. The reference beam was attenuated.

Results and Discussion
I. Magnesium Zeolites. 1. Hydroxyl Groups. Samples which 

have been heated under oxygen and then under hydrogen give 
the spectra shown in Figure 1. The 3740-cm-1 band occurs in 
all spectra. Only materials containing magnesium give rise to 
a band near 3685 cm-1  with a weak shoulder at 3670 cm-1. 
The intensity of this band is weak for zeolites containing a low 
amount of divalent cation. It increases for a number of cation 
equivalents greater than 32.1 per unit cell. The band near 3640 
cm-1 also increases similarly. The 3640-cm_1 band is more 
intense than the 3685-cm_1 band for the sample containing 
the highest magnesium level. No other significant OH band 
is observed in the lower frequency range. As it has been pre­
viously pointed out for Mg-Y19 and La-Y10 zeolites, the low 
frequency bands in the 3560-3600-cm-1 region have a weaker 
thermal stability than the higher frequency bands. So, their 
absence in the present spectra is not unexpected.

In the case of the hydrogen treated zeolites, a weak band at 
1625 cm-1  was observed and attributed to the deformation 
vibration of water molecules. In order to eliminate these 
molecules, samples treated at 465 °C under vacuum instead 
of hydrogen were examined. Their spectra do not exhibit a 
band at 1625 cm-1. The 3500-3800-cm“ 1 region is displayed

TABLE I: Analysis and Structural Parameters of the 
Zeolites

Cata­
lysts

Nat­
ions per 

unit 
cell

Mg2+ (or 
Ca2+) ions 

per
unit cell

Total
cation
equiv

per
unit cell“

T -0
asym­
metric
stretch,
cm-1

Unit
cell
size,

Â

NaHY 7.5 0 7.5 1020 24.65
Mg series
Mg 17.7 7.1 5.3 17.7 1020 24.45
Mg 23.4 8.2 7.6 23.4 1020 b
Mg 26.2 9.1 9.1 26.2 1020 b
Mg 32.1 7.1 12.5 32.1 1020 b
Mg 37.5 8.1 14.7 37.5 1020 24.63
Mg 46.1 7.5 19.3 46.1 1020 24.64
Ca series
Ca 23.4 3.5 10 23.4
Ca 40.7 3.5 18.6 40.7
Ca 51.2 3.5 23.9 51.2

“ The difference with 56 (number of charges to be neutral­
ized) represents the theoretical number of H+ per unit cell 
after the NH4+ decomposition. b Not determined.

Figure 1. Spectra of OH groups on various zeolites, 0 2 treated, then 
H2 treated at 465 °C: (a) Na-H-Y 7.5; (b) Mg 23.4; (c) Mg 26.2; (d) Mg 
32.1; (e) Mg 37.5; (f) Mg 46.1.

in Figure 2. With the exception of the 3740-cm-1 band, the 
intensities of the OH bands are much weaker than after H2 
treatments and well-resolved bands are observed only for 
samples with a high magnesium content (Mg 32.1 and Mg
46.1). Besides the fact that these experiments show the lower 
stability of OH groups under vacuum, they also indicate that 
the 3685-cm-1 band may exist in the absence of the defor­
mation band of water molecules. Therefore the assignment
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Figure 2. Spectra of OH groups on various zeolites, 0 2 treated, then 
evacuated at 465 °C: (a) Na-H-Y 7.5; (b) Mg 17.7; (c) Mg 26.2; (d) Mg 
32.1; (e) Mg 46.1.

of this band to vibrations of water molecules is ruled out in the 
present case.

Since, for polyvalent cation exchanged Y zeolites or 
“deep-bed” treated zeolites, OH bands in the same region have 
been related to a hydrolyzing process (dealumination),6'10 the 
question arises as to whether this phenomenon has to be 
considered here. The heat treatment at 380-550 °C in dry air 
flow to obtain Na-Mg-HY samples was done very carefully to 
avoid this effect. If, however, dealumination occurs, it would 
change structural features. The absorption maximum of the 
framework T -0  bond vibrations near 1020 cm-1  would in­
crease with dealumination10’20 and the unit cell parameter 
would decrease.21’22 Table I indicates the vibration frequency 
of T -0  bonds. The low value (1020 cm-1) and the constancy 
of this frequency with the magnesium content changes show 
that dealumination does not occur. The 400 °C evacuations 
carried out on the ir wafers do not affect this frequency either.

Some unit cell parameters are also given in Table I. No unit 
cell shrinkage is observed for samples showing the 3685-cm-1 
band. That noted for the Mg 17.7 sample may be due to the 
preferential location of the first exchanged divalent cations 
in Si sites.23 Consequently, in the present case, the 3685-cm-1 
band does not seem to be related to dealumination.

The occurrence of Mg(OH)2 deposits in our samples might 
also be suggested. The OH groups of magnesium hydroxide 
vibrate at frequencies close to 3700 cm-1  24 but the bands 
disappear after a few hours of evacuation at 400 °C. The high 
thermal stability of the 3685-cm-1 band and also the difficulty 
of introducing large amounts of magnesium in the zeolites 
under study do not seem to be consistent with the formation 
of magnesium hydroxide.

Accordingly, the OH groups corresponding to the 3685- 
cm-1  band described in this work do not seem to be due to 
water molecules or OH groups at A1 deficient sites. The de­
pendence of this band on magnesium content suggests that

it is associated with the divalent cations located in the su­
percage. Assuming that Mg2+ cations fill at first Sf sites, about 
25 to 32 equivalents of magnesium cations per unit cell would 
be necessary for the 16 Si sites, i.e, 32 to 39 equivalents of 
cations Na+ + 2Mg2+, depending on the simultaneous pres­
ence of Na+ ions in these sites. Indeed, the 3685-cm-1 band 
starts to increase markedly above this cation content range. 
All these remarks suggest that the 3685-cm-1 band we ob­
served may be associated with Mg(OH)+ species located in the 
supercages and resulting from a reaction of the type7

Mg2+ + H20  ^  Mg (OH)+ + H+

As often proposed, the released proton produces acid OH 
groups which explain the growth of the 3640-cm-1 band on 
increasing magnesium content.

2. Acid-Base Properties of the OH Groups. Pyridine ad­
sorption performed as previously4 showed that the OH groups 
associated with the 3640-cm-1 band are acid, whereas those 
corresponding to the 3685-cm-1 band are not.

Adsorption of C02 at 400 °C was used to study the basicity 
of the OH groups of samples heated under vacuum or in a 
hydrogen flow. The results obtained with both types of sam­
ples are similar. Because the observed effects are more pro­
nounced for zeolites with high magnesium contents, i.e., ex­
hibiting an intense 3685-cm-1 band, spectra of Figure 3 refer 
to the Mg 46.1 sample. Treatment with C02 at 400 °C does not 
affect the 3740-cm-1 band, reduces considerably the 3685- 
cm" 1 band, increases the 3640-cm-1 band, and produces a new 
OH band at ca. 3550 cm-1  (Figure 3b). Evacuation of C 02 at 
400 °C for 15 h (Figure 3c) causes the opposite effects. After 
3 h desorption at 500 °C, the initial spectrum is nearly restored 
(Figure 3d). Hence C 02 reacts reversibly with the OH groups 
vibrating at 3685 cm-1  and simultaneously new OH groups 
are reversibly formed. In order to make sure that these new 
OH groups do not arise from traces of water introduced with 
C 02, deuterated zeolites were prepared. Figure 4a shows the 
spectrum of the starting Mg 46.1 sample evacuated at room 
temperature after the 465 °C oxygen treatment. After four 
successive treatments with D20, spectrum 4b shows that most 
of the OH groups have been exchanged. The OD bands at 
2750, 2710, and 2680 cm-1 correspond to the 3740-, 3685-, and 
3640-cm-1 OH bands, respectively. After C 02 adsorption at 
400 °C, the 2710-cm-1 band has disappeared, the one at 2680 
cm-1 has become broader, and a new OD band at 2610 cm-1, 
equivalent to the 3550-cm-1 OH band, has occurred. As a re­
sult of C02 desorption at 500 °C the initial OD bands are re­
stored with, however, some slight intensity changes. This 
experiment indicates that the D atoms of the new OD groups 
referring to the 2610-cm-1 band originate from the solid, 
probably from the OD groups which disappear upon reaction 
with C 02 (2710-cm-1 band).

As new OH groups arising from the C 02 reaction have the 
usual frequency (3550 cm-1) of acid OH groups in Y zeolites, 
their acid character was examined using NH3. It was found 
that they react with this base at room temperature.

3. Carbonate Species and Correlations with the OH 
Groups. As a result of reaction with C 02 in the 150-400 °C 
temperature range, bands appear in the 1400-1700-cm-1 re­
gion of the zeolite spectra. Their number and relative inten­
sities depend on the Mg content and the temperature of re­
action.

The most complete set of bands was observed in the case 
of the Mg 46.1 sample heated in C02 at 400 °C. Absorption 
maxima were found at 1580,1520,1490,1450, and 1410 cm-1 
(Figure 5d). For the same C 02 reaction temperature, the in-
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Figure 3. Spectra of the Mg 46.1 zeolite: (a) evacuated at 400 °C for 
15 h; (b) heated in 100 Torr of C02 at 400 °C for 15 h, then evacuated 
at room temperature for 30 min; (c) evacuated at 400 °C for 15 h; (d) 
evacuated at 500 °C for 3h.

Figure 4. Spectra of the Mg 46.1 zeolite: (a) 0 2 treated at 465° for 15 
h, then evacuated at room temperature for 30 min; (b) after four suc­
cessive exchanges with D20; (c) heated in 100 Torr of C 02 at 400 °C 
for 15 h, then evacuated at room temperature for 30 min; (d) evacuated 
at 500 °C for 15 h.

tensities of the bands at 1520 and 1490 cm-1  increased with 
increasing Mg content (Figure 5). Overlapping of the bands 
at 1410 and 1450 cm-1  does not allow an easy comparison of 
their relative intensities as a function of Mg content. Never­
theless, it may be seen from Figure 6, referring to 500 °C 
evacuated samples, that the 1410-cm“ 1 band becomes pre­
ponderant for high Mg content. No band in this spectral re-

Figure 5. Spectra of various zeolites after C02 action at 400 °C: (a) 
Na-H-Y 7.5; (b) Mg 23.4; (c) Mg 37.5; (d) Mg 46.1.

Figure 6 . Spectra of various zeolites after C02 action at 400 °C then 
evacuated at 500 °C for 6  h: (a) Na-H-Y 7.5; (b) Mg 23.4; (c) Mg 37.5; 
(d) Mg 46.1.

gion was found for the sample which did not contain Mg2+ 
cations (Figures 5a and 6a).

The influence of temperature on the formation and disap­
pearance of the species responsible for these bands was ex­
amined. In the case of the Mg 46.1 sample, the bands do not 
exist after heating in CO2 at 100 °C. They begin to appear at 
150 °C and their intensity increases on raising the temperature 
to 400 °C (Figure 7). On evacuation at a series of increasing 
temperatures, the bands at 1520 and 1490 cm-1 are progres-
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Figure 7. Spectra of the Mg 46.1 zeolite 0 2 treated then evacuated at 
465 °C: heated in 100 Torr of C02 at indicated temperatures for 15 h, 
then evacuated at room temperature for 30 min; (a) 100 °C; (b) 150 °C; 
(c) 400 °C.

sively reduced in intensity. They are completely eliminated 
as a result of a 15-h evacuation at 500 °C (Figure 3d). The 
other bands withstand this 500 °C evacuation (Figure 3d, 4d, 
and 6).

The effect of the pressure of C02 has also been briefly ex­
amined. Exposures of the Mg 46.1 sample to very low pres­
sures of C02 at 400 °C caused the appearance of the 1580-, 
1450-, and 1410-cm-1 bands only.

In regard to these most stable species, it was expected that 
the influence of electron-donating molecules may help to 
determine their nature. D20 , H20, and NH3 were employed. 
Figure 8A shows that, as a result of D20  reaction at 25 °C, the 
spectrum of Mg-Y zeolite was substantially modified. The 
bands at 1580 and 1410 cm-1  have disappeared, the one at 
1450 cm-1 has increased and two new strong bands have oc­
curred around 1510 and 1650 cm-1. Evacuation at 400 °C re­
stored the starting spectrum (Figure 8Ac). H20  and NH3 also 
caused the disappearance of the 1580-cm-1 band. However, 
the other spectral features are less visible because of the 
presence of vibrational modes of H20, NH3, and NH,t+ in the 
region considered.

Bands in the spectral region considered may be assigned to 
three types of carbonates (symmetric, and uni- and bidentate), 
to bicarbonates, and to carboxylates.25 Usually, assignments 
are made by analogy between the spectra of solid compounds 
and those of surface species. Particularly in the absence of 
information on the 1300-700-cm_1 region because of the poor 
transmission of the zeolites, they remain tentative, since, first, 
there is some overlapping of the absorption ranges referring 
to the different species, and secondly, surface species in var­
ious environments may be subject to perturbations which 
influence their spectra in an unknown manner.

Bands at 1580, 1450, and 1410 cm_1. The band at 1450 
cm-1  is assigned, as usual, to symmetric carbonate species.25 
Bands at 1589 and 1414 cm-1 have already been observed for 
Mg-Y zeolites containing a high magnesium content and ex­
posed to C 02 at ~500 °C.17 By contrast, C02 reacts with MgO 
at room temperature, giving rise to bands in different regions 
(1625-1670 and 1275-1325 cm-1) which have been attributed 
to two types of bidentate carbonates.26-28 Though bands close 
to those considered here (1550-1560 and 1390-1410 cm-1) 
were also found for MgO27'28 in conditions similar to those of

Figure 8 . Spectra of the Mg 46.1 (A) and the Ca 51.2 (B) zeolites 
showing the action of D20  on the surface carbonate species: (a) 
evacuated at 500 °C for 6  h after reaction with C02 at 400 °C; (b) D20 
(~20 Torr) adsorbed at room temperature; (c) then evacuated at 400 
°C for 4 h.

the present work, the differences in reactivity at room tem­
perature are in favor of the absence of any significant forma­
tion of MgO in our samples.

Table II shows the absorption ranges of carboxylate and 
unidentate carbonate species. Attribution of the 1580- and 
1410-cm-1 bands to either species is not clear-cut. However, 
the influence of D20  on these bands gives support to the 
previous attribution to unidentate carbonates,17 since it is 
reasonable to think that this influence, which is reversible, 
results in a mere change in the symmetry of a unidentate 
carbonate species. Increasing the symmetry of this species 
decreases the frequency difference between the asymmetric 
and symmetric v(CO) vibrational modes, so that the bands at 
1580 and 1410 cm-1  are shifted to 1510 and 1450 cm-1, re­
spectively (Figure 8A). This increased symmetry may be in­
terpreted by assuming that a D20  molecule gives electrons to 
a Mg2+ cation, thus reducing the formal positive charge of the 
cation and its attractive power toward the carbonate species. 
Consequently, the three C -0  bonds of the unidentate car­
bonate become more equivalent. This influence of H20  or D20  
molecules has been already pointed out for Co-Y zeolites and 
explained by the formation of hydrogen bonds between these 
molecules and the surface carbonate species without further 
detail.17 Also, it may be noted that MgO behaves quite dif­
ferently, since the initial bidentate carbonate is transformed 
by H20  into a unidentate carbonate whose vibrations are at 
1510 and 1390 cm- 1 .26

In contrast to previous data relative to Co-Y zeolites,17 we 
observed that the 1650-cm-1 band forms under the effect of 
D20  as well as that H20, so that this band cannot be ascribed 
to the H20  deformation mode. It may correspond to the
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TABLE II: Absorption Ranges (in cm ') of Surface 
Carboxylate and Unidentate Carbonate Species

Modes Asymmetric stretch Symmetric stretch

Carboxylate“ 1575-1510 1410-1330
Unidentate 1550-1460 1435-1350

carbonate h
“ References 25, 29, and 30. b References 2, 9, 17, and 25-30.

i/(C=0) vibration of a bidentate carbonate species whose 
other vibrational modes are not observed because they are 
below 1300 cm-1. However, the role of D20  in reversibly 
forming this species from the initial unidentate carbonate is 
not clear. Alternatively, the 1650-cm-1 band also falls in the 
absorption region of the asymmetric CO stretching vibrations 
of bicarbonate species26 and the formation of such species on 
exposure to D20  would not be surprising. However, another 
band, which is expected in the 1290-1410-cm-1 region,26 was 
not found. Therefore, the origin of the 1650-cm_1 band re­
mains dubious.

Bands at 1520 and 1490 cm-1  and Correlations with the 
OH Bands. These bands are in the absorption range of the 
asymmetric i/(CO) vibration of unidentate carbonate species. 
The symmetric stretch may contribute to the 1410-1450-cm-1 
absorption region. Changes in these carbonate bands, ac­
cording to various parameters, are concomitant to the changes 
in the OH bands. First, these carbonate bands start to increase 
appreciably for the same Mg content in the zeolite as the 
3685-cm-1 band. This Mg content probably corresponds to 
the saturation of inaccessible sites with Mg2+ cations. Sec­
ondly, for increasing temperatures in the 150-400 °C range, 
the bands around 1520 and 1490 cm-1  become progressively 
more intense as well as the OH bands at 3550 cm-1  and, to a 
lesser extent, at 3640 cm-1, whereas the 3685-cm_1 band be­
comes weaker. This effect has been observed for the Mg 37.5 
and Mg 46.1 zeolites. Thirdly, on evacuation between 400 and 
500 °C, the considered carbonates and the new acidic OH 
groups are removed, whereas the 3685-cm“ 1 band reappears, 
i.e., the phenomena observed on heating in C 02 are reversible. 
Finally, for low amounts of C 02, the 3685-cm_I band is not 
affected and those at 1520 and 1490 cm-1 do not occur.

The above data suggest that these unidentate carbonate 
species are formed as a result of the reaction of C 02 with the 
OH groups responsible for the band at 3685 cm-1. This reac­
tion also yields new acidic OH groups. Scheme I tentatively
Scheme I

indicates how this may take place. The zeolitic hydrogen 
atoms, which initially correspond to the 3685-cm_1 band, 
would be transformed into acid protons referring to either the 
3640- or 3550-cm-1 band, depending upon the zeolitic oxygen 
atoms with which they interact. This transformation may 
occur through a species of bicarbonate type; however, if it 
exists, this species is unstable since no infrared band was 
found in the 1660-1620-cm“ 1 region. The existence of two 
bands around 1520 and 1490 cm-1  may arise from two dif­
ferent environments for the unidentate carbonate species in 
the zeolite supercages and it is tentatively suggested that this 
corresponds to the formation of the two types of acid OH

groups. The unidentate carbonate species probably remain 
in the vicinity of these OH groups, since C 02 action is re­
versible. Also, the decrease in stability of the OH groups thus 
formed as compared with those of a H-Y zeolite indicates that 
the removal of C 02 from the unidentate carbonates is easier 
than the condensation of hydroxyl groups to form water.

There is some analogy between these results and those 
found on exposing, at room temperature, polyvalent cation- 
exchanged Y zeolites to HC1 or n-propyl chloride.32 The 
chloride ion becomes associated with the cation, whereas the 
proton of HC1 (introduced or formed in situ) reacts with a 
framework oxygen atom. The resulting OH groups also have 
a lessened stability.

Finally, the difference in symmetry between the unidentate 
carbonates species stable and unstable az 500 °C may stem 
from their formation. The former type involves certain lattice 
oxygen atoms whose reactivity is due to the presence of Mg2+ 
cations. The unstable types incorporate oxygen atoms from 
the Mg(OH)+ species (see Scheme I). Since these hydroxylic 
oxygen atoms do not belong to the zeolite framework and 
therefore are expected to be more labile, it is conceivable that 
the corresponding unidentate carbonate species are more 
symmetric. ¡‘

II. Calcium Zeolites. Some experiments were carried out 
with calcium zeolites. Figure 9 shows the spectra obtained in 
the absorption regions of the OH groups an d carbonate species 
under conditions analogous to those used for magnesium 
materials. In the case of the Ca 51.2 sample evacuated at 400 
°C, the stronger band is at 3675 cm-1  and weak bands are 
observed at 3740 and 3630 cm-1 as well as a weak shoulder at 
3560 cm-1. Reaction with C02 at 400 °C (Figure 9b) decreases 
the 3675-cm_1 band and increases considerably the 3630- and 
3560-cm-1 bands. Two strong and broad bands occur at 1485 
and 1425 cm-1. Moreover, the presence of an absorption 
without defined maximum is observed between them. Evac­
uation at 500 °C nearly restores the starting spectrum in the 
OH region and the absorption between the bands at 1485 and 
1425 cm-1 disappears. On the contrary, these latter bands 
subsist. The Ca 40.7 sample undergoes a weaker interaction 
with C02.

By comparison with the data obtained for the Mg-Y sam­
ples, we attribute the bands around 1485 and 1425 cm-1  to 
unidentate carbonate species, which is in agreement with 
previous work.17 As a result of exposure to D20  at 25 °C 
(Figure 8B) these bands are replaced by a broad and very in­
tense band in the 1450-1475-cm-1 region. This indicates that 
the stable unidentate carbonates, which are more symmetric 
(i.e., less tightly coordinated) than in the case of the Mg-Y 
zeolites, become still more symmetric because of the influence 
of D20. However, as for Co-Y zeolites,17 no absorption is found 
around 1650 cm-1. The above discrepancies are due to the 
nature of the divalent cations. The question also arises as to 
the existence of symmetric carbonate species for the Ca-Y 
samples. Although no band around 1450 cm' 1 is really dis­
tinguishable after evacuation of C02 at 500 °C, their existence 
cannot be entirely dismissed, because of the possible over­
lapping with the intense bands at 1485 and 1425 cm-1.

The presence of Ca-0 in our samples is ruled out, since C 02 
reaction with Ca-0 gives rise, at room temperature, to bands 
at 1510 and 1415 cm-1  assigned to a unidentate carbonate, 
whereas evacuation at 460 °C produces bands at 1550 and 
1315 cm-1 assigned to a bidentate carbonate.28 Therefore, the 
behaviors of Ca-0 and Ca-Y zeolites deeply differ.

Concerning the reversible reaction of C 02 with the surface 
OH groups, the behavior of Ca- and Mg-Y zeolites appear, in
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Figure 9. Spectra of the Ca 51.2 zeolite: (a) 0 2 treated then evacuated 
at 400 °C for 15 h; (b) heated in 100 Torr of C02 at 400 °C for 15 h, then 
evacuated at room temperature for 30 min; (c) evacuated at 400 °C for 
15 h; (d) evacuated at 500 °C for 1 h.

the main, similar. However, differences may be noted, (i) The 
OH groups which exhibit a basic character vibrate at 3675 
cm-1 for the Ca-Y zeolites instead of 3685 cm-1. This decrease 
in wavenumber with increasing cation radius7 is in favor of the 
attribution to OH groups linked to the cations or, at least, 
perturbed in some way by them. The existence of this OH 
band cannot be associated with the possible formation of 
Ca(OH)2, since the corresponding hydroxyl groups vibrate at 
3650 cm-1  and do not withstand to a few hour evacuation at 
500 °C .33 (ii) The increase in acidic OH bands is more pro­
nounced for the Ca-Y than for the Mg-Y zeolites. Moreover, 
the main growth in intensity is observed for the 3630-cm_1 
band instead of that at 3550 cm-1. It is admitted that the 
former band refers to Oi oxygen atoms11 and the latter to the 
other types of oxygen atoms.10'34 Since the Ca2+ and Mg2+ 
cation locations in the supercages may differ, it is not unrea­
sonable to expect that the intermediate bicarbonate species 
whose formation is suggested (Scheme I) interact preferen­
tially with different types of framework oxygen atoms.32 (iii) 
The small difference in frequency between the two stretching 
vibrations of the unidentate carbonate indicates that this 
carbonate is more symmetric than in the case of the Mg-Y 
zeolites. On the other hand, the neighboring positions of these 
bands hamper the observation of a still more symmetric uni­
dentate carbonate species as for the Mg samples; only a broad 
absorption without a defined maximum is found.

III. Catalytic Activity. The favoring influence of CO2 on 
the catalytic activity of zeolites in various reactions has been 
pointed out.15 In order to determine whether there is any 
correlation between this influence and the present results the 
activity in isooctane cracking was measured for some of our 
samples. These measurements were carried out at 465 °C in 
a microreactor as previously described35 using hydrogen as 
the carrier gas. The activity was expressed in percent of iso-

PSOBUTEME PRODUCTION

Figure 10. Influence of C02 on the catalytic activity of various zeolites 
for isooctane cracking (pressures:isooctane 100 Torr, C02 40 Torr) (— )
without C02 and (---- ) in presence of C02: (a) Mg 46.1; (b) Mg 23.4; (c)
Na-H-Y 7.5; (d) Ca 51.2; (e) Ca 40.7; (f) Ca 23.4.

butene formed. A first series of experiments was done by 
pretreating the catalyst at 465 °C in C 02 and carrying out the 
reaction without CO2 in the reactants. No change in activity 
was noted. Referring to the thermal stability of the various 
carbonate species, it may be inferred that under these catalytic 
conditions, only stable unidentate carbonates exist on the 
catalyst. Hence stable unidentate carbonates do not involve 
active sites for the cracking reaction. A second series of ex­
periments was performed by continuously introducing C 02 
during the catalytic test (partial pressure 40 Torr) for 0.5-
1.5-h periods. In that case the symmetric unidentate carbonate 
species and the newly created OH groups are present in the 
zeolite. Figure 10 shows the results obtained for various 
magnesium and calcium samples. The H-Y and Ca 23.4 sam­
ples did not exhibit any variation in activity (Figures 10c and 
lOf). For higher bivalent cation content (Mg 23.4 and Ca 40.7) 
a small increase in isobutene formation was observed (Figures 
10b and lOe). For the Mg 46.1 and Ca 51.2 zeolites, a marked 
increase in activity occurred (Figures 10a and lOd). Stopping 
the CO2 gas flow reduced the activity. Cycles of successive 
increases and decreases in activity could be thus followed 
according to the presence or absence of CO2 in the reactants. 
The increase was greatest for calcium zeolites. Only small 
changes in selectivity were observed with addition of C02 to 
the reactants. It was found that, at the beginning of each C 02 
introduction, the selectivity was that of the fresh catalyst, as 
if fresh active sites had been formed. It then rapidly returned 
to the usual value.

The catalytic results compared with the ir studies show that 
C02 increases activity only when new acidic OH groups are 
present. The extent of the activity increase parallels the in­
crease of the ir band intensity as a function of cation nature,
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of cation contents, and of the presence of CO2. These corre­
lations suggest that the cracking, which involves acid sites, is 
enhanced by the acidic OH groups formed on CO2 adsorption. 
As usual for acid sites, these centers partly loose their activity 
upon aging.

In conclusion, this study indicates that acidic OH groups 
can be created on CO2 adsorption at the expense of basic hy­
droxyls groups in magnesium and calcium Y faujasites. The 
increase in cracking activity relates to the presence of these 
acidic OH groups. The reversibility of CO2 action at 465 °C 
explains that a certain CO2 partial pressure is required to raise 
the catalytic activity.16 The improvement of catalytic prop­
erties by other acidic reactants (SO2, CS2, .. .)15 might perhaps 
be interpreted on a similar basis. Also, zeolites exchanged with 
transition metal cations might exhibit similar activity en­
hancements.
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Absorption spectra of rhodamine B are examined in solutions of glycerol, ethylene glycol, and acetic acid. 
Particular attention is given to the absorption spectra of monomers and dimers of rhodamine B in these solu­
tions. Furthermore, dimeric structures of rhodamine B in these solutions are also investigated.

1. Introduction

Rhodamine B, one of the most widely used dye laser ma­
terials, has been found to lase in alcohol, water, and PMMA.1-4 
The appearance of the rhodamine B organic dye laser in the 
various media mentioned above has stimulated a further study 
on spectroscopic and structural properties of this dye in 
relation to the lasing mechanism.5-14

In aqueous solution, rhodamine B has a tendency to ag­
gregate and form dimers with increasing concentration. Fur­
thermore, the fluorescence quantum efficiency of aqueous 
rhodamine B was found to be greatly affected by dimerization,

since dimers of rhodamine B in water were recognized to make 
little contribution to fluorescence, though they were capable 
of optical absorption.9'10 In glycerol, however, rhodamine B 
was observed to have a fluorescence quantum efficiency of 
nearly unity.12

The absorption spectrum of rhodamine B is greatly in­
fluenced by addition of acid. On the other hand, the absorp­
tion spectrum of rhodamine B in acetic acid is quite similar 
to that in nonacidic solution such as alcohol or acetone.10 In 
addition to the use for dye lasers as mentioned before, rho­
damine B in ethylene glycol is commonly used as a quantum 
counter.15
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Under these circumstances, it will be quite important to 
examine absorption spectra of rhodamine B in glycerol, eth­
ylene glycol, and acetic acid in some detail with emphasis on 
determining the monomeric and dimeric absorption spectra 
in these solutions. Furthermore, dimeric configurations of 
rhodamine B in these solutions are also investigated.

2. Experimental Section
Rhodamine B, used in our experiment, was obtained com­

mercially (reagent grade, Tokyo Kasei Industries) and no 
further purification was done in our laboratory.

To eliminate the efficient light from the dye and to select 
only the transmitted light from the sample solution, absorp­
tion measurements at various concentrations and solutions 
are done by using two monochromators. Details of the ex­
perimental apparatus are found in the literature.10

3. Results and Discussions
Absorption coefficients in the photon energy region between

2.1 and 2.5 eV are measured at room temperature in solutions 
of glycerol and ethylene glycol. The obtained results are shown 
in Figures la and lb. As seen from the figures, the absorption 
spectra are somewhat different at various concentrations and 
at various solutions. However, the existence-of a main ab­
sorption peak around 2.15 eV and a broad shoulder at about 
2.35 eV are clearly recognized at all concentrations in the so­
lutions examined. Similar spectral behaviors have already 
been reported in case of acetic acidic-rhodamine B .10

Monomer and Dimer Spectra. In this section, we shall de­
termine the absorption spectra of the monomer and dimer 
separately from the observed total absorption spectra, and 
then calculate the equilibrium constant of a monomer-dimer 
equilibrium state.

First, we write for the relations of various absorption coef­
ficients for the monomer-dimer equilibrium

a ( E )  =  a m( E ) x  + a'd(E)(l — x )  (1 )

where a ( E ) ,  otm( E ) ,  and oy(.E) are the observed total molar 
absorption coefficient and those of monomers and dimers, 
respectively, at photon energy E ,  and x  denotes the fraction 
of monomer.

From the law of mass action for the monomer-dimer equi­
librium, we have

K = 2Cx2/( l  — x) (2)

in which K expresses the equilibrium constant for the process 
[monomer + monomer = dimer], and C, the total concentra­
tion.

The free energy A G for the dissociation of the dimer is 
written as

AG = -R T  In K (3)

where R denotes the gas constant and T the absolute tem­
perature.

Now, integrating eq 1, we have

S a ( E )  dE  =  h x  +  h  (4)

where I\ = J[am(E) — ay(-E)] d-E, and 12 = Sad(E) dE. In eq
4. the integrated molar absorption coefficient, f a ( E )  dE ,  
increases with increasing x, if 1\ is positive, while it decreases 
with increasing x, if h  is negative.

As is found in eq 2, x (fraction of monomer) increases with 
a decrease of C (total dye concentration), since K (equilibrium 
constant) is positive and x is positive and less than unity.

x105

C 2.1 2.3 2.5
D 2.1 2.3 2.5

Photon Energy (eV.)

C 2.1 2.3 2.5
D 2.1 2.3 2.5

Photon Energy (eV.)

Figure 1. Molar absorption spectra of rhodamine B in (a) glycerol (b) 
ethylene glycol. A indicates absorption spectrum at 10- 5  M, B at 5 X 
1Cr5 M, C at 10- 4  M, and D at 10- 3  M.

Therefore, the integrated molar absorption coefficient in eq 
2 decreases with an increase of concentration when is pos­
itive and decreases when Ii is negative.

Now, let us examine the results of the experiments. The 
concentration dependence of the integrated absorption 
coefficients in various solutions is shown in Figure 2. The re­
sults of glycerol- and ethylene glycol-rhodamine B are 
graphically obtained from Figure 1, and those of water and 
acetic acid from previously reported results.10 In case of 
glycerol, ethylene glycol, and acetic acid, the obtained inte­
grated absorption coefficients show close resemblance with 
each other in that they are found to increase with their in­
creasing concentrations in the lower concentration range 
(<10~4 M), while they decrease in the higher concentration 
range (>10~4 M).

Taking into account the above mentioned discussions on 
the concentration dependence of integrated absorption 
coefficients, and also our experimental results described 
above, we conclude that the monomer-dimer equilibria are 
realized in these solutions at lower concentrations (<10~4 M). 
The decrease of integrated absorption coefficients at the
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Figure 2. Concentration dependence o f integrated molar absorption 
coefficient of rhodamine B in (Gl) glycerol, (Ac) acetic acid, (Eg) ethylene 
glycol, and (Aq) water.

higher concentrations (> 10“ 4 M) might be attributed to the 
formation of trimers and/or higher polymers.

In contrast with the experimental results of glycerol, eth­
ylene glycol, and acetic acid, the integrated molar absorption 
coefficients of aqueous rhodamine B show slight changes with 
decreasing concentration (see Figure 2). Since the mono­
mer-dimer equilibrium of aqueous rhodamine B is shown to 
exist in the range of 10~6 to 10~3 M ,9’10’16 the area of the mo­
nomer spectrum becomes the same as the area of the dimer 
spectrum; that is, the two joined ions of rhodamine B in water 
have an absorption equal to that of the separate ions. Similar 
spectral behavior has been observed in case of aqueous Na- 
fluorescein.17

Next, we shall calculate the monomer and dimer spectra of 
rhodamine B in the following way:7-19 (1) First, we assume 
various values of K in eq 2 and calculate the corresponding x 
for a concentration C. (2) Using these values, am(E) and a,\(E) 
are obtained from eq 1 , by the method of a least-squares fit.
(3) Once we determine the best-fit monomer and dimer 
spectra for a given K, then we calculate the average standard 
deviations between the observed a(E) and the best-fit a(E) 
for the data at all concentrations. (4) Finally, we determine 
the best values of K, am(E), and oy(£) on the basis of the 
minimum average standard deviation.

As discussed previously, the monomer-dimer equilibria of 
rhodamine B in glycerol, ethylene glycol, and acetic acid seem 
to exist at the lower concentrations (<10~4 M). Then, the 
best-fit spectra of monomers and dimers in these solutions are 
calculated using the experimental results obtained in the 
above mentioned concentration range. In Figures 3a, 3b, and 
3c, the absorption spectra of monomers have definite maxima 
at about 2.2 eV, although details of the spectra are different 
for different solutions, whereas, dimeric absorption spectra 
show rather complicated structure as will be discussed below. 
In case of glycerol, one main band appears in the lower energy 
region, and a subsidiary band, in the higher energy region. In 
ethylene glycol, subsidiary bands of Hi and H2 appear and the 
lower energy band is graphically found to result from the 
overlapping of the two bands with peak positions of 2.155 and 
2.195 eV. While in acetic acid, two larger bands in addition to 
two smaller bands are clearly recognized.18 The obtained 
values of peak positions, in addition to the dissociation con­
stants and the free energies of rhodamine B in these solutions 
are presented in Table I.

Structure of Dimer. When two dye molecules come together

x105

x 1 0 5

xlO5

Photon Energy (eV.)

Figure 3. Molar absorption spectra of m onom eric (solid curves) and 
dimeric (broken curves) rhodamine B in (a) glycerol, (b) ethylene glycol, 
(c) acetic acid.

to form a dimer unit, the monomer absorption peak splits into 
two peaks (see Figure 4): H band (higher energy band) and J 
band (lower energy band). The splitting is caused by a point 
dipole-dipole interaction between adjacent molecules in the 
dimer. The resulting splitting depends upon the spacing and 
the directional orientation of the adjacent molecules. The 
relative orientation of the two molecules also has an effect on 
the relative strength of the H band and the J band.19-23

The simple exciton theory of the point dipole approxima­
tion mentioned above gives the expectation that the H band 
is always larger than the J band in the parallel plane dimer 
configuration, while the J band is allowed to be larger than the
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TABLE I: Results Obtained for Various Parameters for 
Rhodamine B Dimer0

Solution
Dimer 

peak, eV a, deg L ,A K, M

AG,
kcal/
mol

Glycerol0 J 2.19 
H 2.36 138 10.4 2.1 x 10-" 5.0

Ethylene
glycol0

J, 2.155 )
J2 2.195 > ] 
H, 2,32 ‘ 
H2 2.39 '

, 135 
> 127

10.4
9.8 6.3 x IO' 4 4.4

Acetic
acid0

J, 2.21 )
J2 2.26 > ) 
H, 2,36 ) 
H2 2.43 )

! 132 
> 132

9.5
9.7 6.3 X IO" 4 4.4

H2Od J 2.183° 
H 2.375° 52° 8.3° 6.8 X IO“ 4* 4.2b

° Experimental results are from ref 6 . h Experimental re­
sults are from ref 7. 0 Rhodamine B forms an oblique plane 
dimer, d Rhodamine B form a parallel plane dimer.

Monomer Dimer
Figure 4. Energy level diagram for monomer and dimer electronic en­
ergy levels and optical transitions. E and G indicate excited states and 
ground state, respectively. H means H band and J shows J band.

H band in the oblique plane dimer structure.22 The parallel 
plane and the oblique plane dimers are schematically shown 
in Figure 5.

Aqueous rhodamine B, similarly to aqueous methylene blue, 
was proved to have a parallel plane configuration by dimeri­
zation, since the H band of these dyes in water was observed 
to be larger than the J band. In contrast to the results of 
aqueous rhodamine B and methylene blue mentioned above, 
the J band is found to be larger than the H band in glycerol-, 
ethylene glycol-, and acetic acidic-rhodamine B. Therefore, 
rhodamine B molecules in these solutions are expected to 
dimerize in order to have oblique plane configurations. Similar 
dimeric configuration of the oblique structure is observed in 
alcoholic chlorophyll.24

It follows from the simple exciton theory19-23 that the dipole 
strength for the H band of the dimer is given by D(\ + cos 8), 
and that for the J band of the dimer, D (1 — cos 0), where 6 is 
the relative orientation and D, the monomer dipole strength. 
The angle 8 may be determined from the relative oscillator 
strength of the split bands

8 =  2 tan -1 ( £ h/ j/ £ j/ h)1/2 (5)

where E h ,  E j ,  f  h, and / j  are the peak positions and oscillator 
strength of the H and J bands, respectively.

The oscillator strength of the monomer / m is determined 
by integrating the molar absorption coefficient am(E) over the 
monomer band25

fu = 1.51 X 10“ 5 J am(E) dE (6)

in which the energy E is given in electron volts.
The energy splitting AE of the oblique plane dimer is de­

rived as

Figure 5. Schematic representations of simple dimer structures: (a) 
"parallel plane dimer", (b) “ oblique plane dimer” . The ovals in the 
figures correspond to the molecular profiles, the arrows the transition 
dipole moments in the individual molecules at an angle 8 with each 
other, and L shows the distance between dimer molecules.

A E = 2DA/L3 (7)

where A is equal to (3 — cos 8)12 and L indicates the spacing 
of the dimer molecule.

The monomer dipole strength is related to the oscillator 
strength by19

D = (3h2e2/8x2m )(/M/£M) (8)

in which h is Planck’s constant, e the electron charge, and m 
indicates the electron mass.

Then, the intermolecular distance L of the oblique plane 
dimer is solved as

L = [3.29 X W2fMA/(EMAE)Y/3 (Â) (9)

in which Em denotes the monomer peak energy and AE the 
splitting in electron volts.

The obtained dimeric configurations and spacings of rho­
damine B in solutions are listed in Table I.

So far the observed results were analyzed by the simple 
exciton theory and valuable information was obtained by it. 
However, some more complicated phenomena were also ob­
served. As mentioned previously, dimers of rhodamine B in 
ethylene glycol and acetic acid have absorption spectra with 
two J bands and two H bands. The simple exciton theory does 
not seem to explain the complicated character of the absorp­
tion curves. An explanation of these behaviors will need more 
detailed study concerning the mutual orientations of atoms 
in the dimer molecules and the role of molecular vibrations 
and the vibronic coupling between various states of the 
dimer.13 The simple exciton theory may be an oversimplified 
one, because it assumes a molecule as a point dipole and only 
the electronic states are taken into account.

The “ H” class dimer is thought to be nonfluorescent, while 
the “ J” class dimer is fluorescent.7 As a matter of fact, mole­
cules of rhodamine B in water were proved to become non­
fluorescent by dimerization, since these dimers show strong 
“ H” absorption,9’10 whereas, our results show larger J-bands 
absorption in case of glycerol, ethylene glycol, and acetic acid. 
Similar spectral occurrence of strong “J” absorption has been 
observed for rhodamine B in EPA.7 As was described pre­
viously, the absorption spectra of rhodamine B in all solutions 
we examined are shown to be composed of those of fluorescent 
monomers and of fluorescent dimers. In the present work, 
glycerol-rhodamine B is seen to have the highest total ab­
sorption intensity (see Figure 2) and then, seems to show most 
efficient fluorescence. Actually, rhodamine B is said to show 
a fluorescence quantum yield of nearly unity in viscous solu­
tions such as glycerol.12 Details of the fluorescence processes 
will be clarified through studies on the fluorescence spectra,
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the relaxation times, and the quantum yields of both mono­
meric and dimeric rhodamine B in solution.
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Structure of Aqueous Solutions. Librational Band Studies of Hydrophobic and 
Hydrophilic Effects in Solutions of Electrolytes and Nonelectrolytes

David W. James, Richard F. Armishaw,"

C hem istry D epartm ent, University o f  Q ueensland, St. Lucia, Q u eensland  4067 , Australia 

and Ray L. Frost
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The infrared librational spectrum of water has been examined for aqueous solutions of a series of alkyl sub-*' 
stituted ureas and thioureas, formamide, acetamide, acetone, and a series of symmetrical tetraalkylammo- 
nium nitrates. The spectra enable separation of effects which can be described as structure making and 
structure breaking. The unique solution behavior of urea is shown to be dependent on its ability to hydro­
gen bond in a pseudo-tetrahedral pattern. The tetraalkylammonium salts are shown to decrease the ten­
dency of water to hydrogen bond to four adjacent molecules but at the same time increase the strength of 
the remaining hydrogen bonds.

There have been several studies of the vibrational spec­
tra of solutions of nonelectrolytes most of which have ex­
amined the OH stretching region or overtone region in the 
infrared spectra.1-0 There has been one Raman study6 and 
one recent infrared study7 of the librational region of aque­
ous solutions of sucrose and urea. It is expected that a 
study of the librational band of water in aqueous solution 
will give direct information on the nature and extent of hy­
drogen bonded interactions. We report here a systematic 
study of the librational band in solutions of substituted 
ureas and some related solutes and the results are com­
pared with those obtained for solutions of tetraalkylammo­
nium nitrates.

The properties of aqueous solutions of urea have been 
extensively studied. Although dielectric constant measure­
ments indicate that there is an increase in hydrogen bond­
ing in solutions,8 other studies indicate that urea destroys 
the long-range order of water.9-11 Thus it has been shown 
that urea raises the critical micelle concentration of dode-

cylpyridinium iodide and various dodecyl sulfates9 and this 
was attributed to a decrease in the ordering of the water. In 
an examination of the ability of urea to denature proteins it 
was noted that addition of urea to solutions of serum albu­
min caused dénaturation8-10 while alkyl ureas have the op­
posite effect to an extent which is dependent on the length 
of the alkyl chain and the number of alkyl substituents.10-11 
Certain nonelectrolytes (dextrose and tetramethylurea) 
were found to be nondenaturants while acetamide and 
methylurea were found to be weak dénaturants.11 Thermo­
dynamic studies have confirmed the different behavior of 
urea and substituted ureas in solution.12

Aqueous solutions of symmetrical tetraalkylammonium 
salts have been extensively studied and the results have 
been recently reviewed.13 It is concluded that in dilute so­
lution salts containing large cations, for example, tetrapro- 
pylammonium (Pr4N+) ortetrabutylammonium (n-Bu4N+) , 
produce a structure enhancement, while at higher concen­
tration the effect of ion-ion interaction becomes important.
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The nature of the structure enhancement is at present not 
clear. On the basis of the Raman spectrum in the OH 
stretching region it has been concluded that Bu4NBr in 
concentrated solution produced an increase in water struc­
ture.14

It is anticipated that the presence of ionic charges may 
have a dominating influence on the observed properties of 
the tetraalkylammonium salt solutions (as opposed to the 
solutions of uncharged organic solutes). Extensive studies 
of solutions of perchlorates, nitrates,15 and halides16 have 
laid the basis for an understanding of observed changes. 
When the cation is Li+, Na+, K +, or NH4+ and the anion is 
Cl- , Br- , I- , C104- , or NO3-  the librational band observed 
for the salt solution is always at lower frequency and has a 
higher integrated intensity than for pure water. The 
changes observed have been discussed in detail else­
where.15'16

Experimental Section
The chemicals used were all recrystallized from water 

prior to use. The water used was distilled twice in an all 
glass still, the final distillation being from alkaline perman­
ganate. Saturated solutions were prepared at 20 °C and 
other solutions prepared from these by dilution. The spec­
tra were run on Perkin-Elmer Model 457 in a thin film cell 
(path length ~ 7 m) between KRS5 plates. The spectra were 
visually smoothed and weak sharp absorbances were re­
moved by extrapolation of the librational band prior to dig­
itization. The spectra were corrected for reflection losses 
and for change in total water concentration as previously 
reported.7’15’16 The spectra were treated in two separate 
ways. First calculations were made of the integrated rela­
tive molar intensity, the band maximum, vm (where the bi­
sector of equiabsorbance chords intersects the hand), band 
width at half-height, aq/2, and the asymmetry index, paB 
(difference between the band maximum and the center of 
the chord at half-band height). Secondly normalized band 
moments were determined.17’18 Although it may be argued 
that the librational band is not well enough understood for 
band moments to be significant the first and second mo­
ments give similar information to that calculated directly 
from the band.

Results
In Table I are collected the results for each solute. The 

calculated absorbance plots are presented in the supple­
mentary material (see paragraph at end of text regarding 
supplementary material). In all cases except the tetraalkyl­
ammonium nitrates the spectral variations were linear with 
concentration. For the tetraalkylammonium nitrates the 
changes increased more than linearly with concentration.

Discussion
The measurements of band intensity and band maxi­

mum reported here are highly reproducible—the uncer­
tainty in intensity is ~  ± 1% while for band maximum the 
reproducibility from run to run is ±5 cm-1  which is quite 
satisfactory for such a broad flat band. The shifts in band 
maximum are generally in agreement with calculations of 
normalized first moments. Due to the weighting given to 
the tail of the bands the shifts of first moment are, in the 
main, less negative than of the band maximum. The second 
moment is heavily dependent on the high- and low-fre­
quency tail of the band and hence on the baseline absorb­
ance. This is the weakest aspect of our observation and is

reflected in variability and lack of reproducibility in the 
calculated moments.

The librational band has been assigned three main com­
ponents the two of higher frequency being responsible for 
most the infrared intensity.19’20 In addition these two 
bands appear to be strongly dependent on the degree of hy­
drogen bonding. As “ complete” hydrogen bonding is re­
placed by “ partial”  hydrogen bonding the two bands move 
to lower frequency with the higher frequency band showing 
a greater shift than the lower frequency band.20 Thus the 
behavior of this infrared band gives a fairly direct measure 
of structure making or structure breaking in the literal 
sense used by Franks.21

Urea can hydrogen bond to water through its four hydro­
gen atoms and the carbonyl oxygen. In addition the urea 
molecule is suited by symmetry to fit into the water net­
work although its size is rather larger than that of water. 
The addition of urea causes an increase in the intensity of 
the librational band and moves the band maximum to 
lower frequency.7 Similar changes are noted on addition of 
electrolytes.15’16 The change in intensity may be associated 
with an increase in the dipole of the water molecule (af­
fecting dii/dQ for the vibration). The positive value of vas is 
attributable to an increase in intensity of the higher fre­
quency component of the librational band. This band is as­
sociated with “ complete” hydrogen bonding so the symme­
try of the urea molecule is critical in the maintenance of 
the four hydrogen bond pattern. Increase in urea concen­
tration shifts the whole band to lower frequency indicating 
that overall the degree of hydrogen bonding is decreasing 
but the participation of urea in a four hydrogen bond pat­
tern is reflected in the increased intensity of the highest 
frequency band. The effect of urea may be both structure 
making and structure breaking. This is associated with pre­
vious findings.

In the series of solutes studied the effect of progressively 
blocking the ability of the urea molecule to hydrogen bond 
is examined. The replacement of one hydrogen by a methyl 
group causes no change in the band intensity, the shift to 
lower frequency is reduced but the asymmetry is shifted 
from the higher frequency side to the lower frequency side 
of the band. The addition of the methyl group also changes 
the symmetry of the urea molecule. When the addition of 
the one methyl group makes the formation of four hydro­
gen bonds to urea unlikely no intensity enhancement of the 
highest frequency band is noted. When the amine group is 
replaced by a methyl group in acetamide the effect noted 
for methylurea is enhanced. The intensity is unaffected but 
the shift of the band to lower frequency is negligible. This 
is best understood in terms of a balance between the polar 
part of the molecule tending to drive the band to lower fre­
quency ar.d the nonpolar part acting hydrophobically to 
drive the band to higher frequency as discussed below.

When both nitrogen atoms are blocked by the addition 
of methyl groups the solute behaves almost as though it has 
no effect on the water librations. It is certain that the two 
methyl groups have a hydrophobic influence on the water 
molecules but this is apparently balanced by the H bonding 
influence of the carbonyl group. The results obtained for 
solutions of thiourea clarify the influence of the carbonyl 
group on solution structure. Although hydrogen bonding is 
possible through the amine groups of thiourea, the results 
obtained are similar to TV, AT-dimethyl urea. Hence the re­
duction in hydrogen bonding by the replacement of C = 0  
by C =S is similar to that when the amine groups are
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TABLE I: Infrared Librational Band Characteristics “

Concn,
M Ir AvM AMi AW 1/2 AM 2)112 Al>as

h2o 55.2 1.00 685 455 -20
Urea 2 1.10 -30 -5 +16

6 1.28 -45 -22 -25 0 +20
10 1.44 -70 -36 -30 -5 +25

Methylurea 1 1.05 -5 0 -9 +2 -20
2 1.11 -10 0 -15 +3 -18
4 1.24 -15 0 -20 +6 -18

Ethylurea 1 1.05 0 -2 -5 1 -18
2 1.09 0 0 -10 6 -18
4 1.19 +5 -3 -15 7 -18

Propylurea 1 1.07 +15 0 -20 -1 -25
2 1.09 +25 -2 -25 -3 -30
4 1.19 +30 -7 -25 -5 -30

Butylurea 1 1.06 +15 + 1 -30 -2 -30
2 1.10 +25 -2 -35 -4 -30
4 1.14 +30 -6 -45 -8 -35

AljAf'-Dimethylurea 1 1.01 0 +3 -10 +1 -20
2 1.03 0 +3 -5 +1 -20
4 1.07 -5 +2 -10 +4 -20

N,N'-Diethylurea 1 1.00 + 15 +6 0 +4 -18
2 0.98 + 15 +10 -5 +8 -18
4 0.95 + 15 +14 -5 +11 -18

Tetramethylurea 1 0.96 + 15 +3 -50 +4 -20
2 0.82 +20 +3 -60 +2 -15
4 0.64 +25 +6 -65 +4 -15

Thiourea 0.5 1.01 0 -2 +5 0 -20
1.0 1.05 0 -14 0 -22 -20

Methylthiourea 1 1.01 0 -10 -20
2 0.98 -5 -15 -18
4 0.96 -10 -20 -16

N,N'-d ¡methylthiourea 1 0.87 +5 -8 +5 -20
2 0.82 -5 -15 0 -22
4 0.75 -10 -23 -5 -23

Formamide 1 1.00 -10 -4 0 -3 -20
2 0.96 +25 -6 +10 -6 -12
4 0.92 +40 -14 +15 -15 -6Acetamide 1 1.06 0 -4 0 +18 -20
2 1.11 -5 +1 -5 0 -16
4 1.23 -10 +2 0 +2 -16Acetone 1 1.02 0
2 1.05 0
4 1.12 +5

NH4NO3 1 1.02 -5 -5 +20 + 1 -40
2 1.03 -75 -12 +30 +1 -404 1.06 -30 -23 +35 -2 -40(Me4N)N03 1 1.04 -10 - 1 0 + 1 -35
2 1.07 -10 -6 -10 0 -354 1.14 -20 -19 -20 - 1 —40(Et4N)N03 1 1.06 -5 -4 -25 -2 -24
2 1.12 -10 - 1 1 -45 -4 -25
3 1.21 -25 -22 -70 -5 -254 1.37 -50 -44 -95 -10 -20(Pr4N)N03 1 1.10 -5 -4 -25 -2 -251.5 1.15 -10 -8 -40 - 1 -28
2 1.20 -20 -17 -55 -3 -30
2.8 1.40 -50 -37 -90 -0 -20(nBu4N)N03 0.5 1.05 0 -2 -20 -4 -25
1.0 1.09 -5 -9 -35 -5 -251.5 1.14 -15 -18 -50 -10 -22
2.0 1.25 -35 -40 -60 -20 -22

° Concn is the concentration m mol dm"3; Jr is integrated relative molar intensity of the band; AM  is shift in band maximum (cm"1) 
from the value for water (line 1); AM, is the shift in the normalised first moment from the value for water; AW,/2 is the change in band 
alf-width (cm ) from the value for water (line 1); A(M2),/2 is the change in the square root of the normalized second moment from the 

value tor water; Aras is the change in the band asymmetry index (cm"1) from the value for water (line 1).

shielded by methyl substituents. For both solutes the sym­
metry is similar enough to that of a water molecule for no 
great amount of structural disturbance to occur. The influ­

ence of acetone on the water band is similar to that of di- 
methylurea except the smaller size of the acetone molecule 
produces less structural disturbance of the water structure
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and the librational band moves slightly to higher frequen­
cy.

When the four hydrogen atoms in urea are replaced by 
methyl groups there is a dramatic change in the librational 
band. The intensity shows a pronounced decrease, an effect 
not previously observed in electrolyte solutions and the 
band maximum moves to higher frequency. The intensity 
decrease might be attributed to a decrease in the water 
molecule dipole but this is not likely. It is possible that the 
observed changes are due to the concentration of nonpolar 
aliphatic residues exerting a hydrophobic bonding influ­
ence. The relatively bulky molecules are interfering with 
the water structure and the carbonyl group cannot exert an 
appreciable influence due to steric interference. It is signif­
icant however that the band maximum moves to higher fre­
quency as this indicates that the tendency to complete H 
bonding has been increased. A similar effect is noted with 
dimethylthiourea where the alkyl portion of the molecule is 
not as prominent but the loss of the hydrogen bonding 
through the carbonyl group lets the disruptive influence 
become effective. The shift of the band maximum to higher 
frequency in tetramethylurea is probably associated with 
the hydrophobic interaction as described later. The two 
methyl groups in N,N '-dimethylthiourea do not have suffi­
cient hydrophobic influence to produce a shift in the band 
maximum.

The changes in spectra found for substituted ureas with 
larger alkyl groups than methyl further clarify the influ­
ence of the nonpolar portion of the solute. All of the mono- 
substituted ureas show similar intensity enhancement 
which indicates that it is the interaction between the polar 
portion of the urea molecule which is responsible for the in­
crease in (dju/dQ) over the band. The position of the band 
maximum shows a strong move to higher frequency as the 
alkyl chain length increases. The first moment of the band 
however shows essentially no movement indicating that the 
band mean is not changing. As expected i'as becomes more 
negative as the vm moves to higher frequency. This indi­
cates that the increasing alkyl chain length is increasing the 
tendency toward complete hydrogen bonding. Thus the co­
operative effect of polar and nonpolar portions of the sub­
stituted ureas is to produce a structure enhancement. The 
effect of .'V./V'-diethylurea is similar to that of tetrameth­
ylurea. The intensity of the band is decreased indicating 
that the total degree of hydrogen bonding is diminished. 
The movement of the band to higher frequency indicates 
that the hydrogen bonding present tends to be complete 
hydrogen bonding. This demonstrates the difficulty in 
applying terms like structure making and structure break­
ing to aqueous solutions as the addition of N,N'~ diethyl- 
urea both decreases the amount of hydrogen bonding (struc­
ture breaking) and increases the proportion of complete 
hydrogen bonding (structure making).

The series of symmetrical tetraalkylammonium salts 
provide solutes in which a progressively more strongly hy­
drophobic species can be examined in conjunction with 
ionic species. The results for the nitrate salts shown in 
Table I indicate that there is a regular change as the alkyl 
group is changed progressively through methyl, ethyl, pro­
pyl, and n-butyl. For similar concentrations of solute the 
intensity increases and the band maximum decreases in 
frequency with increasing chain length. The intensity in­
creases for propyl and n-butyl alkyl groups are greater than 
observed for other electrolytes. The movement of the band 
to lower frequency characterizes a decrease in the extent of

hydrogen bonding, in particular a decrease in the number 
of molecules having four hydrogen bonds. In terms of the 
structure of the water solvent there is no doubt that the 
tetraalkylammonium salts are acting as structure breakers. 
For the substituted urea solutes the hydrophobic interac­
tion of the side chain was seen to give a progressively 
stronger structure making effect as the alkyl chain length 
increased. It would seem certain that the larger tetraalkyl­
ammonium cations have a powerful hydrophobic effect in 
spite of the cationic charge. In the absence of other charged 
or dipolar species this hydrophobic influence would pro­
mote structure in the solvent. The presence of the anion 
however provides alternate nuclei about which structuring 
can take place. In the resulting solution there is a restruc­
turing of the solvent with anion-dipole bonding forming a 
basis for hydrogen bound species in which the presence of 
four and perhaps three hydrogen bonds to a given water 
molecule is not common. The increase in intensity observed 
can then be attributed in part to an increase in dipole mo­
ment of the water due to the ion-dipole interaction and in 
part to the increased amplitude of the vibration caused by 
the less complete hydrogen bonding.

The pattern of water-solute interactions developed 
above can be used to describe the results of other physico­
chemical experiments on tetraalkylammonium salts. It has 
been shown that the NMR reorientation time for water 
molecules is increased by a factor of 1.6-3 when tetraalkyl­
ammonium salts are added to water.22 This was interpreted 
as indicating a structure making effect. The interpretation 
has been questioned as tetramethylammonium salts have a 
pronounced effect even though they are not structure mak­
ing.13 The results are in accord with the model we propose. 
The addition of tetraalkylammonium salt causes a reduc­
tion in the completely hydrogen bound water molecules. 
The hydrophobic influence then enhances the structure 
based on the hydrated anion. In the hydrated anionic 
structure the water molecule reorientation is restricted 
through the hydrophobic influence of the alkyl groups and, 
as expected, the reorientation time lengthens as the alkyl 
chain length increases.

Chemical shift of the water proton has been studied in 
aqueous solution and the trend of the data implies that the 
tetraalkyl salts are acting as structure breakers.23 A re­
treatment of the data indicated that there may be a weak 
structure making influence.13 The reduction in average 
number of hydrogen bonds coupled with a strengthening of 
the remaining hydrogen bonds give an admirable basis to 
these observations.

The structural changes we propose receive strong sup­
port from the x-ray diffraction studies of Narten and Lin- 
denbaum.24 These authors report that the average separa­
tion of water molecules is reduced and the number of near­
est neighbors is also reduced on addition of R4NX salts. 
The structure breaking required by the reduction in the 
number of molecules having four hydrogen bonds together 
with the promotion of an anion centered structure having 
enhanced strength but lower number density hydrogen 
bonds describes these diffraction results well.

Concluding Remarks
It has been possible in this study of the infrared libra­

tional band to describe the changes produced by enhance­
ment of water structure, strengthening of hydrogen bond 
network with change of structure, and hydrophobic influ­
ence of alkyl side chains. This has enabled a cohesive de­
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scription to be made of the nature of structure in solutions 
of urea, substituted ureas, and tetraalkylammonium ni­
trates. A range of other structure making and structure 
breaking effects is being studied in both electrolyte and 
nonelectrolyte solutions.
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Proton magnetic resonance line broadening mechanisms of adsorbed species in zeolites are analyzed using 
hydrated NH4+-Y~ as a model. The dominant mechanism originates from inhomogeneous magnetic fields 
inside the zeolite cavities due to bulk susceptibility effects, although this is partially narrowed by diffusion 
over interparticulate dimensions. Two methods for dealing with inhomogeneous broadening are shown to 
give practical methods for obtaining high resolution spectra of mobile species in zeolite cavities. Chemical 
exchange reactions among ammonium ions, water molecules, and lattice hydroxyl groups are then differen­
tiated and discussed semiquantitatively. The lattice hydroxyl groups are shown to be strongly acidic, and ap­
parently lead to structure degradation above ~16 per unit cell. Proton exchange between ammonium ions 
and water is shown to occur via deammoniation of NH4+, whose rate is measurable. In contrast to aqueous 
solutions, rapid quadrupole relaxation of 14N in ammonium ions occurs inside zeolite cavities. The results 
in general provide a powerful means of observing structural, kinetic, and dynamic information about simple 
chemical processes inside zeolite cavities in comparison to aqueous solutions.

1. Introduction
The proton magnetic resonance lines of molecules adsorbed 

in most naturally occurring or synthetic zeolites are too broad 
to allow much useful information to be derived by straight­
forward observation of their high resolution spectra. This 
broadening can occur as the result of any combination of three 
sources: (1) relaxation effects; (2) inhomogeneous broadening; 
and (3) chemical exchange phenomena. Each of these contains

potentially useful structural, dynamic, or kinetic information 
about molecular processes taking place inside the zeolite 
cavities, but it is often the case that so much information is 
present in so few resolvable line shapes that one is faced with 
a formidable problem in sorting it out. The present study 
addresses this aspect of the situation in a relatively simple 
system, a synthetic type-Y zeolite containing absorbed water 
and either sodium or ammonium cations.
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2. Relaxation
Relaxation time measurements of water on fully hydrated, 

synthetic X  zeolites have shown that nuclear dipole-dipole 
relaxation predominates below 300 K provided magnetic 
impurities are absent, and that the transverse relaxation time 
goes through a maximum of about 0.04 s, corresponding to a 
natural line width of ~8 Hz, near room temperature.1 We have 
made ambient temperature measurements on a number of 
sodium- and ammonium-exchanged Y zeolites of similar high 
purity,19 and obtain correspondingly long relaxation times. 
The line widths commonly observed in high resolution mea­
surements on powdered samples are, on the other hand, of the 
order of 100 Hz or greater. One concludes, therefore, that in 
magnetically pure X or Y zeolites near ambient temperatures, 
relaxation processes make a minor contribution to the ob­
served line shapes. This may not be true, if relatively impure 
natural or commercial materials are observed, or if the tem­
perature is varied too far. In the case of commercial synthetic 
Y zeolites, at least some of the background impurities appear 
to be removable by forcing the ion exchange to very high levels.

3. Inhomogeneous Broadening
NMR lines in powdered solids are generally broadened as 

the result of bulk susceptibility differences between the par­
ticles and their surrounding medium.2 This results both from 
the nonspherical shapes of the particles themselves and from 
the magnetization of neighboring particles. The total line 
broadening has been estimated2 to be

AH ^  3xvH0 (1)

which, based on estimated susceptibilities, would lead to line 
widths of several hundred hertz at field strengths in the vi­
cinity of 20 kG. Equation 1 also predicts a field-dependent line 
width, which prevents one from increasing the resolution of 
a multicomponent spectrum by the usual expedient of in­
creasing the applied field strength.

4. Diffusional Narrowing
There are, however, several characteristics of the ’H NMR 

line shapes that do not conform to those expected for an in- 
homogeneously broadened sample. In the first place, the line 
shapes are approximately Lorenzian rather than the Gaussian 
shape that one might expect for the envelope of an inhomo- 
geneously broadened distribution. Secondly, while the line 
widths are field dependent, this dependence is not linear ac­
cording to eq 1 , but shows the behavior illustrated in Figure 
1 . A quadratic field dependence was observed in the proton 
resonance from adsorbed ethylene by Muha and Yates, who 
on this basis tentatively attributed the line broadening to 
incompletely averaged anisotropic shielding in spite of the fact 
that the magnitudes of the anisotropies required seem un­
reasonably large.3 Thirdly, a characteristic of an inhomo- 
geneously broadened line is the ability to “ burn a hole” by 
saturating one part of the line with a strong radio-frequency 
field immediately prior to observing it in a fast sweep exper­
iment.4 Our attempts to carry out this experiment led, how­
ever, to a uniform saturation of the broader line. Finally, the 
observed line widths depend strongly on temperature, despite 
the fact that thermal relaxation processes make an insignifi­
cant contribution near ambient temperatures, and no ther­
mally dependent terms appear in eq 1 .

All these facts can be reconciled on the basis that the in- 
homogeneousy broadened distribution is partially narrowed 
by proton diffusion. Provided that the diffusion rate is fast

Figure 1. Field dependence of proton resonance line width of H20  on 
Na-Y zeolite.

with respect to the inhomogeneously broadened line width, 
which in turn is large compared to the inverse relaxation time, 
one obtains an exchange narrowed, Lorenzian line shape 
whose width is approximated by

/  y A H 1 \
Aiu/2 = G2Td  ̂ »  G2Td »  — J (2)

where G2 is the second moment of the unnarrowed line and 
Td is the correlation time for diffusion.5 A quadratic field de­
pendence occurs via the second moment term in eq 2. The 
“ hole burning” will fail so long as diffusion is fast with respect 
to the time required to conduct the experiment. The tem­
perature dependence results from the temperature depen­
dence of the diffusion rate, which for activated diffusion has 
the exponential form

ra = ke~^H,i/RT (3)

where AHd is the activation energy for diffusion.
The rather complicated temperature dependence of the 

H2O line width in hydrated Na-Y, which is shown in Figure 
2, is characterized by three main regions. Below 260 K, the line 
is strongly broadened by relaxation effects stemming from the 
lengthened correlation times for molecular rotation and 
short-range diffusion. This line broadening decreases very 
rapidly with increasing temperature, and is of no great con­
sequence in the region above 280 K. From 280 to about 370 K, 
the inhomogeneously broadened line is narrowed by molecular 
diffusion. In the low temperature limit, this should approach 
a constant value equal to the width of the inhomogeneously 
broadened distribution in eq 1 , which extrapolation indicates 
to be about 200 Hz in a magnetic field of 21 kG. This limit 
should be characterized by a linear field dependence. In the 
high temperature limit of this region, where extreme dif­
fusional narrowing applies (eq 2), the line widths should be 
characterized by a quadratic field dependence and an expo­
nential temperature dependence. Finally, in the region above 
375 K, the line is anomalously broadened by increasing tem­
perature. This is apparently the result of a reversible hydro­
lytic reaction

NaY + H20  ^  HY + NaOH

which exchanges water protons with the lattice. Its tempera­
ture dependence is also exponential, but in the opposite di­
rection from before. A least-squares fit of the experimental 
data above 320 K to a sum of exponentials yields an activation 
energy of 3.9 kcal/mol for the diffusion, which is slightly lower 
than that for liquid water (5.6 kcal/mol6), and intermediate
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Figure 2. Temperature dependence of H20  line width in hydrated Na-Y.

between the values (2.6 and 4.8 kcal/mol, respectively) for 
acid- and base-catalyzed proton exchange.7 A similar activa­
tion energy, 3.5 kcal/mol, has been obtained by pulsed field 
gradient measurements on hydrated Na-Y.8

It is of considerable interest to gain some understanding of 
the physical dimensions over which this diffusional narrowing 
occurs. To make an order of magnitude estimate, one can as­
sume the validity of eq 2 and estimate the second moment 
from the plateau line width of 200 Hz in Figure 2, obtaining 
for a Gaussian line shape

G2(v) = 0.18(Av1/2)2 = 7200 Hz2 

so that at ambient temperatures

rd a  180/7200 = 2.5 X 10- 2 s 

For classical diffusion

6 Td
where D is the diffusion coefficient and (r2) is the mean 
square average distance over which the diffusive event occurs 
in time rd. Taking the value of D »  10-5 cm2/s from pulsed- 
field gradient measurements on hydrated zeolites,8 one esti­
mates

r «  [6 X 10“ 5 X 2.5 X 10“ z]1/2 «  1.2 X 1(T3 cm

which is larger than the particle dimensions. This would 
imply, as did the pulsed measurements, that interparticle 
diffusion is the principal line narrowing process in the ambient 
temperature region. From this, together with the overall Lo- 
renzian line shape, we infer that intraparticle diffusion is al­
ready sufficiently fast to average the inhomogeneity within 
a single particle. We would expect, therefore, that the tem­
perature dependent diffusional narrowing would disappear 
in a fine suspension wherein the particles are separated by a 
hydrophobic fluid. This behavior is shown in the dotted curve 
in Figure 2, where the line width variation of a powdered ze­
olite is compared to that in a PFK dispersion. The inhomo- 
geneously broadened plateau drops to a value of ~41 Hz which 
shows no evidence of further narrowing as the temperature

is increased, and as a result the two curves (both complicated 
by the high temperature hydrolysis) eventually merge.

5. Artificial Reduction of Line Widths
The inhomogeneous broadening in a two-phase system can 

generally be reduced by filling the voids between the particles 
with an inert fluid whose susceptibility more nearly matches 
that of the solid. As was shown in Figure 2, one thereby obtains 
a dramatic line narrowing when the zeolite sample is prepared 
in the form of a slurry in perfluorokerosene (PFK). Since PFK 
is a chemically inert, aprotic fluid whose molecules are too 
large to interfere directly with processes going on inside the 
zeolite cavities, the observed line narrowing without other 
perturbation of the spectrum can only be attributed to a bulk 
susceptibility effect. As a practical matter, however, the use 
of this technique seems limited. There is no assurance that the 
inhomogeneous broadening is completely eliminated, and 
when either working with dehydrated zeolites or at elevated 
temperatures, chemical reaction between the zeolite and PFK 
appears to take place.

A second, potentially more useful characteristic is the effect 
of sample spinning on the line widths. It has been pointed out 
elsewhere that the microscopic form of inhomogeneous 
broadening is similar to that of magnetic dipole-dipole in­
teraction in solids, and should respond to sample rotation in 
the same way.9 In particular, when the sample is spun rapidly 
compared to the unnarrowed line width about an axis at an 
angle, a, with respect to the magnetic field, the line should be 
narrowed by a factor10 %(3 cos2 a — 1 ). We accordingly observe 
in Figure 3 that sample spinning11 at selected angles with re­
spect to the magnetic field leads to the predicted line width 
reduction, and in particular, that spinning at the “ magic 
angle” of 54° 44' eliminates the inhomogeneous broadening 
altogether. This experimental arrangement, which is illus­
trated in Figure 4, provides a generally useful means of ob­
taining high resolution spectra of mobile phases in zeolite 
cavities, as well as many other multiphase systems (surface 
adsorbed species, swollen polymers, pitch samples, gels, etc.) 
where inhomogeneous broadening presents a problem. To il­
lustrate this point, the spectrum of ethyl alcohol in hydrated 
Na-Y is shown in Figure 5, where separate lines from the 
methyl and methylene protons are clearly resolved.

6. Chemical Exchange
Another potential source of line broadening is the limitation 

of the lifetimes of nuclei in a given spectroscopic environment 
due to chemical exchange reactions. This can lead to broad­
ening, loss of hyperfine structure, coalescence, and eventual 
narrowing of multiple resonance lines as the exchange rate 
between two or more nuclear environments increases. The 
detailed line shape depends on the exchange rates and the 
nature of the spectrum in the absence of exchange. The latter 
should consist, in the case of NH.4+-Y zeolites, of three sepa­
rate signals: (1 ) a single, narrow line for protons in water; (2) 
a 1:1:1 triplet (due to 14N, :H spin coupling) from the ammo­
nium ions; and (3) a broad line from lattice hydroxyl groups 
which would be unobservable in ordinary high resolution ex­
periments. A number of chemical reactions can occur which 
permute different combinations of these environments, and 
it is instructive to consider these reactions separately.

Exchange between Absorbed Species and the Lattice. The 
primary reactions of concern in this case are the protolysis of 
water

H-Y + H20  ^  H30+ + Y - (1 )
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Figure 3. Effect of sample spinning on NH4-Y. 

NjSUPPLY

Figure 4. Sample spinner turbine.

Figure 5. Proton magnetic resonance spectrum of ethyl alcohol ad­
sorbed in hydrated Na-Y with “ magic angle”  spinning.

or its corresponding hydrolysis

H20  + Y~ H-Y + OH- (2)

and the deammoniation reaction

NH4+ + Y - ^  NH3 + H-Y (3)

The equilibrium constants of reactions 1 and 2 are related by 
the ion product of water in the zeolite, while (2) and (3) are 
related by the decomposition product of ammonium hy­
droxide. Exchange between water molecules and lattice hy­
droxyl groups should generally lead to a broadening of the 
H20  line, while that between ammonium ions and the lattice 
can also affect the 14N, !H hyperfine structure in the ammo­
nium ion resonance. In the limit of fast exchange, shifts in the 
center frequencies of either water and/or ammonium ions can 
also occur. Neither protonation of water nor deammoniation 
of ammonium would by itself change the overall symmetry of 
either resonance, but in concert, these reactions could serve 
to indirectly exchange protons between the two observed 
species, and thus cause coalescence if both reactions were fast. 
However, model line shape calculations show (Figure 6) that 
in this event the onset of coalescence precedes the collapse of 
hyperfine structure in the ammonium ion resonance.

Mutual Exchange between Adsorbed Species. In addition 
to indirect exchange via reactions 1-3, ammonium ions and 
water molecules can exchange protons directly

NH4+ + H20  ^  H30 + + NH3 (4)

and either species can undergo self-exchange

*HNH3+ + N'H4+ ^  NH4+ + *HN'H3+ (5)

H*OH + H20 ' — H20  + H*0'H (6)

Reaction 6 does not cause immediately observable effects on 
the water spectrum but is presumably fast. Reaction 5 is ob­
servable through its effect on the 14N, 'H hyperfine splitting 
in ammonium ion, and reaction 4 tends to coalesce the water 
and ammonium resonances. These reactions have been 
studied in aqueous solution,12 and found to be slow unless 
catalyzed by bases. The actual reactions of concern are, 
therefore

*HNH3+ + N'H3 — NH3 + *HN'H3+ (7)

and

NH3 + H20  ^  NH4+ + OH- (8)

Both are intrinsically fast, so that one must go to fairly high 
acidity (pH <2) to observe separate ammonium ion and water 
resonances in aqueous solution. Moreover, the self-exchange 
rate between ammonium ions in aqueous solutions exceeds 
their cross exchange rate with water, so that the loss of hy­
perfine structure (pH <1.5) precedes the coalescence (pH 
—2.5). This is in opposite order than the indirect exchange via 
reactions 1-3, and on this basis the direct and indirect ex­
change processes are distinguishable, in principle.

Characteristics of Observed Resonance Pattern. A typical 
pattern for the proton resonance of a fully hydrated NH4+-Y~ 
zeolite at room temperature is shown in Figure 7. The spec­
trum (90 MHz) consists of two lines separated by ~2  ppm, 
with the water line at higher field. The width of the NH4+ 
band (~88 Hz) is less than the envelope of the 14N, 4H hy­
perfine splitting pattern (1:1:1 triplet, J nh = 51 Hz12) in the 
ammonium ion, so that this splitting must be dynamically 
averaged. Also, partial coalescence of the water and ammo­
nium ion resonances is indicated by the fact that the observed 
spectrum (solid curve) is not the sum of two symmetrical 
bands centered at the separate frequencies of each (broken 
curve), but an added filling of the intermediate region occurs. 
Additional, very direct evidence of cross exchange is obtained
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Figure 6. Calculated spectra of hydrated NH4+-Y undergoing cross 
exchange between NH4+ Ions and H2O molecules.

Figure 7. Proton magnetic resonance spectrum of hydrated NH4+-Y 
zeolite with "magic angle" spinning.

Figure 8. 1H NMR spectrum (90 MHz) of hydrated 15NH4+-Y zeo­
lite.

Figure 9. Observed and simulated spectrum of NH4+-Y (Figure 7) using 
five parameters.

from magnetization transfer experiments,13 whereby it is 
observed that saturation of either resonance greatly dimin­
ishes the intensity of the other.

The absence of UN, *H hyperfine structure and the advent 
of cross exchange together suggest the action of base-catalyzed 
exchange reactions 7 and 8. However, the electric quadrupole 
moment of 14N provides an alternate means of averaging out 
the hyperfine splitting by relaxation processes. While the high 
symmetry of its molecular environment precludes fast 14N 
quadrupole relaxation in aqueous ammonium salt solutions, 
this situation does not necessarily hold in the internal fields 
inside zeolite cavities. The spectrum of an 15NH4+ exchanged 
zeolite, in which electric quadrupole relaxation cannot be ef­
fective ( /i5n = V2), indeed shows that the hyperfine splitting 
is not averaged by chemical exchange (Figure 8). Hence, one 
concludes that the base-catalyzed mechanism is not respon­
sible for the cross exchange, but rather a combination of re­
actions 3 and 1 . One also determines that quadrupole relax­
ation is in fact much more effective in zeolite cavities than in 
aqueous solution. The Td symmetry of the ammonium ion 
would ordinarily preclude electric quadrupole relaxation as 
an effective mechanism. However, local distortions of the 
electric fields about 14NH4+ evidently permit this process to 
operate even in aqueous solutions, as evidenced by the fact 
that no nuclear Overhauser effect is observed from protons 
on the 14N resonance, as contrasted with 15N (spin = %) in 
ammonium salt solutions.14 One cannot immediately conclude

that the local fields in zeolite cavities are stronger than in 
aqueous solutions, however, since the quadrupole relaxation 
rate also depends on the correlation time for molecular re­
orientation, which is also presumably longer in the intra­
crystalline fluid.

Since the 14N hyperfine splittings are independently av­
eraged, one can simplify the kinetic problem to one involving 
three magnetic environments differing only in chemical shifts 
and relaxation times, and treat the line shapes in terms of a 
classical formalism based on the Bloch equation.15 Five pa­
rameters are involved in the simulation, each of which yields 
complementary information about the rate processes. These 
are described, and the results of a typical simulation shown, 
in Figure 9.

Effect of Lattice Protons on Exchange Rates. Experimental 
results from line shape simulations in a series of partially 
deammoniated NH4+-Y_ zeolites are summarized in Table 
I. The result of the various heat treatments is to thermally 
decompose ammonium ions to produce lattice hydroxyl groups 
and gaseous ammonia, the extent to which this has occurred 
being measured by chemical analysis of the cation deficiency,
D. Samples were subsequently reequilibrated over saturated 
CaCb solution in a closed desiccator, and their NMR spectra 
measured either in PFK suspension or by “ magic angle” 
spinning of the solid. At low cation deficiency either method 
gives comparable results.

Since the ammonium ion content is known from the 
chemical analysis, the relative proton populations on water
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TABLE I: NMR and Analytical Data on Partially Deammoniated NH4-Y Zeolites“

100 °C in 100 °C in SBVA VA VA VA
Original wet N2 SBVA 60 °C dry N2 120 °C 200 °C 250 °C 300°C
material (PFK) (PFK) (PFK) (PFK) (S) (S) (S)

Analysis no. 
N/Al 0.786 0.72 0.67 0.62 0.39 0.22 0.045
[NH4+] = N/Al [Al] 49.8 46.5 42.6 39.6 36.7 23.2 12.8 2.7
D = [Al] -  [Na+] -  [NH4+] 1.0 4.3 8.2 11.2 14.1 27.6 38.0 48.1
Pa 0.375 0.355 0.325 (0.325) 0.29 0.195
[HjO] = 2(1 -  Pa)/Pa [NH4+] 166.0 169.0 177.0 (164.5) 180 192
[NH4+1 + [h 2o ] 216.0 215.5 219.6 (204.1) 216.7 215.2

T2w X 103 5.2 (3.5) 3.0 2.5 1.0
T2a X 103 4.8 5.2 5.0 5.0 4.5
ra X 103 14.5 13.0 (9.5) 11.0 9.0
Vv -  l>a -196 -184 (-184) -172 -160

“ Iron free, [Al] = 59.2, [Na+] = 8.4 per unit cell.

and ammonium ion can be used to calculate the total amount 
of water in the zeolite. These values are given in row 6 of Table 
I. From these data it appears that the total hydration increases 
only by the extent to which ammonium ions are removed; i.e., 
the population of water molecules plus ammonium ions (row
7) remains approximately constant at about 216 per unit cell. 
The same degree of hydration is also obtained by chemical 
analysis, demonstrating that all the water and ammonium ions 
are observed in the NMR measurements. The amount of ad­
sorbed water is only of capacity, however.

The transverse relaxation times of ammonium ions do not 
appear to be substantially altered by deammoniation, while 
those of water are progressively shortened. Hence, exchange 
of lattice hydroxyl groups occurs only with water. Since the 
chemical shift of water (assuming the ammonium ion shift 
remains constant) also changes, reaction 1 appears to occur 
in the fast exchange limit. In this extreme, the H2O relaxation 
time is given by16

1 — X X _  1 X

r t rp rp rp rp
2  w l 2w 1 21 1 2w 1 21

where T2w is the relaxation time for water moeecules, T21«  
T 2w that for lattice hydroxyl groups, and x is the proton 
fraction on the lattice, given in the absence of ionization by

[H-Y] D
2[H20] + [H-Y] ~  2W0 + 3D

(10)

The latter substitution makes use of the observation that each 
deammoniation adds one water molecule to the number, Wo, 
originally present in hydrated NH4+-Y. Combining (9) and 
(10), one obtains

J _  = J__ Ty-'D  
7Y „ T 2W 2 W + 3D (1 1 )

The chemical shift of water in the fast exchange limit is also 
equal to the weighted average,15 so that

¿w -  <*h2o + (5H-y ~ ¿h2o) jj  

2W + 3D
(12)

and one might therefore expect the change in chemical shift 
to parallel that in line width. The actual variations of both 
parameters with D are shown in Figure 10, where it is clear 
that a linear relation between the two is not observed. Both 
parameters show pronounced curvature, the line width 
tending to increase more rapidly with increasing cation defi­

Figure 10. Chemical shift and relaxation time of water on deammoniated 
NH4-Y zeolites.

ciency (concave upward), while the chemical shift increases 
less rapidly (concave downward). All of these deviations can 
be explained on the basis that the lattice hydroxyl groups 
undergo substantial ionization which is suppressed at higher 
cation deficiencies. A significant acidity of the lattice protons 
is evidenced independently by the suppression of cross ex­
change between water and ammonium ions at cation defi­
ciencies as small as D = 1 per unit cell, since coalescence of 
these lines is known to occur in aqueous solution unless the 
pH is less than two; since the zeolite unit cell is (24.8 Á)3 in 
size, a hydrogen ion concentration of 10"  2 m would correspond 
to 0.1 hydronium ions per unit cell, or 10% ionization as a lower 
limit. Equations 11 and 12 must be modified, therefore, to 
include the effect of ionization.

The concentration terms in reaction 1 may be written

D (1 — a) W — otD aD M + aD = A — D(1 — a) 
H-Y + H20  ^ H 30 + + Y -

where D = cation deficiency (per unit cell), A = number of 
lattice aluminum, M  = A -  D = number of cations (Na+, 
NH4+), W = water of hydration, a = degree of ionization of 
H-Y (a < 1), and N = 2W + D = number of exchanging pro­
tons (excluding NH4+). Assuming that the transverse relax­
ation times for protons on hydronium ions are comparable to 
those on water (and, for that matter, ammonium ions), eq 11 
is simply modified to read
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_ L _  J _  ( 1  ~ a )D

7Y ~  T 2w + T2I(2W0 + 3D)
( 1 1 0

By setting 6h2o = 0 as a reference point, the chemical shift 
becomes

<5> 3a D  D ( 1  ~ a)
2 W 0 +  3D 5h3° + + 2W0 + 3D  5h  Y

While hydronium ions should not have much effect on the 
relaxation time, they are the predominant influence on the 
chemical shift in aqueous acids. Hence, if one assumes that 
¿ h 3o + »  ¿H -Y , eq 12 becomes, approximately

(Ô) 3 « ¿ H 3Q +  j j  

2 W o  + 3D ( 1 2 0

The curvature in Figure 10 is therefore attributed primarily 
to a decrease in the degree of dissociation, a , as the concen­
tration of acidic sites increases, and this affects the relaxation 
time and chemical shift in opposite ways.

One can use either eq 11' or 1 2 ' to estimate the degree of 
ionization. The rigid lattice relaxation time of hydroxyl groups 
on NH4+-Y has been measured to be 42 ¿¿s, 17 which, taken 
together with the limiting slope and intercept (T̂ w1 — 1 0 0  s1) 
at D —► 0 in Figure 10, yields a value of a  =  0.7. A smaller value 
of a  =* 0.4 is obtained less reliably from the chemical shifts by 
estimating, on the basis of aqueous solution results, a value 
of 5h3o+ = 10 ppm. 18 Either result implies that hydrogen-Y 
zeolite is a strong acid ( K w ~  13.7).

Ionization is strongly suppressed at high cation deficiencies 
in spite of the buffer action one might normally expect from 
the anionic sites. This is accompanied by the broadening of 
the x-ray powder patterns, indicating that degradation of the 
framework occurs at cation deficiencies greater than ~16 per 
unit cell.

The cross exchange reaction between water and ammonium 
ions increases slightly with the cation deficiency, and hence 
is clearly not due to a base-catalyzed reaction. This confirms 
the conclusion reached on the basis of the 15NH4+ experiment 
in Figure 6 ; namely, that the mechanism involved is deam- 
moniation coupled with fast exchange of the products with 
water. It is still not obvious why the slow step in this sequence, 
namely

NH4+ + Y - — NH3 + H-Y

should be accelerated by a process which removes, to the ex­
tent (1 — a )D , acceptor sites from the lattice. A clue to this 
question is found in the observation that partial dehydration 
of the zeolite by evacuation at room temperature also en­
hances the cross exchange between water and ammonium ions 
to the extent where coalescence of their NMR signals occurs. 
Removal of water therefore appears to accelerate the deam- 
moniation step, as one might reasonably expect. Since the

total water available in the partially decationized NH4+-Y_ 
samples in Table I is approximately Wo + D, and decationi- 
zation produces hydrogen ions to the extent a D , then the ef­
fective hydration of ammonium ions will decrease with in­
creasing D provided n a  >  1 + W J A  ca 4.3 where n  is the 
hydration number of the proton. One possible explanation of 
the increased cross exchange rate is, therefore, that the hy­
dronium ion is more strongly and extensively hydrated than 
the ammonium ion. This would require again that a  be in the. 
range of strong acids (a  —*■ 1 ), since this has '.he dual effect of; 
effectively dehydrating the system and maintaining the; 
number of lattice acceptor sites. These observations exemplify 
the difficulty in separating the dehydration and deammo- 
niation steps in ammonium-exchanged zeolites, since the re­
moval of water itself tends to displace reaction 3 to the right. 
Indeed, simple room temperature evacuation of NH4+-Y-  
zeolites produces cation deficiencies of one to two atoms per 
unit cell. Direct evidence for the high temperature hydrolysis 
of Na-Y was observed in Figure 2, and the deammoniation 
reaction 3 is the counterpart of this reaction in NH4+-Y~ at 
room temperature.
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Longitudinal R elaxation  in Spin 7 / 2  S y s te m s . F re q u e n cy  D e p e n d e n c e  of L an th an u m -1 3 9  

R elaxation  T im e s in Protein S olu tion s a s  a  M ethod  of Studying M a cro m o lecu la r  

D yn am ics

Jacques Reuben* and Zeev Luz
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A matrix for the longitudinal relaxation in spin 7/2 systems is derived and solved numerically. The numerical 
solution is approximated by an analytical expression which is used in the interpretation of lanthanum-139 
relaxation times in dilute solutions of bovine serum albumin (BSA). The protein induces frequency depen­
dent enhancements in the 139La relaxation rate through the rapid exchange of La3+ between its aquo and 
BSA complexes. The La3+ ions associate with the free carboxylates of the protein and as a result the quadru- 
pole coupling constant of 139La is increased. In the BSA complex the interaction between the electric field 
gradient on the 139La nucleus and the quadrupole moment is modulated by the isotropic rotational motion 
of the protein molecule which is characterized by a correlation time rc = 3.7 X 10~ 8 s. The dissociation con­
stant of the La3+-BSA complex is K q  = 0.46 M and its mean lifetime is bracketted: 3.7 X 10- 8  s < tm < 2.1 
X 10- 6  s.

Introduction coupling constant, the effect of acetate ions on the 139La re­
laxation rates was studied.

It has recently been suggested that nuclear relaxation rates 
of lanthanum-139 can be used to study the molecular dy­
namics of proteins in solution. 1 In this communication we 
present results of the application of the method to aqueous 
solutions of bovine serum albumin (BSA) and provide a de­
tailed analysis of the 139La longitudinal relaxation times in 
terms of the La3+-protein binding equilibrium and the rota­
tional diffusion of the macromolecular complex.

Lanthanum-139 (natural abundance 99.9%) is a nucleus of 
spin I  = 7/2. In diamagnetic systems its dominant nuclear 
relaxation mechanism is the modulation of the nuclear qua­
drupole interaction by molecular motion. In solutions of La3+ 
salts where the cation is symmetrically solvated by the solvent 
molecules the relaxation rate is relatively slow because of the 
small quadrupole interaction and also the short correlation 
times modulating the quadrupole interaction in these systems. 
Upon complex formation, e.g., ion pairing or binding to pro­
teins, the asymmetric environment of the La3+ ions gives rise 
to an increase in the quadrupole coupling constant and usually 
also to longer correlation times. As a result there is a consid­
erable increase in the 139La nuclear relaxation rate.1 ’2 Thus 
by studying the effect of complexing agents on the 139La re­
laxation rate and comparison with theoretical prediction, 
information on both the binding equilibria of the La3+ ions 
as well as on the molecular dynamics of their complexes may 
be obtained.

In the theoretical section below we derive expressions for 
the longitudinal relaxation rate of a spin 1 =  1/2 system by 
modulation of the quadrupole interaction. It is shown that the 
longitudinal relaxation rate can be expressed (to a good ap­
proximation) in terms of a single exponent over the whole 
range of the relaxation theory and an approximate analytical 
expression is derived for T\ in a convenient form. This ex­
pression is then used in the analysis of the frequency depen­
dence of the 139La relaxation rates in BSA solutions. The 
binding sites for the La3+ ions are believed to be free carbox­
ylates of the BSA molecules. In order to obtain an estimate 
for their number as well as for the value of the quadrupole

Relaxation Theory for Spin 7/2 Systems
In this section we derive expressions for the longitudinal 

relaxation of a nucleus of spin 1 =  7/2 by modulation of the 
quadrupole interaction using Redfield’s theory. The corre­
sponding derivation of the transverse relaxation (for the 
equivalent case of the zero field splitting interaction) was 
discussed previously and used in the interpretation of electron 
spin resonance spectra of Gd3+ complexes in solution.3-5

The quadrupole Hamiltonian can be written as a direct 
product of the irreducible second rank tensor operators, T 2p , 
of the spin part and F 2p, of the spatial part:

/ / q = X  ( —) pF 2pT 2~p (1 )
p = —2

The components of the tensors in their corresponding prin­
cipal coordinate systems [laboratory fixed for T 2p and mole­
cule fixed ( F '2p) for F 2p] are summarized in Table I where

A  = e 2qQ
4/(2/ -  1)

— e 2qQ  
84

(for I  = 7/2) (2 )

and 1] is the asymmetry parameter of the quadrupole inter­
action. The longitudinal relaxation behavior of the spin system 
is obtained from the so-called relaxation matrix, the elements 
of which in the basis of the Mj spin state a ,b  are

F-aabb 2t/a5a£./h2 a 7̂  b (3a)

Faaaa “  XI F aabb (3b)
by^a

The spectral densities for rotational diffusion are

Jabab =  l ;'[(a -  b )u o] X  I (a|T 2~p\b)\ 2 X  ( F '2p) (4)
5 p  q

=  ~ /[ ( a  — h)<v0] X  I <al T 2~p\b)\ 2 (5)
5 p

The Journal of Physical Chemistry, Voi. 80, No. 12, 1976



1358 Jacques Reuben and Zeev Luz

Figure 1. Plots of the longitudinal relaxation rates, 1/7"u. in units of 
(e2qQ/h)2[ 1 +  (t72/3 )]tc, and of the corresponding amplitudes, as 
function of w0tc for / =  7/2. The plots were calculated from the re­
laxation matrix as explained In the text. Note that the amplitudes for lines 
I, II, and III are plotted on an expanded vertical scale.

where

i2-6A!(1+?)-ük'cW(l+?) ,6)
j [ ( a  -  b)wo] ________T_C_______

1 + [(a -  Ò ) w 0 ] 2 t c 2 ’

and wo and rc are respectively the Larmor frequency and the 
correlation time for the rotational diffusion. With these def­
initions relaxation matrix I is derived where

A  = 21; (wo) a  -  7;'(2wo)

B  =  16; (w0) 0  = 15;'(2w0)

C  =  5; (wo) 7 = 20;(2wo)

The decay of the longitudinal magnetization consists of a 
superposition of a number of exponentially decaying func­
tions, the relaxation rates of which, 1 /Tu, are the eigenvalues 
of the relaxation matrix, and their amplitudes are proportional 
to

|Z • ix|2/ (2/ + 1) (7)

TABLE I

p F'Zp T 2p

0 V & A ^ [ 3 ¡/z2- 7(7+1)]

±1 0 T “ CW. + I J ± )

±2 nA

where £\ is the eigenvector corresponding to the eigenvalue 
1/Ti\ , and Z is a vector with components {a\M /\a). In the 
present case the longitudinal relaxation is given by four 
decaying functions; the amplitudes of the four other eigen­
values vanish. This can be seen by noting that the 8 X 8  re­
laxation matrix can be transformed into two uncoupled ma­
trices (II) corresponding to the basis [M j + (—Mi)] and [Mi

A  +  ct - A —a 0
^ x - A A  +  B  +  0 - B - 0

—a - B B  ■+■ C  + a  +7 ~ C  + y
0 - 0 - C  +  y C + 0+ 7

— (—Mi)], where the upper and lower sign correspond to the 
symmetric and antisymmetric basis functions, respectively. 
The required relaxation times and amplitudes can be obtained 
directly by diagonalizing the 4X4 matrix of the antisymmetric 
basis set.

The results for the various 1/Tix’s and the corresponding 
amplitudes are plotted in Figure 1 as functions of the pa­
rameter wotc. It is seen that three of these functions have very 
small amplitudes and are negligible over the whole worc range. 
Thus in practice we expect the magnetization to decay with 
a single exponent, corresponding to line IV in Figure 1 . There 
is no analytical expression for this curve (except when worc «  
1 ) but it is almost identical with the “average longitudinal 
relaxation rate” (1/Ti) defined by McLachlan6 and for which 
an analytical expression does exist:

(k>-e, / ( / +  1)(27 + 1 )T U 50A,I4,<, +  1 1

T 4;(2wo)] —-----I ---------------- +  -
490 L1 + (wqtc) 2

. - A _____1
(worc)2 1 + (2w0rc)2J

x ( f i 2 W 1 + S - V , . i ? r _ L
V h } \  3 /  5 Ll +  (wc

+ -
1  + (2 wq

(W0TC) 2

d(i)’ (8 )

This function is plotted in the lower part of Figure 2 . As can 
be seen it is practically identical with line IV of Figure 1.

A +  a

—A
—a

■fi1

- A
A +  B +  /3 
- B  

- 0

- b  - a
B  +  C  +  a +7 —C
- c  c + 0 + y
—y  0

- y

- y
0 —y

C +  t3 + 7 - C  

—C B  + C  + a + 7
0  - B

- 0
- B  - a

A  +  B +  0  —A  

—A A  +  a

(I)

The Journal of Physical Chemistry, l/ol. 80, No. 12, 1976



'La Relaxation in Protein Solutions 1359139

Figure 2. Bottom: as in Figure 1 for the average (1/7"i) (eq 8) and the 
"best fit” equation (eq 9). Top: 1/Ti from eq 8 and 9 in units of (é*qQ/ 
h)2[l + ( t;2/3)]/co0.

For practical application of relaxation results it is often 
convenient to express the frequency dependence of the re­
laxation rate in terms of a single dispersion step. In our anal­
ysis we have used the approximate equation:
_1

Tl
1 5 / e2qQ\2/  rA

490 1  + B(co0rc) 2 V h  M  3 / ‘

= 1 2
■A\ 2  r
h  / 1  + B(o)otc) 2

C tc

1  + B (w o  Tc) 2
(9)

with B  =  2.67, where the value of B  was obtained by best fit­
ting eq 9 to eq 8 in the region 0.1 < u>orc < 2.0. This function 
is compared with that calculated from eq 8 in Figure 2, where 
the similarity of both curves is clearly demonstrated. Note also 
that all of the three functions (i.e., line IV and eq 8 and 9) 
approach the classical expression for quadrupole relaxation 
in the limit wotc —► 0 :7

_1

Tl 98
(1 0 )

Finally we note that the representation of the relaxation 
rate in units of { e 2q Q / h )2[ 1 + (ij2/3)]rc (lower part of Figure 
2 ) is convenient for studies of the frequency dependence 
(dispersion behavior) at fixed correlation times (fixed tem­
peratures). For studies at fixed frequency but varying tem­
peratures, where a T i minimum is often sought, it is more 
convenient to plot 1 /Ti in units which are independent of rc. 
This we do in the upper part of Figure 2 for the functions 
corresponding to eq 8  and 9. Both curves predict a T i mini­
mum at a>oTc — 0.62 and at this point the predicted values of 
1 /Ti for the two curves differ by approximately 1 0 %, corre­
sponding to about 3% difference in e 2qQ/h.

The expressions derived above for the quadrupole relaxa­
tion of a nuclear spin I  = 7/2 are, of course, also applicable for 
electron spin relaxation by modulation of the quadratic zero 
fluid splitting interaction for S = 7/2, e.g., Gd3+.

Experimental Section
Relaxation times were measured at the ambient probe

temperature of 23 ±  2 °C with a Bruker 322S pulsed NMR 
spectrometer as previously described. 1 ’2 Most of the mea­
surements were done with a constant LaCl3 concentration of 
0.4 M with the BSA concentration varying up to 3.75 mg/ml. 
Crystallized and lyophilized BSA was a product of Sigma 
Chemical Co. Its concentration was determined from the ab­
sorbance at 280 m̂ i using 0 .6 6  as the absorbance of 1  mg ml- 1  

cm- 1  and a molecular weight of 69 000.8 Treatment of the BSA 
stock solutions with Chelex (Bic-Rad Labs.), which effectively 
removes metal ions from the solution, did not affect the results 
and therefore most of the experiments were carried out using 
the untreated protein. All solutions were freshly prepared 
before each run and were made in 50 mM MES9 buffer at pH 
6.2. The presence of the buffer did not alter the Ti values of 
139La.

Results and Discussion
The effect of added BSA on the longitudinal relaxation of 

139La was measured in the frequency range 4.2-8.4 MHz. 
Typical results are showft in Figure 3. The quantity plotted, 
1 /T ip, is defined as

1 /T lp = 1 /T i -  1 /TjO (1 1 )

where 1 /Tj° is the relaxation rate in the absence of protein. 
Measurements were also done at a constant BSA concentra­
tion and varying LaCl3 concentrations at 8.4 MHz. The Tlp 
values are presented in Figure 4. There are three important 
features on the basis of which we interpret the results in terms 
of the binding equilibrium and the dynamics of the La3+-  
protein complex, (i) At constant LaCl3 concentration the re­
laxation rate is linear with the BSA concentration, (ii) At 
constant BSA concentration the relaxation tim e . T ip, is linear 
with the LaCl3 concentration with a nonzero intercept, (iii) 
The relaxation rate, 1/Tip, depends strongly on the frequency, 
whereas in the absence of BSA, 1/T i °  is frequency indepen­
dent. 1 These features indicate that the La3+ ions are partly 
complexed to the protein molecules, where their relaxation 
rate is significantly enhanced, and that there is fast exchange 
between the solvated and complexed forms. Under these 
conditions, 1 /T ip is given by

1 = P m  _ »[Pt] 1 (12)
T i p T lb  K d +  [ M t] T i b

where Tib is the relaxation time in the bound state, P m  is the 
fraction of bound La3+ ions, Pm = [Mb]/[Mt], [Pt] is the total 
protein concentration, n  is the number of binding sites per 
protein molecule, and K jy  is the dissociation constant:

K d  =
[Mf](n[Pt] -  [Mb]) , [Mt](ra[Pt] -  [Mb]) 

[Mb] ~ [Mb]
(13)

and we have assumed that the complexing sites are indepen­
dent. In eq 13 we have used the fact that in all solutions 
studied the concentration of protein binding sites was much 
less than the concentration of LaCl3, thus [Mf] ~  [Mt], 
Equation 12 shows that 1/Tip should be linear with total 
protein concentration but that the dependence on the La3+ 
concentration depends on the magnitude of K q. If the disso­
ciation constant is small (strong complexing), 1 /T lp is in­
versely proportional to [Mt], 1/Tip = n[Pt]/(Tib[Mt]); whereas 
when K d  is large (weak complexing) 1/Tlp = n[Pt]/(Tib^D), 
i.e., independent of [Mt]. In both these extreme cases the pa­
rameters of interest K d, n , and 1 /Tib cannot be extracted 
separately from the experimental results. However, when K d 
~  [Mf], K d may be obtained by a suitable plot of eq 12:
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B S A , m g /m l

Figure 3. The increment in the longitudinal relaxation rate, 1/T1p, of 
13®l_a in 0.4 M solutions of LaCI3 as a function of BSA concentration 
at different resonance frequencies.

Figure 4. The relaxation time, Tip, of 139La as a function of the LaCI3 
concentration in solutions containing a constant concentration (1.11 
mg/ml) of BSA.

_ K g T ib [Mt]Tib ,
1P n [  Pt] n [Pt]

From the plot on Figure 4, we obtain K d = 0.46 M, n / T ib =
9.4 X 106 s_1. It is clear from the relatively large apparent 
dissociation constant of the La3+ BSA complex that the 
binding is nonspecific. For the specific binding of another 
member of the lanthanide series, Gd3+, a dissociation constant 
of the order of 10~ 4 M has been reported. 10 The most likely 
locale for the binding of La3+ to BSA is the ionized carboxyl 
groups. Bovine serum albumin has about 100 free carboxyl 
groups, and it has been shown that virtually all of them in­
teract with metal ions.11-14  The apparent dissociation constant 
obtained in the present work is for relatively high saturation 
of the protein binding sites due to the high LaCl3 concentra­
tions employed. For the related case of the Co2+-BSA complex 
it was found that the dissociation constant increased with 
increasing saturation of the binding sites14 as would be ex­

i / 2 x IO- I 2 ,H z 2

Figure 5. The relaxation time, Tip, of 139La in 0.4 M solutions of LaCI3 
and 1 mg/ml of BSA as a function of the square of the resonance fre­
quency.

pected for the interaction of cations with negatively charged 
spherical macromolecules with the net charge spread uni­
formly over their surface. 15

We next consider the frequency dependence of 1 /T ip, which 
reflects the fact that the longitudinal relaxation in the bound 
state falls in the dispersion region a>orc > 1. Substituting eq 
9 into eq 12 and inverting gives

_  2 .6 7 oj02t c 1

lp P m C  P m C tc
( 1 5 )

Thus a plot of the inverse slopes of lines such as those given 
in Figure 3 vs. a>o2 should be linear and from its slope and in­
tercept the correlation time, rc, can be obtained. Such a plot 
is shown in Figure 5. It is almost perfectly linear with intercept 
and slope of 0.93 X 10” 3 s and 3.3 X 10“ 18 s3, respectively, from 
which rc = 3.7 X 10~ 8 s is calculated. This value is in excellent 
agreement with the correlation time for the isotropic rotation 
of BSA obtained by other methods: 4.0 X 10- 8  from deuterium 
quadrupole relaxation16 and 4.17 X 10- 8  s from fluorescence 
polarization. 17 Thus the correlation time, tc, found for the 
La3+-BSA complex can be identified with the rotational 
tumbling time, t r , of the protein. Since the correlation time 
for quadrupole relaxation is in general the sum of two con­
tributions18

t c t r  t  m

where tm is the mean lifetime of the La3+-protein complex, 
the above value of rc places a lower limit of 3.7 X 10- 8  s for t m - 

We show below that tm can also be given an upper limit based 
on the fast exchange condition for the La3+ ions.

In order to obtain more information on the La3+-protein 
complex we need to separate the ratio n / T m into its constit­
uents. These quantities appear always in this form in the re­
laxation experiments and cannot be separated without further 
assumptions. As indicated above, the most likely site for the 
association of the lanthanum ions with BSA are the free car- 
boxylates on the protein molecule. It has been found, e.g., that 
the spectral changes produced by BSA in the absorption
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La Cl3,M
Figure 6. The product of the relaxation time, T1p> of 139La and the ac­
etate concentration as a function of the LaCI3 concentration.

spectrum of Nd3+ are reproduced by a variety of simple car- 
boxylates, 19 We therefore make the assumption that the 
quadrupole interaction of 139La in the protein complex is 
similar to that in its complexes with simple carboxylates and 
proceed to determine its value in the case of the acetate 
complex. Relaxation times of 139La in solutions containing 10 
or 20 mM lithium acetate with LaCls concentrations ranging 
from 0.1 to 0.4 M were measured at 8.4 MHz. The results of 
Tip are plotted vs. the LaCl3 concentration in Figure 6  and the 
same analysis as that described for the protein case was ap­
plied (cf. eq 14). Since in this case n  — 1, the dissociation 
constant and 1 /Tib (acetate) can be directly obtained: =
14 mM, 1/Tib = 1580 s_1. The result for K n , although subject 
to large uncertainty due to the small intercept, may be com­
pared with the values 8.55 and 27.4 mM reported for the mo- 
noacetato complex of La3+ at ionic strength of 0.1 and 2.0 M, 
respectively.20’21 Using eq 9 we can now estimate the qua­
drupole coupling constant for the acetato complex by as­
suming a value for rc. With tc = 7 X 10~u , a value previously 
determined for small lanthanide complexes, 10 we obtain 
e 2qQ /h =  7.5 MHz. Inserting this value and that of rc deter­
mined above for the BSA-La3+ complex in eq 9 the relaxation 
rate 1/Tib for the latter complex at 8.4 MHz is calculated to 
be 7.63 X 104 s“ 1 and comparison with the experimental value 
for n / T ib at the same frequency gives n  =  124, in good 
agreement with the number of free carboxyl groups deter­
mined by independent methods. 1 1 ’13 It thus seems that all of 
the free carboxyl groups in the BSA molecule are available for 
La3+ binding.

Finally, we note that the assumption of fast exchange sets 
an upper limit for tm < T a,- Taking the value of T ib extrap­
olated to zero frequency gives 2.1 X 10~6 s. Thus the mean 
lifetime of the La3+-BSA complex is bracketted 3.7 X 10~8 
< TM < 2 .1  x icr6 s.

The present results indicate that the trivalent lanthanum 
cations associate weakly with virtually all of the free carbox­
ylates of bovine serum albumin. This interaction appears to 
be nonselective and it is therefore likely that such La3+ 
binding will be general to all proteins. Complex formation with 
the protein has a twofold effect on the 139La nucleus: the 
quadrupole coupling constant increases and the rotational 
diffusion rate slows down, thereby bringing the system into 
the region where o>orc > 1. As a result the longitudinal relax­
ation rate of 139La increases and becomes frequency depen­
dent. The frequency dependence can thus be used as a method 
of determining rotational correlation times of La3+-protein 
complexes. Lanthanides are now used as spectroscopic probes 
in studies of biological macromolecules22 and often the rota­
tional correlation time is an essential parameter for the data 
interpretation.

The expression for the longitudinal relaxation behavior of 
a spin 7/2 system derived in this paper can, of course, be used 
for other I  = 7/2 nuclei, among which one finds calcium-43, 
scandium-45, and cesium-133. The same theory also applies 
to the electron spin relaxation by modulation of the quadratic 
zero-field splitting interaction in S  = 7/2 systems, e.g., ga- 
dolinium(III) complexes.
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The EPR spectra of the periostracum, the calcitic prismatic region, and the aragonitic nacre of the shell of 
the three layer bivalue M y t i lu s  e d u lis  were investigated. The organic periostracum exhibits a g  = 4.3 signal 
due to high-spin Fe3+ in a low symmetry coordination environment and a g  =  2.0044 ±  0.0002 signal presum­
ably due to a semiquinone or quinone radical. However, the Fe3+ signal can account for only a small fraction 
of the approximately 0.1% total iron by weight, in this tissue. The prismatic region exhibits a weak Fe3+ sig­
nal at g  =  4.3 and strong Mn(II) lines arising from manganese substituted for calcium in the calcite lattice 
of the shell. Examination of the Mn(II) spectrum of an oriented section of the prismatic region reveals a high 
degree of structural organization with the principal axis of the zero field tensor paralleling the iridescent 
cross sectional striations (long axis of the prisms) which correspond to the c axis of the shell. Organic materi­
al remaining after décalcification of the prismatic region with HC1 displays a radical signal, g  = 2 .0 0 2 2  ±
0.0002. The nacre exhibits the g  = 4.3 Fe3+ signal and a doubled g  = 2.0044 ±  0.0002 radical signal. Oriented 
sections of the nacre have a very weak but anisotropic Mn(II) signal of unknown origin. The concentration 
of Mn(II) in the calcite of the prismatic region, as determined by EPR, correlates positively with the position 
of the animal above low tide. These results suggest that EPR might be useful in investigations of calcified tis­
sue, particularly the exoskeletons of marine animals.

Introduction
The electron paramagnetic resonance (EPR) spectra of 

transition metal ions doped into synthetic minerals have been 
extensively investigated over the years;1 these studies have 
been valuable in establishing crystal field effects on the elec­
tronic structure of metal ions in various ligand environments. 
However, the spectra of paramagnetic species naturally oc­
curring in mineralized tissue have received little attention. In 
particular, the spectra due to radicals and transition metal 
ions found in the exoskeletons of marine organisms have not 
been examined. We have become interested in the possibility 
of using EPR spectroscopy to obtain information concerning 
the oxidation states and coordination environments of trace 
paramagnetic transition metals in calcified tissue.2-3 It is not 
known whether these impurities occur in unusual environ­
ments or occupy specific lattice sites which possess symmetry 
relative to the external morphology or growth characteristics 
of marine shells. If they do, conceivably these paramagnetic 
metal ions could serve as probes of the microstructure of sea 
shells and other calcified tissue.

Metal ion speciation is an important aspect of modern an­
alytical chemistry. The application of EPR to examine min­
eralized tissue could be of use in investigations of biominer­
alization processes and of biogeochemical cycling of trace el­
ements as well as in other fields. We report here a model study 
of the EPR spectra of the shell of the edible blue mussel, 
M y t i lu s  ed u lis .

Sea shells are composed of 97-99% CaCO:i (calcite, arago­
nite, or vaterite) with lesser amounts of MgCC>3, (Al,Fe)2C>3, 
Si02, Ca3P2 0 8, CaS04, protein, and mucopolysaccharides.4-6 

In addition to these major and minor constituents, trace 
amounts of Sn, Mo, Mn, Cd, Ti, B, Pb, Au, Ag, Ni, Co, Bi, Cu, 
Sr, Rb, and As have also been found in varying amounts.7-8

Investigations of the structure of mollusk shells often reveal 
a highly ordered arrangement of organic and mineral com­
ponents.4 Tiny crystals are separated from one another by an 
organic matrix consisting of a protein with a keratin type

structure and mucopolysaccharide which serves as a cement. 
It is generally believed that the organic matrix provides sites 
of nucleation for CaCC>3 crystals and dictates the type of 
crystalline polymorph that forms.5-9

The blue mussel is an example of a typical three-layer bi­
valve mollusk (Figure l ) . 10 The outer layer of the shell or 
periostracum is largely composed of quinone tanned protein. 
The deep blue crystalline layer just beneath the periostracum 
is the prismatic region which contains unique anvil-like prisms 
of calcite.10 Finally, the inner pearl-like nacreous layer consists 
of aragonite crystals arranged in neatly packed horizontal 
rows. In the crystalline portions of the shell, the individual 
crystallites are surrounded by matrix protein. 10 Biomineral­
ization activity is centered in the extrapallial fluid and the 
mantle (Figure l ) .4 We have examined in some detail, the 
spectra of the individual components of the shell of M y tilu s .

Experimental Section
EPR spectra were measured on a Varian E-9 spectrometer 

operating at X-band and 100-kHz magnetic field modulation. 
Oriented specimens were mounted on a quartz rod attached 
to a goniometer. A rectangular dual cavity was employed with 
Varian strong pitch, g  = 2.0028, as a reference.

Samples of fresh Mytilus were collected on May 15,1975, 
from five levels above low tide on the beach near Odiorne State 
Park, N.H., and labeled NR01-NR05. They were frozen until 
needed.

Single shells for Mn and Fe atomic absorption analysis were 
cleaned in 2.5% NaOH to remove the periostracum as pre­
viously described.3 The periostracum was prepared for atomic 
absorption analysis by dissolving about 0 .1  g in several milli­
liters of concentrated nitric acid with gentle heating. The so­
lution was diluted to 25.0 ml with 1 N HC1. A 5.0-ml aliquot 
was removed and diluted to 25 ml with 1 N HC1 for analysis. 
A Varian Techtron Model AA-3 spectrometer modified with 
AA-5 electronics was used for the atomic absorption analysis. 
Wavelengths (and slit widths) employed were 279.68 nm (1 0 0
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SHELL O F  M YTILUS EDULIS 
(NOT DRAWN TO S C A L E )

Figure 1. Schematic diagram of the shell structure, extrapalllal fluid, 
and mantle for the edible blue mussel, Mytilus edulis.

a) and 248.33 nm (50 ¡i) for Mn and Fe, respectively. Addi­
tional details are given elsewhere.3

The prismatic and nacreous layers were separated by 
scraping or breaking off pieces from the shell. A particularly 
large specimen was used to obtain samples for the orientation 
studies. Sufficient quantities of periostracum for EPR and 
metal analyses were removed from about 1 2  shells by scraping 
and were dried for 10 min at 50 °C.

The mineral form of the calcium carbonate in several 
powdered samples was determined by x-ray diffraction on 
either a General Electric Model BR1  or a North American 
Phillips unit both using Cu Ka radiation.

Results and Discussion
A. P e r io s t r a c u m . The EPR spectrum of the organic per­

iostracum at 77 K is shown in Figure 2. Two principal reso­
nances occurring at g  =  4.3 and g  = 2.0 are observed. The 
sharp resonance near g  = 2 .0  is probably due to an organic 
radical since the room-temperature power saturation behavior 
is similar to that of other radicals such as melanin found in 
hair (Figure 3). The g  value for the radical is 2.0044 ±  0.0002 
with a peak-to-peak line width a — 6.9 ±  0.2. For an older 
sample, g  = 2.0047 with a = 6.7 G was observed. Resonance 
lines with g  values of 2.0046 were also observed for the per­
iostracum of the Atlantic Ribbed Mussel V o s s e l la  d e m is s a  
(a  = 9.2 G) and the Razor Clam, S o le n  V ir id is  (<r = 10.1 G). 
Quinone and semiquinone radicals which exhibit EPR signals 
are frequently associated with various pigments in living 
systems11 and typically have g  values in the range 2.0040 to 
2.0050.12 The values for the periostracum of various species 
are consistent with the belief that this material is composed 
in part of quinone tanned proteins.13

The resonance line near g  = 4.3 (Figure 2 ) with a =  70 G and 
the associated line at g  =  9.5 are characteristic of high spin 
Fe3+ in a completely rhombic enivronment. 14’15 These signals 
are frequently observed with non-heme iron proteins. 14-16 At 
room temperature, the spin-lattice relaxation time, T\, is 
considerably shorter and the iron signal is only 1 / 2 2  as intense 
as that at 77 K (Figure 2).

The iron signal can be adequately described by the S  =  5/2 
spin Hamiltonian

j¥ = Z )[s 22- i s ( S  + l ) j  +  E(Sx2 - S y2) + g P H - §  (1)

in which D  and E  are the axial and rhombic components, re­
spectively, of the zero field. In the situation giving rise to the 
g  = 4.3 resonance E / D  = 1/3.14

The total iron content of the periostracum was determined

Figure 2. Liquid nitrogen temperature EPR spectrum of the perios­
tracum of Mytilus.

Figure 3. Room-temperature power saturation curves for the g = 
2.0044 ±  0.0002 peak of the pe-iostracum and the free radical mel­
anin.

by atomic absorption to be 12 500 ppm. The high concentra­
tion of iron in the periostracum is probably indicative of an 
important role of iron in this tissue which has not been noted 
previously.13’17 A semiquantitative determination of the spin 
concentration from the EPR spectrum indicates that the 
signal in Figure 2 accounts for less than 1 0 % of the total iron 
in the sample, the remaining iron being EPR silent at 77 K. 
The lack of an EPR signal might be attributed to an unusual 
structure consisting of exchanged coupled Fe3+ ions or pos­
sibly Fe2+ ions which are difficult to observe by EPR. 1

The intensity of the g  =  4.3 resonance changes very little 
when the periostracum is soaked in six changes of 1 % (w/v)
o-phenanthroline, pH 4.5, over several days until no more of 
the reddish iron o-phenathroline complex is observed. Ap­
parently, the iron responsible for the EPR signal binds tena­
ciously. However, the total iron content of the periostracum 
is significantly reduced to only 707 ppm, or 5.7% of the original 
value of 12 500 ppm. This indicates that the EPR silent iron 
is bound relatively weakly. Additional studies are clearly in­
dicated.

B. T h e  P r is m a tic  R e g io n . At 77 K, a g  =  4.3 iron signal is 
also observed with the prismatic region although it is much 
less intense than observed for the periostracum. The iron 
content for this portion of the shell is typically only 20 to 50 
ppm. In this case, the iron is probably coordinated to the 
matrix protein of the shell.
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A singlet EPR signal was observed at g  =  2.0022 ±  0.0002 
with er = 10.5 G for the organic material obtained from a HC1 
decalcified section of the prismatic layer. The origin of 
this signal is not known; however, it is likely due to a free 
radical.

The g  =  2 region of the spectrum of a powdered sample of 
the prismatic region is shown in Figure 4. The spectrum is 
typical of Mn2+ in carbonate minerals. 18 The prismatic region 
contains typically 10 ppm Mn. The six main lines arise from 
the coupling of the electron magnetic moment, S  = 5/2, with 
the manganese nuclear moment, /  = 5/2, for the Ms = —1/2 
* *  + 1 / 2  transitions. The other transitions such as Mg = +1/2

—3/2 are very anisotropic and often difficult to observe with 
powdered samples. The weaker pairs of lines between the 
main lines are the so-called forbidden lines in which both 
electron and nuclear spin states change, i.e., A M s  — 1 and AMi 
= 1  (strong field notation) . 19

As we shall see, the EPR data are consistent with Mn(II) 
substituted for Ca(II) in the calcite lattice of the prismatic 
region. Figure 5 shows the metal site of trigonal symmetry in 
the rhombohedral unit cell of calcite. The threefold axis is 
coincident with the crystallographic c axis.

The axially symmetric spin Hamiltonian without quartic 
terms in the electron spin is given by

H  = g|| (SHzSZ + g X m * S z + H yS y

+ A S ZI Z + B (S XI X + S y ly )  +  -  i s ( S  + 1)J (2 )

where A  and B  are the parallel and perpendicular hyperfine 
constants, respectively.

The general equation for the resonance fields of allowed 
transitions in a strong magnetic field using perturbation 
theory to second order is given in the classic paper by Bleany.20 

Hurd et al.21 have expanded this general equation by including 
a d ' term required in the interpretation of spectra exhibiting 
large axial crystalline-field effects, and also include fourth- 
order terms. However, they omit the important third-order 
term later given by Bleany and Rubins.22 The third-order term 
is given as the energy of the spin state. From the energy, we 
have evaluated the third-order contribution to the resonance 
field for the Ms -*■ Ms — 1 transition. When simplified, the 
result is in agreement with the third-order term given by Tsay 
et al. 23 for the Ms = 1/2 -*■ —1 / 2  transition. There has been 
some question as to the correctness of various terms in the 
equation for the resonance fields.24

The general equation, which we believe to be correct, in­
cluding third-order terms is given below. The following con­
ventions apply. (1) A , B , and D  are defined to have negative 
values19 and are expressed in gauss. Thus the Mi = —5/2 line 
for the Mn(II) spectrum is the low field line. (2) D  has been 
substituted for D/ 2  in the terms taken from Hurd et al.21 to 
be consistent with the nomenclature of later papers.

H (6 )  = H o + D ( M s -  l/2)[3(g(2/g2) cos2 0 -  1 ]
+ ( D g x g I sin 9 cos e/g2)H l/ 2 H 0){4 S (S  + 1 )

-  24MS(MS — 1) — 9} — ( D g ±  2 sin2 0/g2)(l/8H0)|2S(5 + 1)
-  6M S(MS -  I) -  3} -  djl40Ms3 -  210MS 2 

+ [190 -  60S ( S  + 1)]MS + 30S(S + 1 )
-  60[[35(g|| cos 6/g l4 -  30(g|| cos 6/g)2 + 3] + K M \

-  [B 2( A 2 + K 2)/ K 2) ( l/ 4 H 0) [ I ( I  + 1) -  Mj2

+ Mi(2Ms2 -  1)] -  :/32AMi)(l/8Ho2)i[6Ms(Ms -  1)
-  2 S (S  + 1) + 3] sin4 6 + [3MS(MS -  1 ) -  2S (S  + 1)

-  [S (S  + 1 )]2/[MS(MS -  1 )]] sin2 29} (3)

Figure 4. Room-temperature EPR spectrum of the g  = 2 region for 
the powdered prismatic region of Mytilus edulis. At liquid nitrogen 
temperature a g  = 4.3 resonance is observed.

Figure 5. The Mn(ll) site in a calcite lattice. O denotes oxygen 
atoms from different carbonate anions.

where

A ' = Ag\\f)

B '  =  B g ± p

K '  =  l/ g [(A 'g n  cos 9)2 + ( B 'g ±  sin 0) 2] 1/2

K  =  K '/ g p  (4)

g  = [ten cos 9 )2 + te_L sin 0) 2] 1/2

r' — § mark P H mark /H

H o =  hv/gP

Here h  is Plank’s constant and d is the angle between the 
symmetry axis and the applied magnetic field.

Equation 3 is applicable to oriented samples. For powders, 
D  can be obtained from the doubling of the Ms = —1/2 1/2
hyperfine lines due to second and higher order terms in the 
perturbation equations. These lines are isotropic to first order. 
The complicated general equations describing these effects22 

can be reduced to

bH  = (50£>2/9flo)[l ~ (55aMr/9H0| (5)

for the Mn(II), S  = 5/2, system under consideration. Here a  
is the hyperfine splitting measured from the powder spectrum. 
a  and D  are expressed in gauss and are taken to be negative.19 

The value of bH  is usually taken from the M\ = 5/2 (high-field 
line) where the splitting of the doublet is maximum.

The spectrum in Figure 4 is characterized by g  = 2.0006 ±
0.0002, a  = -93.8 ±  0 .2  G, and D  = -86.3 ±  0 .2  G25 from eq
5. These values are in reasonable agreement with those pub­
lished for Mn(II) in calcite.21

We were particularly interested in establishing whether the
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Figure 6. The Mn(tl) spectrum at three angles for a single oriented 
section of the prismatic region of Mytilus.

Mn(II) EPR spectrum could be used to establish the degree 
of order of the individual crystallites of the shell. The long 
dimensions of the prisms in the prismatic layer are oriented 
with varying angles relative to the shell surface depending on 
the section of the shell (see Figure l ) . 10 Because of the diffi­
culty in doing electron microscopy and EPR spectroscopy on 
the same shell section, we attempted to estimate the orien­
tation of the prisms from the shell color. Careful examination 
of the prismatic region of a shell from a large animal revealed 
iridescent striations which varied in angle with the shell sur­
face in the same way as the long axis of the prisms in Figure
1. A section of the shell in which the striations made an angle 
of about 45° with the shell surface was chosen to search for any 
anisotropy in the EPR spectrum.

The shell section was mounted on a quartz rod such that the 
striations made an angle 6 with the magnetic field vector. The 
spectrum as a function of angle is shown in Figure 6 . The six 
main M s  = —1/2 +1/2 transitions are evident. The varia­
tion in the intensities of the forbidden lines with angle are 
similar to those found for Mn(II) in calcite.19 Note that the 
forbidden lines gain intensity at the expense of the allowed 
lines. At certain orientations, other transitions which are very 
anisotropic such as Ms = + 1 / 2  -*-*■ —3/2 can be seen (arrows in 
Figure 6 ). Unfortunately, these transitions could not be ob­
served over a sufficiently large range of angles to permit their 
close examination.

The positions of the M i =  5/2 line varies by about 16 G over 
the range of angles due to second- and third-order terms in
D . The observed and computer calculated line positions using 
eq 3 are shown in Figure 7. In the calculation, we assume that 
the direction of the shell striations and the principal axis of 
the magnetic tensor (c crystallographic axis) are coincident. 
The calculation is for the parameters g| = 1.9998 ±  0 .1X102, g  L 
= 2.0004 ±  0.0002, A  = -94.1 ±  0.2 G ,B  =  -94.0 ±  0.2 G, and 
D  = -80.0 ±  0 .2  G which were obtained from the spectrum to 
give the best overall fit to the observed line positions.

Travis10 found through a lengthy electron microscopic and 
diffraction study that the c axis of the calcite crystallites 
paralled the long dimensions of the prisms in which they were 
located. She estimated that the prismatic region was com­
posed of nearly 100% highly ordered crystalline calcite. The

Figure 7. Variation in line position tor the M, = +5/2 Mn(ll) line of 
the single oriented section of the prismatic region.

Figure 8. EPR spectrum showing the splitting of the g  = 2.0 peak 
for the nacre.

good agreement between the observed and theoretical line 
positions (Figure 7) and the sharpness of the spectrum (Figure 
6 ) are in accord with this.

Not all shells exhibit such a high degree of order as M y tilu s .  
The common barnacle, B a la n u s  b a la n o id e s , of which prac­
tically nothing is known about its shell structure, has been 
examined by EPR in a similar fashion.26 The EPR spectrum 
indicates that only about 75% of the calcite microcrystallites 
possess any degree of order; the rest of the shell consists of 
polycrystalline substance in which much of the Mn(II) is in 
sites of low symmetry. In this case, the crystallographic c axis 
of the ordered calcite crystallites is normal to the shell surface.

C. T h e  N a c r e . The only clearly observed resonance for 
powdered samples of the nacreous layer was a relatively sharp 
line (cr = 1 0  G) atg = 2.0044 ±  0.0002 shown in Figure 8 . The 
doubling of the line suggests that two radical species are 
present. This resonance may be closely related to the g  = 
2.0044 radical observed for the periostraeum. At liquid ni­
trogen temperature, a weak Fe(III) signal becomes visible at 
g  = 4-3.

No Mn(II) spectrum was observed for the powdered na­
creous layer at room temperature or liquid nitrogen temper­
ature although the sample contained about 8  ppm Mn by 
atomic absorption spectroscopy. However, when an oriented 
section of the nacre is placed in the cavity, a weak anisotropic 
Mn(II) signal is observed (Figure 9). (The sloping baseline is 
due to Fe2C>3, g  =  2 .1 , trapped between the growth layers of 
the shell.) The EPR parameters g  = 2.0026, a -  —95 G, and
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Figure 9. The EPR spectrum for a single oriented section of the 
nacre of Mytilus. The normal to the shell surface Is perpendicular to 
the magnetic field vector.

D  = —80 G are comparable to those for Mn(II) in various 
carbonate minerals.18 We were not able to locate a perfect 
symmetry axis such that rotation about this axis produced an 
invariant spectrum, although the principal axis of the zero- 
field tensor appears to be roughly perpendicular to the un­
derside of the shell. The metal site could have rhombic sym­
metry.

The nacre was shown by x-ray diffraction to be aragonite 
with no detectable calcite; thus the Mn spectrum is not due 
to Mn(II) in calcite (or calcite impurities in aragonite). 
However, the signal is not likely due to Mn(II) substituted for 
Ca(II) in aragonite either, since the signal is quite different 
from that which we have observed with aragonitic shells.27 Its 
origin remains obscure.

When a powdered sample of the nacre is heated for 1 h at 
600 °C above the transition temperature (520 °C) from ara­
gonite to calcite, strong Mn(II) signals similar to those for the 
prismatic region were observed (Figure 4). X-ray diffraction 
confirmed the transition to calcite. It is not clear why most of 
the Mn(II) exhibits nc EPR spectrum in the nacre of the un­
heated shell. Experiments at liquid helium temperature may 
prove useful.

D. C o r r e la t io n  o f  th e  E P R  S p e c t r u m  w ith  T id a l  P o s it io n .  
The trace metal ion composition of marine shells is sometimes 
found to correlate with their environment.28 Table I shows the 
results for the metal analysis for the prismatic region of M y ­
tilu s  for five animals collected at different positions above low 
tide.

The concentration of Mn(II) substituted for Ca(II) in calcite 
(Table I) was determined by comparison with a standard 
sample and using the formula

Mn(II)u = Mn(II)k  ------ f "  ( * l )  (6 )
slope (GuWiu) V o-k /

where S u is the peak-to-peak first-derivative signal height of 
the unknown, G u is the instrument gain setting, W t u is the 
weight of the unknown in the sample tubes, and slope is the 
slope of the plot of the signal height divided by the instrument 
gain vs. sample weigh: for the known sample. The known 
sample was a barnacle (RN002) with trk = 8.30 ±  0.02 G for the 
M i  = —5/2 low-field line.3 For the prismatic region of M y tilu s ,  
a u =  7.68 ±  0.02 (Figure 4). Equation 6  assumes the same line 
shape function for both samples, which is reasonable. Pre­
cautions required in this type of analysis are detailed else­
where. 3

There appears to be no relationship between the t o t a l  M n  
by AA and the position of the animal in the intertidal zone 
(Table I). However, there is a strong positive correlation (coeff

TABLE I: Metal Content of Prismatic Region“

Sample Height6 AA ppm Fe
AAC ppm 

Mn
EPRdppm 

Mn(II)

NR01 0.0 19.4 8 .6 4.7
NR02 0.5 42.2 1 0 .6 4.1
NR03 1 .0 59.3 1 2 .0 8.2

NR04 1.5 47.3 11.5 7.8
NR05 2.0 27.4 10 .6 1 1 . 1

“ Error in values estimated to be ±3%. 6 Approximate height 
above low tide in meters. c Total manganese by atomic absorp­
tion spectroscopy (method of standard additions). d Based on 
the EPR signal vs. weight curve for reference sample RN002 
with line width correction. Mn(II) substituted for Ca(II) in cal­
cite. See ref 3.

AB O V E  LOW TIDE (M E T E R S)

Figure 10. Correlation of the concentration of Mn(ll) in calcite of the 
prismatic region of Mytilus against the height of the animal above 
low tide (0.0). The linear regression line is shown.

0.916), albeit on a limited number of samples, between the 
M n (I I )  s u b s t i tu te d  f o r  C a (I I )  in calcite and the tidal position 
(see Table I and Figure 10). Interestingly, a similar correlation 
has been observed for the t o t a l  M n  in barnacle shells.3’28

It would appear that EPR might be useful in investigating 
environmental influences on the accumulation of manganese 
in different structural components of marine shells.

Conclusion
The results presented here suggest that EPR spectroscopy 

can be profitably used to examine certain trace elements and 
radicals in calcified tissue and to obtain information con­
cerning structural organization. EPR might be employed in 
organic fractionation studies to help identify which compo­
nents of the periostracum or organic matrix are responsible 
for the observed radical signals.

Biomineralized tissue can provide unusual metal ion envi­
ronments in which to study crystal field effects on transition 
metal ions. For example, the Ca(II) ion in aragonite is nine 
coordinate.29 Marine animals appear to be one of the few 
sources of this thermodynamically unstable form of CaC0 3 . 
Surprisingly, a study of Mn(II) doped in aragonite has never 
been reported. We find that aragonitic shells exhibit a very 
unusual Mn(II) spectrum in which the forbidden lines are 
more intense than the allowed lines at X-band frequencies.27
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L attice Vibrations of Q uinhydrone and the Interm olecular Potential in th e Crystal

Kunio Fukushima* and Masataka Sakurada

Department of Chemistry, Faculty of Science, Shizuoka University, 836, Oya, Shizuoka, Japan (Received December 23, 1975)

Infrared spectra of quinhydrone, quinhydrone-c?2, and phenoquinone were measured in the region of 4000- 
30 cm-1. On the basis of the observed vibrational frequencies, the intermolecular potential in the quinhyd­
rone crystal was investigated by carrying out calculation of the optically active lattice vibrations.

The crystal structure of quinhydrone has been studied 
by Matsuda et al. 4and also by Sakurai.2 According to their 
studies, each hydroquinone molecule in the crystal is con­
nected to two quinone molecules by hydrogen bonds, and the 
perpendicular projection of the hydroquinone molecule on the 
neighboring quinone molecule seems to indicate that the in­
teraction of the two kinds of molecules by charge transfer force 
is not so strong as other charge transfer complexes, for ex­
ample, the hexamethylbenzene-chloranil complex. Lattice 
vibrations of the crystal are expected to reflect sensitively the 
strength of interactions due to the charge transfer force. 
Spectroscopic investigations of quinhydrone in the lower 
frequency region have not yet been made, although those in 
the higher frequency region have been carried out.3’4 There­
fore, in the present investigation vibrational spectra of 
quinhydrone in the lower frequency region were observed and 
the interaction of the hydroquinone molecule with quinone 
molecules in the crystal was studied by carrying out calcula­
tion of the optically active vibrations on the basis of the ex­
perimental results.

Experimental Section
Quinhydrone crystal was prepared by slow evaporation of 

an acetone solution containing an equimolecular mixture of 
hydroquinone (prepared by recrystallization of hydroquinone 
(grade G.R., Wako Pure Chemicals Co. Ltd.)) and p-benzo-

quinone (grade G.R., Wako Pure Chemicals Co. Ltd.) at room 
temperature. The crystal melted at 167-168 °C. Phenoqui­
none crystal was prepared in a similar way from a petroleum 
solution containing phenol (grade G.R., Wako Pure Chemicals 
Co. Ltd.) and p-benzoquinone in molar ratio of 2 to 1. The 
crystal melted at 70-71 °C. Quinhydrone-d2 was prepared by 
dropping 1  cm3 of a cooled heavy water solution containing 
0.1875 g of sodium periodate slowly into 1.5 cm3 of a cooled 
heavy water solution containing 0.38 g of hydroquinone-d2 and 
then drying the generated precipitate.

Infrared spectra of crystal samples in a Nujol mull and of 
phenoquinone in solution were measured. A Hitachi EPI-G3 
infrared spectrophotometer was used for the measurements 
in the region of 4000-400 cm-1, and a Hitachi FIS-3 far-in­
frared spectrometer for the region of 400-30 cm-1. Spectra 
of solutions were measured using KBr window cells of 0.1 mm 
thickness and polyethylene cells of 0.5 mm thickness. The 
results of measurements are shown in Tables I and II.

Calculation of Optically Active Lattice Vibrations
Quinhydrone crystal formed by slow evaporation of an ac­

etone solution containing hydroquinone and p-benzoquinone 
in a molar ratio of 1:1 is monoclinic.1 ’2 The crystal structure 
has been analyzed as belonging to the space group P i i l c . 1'2 
Two chemical units of C6H6 0 2 -C6H40 2  belong to each lattice 
point of the unit cell of the crystal. Constellation of the two
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TABLE I: Infrared Bands of Quinhydrone (QH), Quinhydrone-d2 (QH-d2), Quinone (Q), Hydroquinone (HQ), and 
Hydroquinone-d2 (HQ-d2) in Nujol Mull

QH QH-d2 Q HQ HQ-d2 Assignment

3226(s) 2402(s) 3182(s) 2429(s) OH(OD) str
2356(sh)

3056(vw)a
3031(vw)a
2964(vw)°
1656(sh) 1656(sh) 1676(sh)
1629(vs) 1625(vs) 1655(s) C =0 str
1587(m) 1587(m) 1588(m)
1578(sh) 1578(sh)
1561(sh) 1566(sh)
1546(sh) 1539(sh)
1513(sh) 1507(s) 1511(b) 1502(b)
1478(m)a 1476(sh)
1460(sh)a 1080(sh) 1474(b) 1030(m) OH(OD) bend
1374(s) 1368(m) 1362(w) 1367(w)
1363(s) 1363(s)
1350(sh) 1354(sh) 1350(m) 1353(w)
1333(vw) 1341(sh) 1339(m)
1319(s) 1321(m) 1308(s)
1300(sh) 1300(m) 1310(w) 1309(vw)

1290(vw) 1287(w)
1260(s) 1257 (s) 1257(m) 1260(m)
1246(sh) 1246(sh) 1240(m) 1232(b)

1 2 2 0 (sh) 1 2 1 0 (sh)
1207(s) 981 (s) 1205(b) 989(m)

1190(b) 969(m)
1104(m) 1109(m) 1096(m) 1106(m)
1088(s) 1090(m) 1084(s)

1072(sh)
1 0 1 0 (w) 1 0 1 2 (sh) 1005(w) 1005(w)
979(w) c
948(m) 948(m) 942(m)
932(sh) 932(sh) 938(w) 940(sh)

918(w) 919(w)
890(w) 890(vw)

877 (s) 875(s) 896(m)
833(m) 832(m) 826(m) 830(m)

822(m)
761 (m) 752(m) 758(s) 748(s)
757 (sh) 744(w)
684(m) 500(m) C-OH(C-OD)

613(m) 440(w) tors
528(m) 530(m) 521(w)
515(vw) 515(vw) 517(m) 512(m)
447(m) 448(m)

414(m)
409(w) 400(w)

386(m) 373(m) 387(m) 387(m)
374(sh) 373(sh)

360(w)
349(w) 349(w)

2 1 1 (b) 2 1 0 (b)
192(w) 190(w) 192(b) 191(m)
153(s) 148(s) 154(m) 151(m)
129(m) 128(m) 1 2 2 (m) 1 2 2 (m)
106(s) 103(s) 116(s)fc 1 0 0 (sh) 1 0 0 (sh)

109(sh)6
87 (sh) 87(sh) 84(w) 84(w)
77(sh) 76(sh) 76(w) 74(w)

61 (vw) 61 (vw)
54 (vw) 54(vw)

“ Hexachlorobutadiene mull. 6 Corresponding band of benzene solution is observed at 1 1 0  cm“1. c This band is overlapped bv 
the band at 981 cm-1. J
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TABLE II: Infrared Bands of Phenoquinone (PQ) in
Nujol Mull and in Solution

Crystal Solution

3612(m) OH str 
(free)

3265(s)° 3439(m) OH str
(bonded)

3074(vw)
3024(vw)

3037(w)

1671(sh) C =0 str Qc
(free)

1638(vs) 1657(vs) C =0  str 
(bonded)

Q

1603(m) 1605(sh)
1587 (s) 1596(b) Q
1500(w) 1499(m)
1470(b) 1469(m)
1397(vw)a 1383(vw)

Q1371(m)a 1355(w)
1359(m)a 1340(w) Q
1319(m) 1301(m) Q
1265(m) 1258(m)fc
1 2 2 0 (s) 1214(m)
1170(w) 1178(m)
1159(m)
1113(sh)

1150(w)

1087(m)
1069(m) 1067(m) Q
1 0 2 1 (w) 1 0 2 2 (vw)

Q943(w)
927(sh)
892(sh)

942(w)

880(m) 882(s) Q
834 (w) 830(w)h
826(sh)
814(m)
764(sh)

813(m)6

761(b) 753(s)h
691 (m) 687(m)
662(m)
530(vw) 526(vw)b

C-OH tors

Q512(m) 501 (w)
454(m)
414(m) 403(w)

400(s,br)b
Q

343(w)
248(w)
148(s)
134(s)
104(m) 1 1 0 (m) 6 Q

8 6(w)
0 Hexachlorobutadiene mull. h Benzene solution. c Q = qui- 

none.

chemical units (couple of I HQ-I Q and that of II HQ-IIQ) is 
shown in Figure 1.

The number of optically active lattice vibrations of each 
symmetry species for this crystal structure, which were ob­
tained by a factor group analysis, are shown in Table III. In 
this table, N , T, V ,  R ', and n  represent, respectively, total 
degrees of freedom, translational motion of the two units as 
a whole, translational vibrations, rotational vibrations, and 
internal vibrations for each set of the two chemical units. The 
optically active lattice vibrations were treated by the method 
developed by Shimanouchi et al.5 Expressing a lattice point 
in the above mentioned P2\/c lattice by (i , j ,k ), the Cartesian 
symmetry coordinate vector, (Xs)^4 vais> ar>d the internal 
symmetry coordinate vector, (I?s)|}4 vais> which both belong to

TABLE III: Results of the Factor Group Analysis 
(2Ci;H(;02-C(;H402 per Bravais Cell; Factor Group, C2*5)

N T T '  R ’

Ag 39 0 3 3 33
Au 39 1 2 3 33
Bg 39 0 3 3 33
Bu 39 2 1 3 33

TABLE IV: Force Constants of Quinhydrone (mdyn/A) a
F(C1—C2)HQ 4.000 t(C-0)HQ 0 .1 10  

mdyn Â
F(C2-C3)HQ 4.750 t(Cl~C2 )Q 0 .10 0  

mdyn Â
A(C3-C4)HQ 5.500 i(C2-C3)Q 0.300 

mdyn Â
K(C-0)HQ 5.500 i(C3-C4)Q o.ioo

mdyn Â
K(C-H)HQ 4.100 F(C1-C2-C3)HQ 0.370
K(0-H)HQ 5.000 F(C2-C3-C4)HQ 0.350
F(Cl-C2 )Q 5.000 F(C6-C1-C2)HQ 0.350
F(C2-C3)Q 5.500 F(0-C1-C2)HQ 0.660
F(C3-C4)Q 3.600 F(0-C1-C6)HQ 0.350
F(C=0)Q 6.800 F(H-C1-C2HQ 0.700
K(  C-H)Q 4.150 F(H-C2-C4)HQ 0.630
K (  H-O) 0.392 F(H-C2-C3)HQ 0.580
K(H-H) 0.028 F(H-C3-C2)HQ 0.580
tf(Cl-C2-C3)HQ 0.430 F (C-O-H) HQ 0.600
tf(C2-C3-C4)HQ 0.350 F(C1-C2-C3)Q 0.350
tf(C6-Cl-C2)HQ 0.350 F(C2-C3-C4)Q 0.350
tf(0-Cl-C2)HQ 0.450 F(C6-C 1 -C2 )Q 0.300
W(0-C1-C6)HQ 0.400 F(0=C-C)Q 0.400
F(H-C-C)HQ 0.190 F(H-C2-C1)Q 0.640
//(C-O-H)HQ 0.640 F(H-C2-C3)Q 0.700
H(  C1-C2-C3)Q 0.350 F(H-C3-C2)Q 0.700
tf(C2-C3-C4)Q 0.350 F(H-C3-C4)Q 0.540
tf(C6-Cl-C2)Q 0.500 /(HQ-HQ) 0 .0 0 1
tf(0=C-C)Q 0.480 /(Q-Q) 0 .0 01
H(  H-C-OQ 0.255 /(HQ-Q) 0.005
L(0-H—0)1 0.050 K X(H Q ) 0.000 

mdyn Â
L(0-H—0)2 0.070 K y (H Q ) 0 .0 01 

mdyn Â
tt(C-C0C)HQ 0.500 

mdyn Â
K A  HQ) 0 .0 0 1 

mdyn Â
7t(C-CHC)HQ 0.370 

mdyn Â
K A Q ) 0.000 

mdyn A
ir(C-COC)Q 0.460 

mdyn Â
K y (  Q) 0 .0 01 

mdyn Â
tt(C.CHC)Q 0.430 

mdyn Â
K A Q ) 0 .0 01 

mdyn Â
f(C-C)HQ 0.055 mdynÂ

a K ’s, H ’s and F ’s are bond stretching force constants, angle 
bending force constants, and repulsive force constants, the def­
inition of which are described in ref 16. t’s are internal rotation 
vibration force constants, and rr’s are out-of-plane bending 
force constants. The carbon atom-carbon atom bonds of hy- 
droquinone, C1 -C2 (C4-C5), C2-C3 (C5-C6) and C3-C4 (C6 -  
Cl), correspond to the bond lengths 1.416, 1.407, and 1.335 À 
in ref 1, respectively. In the same way the carbon atom-carbon 
atom bonds of p-benzoquincne C1-C2 (C4-C5), C2-C3 (C5- 
C6 ), and C3-C4 (C6-C 1 ), correspond to the bond lengths 
1.447, 1.335, and 1.482 Â in ref 1, respectively. L(0-H—0)1 is 
the force constant for linear bending in the plane formed by 
C-O-H group and O atom in C =0 group, which are connected 
by a hydrogen bond, while L(0-H—0)2 is that for linear bend­
ing out-of-plane.
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TABLE V: Observed and Calculated Frequencies and Potential Energy Distributions of Au and Bu Optically Active 
Vibrations of Quinhydrone a __

ĈBlcd
r0bsd
—  QH-
QH QH d ì  Potential energy distributions

3226 3207
3056 3080 3080

3049 3049
3031

3030 3049
2964 3011 3011
2356 2322
1656 1672 1650
1629 1649 1646
1587 1584 1584
1578 1550 1524
w s 1450
1363 1364 1364
YÌY5 1325 1325
1260 1252 1286
1207 1 2 2 2 1246

i 187 1187
1104 1 1 0 2 1124
1088 1068 1068
1080 1047
948 955 954

946 945
932

923 922
877 879 878
833 841 840
761 742 742

m
684 681

528 520 525

515 495 515

475

447 441 437
386 373 359
349 351 351

192 215 215
192 195 194
153 158 158
129 128 128
106 108 108
87 91 90
77 75 73

35 35

3226 3207
3080 3080

3056
3050 3050

3031 3027 3027
2964 3007 3007

2322
1656 1671 1647
1629 1647 1646
1587 1584 1584
1546 1549 1523

Au Vibrations 
OH str (93)
CH str (95)
CH str HQ(95)

CH str Q(100)
CH str HQ(101)
OD str (94)
CC str HQ(39), COH bend (2 1 ) 
C =0 str Q(23), CC str Q(22)
CC str Q(82)
C-0 str HQ(2 2 ), CC str HQ(2 2 ) 
COH bend(46), CC str HQ(22)
CCH bend Q(59)
C =0 str Q(23), CCH bend Q(20) 
C-0 str HQ(35), CCH bend HQ(19) 
CC str HQ(37), CCH bend HQ(23) 
CC str Q(31), CCH bend Q(14)
CC str HQ(26), CCH bend HQ(2 0 ) 
CH out-of-plane Q(75)
COD bend (49), CC str HQ(17)
CC str Q(24), CCH bend Q(17)
CCH bend HQ(25), CC str HQ(21)

CH out-of-plane HQ(90)
CH out-of-plane Q(65)
CH out-of-plane HQ(64)
C-0 tors HQ(2 0), CCC bend Q(19) 
C-0 tors HQi.22), CCC bend 

HQ(15)
C-0 tors HQ(48), O-H—O in-plane 

bend (42)
C-0 out-of-plane HQ(49), C =0  

out-of-plane 
Q(28)
C = 0  out-of-piane Q(54), C-0 out- 

of-plane 
HQ(26)
C-0 tors HQ(24), O-D—O in-plane 

bend (2 2 )
OCC bend Q(23), H—0 str (19),
OCC bend HQ(47)
C-C tors Qf 58), CH out-of -plane

Q(1 2 )
HQ—Q str (62)
C-C tors HQ(56)
H—0 str (36), H—H str (24)
H—H str (46), Q—Q str (32)
C-C tors Q(57)
C-C tors HQ(47)
H—0 str(21), Q—Q str(16)
H—H str(45)

Bu Vibrations 
OH str HQ(93)
CH str Q(94)

CH str HQ(95)
CH str Q(100)
CH str HQ(100)
OD str (94)
CC str HQ(40), COH bend (21) 
C =0 str Q(23), CC str Q(22)
CC str Q(82)
C-0 str HQ(23), CC str HQ(2 2 )
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TABLE V (continued)

Scaled
^obsd
- QH-
QH QH ¿ 2 Potential energy distributions

1460 1448 COH bend (47), CC str HQ(21)
1374 1367 1367 CCH bend Q(64)
1319 1325 1325 C =0 str Q(26), CCH bend Q(23)
1260 1251 1286 C-0 str HQ(33), CCH bend HQ(22)
1207 1 2 2 2 1247 CC str HQ(32), CCH bend HQ(22)

1194 1194 CC str Q(33), CCH bend Q(13)
1104 1107 1128 CC str HQ(28), CCH bend HQ(18)
1088 1073 1073 CH out-of-plane Q(74)

1046 COD bend (51), CC str HQ(16)
948 951 951 CC str Q(25), CCH bend Q(19)

943 941 CCH bend HQ(26), CC str HQ(22)
932

925 925 CH out-of-plane HQ(8 6)
877 881 880 CH out-of-plane Q(57)
833 836 835 CH out-of-plane HQ(56)
761 740 740 C =0 str Q(20), CCC bend Q(19)

714 705 C-0 tors HQ(21), CCC bend
HQ(15)

684 682 C-0 tors HQ(48), O-H—0 in-plane
bend(42)

528 524 527 C-0 out-of-plane HQ(48), C =0  
out-of-plane 

Q(29)
513 C-0 out-of-plane Q(42), C-0 tors

HQ(23)
515 487 471 C =0 out-of-plane Q(53), C-0 out- 

of-plane 
HQ(27)

447 440 436 OCC bend Q(23), H -0  str (20)
386 372 361 OCC bend HQ(45)
349 359 355 C-C tors Q(51), CH out-of-plane

Q(12)
213 213 HQ—Q str (64)

192 204 203 C-C tors HQ(51)
139 138 H—O str(45), Q—Q str(7)

106 104 104 C-C tors Q(51)
87 87 86 C-C tors HQ(45)
77 68 67 H-H str (42), Q—Q str (25)

55 54 Q—Q str (24), O-H—O out-of-plane
bend (17)

a The potential energy distributions are those of QH except for those of the vibrations calculated to be at 2322, 1047, and 475 
cm- 1  of QH-d2. Abbreviations: str = stretching; bend = bending; tors = torsion (internal rotation).

Figure 1. A part of quinhydrone crystal lattice: a, b, c, lattice parameters; 
I, chemical unit I; II, chemical unit II; (i,j,k), Bravais cell number; HQ, 
hydroquinone; Q, quinone.

the Bravais cell, (i , j ,k ), are related to the optically active 
Cartesian coordinate vector, X „ p, and the optically active 
internal symmetry coordinate vector, R op, by the following 
relation:

Xop = lim ( n 1n 2n 3) - 1/2 ^  E E  C’QKavais
1 = 0 j= 0 k  = 0

m  no. «3
R ov = lim (n1n2n3) ~1/2£  £  £  (ffs)&'avaia 

i=0j=0k=0

Rop  = B opX op,

F 0p = F  ooo + -Fioo + F  too + Foio + Foio + -Foot + F'ooi + ■ • •
Here, Fooo's the potential energy matrix associated with a 
Bravais cell and F l0(h F ,n0, F 00i, ■ ■■are the interaction po­
tential energy matrices between the Bravais cell and other 
Bravais cells surrounding it. X op and R op are expressed in 
terms of the coordinate vectors, X },p, X ljp, X  op? X o p ,  H 0p, H o p ,
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R  H, and R  oP, where I and II represent the two chemical units 
in a Bravais cell. X 'p, X “ , R lov, and Hpp are changed into - X 'p, 
- X pp, Hop, and R % , respectively, by the symmetry operation 
of inversion.

Xop = (Xlp -  X lp  -  Xg, + X„p)/ 2  (Ag species)

Xop = (Xjp + X ’p -  X?p -  Xj ’p)/ 2  (Au species)

X op = (Xjp -  Xlp + X?p -  X?p)/2 (Bg species)

X op = (Xjp + X lp  + X?p + X jp)/2 (Bu species)

Hop =  (R ip  + R ip  +  R l l  + R lp)/2  (Ag species)

R  op = (R op -  R ip  +  Rop -  Kop)/ 2  (Au species)

Hop = (Hop + R lov -  HoP -  HoP)/2 (Bg species)

Hop = (H‘p -  R ip  -  H'p + Hjp)/ 2  (Bu species)

Lattice vibration frequencies were obtained by solving the 
secular equation, | M“ 1F XS — XH| = 0, where F xs =  B opF opB 0p 
and M “ 1 is a diagonal matrix consisting of inverse atomic 
masses. The following potential was assumed for the crystal:

V  = Vc,6H60 2 + I'ceH402 + Winter
Here, V c 6h 6o 2 and V c b h , o -2 represent the modified Urey- 
Bradley force field for hydroquinone and p-benzoquinone, 
respectively, and Vinter represents intermolecular potential 
for hydroquinone-p-benzoquinone, hydroquinone-hydro- 
quinone, and p-benzoquinone-p-benzoquinone interactions. 
Vinter is expressed as:
2 V  inter = £X (H ~0) A ^H -C ) ) 2 + EX(H -H )A 9 i(H--H) 2 

+ E/i(HQ-Q)AHi(HQ-Q) 2 

+ L/i(HQ-HQ)AHi(HQ-HQ) 2 

+ LA( Q-Q)AHi(Q-Q) 2 + £ X x(HQ)AC*Q2 

+ E X y(HQ)A0h f + £ X z(HQ)A0bQ2 + Z K A Q ) A 6 %

+ Z K y (  Q)A0jg + EHdQ)AC + EH( 0 -H ~ 0 )lA ^ i2

+ £ L ( 0 ~ H -0 ) 2 A fe 2

where the symbols HQ and Q represent hydroquinone and 
quinone, respectively, P.’s represent distances between centers 
of gravity of molecules, 6’s represent rotation angles around 
the centers of gravity, and ^’s represent linear bending angles 
of the O-H—O hydrogen bond. The atom-atom or molecule- 
molecule interactions taken into account are as follows: O—H 
hydrogen bond interactions; the intermolecular hydrogen 
atom-hydrogen atom pair interactions with the nearest dis­
tance in I and II; HQ—Q interactions in the direction parallel 
to the axis, a ; HQ—HQ and Q—Q interactions in the direction 
parallel to the axis, b (Figure 1). The final set of force constant 
values, calculated frequencies, and potential energy distri­
butions are shown in Tables IV and V. In these tables, ab­
breviations QH, HQ, and Q were used for quinhydrone, hy­
droquinone, and quinone, respectively. The potential energy 
distributions are expressed using the names of coordinates 
without showing the detailed forms of the coordinates, because 
description of the detailed forms would require a large space 
and is not essential for description of the nature of the cal­
culated frequencies.

Discussion
In tr a m o le c u la r  V ib ra tion s . As shown in Tables I and V, the 

bands of quinhydrone, which are due to intramolecular vi­
brations, have frequencies close to those of component mol­
ecules hydroquinone and p-benzoquinone. However, the 
bands of quinhydrone at 877 cm- 1  (CH out-of-plane bending,

Q), 761 cm- 1  (CCC bending, Q), and 447 cm- 1  (0 = 0  in-plane 
bending, Q) have frequencies different from those of compo­
nent molecule quinone, which are at 896, 744, and 414 
cm- 1 .4-15 In particular, the considerable frequency difference 
of CH out-of-plane bending vibration suggests that the in­
termolecular force between hydroquinone and p-benzoqui- 
none is not so weak in quinhydrone, and that the contribution 
of force other than hydrogen bonding is considerable between 
the two component molecules.

In te r m o le c u la r  V ib ra tio n s . Among the vibrations, only Au 
and Bu vibrations are infrared active. Therefore, they corre­
spond to the observed infrared bands.

Au V ib ra tio n s . There exists a contribution of the hydrogen 
bond stretching mode to the vibration calculated to be at 441 
cm-1. However, the vibration is primarily a skeletal defor­
mation. The vibrations in which the contribution of inter­
molecular vibrational modes is striking have lower calculated 
frequencies. Of these, the vibration calculated to be at 215 
cm- 1  is the lattice vibration in which the hydroquinone mol­
ecule and the p-benzoquinone molecule oscillate about each 
other, as shown in the potential energy distribution of the 
vibration (Table V). In this vibration, the effect of charge 
transfer force is predominant, while contribution of the hy­
drogen bond stretching mode is not eminent. This vibration 
corresponds to the band at 192 cm-1. On the other hand, the 
potential energy distribution of the vibration calculated at 158 
cm-1, along with the following experimental facts regarding 
phenoquiijone and quinhvdrone-cL, show that the band at 153 
cm- 1  is primarily due to the hydrogen bond stretching mode. 
In phenoquinone, where the bonding of p-benzoquinone with 
phenol somewhat resembles that in quinhydrone, bands ap­
pear at 343, 248,148,134,104, and 8 6  cm- 1  in the lower fre­
quency region. Only the band at 104 cm- 1  remains in the so­
lution spectra as shown in Table II. Therefore, the five van­
ishing bands are due to intermolecular vibrational modes. 
Moreover, the strong band of quinhydrone at 153 cm- 1  shifts 
to lower frequency by 5 cm- 1  on deuteration (Table I) and is 
considered to be due to the hydrogen bond stretching mode. 
The resemblance of the frequency value of the band at 148 
cm- 1  of phenoquinone with that of the band of quinhydrone 
at 153 cm“ 1 seems to suggest the above assignment of the band 
at 153 cm“ 1 is reliable. The fact that the frequency of the band 
at 192 cm“ 1 (calcd 215 cm“ 1) is higher than that at 153 cm“ 1 

(calcd 158 cm“ 1), where the hydrogen bond stretching mode 
contributes to a considerable extent, suggests that the charge 
transfer force between hydroquinone and p-benzoquinone is 
considerably strong in this crystal. The vibrations calculated 
at 195 and 108 cm“ 1 are contributed mainly by intramolecular 
vibrational modes and are not affected much by the charge 
transfer force. The vibration calculated at 75 cm“ 1 is affected 
both by hydrogen bonding and the charge transfer force.

B u V ib r a tio n s . The vibrations calculated at 213, 204, and 
139 cm“ 1 have potential energy distributions similar to the 
corresponding Au vibrations at 215, 195, and 158 cm“1, re­
spectively. The vibrations calculated at 104 and 87 cm“ 1 are 
intramolecular vibrations, while the vibrations having 
frequencies smaller than those are contributed by charge 
transfer force.

I n t e r m o le c u la r  P o t e n t ia l . As shown in Table IV, the rela­
tively large force constant value of 0.392 was obtained for 
X(H—O). Therefore, it is true that considerably strong hy­
drogen bond interaction exists in quinhydrone. At the same 
time, the force constant K (H—H), which is expected to in­
crease corresponding to the interaction due to charge transfer 
force between hydroquinone and p-benzoquinone, has the
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considerable value of 0.028. Moreover, the force constant, 
/(HQ—Q), which also depends on the hydroquinone-p-ben- 
zoquinone interaction, has the nonnegligible value of 0.005. 
These force constant values also seem to indicate considerably 
strong interactions due to charge transfer force in quinhyd- 
rone.

Appendix
Quinhydrone forms both monoclinic crystal and triclinic 

crystal. 1 ’2’17 The quinhydrone crystals examined in the present 
study were prepared according to the method described in 
papers1’2 in which the crystal structure of monoclinic 
quinhydrone was studied. They were long prisms, corre­
sponding to those described in the appendix in ref 17 and were 
different from flat parallelepiped crystals of triclinic 
quinhydrone which are also described in the appendix.
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Trigonal bipyramidal crystal-field energy matrices for a d3’7 configuration in :.he limit of zero spin-orbit per­
turbation in a weak field scheme are given. Racah algebra has been used for calculating them. The appro- 
piate weak-field basis eigenfunctions as well as the necessary reduced matrix elements for tensor CJh> (k =  
0, 2, 4) and rotation matrix D(t/) (a, /?, 7 ), for J  =  5, are also given. All crystal field matrices here calculated 
are shown to be consistent with the strong field ones previously published.

Introduction
Crystal field calculations have been carried out in more 

than one representation for most of the d n configurations, 
although most of the energy matrices published have been 
obtained from potentials corresponding to symmetrical1 or 
distorted2 octahedra. Among the noncubic potentials, the 
trigonal bypramidal symmetry is the one to which most at­
tention has been paid. Thus, calculations for the d1 ’9 config­
urations, with and without spin-orbit coupling,3 4 for the d2’8 

configurations, either in weak3a’b or in strong field5 repre­
sentations even including spin-orbit coupling perturbation,6 

and for the d3’7 configurations in strong field representation' 
have been performed. Moreover, Norgett, Thornley, and 
Venanzi8 and Wood9 have worked out level diagrams for the 
d2’3,6’7 ’8 configurations, but these diagrams are not complete 
although they are well suited for the discussion of the spec­
troscopic data of these authors. Nevertheless, in order to treat

* Address correspondence to this author at the Fundamental 
Physics Department, Sciences Faculty, University of Zaragoza, Zar­
agoza, Spain.

the general case it is convenient to have explicit expressions 
for the complete energy matrices since the general energy level 
diagrams are five dimensional. Besides, because at present 
Co(II) high-spin complexes of bipyramidal trigonal symmetry 
are sufficiently well established9’ 10 we feel that knowledge of 
the explicit forms for the energy matrices would be useful. The 
purpose of the present paper is to give these matrices, diago­
nalizing in the weak field representation a Hamiltonian 
comprised of the interelectronic repulsion and crystal field 
terms, namely

H  = £  — + Vcf (1)
i > J  F i j

A “free atom” type representation11 including spin-orbit 
coupling will be treated in a later paper.

Theoretical Treatment
The crystal field potential has the well-known general form

V cf  = E  V h  %  Y kq «>i, <t>,) C , <*»(«. <p) (2)
kq ¿ f t  i 1 i r  £>

which in our particular case reduces to
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where three charges ( q x) are located on the X Y  plane at dis­
tances r i  and two (<72) on the Z  axis at r2 from the central ion. 
The C ^ k)(S, 4>) are also named Racah’s rationalized spherical 
harmonics,

= (4)Zn -r  1

In a weak field representation, at the zero spin-orbit inter­
action limit, the eigenstates are described by | a S L  T y  a ) where 
a  distinguishes between terms with equal S and L; T charac­
terizes the irreducible representation in the group D3/,; y  
distinguishes the different degenerate states contained in T, 
if there are any, and a is any set of quantum numbers distin­
guishing states with equal S  and I . These states are calculable 
as functions of those of the free ion, because, in general, any 
G  puntual group is a subgroup of the three-dimensional 
proper rotation group SO(3). Therefore any D(J) (S0(3)) 
representation of SO(3 ) will subduce another D(J) (G) of the 
group G, which, in general, will be reduced according to

D {J (G) = Y . at(J)r,- (5)
i

where a; iJ) expresses the number of times that the irreducible 
representation r occurs. So, our states|a S L Y y a ) 12 will be a 
projection of those of the free ion \ciS L M l ) on the D 3h group

lorSLI^a) = X] I a S L M i  ) {a S L M i\  a S L T y a  ) (6 )
M l

The expansion coefficients (a S L M i \ a S L T y a ) can be de­
termined by Kônig and Kremer’s method: 13

Xj (a L M '\ \ a L Y y 'a )  { a L Y y a \ a L M i )
a

d
=  —  Z D ry y ( R ) * D ^ LML(R )  (7) 

S R

where dp is the dimension of the irreducible representation 
T and g  the dimension o: the G group to which T belongs. The 
matrices D y y (R ) are straightforward14 and the D ^ lMl (R )  
can be obtained from the D («, 0, 7 ) ,  for J  integer, through 
the following Eulerian rotations6 C 3(Z )  - -  a  = 2ir/3, /3, 7  = 0; 
C 2( x )  —■ a  = 0 , 18, 7  = tt; av(x , y )  = C2(y) a, 7  = 0, /? = it; 
ffhOc, y )  =  C 2(Z )  —  a =  ir,&, 7  = 0; and S 3(Z )  =  C 6/s(Z) — a  
= 5tt/ 3, ft 7 = 0.

In this paper rotation matrices with J  = 0, 1, 2, 3, 4, and 5 
have been used. Rotation matrices for J < 4  are known15 and 
in Appendix I (available as supplementary material; see 
paragraph at end of text regarding supplementary material) 
the explicit expression for the J  = 5 rotation matrix is 
given.

The eigenfunctions obtained in the basis ¡aSTTyai are 
given in Table I (supplementary material) as functions of the 
free ion | a S L M i ) .  In turn these free ion functions can be ex­
pressed as appropriate antisymmetrized combinations of 
monoelectronic function products, using the fractional par­
entage coefficients defined and calculated by Racah, 16 i.e.:

ld3aSL) = Ç (d2(áSL)daSLId3aSL)ld2(áSL)daSL)
c*SL

It is convenient to note that the crystal field eigenfunctions 
we have stated in Table I are equally adequate for calculating 
the effects of the interelectronic repulsion term in the free ion, 
since the interelectronic repulsion potential commutes with 
any symmetry operator of the group D 3h (in general, it com­
mutes with the symmetry operators of any of the 32 puntual 
groups that can represent a crystal field symmetry).

Calculation of the Crystal Field Matrices
To calculate the complete matrices of a Hamiltonian such 

as that expressed in (1 ) we only have to add the free ion in­
terelectronic repulsion matrix

( d 3c tS L Y y a £  — 
i> j rij

d V S 'L T V a ')

= &rr'<>yy'<)aa'5LL 'f>sS '(d3a S L £ -
i> j r ij

d V S L ) (9)

to that of the crystal field. The calculation of this last matrix 
is not difficult using tensorial operator techniques:

(d3oSLrTa| Vo3(J d3a 'S 'L 'Y ' y 'a ' )  = 5rr'á7 y¿W<5SS'

X £  (aSTTya) a S L M L ) ( a 'S 'L 'M 'A  a ' S 'L 'Y ' y 'a ' )  
MlM'l

x ( - I ) L - M l £  ftw(3d; 3d)
*=0,2,4

x ( - m l  0 LM ,L ) < d 3 a S L \\G (k M d3a's ,L '> do)

where h*o(3d; 3d) has the following values, according to 
whether k  = 0, 2, or 4: 
k  = 0

h 00 (3d; 3d) = 3 q i G ^  (3d; 3d) + 2 q 2G 2»> (3d; 3d) (11)

k  = 2

h 20 (3d; 3d) = — ~  q xG ^ K 3d; 3d) + 2 q 2G 2^  (3d; 3d) (12)

k  = 4

h40 (3d; 3d) = ? qiG,<4>(3d; 3d) + 2<j2G2<4>(3d; 3d) (13)
O

and G,(fe)(3d; 3d) is given by the general expression17

G,(fe) (n l ;  n ' V ) = f  “ R nl R n,v r 2 dr (14) 
J o  rf>

The form of the reduced matrix element is 

(d3aSL||C<fe>||dVS'L') = 5SS'15 V (2 L  + 1 )(2L 'T  1 )

X ( o  0 0)  ^  ( -  l ) L i + k + L { d 3a S L  ¡ m a S D d a S L )
«SL

a 'S 'L '

X <d2(«tS'L')do'S'L'|dVS'L'> L x 2  

k U

LI
2 I

X  &aa'SSS’ tU >  G5)
However, considering the definition of unitary tensor18 and 
the relation

<d3aSL||C(«||dVST')

= 5(o 0  l )  (d3«SL||C<«||dVS'L'> (16)

(8 ) Nielson and Roster’s tables19 can be used.
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The energy matrices for the d7 configuration can be ob­
tained from those of Table II (miniprint; see paragraph at end
of text regarding supplementary material) by changing the
sign of the EO, Ds, and Dt parameters.

Check of the Energy Matrices with Those of Strong
Field

The weak field matrices of Table II have been checked with
the wrresponding strong field ones.7 As they are related to one
another by a similarity transformation, the trace should be
conserved for each matrix. Besides, considering that the
Hamiltonian used in both cases is the same, a complete di-

In Appendix II (supplementary material) the
(d3aSL"C(k~ld3a'S'L')coefficients are given. In Table II we
give the complete matrices (expression 9 and expression 10)
for the d3 configuration in the laSLr"Yal basis as function of
Raciih's parameters A, B, and C20 and the EO, Ds, and Dt
crystal field parameters.

We remark that this Eo, Ds, and Dt crystal field parame­
ters7,10 and our hkO (k = 0,2, oi) ones are simply related by

hoo = EO h20 = 7Ds h40 = 21Dt (17)

Also, there is a simple relation between our hkO (k = 0,2,4)
parameters and those used by Becker and co-workers:21

h20 = 7Db/2 h 40 = 75Dq/4 (18)

agonalization of each matrix, with the same values of the pa­
rameters, will, in turn, give the same energy eigenvalues. Every
matrix given in Table II fulfilled the checking proce­
dures.22
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Multicomponent diffusion coefficients for the system 2,2-dichloropropane-l,l,l-trichloroethane-carbon 
tetrachloride were measured at temperatures ranging from 25 to 45 °C, using a rotating diaphragm cell tech­
nique. Onsager diffusion coefficients were deduced from the data, and were interpreted in terms of a transi­
tion-state model theory, which had previously been tested by comparison with measurements at 25 °C. Free 
energy, enthalpy, and entropy changes of activation were calculated, and found to be equal to 4.9 ±  0.5 kcal 
mol-1, 2.5 ±  0.4 kcal mol-1, and —7.8 ±  2.0 cal deg- 1  mol-1. The composition dependence of the Onsager dif­
fusion coefficients was also studied at 40 °C, and was found to indicate the same predominant molecular pro­
cess of diffusion, exchange in position of two adjacent molecules, as was indicated at 25 °C.

Introduction
Isothermal multicomponent diffusion coefficients have 

been measured in a variety of liquid systems. 1“ 5 Such mea­
surements have been reported not only for their inherent in­
terest, but also as tests of model theories of diffusion.4'6-8 All 
of the reported measurements, which include measurements 
on thermodynamically ideal as well as nonideal systems, were 
made to determine the magnitude of diffusion coefficients and 
their composition dependence at a single temperature. No 
studies of the temperature dependence of multicomponent 
diffusion coefficients seem to be in the literature. The mea­
surements which we now report were undertaken to determine 
the temperature dependence of the multicomponent diffusion 
coefficients for a thermodynamically ideal system studied

previously1 and to use these results to test further a model 
theory of isothermal multicomponent liquid diffusion.6

Theory
The liquid diffusion theory of Mortimer and Clark6 is a 

transition state theory, based on the assumption that diffusing 
molecules move from equilibrium positions in a disordered 
solidlike lattice (quasilattice), through transition states, to 
new equilibrium positions. It includes not only motions of 
single molecules, but also correlated motions of pairs of mol­
ecules. The predictions of the theory may be summarized by 
equations for the Onsager diffusion coefficients, L,y

L u =  a xt + b x i2 (la)

The Journal of Physical Chemistry, Vol. 80, No. 12, 1976



Temperature Dependence of Multicomponent Isothermal Diffusion Coefficients 1377

U j  =  bxiX j (i X j )  (lb)

These coefficients occur in the phenomenological relations

Ji = -  i  L i jV n j  (2 )
;'=i

where n  is the number of chemical components in the system, 
J, is the diffusion flux of component i in the coordinate frame 
in which the local center of mass is stationary, and Hj is the 
chemical potential of component j .  A subset of these coeffi­
cients is the appropriate set of coefficients for the properly 
chosen linearly independent forces and fluxes for this coor­
dinate frame.9 The mole fractions of components i and j  are 
Xi and Xj, and the parameters a  and b are

a =  - ¿ r  L  H ,  exp{ - A G °  * / R T )z a 2
i s  rl  v

+  T7T £  f t y  e x p ( - A G ° y * / R T ) ( z a y2 +  z By2) (3)
i V / l  y

b = £  H y  e x p ( ~ A G ° y* / R T )z ayz By (4)

Here N  is Avogadro’s number, h  is Planck’s constant, c is the 
total concentration, and v and y  are indices representing 
distinct diffusive processes, with v denoting single-particle 
processes and y  denoting processes consisting of motions of 
pairs of particles. The quantity z ay is the projection on the 
direction of macroscopic diffusion of the displacement of 
particle a  in process y . In a two-particle process, one particle 
is arbitrarily called a  and the other is called f}. The standard 
state Gibbs free energy change of activation for process y  is 
called AG°y±, and CR V is a generalized “transmission coeffi­
cient,” equal to the probability that process v will be com­
pleted once it is begun.

Previously reported measurements1 tested the agreement 
of eq 1 with data collected at 25 °C and at various composi­
tions for the system: 2 ,2 -dichloropropane (component 1 ), 
1 ,1 ,1 -trichloroethane (component 2 ), and carbon tetrachloride 
(component 3). Three tests were made: (I) The experimental 
composition dependence of L n  and L  22 was compared with 
eq la. (II) The experimental composition dependence of L 12 

and L 2i was compared with eq lb. (Ill) The equality of the 
values of the parameter b from the diagonal and off-diagonal 
coefficients was te s te d . A ll o f  th e s e  t e s t s  v e r i f ie d  t h e  theo­
retical predictions within experimental error, and it was also 
possible to determine that the predominant diffusive process 
was the exchange in position of two adjacent molecules.

Measurements
Measurements were undertaken on the same system as in 

ref 1 , both at varying temperature with fixed composition and 
at a different fixed temperature with varying composition, 
using the same rotating diaphragm cell with horizontal axis 
as in ref 1. The body of the cell was a glass tube of 25 mm di­
ameter with a fine porosity sintered glass disk of thickness 2 

mm fused into it, obtained from the Kontes Glass Co.
Toor10 found that a diaphragm cell with vertical diaphragm 

is subject to serious error from convection if the two solutions 
are not of equal density. However, Toor’s analysis does not 
apply to a rotating diaphragm cell, in which a given element 
of the disk is sometimes at the top of the cell and sometimes 
at the bottom, thus having a hydrostatic force of continually 
reversing direction acting on the fluid in it, instead of the force 
of fixed direction acting in Toor’s cell. The oscillatory con­
vective flow through our disk will be unimportant if the 
maximum displacement during a half-period of rotation

(about 0.5 s) is small compared with the pore length, which 
cannot be less than the disk thickness.

The maximum convective displacement (at the edge of the 
disk) was estimated in two ways. First, the hydraulic con­
ductivity of a similar tube was measured and found to be 1 .1 0  

X 10- 7  cm2 s g_1. Using the maximum density difference in 
any of our subexperiments, 0.0867 g cm-3, and the assumption 
that the total pore area was half the disk area and the average 
pore length was 4 mm, a maximum displacement estimate of 
3 X 10~ 5 cm was obtained for a half-period of rotation. A dif­
ferent estimate of 5 X 10- 4  cm was obtained by using Po- 
iseuille’s equation and an average pore radius of 5 ^m. Either 
estimate indicates that the convective flow contributes only 
to the stirring of the boundary layer near the diaphragm and 
constitutes a negligible source of error.

Furthermore, the actual density differences were in dif­
ferent directions with respect to the concentration gradients 
of component 1 or component 2 in different subexperiments, 
and ranged from 0.0011 g cm- 3  to 0.0867 g cm-3. Any impor­
tant contribution to transport by convection would have 
produced an inconsistency of results which was not observed.

The procedure for the measurements was the same as in ref 
1 , except that it was impossible to maintain room temperature 
at the temperature of the experiments. It was found necessary 
to keep all solutions and the cell at the temperature of the 
experiment during all filling operations in order to avoid the 
formation of bubbles during the runs. The cell constant was 
redetermined and found to be unchanged from its previously 
determined value of 0.6492 ±  0.0063. All runs were of 18 h 
duration, as before, but duplicate runs instead of the triplicate 
runs of ref 1 were made. Final mole fractions were determined 
by the same gas chromatographic technique as in ref 1 . The 
only important sources of experimental uncertainty were as­
sumed to be the uncertainty in the cell constant and the 
uncertainties in the final mole fractions. At least five deter­
minations of the final mole fractions were made for each so­
lution, and the ten or more determinations from each pair of 
duplicate runs were treated as a single statistical sample, since 
the agreement between duplicate runs was at least as good as 
the agreement between different determinations from the 
same diffusion run. Expected errors were calculated a t the 95% 
confidence level, and were propagated through the entire 
calculation, resulting in the expected errors which are reported 
at the 95% confidence level for all calculated quantities.

The most difficult part of the data reduction was the cal­
culation of the diffusion coefficients, D ij, which were calcu­
lated from the initial and final concentrations. Since there are 
four independent diffusion coefficients and only two inde­
pendent mole fractions or concentrations in a three-compo­
nent mixture, two subexperiments at the same average com­
position but with different initial concentration differences 
between the two sides of the cell must be carried out in order 
to compute the Gy ’s for a single composition (which is always 
taken to be the average composition). If a regression tech­
nique11 is to be used, the data from more than two subexpe­
riments can be used, with a probable reduction of the expected 
error.

Approximate values of the diffusion coefficients were ob­
tained using the linearized equations of Burchard and Toor.3 

These were used as initial estimates in an iterative procedure 
to find accurate numerical values as follows: Burchard and 
Toor’s eq 17 was rewritten in the form

fi = 0 (i = 1,2,3,4) (5)

where the four /  functions arising from the pair of subexpe-
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riments are complicated functions of the initial and final 
concentration differences, the four diffusion coefficients, the 
cell constant, and the length of the runs.3 The values of the 
D ij'a  satisfying eq 5 were found by a vector version of Newton’s 
method,12 using the initial estimates as a starting point for 
iteration. In spite of the closeness of these values to the actual 
roots, the convergence was usually oscillatory, slow, and un­
certain. Since a fairly slow computer was being used, the 
procedure was modified to use Aitken’s A2 process,13 which 
assigns the value

£ =  (*1*3 -  *22)/(*3  -  2*2 +  * l)  (6)

to the next estimate of a root if x\,  Xi , and *3 are three suc­
cessive estimates obtained by some procedure (in our case by 
Newton’s method). In most of our cases, the convergence was 
then extremely rapid, but one or two experiments remained 
for which the convergence was oscillatory and very slow. In 
these cases it proved necessary to experiment with the initial 
estimates taken for the roots (by taking values produced by 
various numbers of ordinary Newton iterations as initial es­
timates) before satisfactory convergence in a reasonable length 
of time was obtained. In most of the experiments, the final 
accurate values of the roots were well within experimental 
error of the initial estimates found by the linearized equations 
of Burchard and Toor, but in a few cases were different by an 
amount approximately equal to the expected experimental 
error.

Since the error propagation was accomplished by multiple 
repetitions of each stage of the calculations with suitable in­
cremented or decremented values of experimentally uncertain 
quantities, and since the method of Burchard and Toor was 
fairly accurate, the error propagation in this part of the cal­
culation was done by the method of Burchard and Toor. The 
remainder of the data reduction was performed just as in ref 
1 .

E x p e r im e n t s  a t V a r io u s  T e m p e r a tu r e s . This first set of 
experiments used the same nominal initial compositions as 
experiment II of ref 1. The average mole fraction of 2,2-di- 
chloropropane (component 1 ) was x\  = 0 .1 0 1 , and the average 
mole fraction of 1 ,1 ,1 -trichloroethane (component 2 ) was ¿ 2  

= 0.152. Experiments were conducted at intervals of 5 °C, 
ranging from 30 to 45 5C. At each temperature, two subex­
periments were done, one with initial mole fraction differences 
A x  1 = +0.109 and Ax 2 = +0.115, and one with initial mole 
fraction differences A x i  = —0.067 and Ax 2 = +0.231.

Table I shows the measured diffusion coefficients from the 
first set of experiments. These coefficients are identified with 
those in the volume-fixed coordinate frame, since the average 
molal volumes changed only slightly during an experimental 
run. Equations of Miller14 were used to compute the proper 
linearly independent Onsager diffusion coefficients in the 
volume frame, and eq 1 1  of ref 1  and its analogues were used 
to compute the proper linearly independent Onsager diffusion 
coefficients in the center-of-mass frame. These coefficients 
are shown in Table II. The Onsager reciprocal relation

¿ 1 2  = ¿ 2 1  (7)

is obeyed within experimental error at all temperatures. 
However, at the composition chosen, the magnitude of the 
off-diagonal coefficients is so small that the coefficients are 
roughly the same size as their uncertainties. The values of the 
coefficients at 25 °C are recalculated from ref 1.

Figure 1 shows a plot of the natural logarithm of ¿ 2 2  vs. the 
reciprocalof the absolute temperature. The apparent curva­
ture is smaller than the experimental uncertainties, so that

TABLE I: Diffusion Coefficients (cm2 s ') for xi = 0.101, 
x2 = 0.152

D u  X 106 D u  X IO5 D 12 X 105 D u  X IO5

Expt 1 25 °C
1.38 ± 0.07 -0.03 ± 0.04 -0.05 ± 0.03 1.41 ± 0.02

Expt 2 30 °C
1.54 + 0.08 0.08 ± 0.08 0.00 ± 0.04 1.55 ± 0.04

Expt 3 35 °C
1.64 ± 0.08 0.03 ± 0.08 -0.07 ± 0.04 1.66 ± 0.04

Expt 4 40 °C
1.75 ± 0.07 -0.06 ± 0.07 -0.01 ± 0.04 1.81+0.04

Expt 5 45 °C
2.05 ± 0.11 0.11 + 0.13 0.05 ± 0.05 2.02 ± 0.05

TABLE II: Mass Frame Onsager Coefficients (mol2 cm-1
s 2 cal *)

Of—4X Z/21 X 10** L \2 X 101* L22 x 1 0 **

Expt 1  25 °C
2.27 ± 0.13 

Expt 2 30 °C
2.48 ± 0.15 

Expt 3 35 °C
2.58 ± 0.15 

Expt 4 40 °C
2.70 ± 0.12 

Expt 5 45 °C
3.08 ± 0.19

cm * 2 3 9CJ_l

£
¡E -24.0 
S
S
s
< -24.1 
IT 3 I- «
Z

-24.2

Figure 1. The logarithm of a diagonal Onsager diffusion coefficient, L22 
(mol2 cm-1 s~1 cal-1), vs. reciprocal temperature.

no deviation from the temperature dependence predicted by 
eq 3 and eq 4 is indicated, if only a single diffusive process is 
involved. The line in the figure is the least-squares line, and 
has the slope (-1.16 ±  0.15) X IO3 K. The plot of In (Lu) is 
similar except for having slightly larger deviations from its 
least-squares line, which has a slope of (-1.32 ±  0.36) X 103

K.
E x p e r im e n ts  a t  V a r io u s  C o m p o s i t io n s  a t  4 0  °C . A second 

set of experiments was conducted to study the composition 
dependence of the Onsager diffusion coefficients at 40 °C, in 
order to determine whether the agreement between theory 
and experiment at 25 °C1 could be duplicated at a second 
temperature, and to see if the relationship between the pa­
rameters a and b in eq 1 would indicate the predominance of 
the same molecular diffusion process as at 25 °C.

-0.28 ± 0.08 -0.37 ± 0.09 3.29 ± 0.07

- 0 .1 2  + 0.16 -0.26 ± 0 .1 2 3.46 ± 0.13

-0.31 + 0.15 -0.43 ± 0.12 3.65 ± 0.13

-0.37 ± 0.12 -0.47 + 0.11 3.88 + 0.12

-0.13 ± 0.22 -0.32 ± 0.16 4.21+0.16

( l/T) X I 0 3
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TABLE III: Average Mole Fractions (xj) and Initial Mole 
Fraction Differences (Ax,)

Expt No. Axi X2 Ax 2

4-1 0 .1 0 1 0 +0.1093 0.1522 +0.1145
4-2 0.1009 -0.0675 0.1524 +0.2310
6 - 1 0.2381 +0.0790 0.7002 -0.1559
6 -2 0.2381 +0.0848 0.7002 -0.0013
7-1 0.1915 -0.1656 0.4569 + 0 .1 2 1 1

7-2 0.1915 +0.1346 0.4569 +0.0486

TABLE IV: Diffusion Coefficients (cm2 s“1) at 40 °C

Du X 105 D21 X 105 Di2 X 105 D22 X 105

Expt 4 (xi = 0.101, x2 = 0.152)
1.75 ±  0.07 -0.06 ±  0.07 -0.01 ± 0.04 1.81 ±  0.04

Expt 6 (x i = 0.2381, x2 = 0.7002)
1.75 ± 0.13 0.02 ± 0.25 -0.11 ± 0.09 1.88 ± 0.18

Expt 7 (xi = 0.1915, x2 = 0.4569)
1.79 ± 0.05 -0.12 ± 0.09 -0.05 ± 0.08 1.74 ±0.15

TABLE V: Mass Frame Onsager Coefficients (mol2 cm“ 1

s 2 cal *) at 40 °C

X i-1 © L 21 X 1011 L12 X 1011 Z/22 X 1011

Expt 4 (xi = 0.101, ¿2 = 0.152)
2.54 ± 0.12 -0.54 ± 0.12 -0.63 ± 0.11 3.74 ± 0.12

Expt 6 (xi = 0.2381, x2 = 0.7002)
5.74 ±0.83 -4.12+1.74 -4.46 ±  1.10 5.27 ± 2.31

Expt 7 (xi = 0.1915, x2 = 0.4569)
4.83 ±  0.30 -2.08 ± 0.58 -2.14 ± 0.53 7.29 ± 1.02

The average compositions and initial mole fraction differ­
ences are shown in Table III. Three different compositions 
were studied, including the composition already studied at 
40 °C in the first set of experiments (experiment 4).

Table IV shows the diffusion coefficients measured at 40 
°C, and Table V shows the center-of-mass frame Onsager 
diffusion coefficients computed from them. Again, the On­
sager reciprocal relation is obeyed at the 95% confidence level 
at each composition.

Figure 2 shows the diagonal Onsager diffusion coefficients, 
Lu and L22, as a function of mole fraction, with both coeffi­
cients plotted on the same graph. The curve shown is the 
least-squares parabola of zero intercept. All of the points lie 
within experimental error of the curve except the value o f  L u  
from experiment 4. The values of the parameters a and b 
which are obtained from the least-squares fit are

a =  (31.65 ±  4.91) X 10“ 11 mol2 cm- 1  s“ 1 cal“ 1 (8 a)

—b = (34.40 ±  3.61) X 10“ 11 mol2 cm- 1  s“ 1 cal“ 1 (8b)

The uncertainties here were obtained by considering the ex­
pected errors in the six coefficients used in Figure 2 as a sta­
tistical sample. If the residuals from the least-squares fit were 
used as a sample, the expected errors would be smaller. The 
correlation coefficient of the least-squares fit was 0.9985.

Figure 3 shows L 12 and L 21 as a function of x 1X2, the prod­
uct of the two mole fractions. The broken line shown is the line 
with zero intercept and slope equal to — b from eq 8b. The solid 
line is the least-squares line of zero slope determined by the 
six data points on the graph. The difference between the two 
lines is approximately the same size as the expected experi­
mental errors in the Li2’s and L 21’s, and satisfactory agree-

Figure 2. The diagonal Onsager diffusion coefficients, Lu and L22 (mol2 
cm-1 s-1 cal“ 1), vs. mole fraction.

Figure 3. The off-diagonal Onsager diffusion coefficients, t 12 and L21 
(mol2 cm-1 s“ 1 cal“ 1), vs. the mole fraction product, x ^ .

ment would be obtained if the slope of the broken line were 
lowered by its expected error.

Discussion
With the results just presented, we have four tests of the 

theory which we can undertake (with the first three being the 
same as in ref 1 ): (I) we can compare the composition depen­
dence of the diagonal Onsager coefficients with eq la; (II) we 
can compare the composition dependence of the off-diagonal 
coefficients with the predictions of eq lb; (III) we can compare 
values of the off-diagonal coefficients with the predictions of 
eq lb using the value of the parameter b from the diagonal 
coefficients; and (IV) we can compare the temperature de­
pendence of the coefficients with the predictions of eq 3 and 
eq 4. We can also calculate the change in enthalpy, Gibbs free 
energy, and entropy of activation for the main diffusive pro­
cess, since it again appears ïhat a single process does pre­
dominate.

Test I: Figure 2 shows that the data at 40 °C agree with the 
prediction of eq la within experimental error. The composi­
tion dependence is fit by the parabola having the values given 
in eq 6 with a correlation coefficient of 0.9985.

Test II: Figure 3 shows that the data at 40 °C correspond 
to a linear dependence of L y i and L2 1 on the mole fraction 
product x 1X2, within experimental error.

Test III: Figure 3 also shows that a marginal agreement 
between the numerical values of L 12 and L 21 and the values 
predicted by eq la using the value of b from the L lt and ¿ 2 2
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data is obtained. This agreement is not as good as was found 
at 25 “C.1

Test IV: This test is connected with the determination of 
the predominant molecular diffusion process. From eq 3 and 
eq 4, it is apparent that if a variety of molecular processes with 
different free energy changes of activation are important, a 
curvature in the plot of In (L,y) will result. The plot would be 
linear if a single process predominates, or if only processes 
having the same free energy changes of activation are impor­
tant.

In ref 1, the relative experimental values of a and b were 
interpreted to indicate that only one molecular process, the 
exchange in position of two adjacent molecules, contributed 
significantly. This fol owed because only this process can in 
the assumed body-centered cubic close-packed lattice lead 
to contributions to — b which are as large as the contributions 
to a. The values of a  and b found at 25 °C were nearly equal 
in magnitude and opposite in sign.

In Figure 1, no significant curvature is found in the plot of 
In (L22) vs. 1  /T. This is in agreement with the conclusion that 
only a single molecular diffusion process is important at 25 °C. 
We conclude that the temperature dependence of the present 
data agrees with the predictions of the model theory of Mor­
timer and Clark6 and that the molecular exchange process 
predominates in the temperature range from 25 to 45 °C. The 
composition dependence of the Onsager diffusion coefficients 
at 40 °C also is in agreement with this conclusion, with the 
values of a and —b being equal within experimental error, as 
shown in Figures 2 and 3.

It is now possible tc estimate changes in thermodynamic 
quantities for the predominant activation process. We delete 
all terms from eq 3 except those for the molecular exchange 
processes, and write

a ® - ¿ r  E  exp(—AG°7 *//?T)(2 a T 2 + z 0 y 2) (9)
¡Sh. Tg c

where the sum now includes only terms for the exchange 
processes, which were called processes of type c in ref 6 . From 
eq 17 of ref 1, eq 9 gives

OAcZ “
a *  — —  3 i c exp(-AG ° * / R T )  (10)

N h

where we assume that the transmission coefficient, R c, is the 
same for all processes of type c, which differ only in direction 
of motion. The Gibbs free energy of activation, AG ° c * , is also 
assumed to be the same for all of these processes. The near­
est-neighbor lattice spacing is denoted by 2 .

Since the pressure was constant in our measurements,

a In (L u m i / T )  =  a In # c/a(l/T) -  AH ° * / R  (1 1 )

where we assume that AH ° *  is the same for all processes of 
type c.

The generalized transmission coefficient, R c, poses a 
problem, since it is subject neither to separate experimental 
measurement nor to practical theoretical estimation. We as-

sume the same value of ¡Rc assumed in ref 1 ,  0 . 1 ,  and
assume it to be temperature independent. With this as­
sumption, the average of the slopes of the least-squares lines 
for ¿n  and ¿ 2 2  gives

A H 0 *  = 2.46 ±  0.42 kcal mol“ 1 (12)

where the estimated experimental uncertainty was obtained 
using the 95% confidence limits on the Onsager diffusion 
coefficients, not the residuals in the least-squares fits.

With our estimate for ':HC, we can substitute into eq 10 and 
obtain an experimental value for AG ° c* . Fortunately, A G ° C*  
is not very sensitive to the value taken for Rc, but a realistic 
estimated error forAG°c* is hard to obtain, since it is primarily 
due to uncertainty in ‘Rc. If we assume that 'R.c is within a 
factor of 2.5 of 0.1, an error of 0.5 kcal mol“ 1 is expected in 
A G ° C* . We take a value of 5.73 A for the solid-state nearest- 
neighbor lattice distance in CCI4 as our value of z , as in ref 1 , 
and obtain

AG°c+ = 4.85 ±  0.5 kcal mol“ 1 (13)

This value is an average of 4.82 kcal mol“1, obtained from the 
25 °C data of ref 1 , and 4.88 kcal mol“1, obtained from the 40 
°C data.

We can now compute A S ( * , again assumed to be the same 
for all processes of type c, and obtain

A S ° *  = -7.82 ±  2.0 cal deg“ 1 mol“ 1 (14)

These values for the changes of thermodynamic functions 
for the activation process seem plausible. One would expect 
a negative entropy change of activation, as the transition state 
(a state of maximum potential energy) is expected to be more 
highly ordered than an equilibrium state (a state of minimum 
potential energy).
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R elaxation  T im e of D ipole Orientation Around a L o ca lize d  E x c e s s  E lectron  in A lc o h o ls
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An improved method is developed for calculation of relaxation times for dipole orientation in liquid alcohols 
induced by localized excess electrons. The dielectric relaxation of the medium beyond the first solvation 
shell of the electron is explicitly incorporated. Results are presented for methanol, ethanol, and 1-propanol 
and compared to recent experiments. Although this increases the calculated relaxation times compared to 
calculations neglecting medium relaxation, the improvement in comparison with experimental values is 
small. This implies that orientational relaxation of molecular dipoles in the first solvation shell around a lo­
calized electron proceeds first and then the dielectric relaxation of the medium beyond the first solvation 
shell occurs to complete the electron solvation. The calculated temperature dependence for electron solva­
tion in 1 -propanol is non-Arrhenius and fits well with recent experimental data.

Introduction
The solvation time of electrons in polar liquids is currently 

one of the central problems in radiation chemistry. Recent 
developments in pulse radiolysis techniques have made it 
possible to directly observe changes in solvated electron 
spectra with time on nano- to picosecond time scales.1-3 A 
theoretical study of electron solvation time based on a mo­
lecular model was first made by Fueki, Feng, and Kevan4 

utilizing quantities calculated from the Fueki, Feng, and 
Kevan semicontinuum model for solvated electrons.5 In that 
study, we were able to predict the magnitude and temperature 
dependence of the solvation time of localized excess electrons 
or trapped electrons in liquid alcohols in reasonable agreement 
with experiment. For mathematical simplicity, the excess 
electronic charge distribution was assumed to be constant 
during dipole relaxation. Recently Tachiya and Mozumder6 

have considered explicitly a change in the charge distribution 
with dipole rotation in the electron solvation process. In their 
model, however, long-range electron-solvent interactions are 
neglected. Such an assumption does not seem justified for 
solvated electrons in strongly polar liquids such as alcohols. 
Also, such a model certainly overestimates the change in the 
charge distribution with dipole relaxation. In addition, they 
assumed zero cavity radius for the localized electrons which 
is not justified.

In this work, we develop a more refined theoretical treat­
ment of the electron solvation rate, taking into account both 
the orientational relaxation of molecular dipoles in the first 
solvation shell around a trapped electron and the dielectric 
relaxation of the continuous medium beyond the first solva­
tion shell, and apply it to solvated electrons in liquid metha­
nol, ethanol, and 1 -propanol.

Outline of Calculation
In this section we describe a method of calculation for the 

electron solvation time or the orientational relaxation time 
of molecular dipoles around a trapped electron. The rate of 
change in dipole orientation angle 0 is given by4

Cls6 . 
(r°d) 2 811

(1 )

where — e  is the electronic charge; p  is the permanent molec­
ular dipole moment; f is the internal friction constant, f = 
8 x7/0 3 (?/ is the microscopic viscosity and a is the rotational 
radius of the molecule); r§ is the distance between the center 
of a cavity and the center of a dipole in the first solvation shell 
at the configurational minimum; Cis is the charge enclosed 
within r§ for the ground state of a trapped electron. We have 
assumed that the radius changes are fast compared with the 
orientation changes so that r% is determined by the instanta­
neous dipole orientation. This seems justified based on recent 
ENDOR experiments on trapped electrons in which it is 
shown that the radius changes are small (< 1 0 %) during the 
process of electron solvation.7

Equation 1 is coupled with time dependent dielectric po­
larization in the continuous dielectric medium through i 'ls 
and /•§. In solving eq 1, we start with the initial conditions: 
dipole orientation angle, 80, and high frequency dielectric 
constant, e„. The time, tas, required for a very small change, 
A8, in dipole orientation angle, 8, can be expressed as4

hi [ tan (e°/2)l 
mC is(0)S Ltan(0i/2)J

(2)

where 6 1 = 80 — A0; r§(o) and C is(0) are, respectively, the cavity 
radius at the configurational minimum and the charge en­
closed within rj which can be determined from a semicon­
tinuum model calculation5 for 0o and t„,. Next, we calculate 
rd(Afl) and C is(Af/) from the semicontinuum model with pa­
rameters 0i and ci. Here ci is given by8>9

c(i) = c„^l — ^ 1  — —  ̂^ 1  — exp [—t/ ri'

with t = rAS, t i = CcoT 1/ Cg where ri is the dielectric relaxation 
time which is attributed to hydrogen bond breaking pro­
cesses, 10 and cs is the static dielectric constant. The time, t2a«, 
required for dipole orientation from 01 to 82 is then obtained 
where 02 = 0i — A0. We cycle this procedure until the dipole
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= on = en-i -  Ao.
Summing up all the relaxation time elements, tjas 0 =1»

2 , .......n), we obtain the dipole relaxation time around a
trapped electron or the electron solvation time from

n

tt = Y . Tj&6 
j=  i

f ( r a ,o - -W , f tan (gy_i/2)~| ...
T;AS mCis(o- da9) L tan (0, /2) J

The physical constants used in the calculations are the same 
as those in the previous paper4 and 0o is taken as 80° and A0 
= 1°. Note that we have used the experimental macroscopic 
viscosity for the microscopic viscosity in eq 1. The values of 
t  \ used are given elsewhere; see paragraph at the end of text 
regarding supplementary material.

We should comment that eq 3 applies strictly to conditions 
of constant electric.displacement while under our conditions 
we have constant electric charge. However, the charge dis­
tribution Ci9(/?o), where R o is the distance at which the di­
electric continuum begins, changes only about 1 0 % over the 
entire time range studied. The change in C is(R )  is even less 
for R  >  R q. Therefore, the electric displacement is approxi­
mately constant and eq 3 is approximately valid.

Results and Discussion
The results of the calculations are given in Tables I and II 

and Figures 1-7.
A. E le c tr o n  S o lv a tio n  T im e. Figures 1-3 show, respectively, 

the orientational relaxation time of molecular dipoles in the 
first solvation shell as a function of dipole orientation angle 
for trapped electrons in methanol, ethanol, and 1 -propanol 
at room temperature. In these figures, N  is the number of 
solvent molecules in the first solvation shell and 0th is the 
thermal equilibrium angle of dipole orientation. It is seen that 
the time required for rotation of dipoles from 0O to a certain 
angle is greater for N  =  6 than for N  = 4. The dipole relaxation 
time, t r, increases in the order: methanol, ethanol, and 1 - 
propanol. The calculated values of rr are given in Table I for 
trapped electrons in these alcohols at various temperatures. 
The rr values obtained ir this work are only about 25% greater 
than those in the previous work.4 In Table II are given the 
values of rr obtained in the present and previous calculations 
along with the observed electron solvation time, rso| .11

Although the improved model in this paper gives slightly 
better agreement with experiment, the improvement is not 
adequate to warrant the additional calculational complexity. 
It appears that neglect of the dielectric relaxation of the me­
dium beyond the first solvation shell of the electron is an ac­
ceptable approximation.

Although the agreement of the calculated and experimental 
solvation times is not quantitative, the remarkable point is 
that better than order of magnitude agreement is found with 
n o  adjustable parameters. This suggests that simple dipole 
orientation of first solvation shell polar molecules plays the 
dominant role in electron solvation.

A quantitative comparison of tsoi with rr reveals that the 
observed solvation time rsoi is greater than that of rr by a 
factor of 4.5 for methanol, 2.8 for ethanol, and 1.7 for 1-pro­
panol. This suggests that the present model is better for larger 
alcohols. This perhaps reflects the fact that our use of the 
macroscopic viscosity for the microscopic viscosity in eq 1 is 
more valid for the larger alcohols. However, we caution that 
the model may well fail when the solvent molecules attain such

orientation angle attains the thermal equilibrium value, 0th TABLE I: Relaxation Time of Dipole Orientation by 
Solvated Electrons in Alcohols

T, K

T t , S

N = 4 N = 6

Methanol
160 9.90 X 10-11 1.28 X 10"10
183 2.81 X 10“ 11 3.62 X 10~n
195 1.70 X 10“ 11 2.19 X 10_n
243 4.32 X IO“ 12 5.44 X 10“ 12
294 1.83 X 10“ 12 2.25 X 10~12

Ethanol
140 4.02 X IO '9 5.42 X 10"9
155 8.47 X 10-10 1.14 X IO“ 9
173 2.25 X 10~10 3.00 X 10-10
195 7.34 X IO“ 11 9.62 X 10~n
234 2.03 X IO“ 11 2.65 X IO“ 11
296 6.08 X 10~12 7.81 X 10“ 12

1-Propanol
147 1.38 X IO '7 1.86 X 10“ 7
173 3.63 X IO“9 4.80 X IO“9
195 5.90 X 10“ 10 7.79 X 10“ 10
227 1 .1 0  x  io- 10 1.45 X IO“ 10
249 4.95 X 10“ 11 6.55 X 10“ 11
273 2.51 X 10“ 11 3.28 X 10~n
298 1.44 X 10“ 11 1.88 X 10“ 11

TABLE II: Electron Solvation Time at Room
Temperature

Tr (00 = 80°,
N = 6 ), ps

Solvent 1° II6 rs„i (obsd),c ps

Methanol 2.25 1.92 10.7
Ethanol 7.81 6.97 23
1-Propanol 18.8 17.3 34

“ This work. 6 Reference 4. c Reference 11.

9  (deg)
Figure 1. Solvation time as a function of dipole orientation angle for 
a trapped electron in methanol at 294 K.

size that they can no longer be regarded as simple point di­
poles.

One might also ask if this model can be extended to glassy 
matrices in which electron solvation times have also been 
measured.12 The answer is no; the calculated relaxation times
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9 (deg)
Figure 2. Solvation time as a function of dipole orientation angle for a 
trapped electron in ethanol at 296 K.

0 (deg)
Figure 3. Solvation time as a function of dipole orientation angle for a 
trapped electron In 1-propanol at 298 K.

0  (deg)
Figure 4. Charge distribution and ground state energy as functions of 
dipole orientation angle for trapped electron in methanol at 294 K. 
Vertical arrows Indicate 0th-

are several orders of magnitude too short. This appears to be 
a direct reflection of the inadequacy of equating macroscopic 
to microscopic viscosities in glassy matrices. Of course, we 
could always d e f in e  a microscopic viscosity by fitting it to 
experimental electron solvation times via eq 1 , but that would 
not give any new physical insight.

B. C h a r g e  D is tr ib u t io n  a n d  E n e r g y  L e v e ls . Figures 4-6 
show, respectively, the ground state charge distribution, 
Cia(rd), and ground state energy level, E is, for trapped elec­
trons in methanol, ethanol, and 1 -propanol at room temper­
ature as functions of dipole orientation angle, 8. It can be seen 
in these figures that Cjs increases with decreasing 9. The 
change in C  i8 with 6 is largest for methanol and smallest for
1-propanol. Also Cu is greater for N  = 6  than for N  =  4. It 
should be pointed out that since a change in Cu with 8 for a 
trapped electron in 1 -propanol is rather small, our previous 
treatment4 of dipole relaxation time in 1 -propanol is an 
especially good approximation to the present refined method

w

9  (deg)
Figure 5. Charge distribution and ground state energy as functions of 
dipole orientation angle for a trapped electron in ethanol at 296 K. 
Vertical arrows indicate 0ttv

0  (deg)

CO
O

Figure 6. Charge distribution and ground state energy as functions of 
dipole orientation angle for a trapped electron In 1-propanol at 298 K. 
Vertical arrows Indicate 6th.

Figure 7. The solid lines show the calculated temperature dependence 
of the electron solvation rate in 1-propanol for N =  4 and N=  6 first 
solvation shell molecules. The experimental data of Hunt and Chase 
(ref 11) are given by (A) for formation of esof  at 600 nm and by (A)  for 
decay of et~ at 1050 nm. The data of Baxendale (ref 13) are given by 
(O) for formation of esor  at 550 nm and by ( • )  for decay of et~ at 1300 
nm.

of calculation. This is also supported by the calculated dipole 
relaxation times as discussed above.

The energy level, E  u, for trapped electrons decreases with

The Journal of Physical Chemistry, Vol. 80, No. 12, 1976



1384 J. P. Rawat and P. S. Thind

decreasing dipole orientation angle as anticipated. E  ls is in 
increasing order for methanol, ethanol, and 1 -propanol for the 
same value of S, and it is higher for N  =  6 than for N  =  4. It is 
also seen that the difference between the energy levels for N  
=  4 and 6 is in increasing order for methanol, ethanol, and 
1 -propanol.

C. C a v ity  R a d iu s  a n d  D ie l e c t r i c  C o n s ta n t . The cavity ra­
dius, r§, increases only slightly with a decrease in dipole ori­
entation angle from ft} to 0th- The calculated values of r°A at 
room temperature are 2 .2 - 2 .4 A (N  = 4) and 2.8-3. 1  A (N  = 
6 ) for methanol; 2 .5-2.6 A ( N  = 4) and 3.1-3.3 A ( N  =  6 ) for 
ethanol; and 2 .8 - 2 .9 A (N  = 4) and 3.4-3.6  A (N  = 6 ) for 1 - 
propanol.

The calculated results show that the time dependent di­
electric constant, t, remains nearly equal to the high-frequency 
dielectric constant, during dipole relaxation. These results 
arise from the fact that rr is shorter than t \ . This also implies 
that within the framework of the present model the orienta­
tional relaxation of molecular dipoles in the first solvation 
shell around a localized electron proceeds first and then the 
dielectric relaxation of the continuous medium beyond the 
first solvation shell follows to complete the electron solvation.

D. T e m p e r a tu r e  D e p e n d e n c e  o f  T h e o r e t ic a l  a n d  O b s e r v e d  
E le c t r o n  S o lv a t io n  R a te s . Figure 7 shows plots of the calcu­
lated relaxation rate of dipole orientation, k  = l/rr, vs. 1/T, 
where T  is absolute temperature, along with the observed 
solvation rate, k  = 1 / t,0i, for localized excess electrons in 1 - 
propanol. Experimental points are taken from recent data of 
Chase and Hunt11 and of Baxendale. 13 These theoretical 
curves are in reasonable agreement with the experimental data 
and well represent the temperature dependence of the electron 
solvation rate.

Note that the temperature dependence of k  is non-Ar­
rhenius. In our theoretical calculation this temperature de­
pendence arises from the non-Arrhenius behavior of the 
macroscopic viscosity. In liquids that are not hydrogen bonded 
the macroscopic viscosity does follow an Arrhenius temper­

ature dependence. Thus we may make the interesting pre­
diction that experimental electron solvation rates in alkanes 
should follow Arrhenius behavior.

As already mentioned, the agreement between theory and 
experiment is not quite satisfactory for methanol and ethanol. 
In order to further improve the theoretical results on electron 
solvation rates, it would be necessary for us to have knowledge 
of the microscopic viscosity and to take into account dipole- 
dipole interactions in the calculation.
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The exchange of the cations Ag+, Mg2+, Ca2+, Sr2+, Ba2+, Y3+, and Th4+ on tantalum arsenate in the H+ 
form was studied. The slow step which determines the rate of exchange of these ions is diffusion through the 
particle. The diffusion coefficients, energies of activation, and entropies of activation were calculated and 
were used to determine the theoretical behavior of ion-exchange separations.

Introduction
Studies in the field of inorganic ion exchangers are in­

creasing day by day due to their selectivity and stability under 
certain conditions. Preparation and properties of the ion ex­
changers of zirconium phosphate type have been established. 1

Analytical applications in the field of separation science have 
been reviewed by Inczedy2 and Walton.3-5 To understand the 
theoretical aspects of ion-exchange separations it is essential 
to study the thermodynamics and kinetics of this process. The 
kinetic studies on ion exchangers were mainly started by
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Nachod and Wood6’7 systematically. Their studies revealed 
that the exchange reactions were of second order, bimolecular, 
and that the values could be calculated by using concentra­
tions instead of activities. Kinetics of ion exchange in the 
chelating resin Bio-Chelex-100 has been studied.8 These au­
thors studied the exchange of alkaline earth metal ions on the 
resin in the H+ form. Nancollas and Paterson have described 
quantitative measurements upon hydrous thoria and zir­
conium phosphate using limited bath and infinite bath tech­
niques.9 Tantalum arsenate has recently been synthesized and 
used as a chemically stable exchanger. 10 The exchanger 
showed reproducible behavior and has been used for the 
separation of rare earths. In the present report the kinetic 
studies for the exchange of Ag+, Mg2+, Ca2+, Sr2+, Ba2+, Y3+, 
and Th4+ on tantalum arsenate (TaAs) are described. The 
values of activation energies, effective diffusion coefficients, 
and entropies of activation are calculated.

Experimental Section
R e a g e n ts . Tantalum pentoxide (BARC, India) and sodium 

arsenate (Riedel, Germany) were used. All other reagents used 
were of analar grade.

Tantalum pentoxide (22.10 g) was heated with 200 g of 
ammonium sulfate in 200 ml of concentrated sulfuric acid. The 
clear solution was diluted to 500 ml to obtain a solution which 
was 0.1 M with respect to tantalum. Sodium arsenate (0.1 M) 
solution was prepared in 2 M hydrochloric acid.

S y n th e s is  o f  T a n ta lu m  A r s e n a te . Sodium arsenate solution 
was added to tantalum pentoxide solution slowly with con­
stant stirring in the Ta:As ratio of 1:4. Sodium hydroxide so­
lution was then added dropwise until the pH was zero. The 
precipitate was allowed to settle for 24 h at room temperature, 
and was then washed several times by decantation with water, 
filtered, and dried. The dried material broke down into small 
particles when immersed in water. The exchanger was then 
converted to the H+ form by treatment with 2 M HNO3 for 
24 h. Finally it was washed several times with demineralized 
water and dried in an incubator at 40 ±  1  °C.

K in e t i c  M e a s u r e m e n ts . Rates of exchange were measured 
by the limited bath technique. Tantalum arsenate was ground 
well in order to give particles of different mesh size (50-250). 
Solutions of cations (0.1 N) were taken in conical flasks with 
constant ionic strength (n  =  1.0). The solutions were then 
brought to the desired temperature. When the desired tem­
perature was reached a weighed amount of exchanger was 
added (0.2 g), and the flasks were thoroughly shaken. After 
appropriate intervals the contents of the flasks was filtered 
using Whatman No. 4 filter paper. The experiments were 
conducted at 32, 40, 50, and 55 °C with ± 1  °C variation.

A n a ly t i c a l  M e th o d s . Cations Ba2+, Sr2+, Ca2+, and Mg2+ 
were determined with EDTA using Erichrome black T as an 
indicator11 while with yttrium and thorium xylenol orange12 

was used. Silver was determined spectrophotometrically.13

Results and Discussion
As the limited bath technique was used, the equation de­

veloped by Boyd et al. 14 and improved by Reichenberg15 were 
used. The extent of reaction (F )  is expressed as:

^ the amount of exchange at time t 

the amount of exchange at infinite time

The rate of exchange can be determined by three different 
steps: (a) particle diffusion, (b) liquid film diffusion, and (c) 
mass action.

Figure 1. Plot of Bt vs. time for Mc2+ at different temperatures using 
TaAs (r = 1.05 X 10~2 cm).

The conditions of these experiments were set to study the 
particle diffusion mechanism only. As the rate-determining 
step is diffusion through the ion-exchanger particle, the fol­
lowing equation is valid:

F  =  1 -  £  exp
TT n = l

where B  = tt2Di/r2, r = radius of the particle, D, = effective 
diffusion coefficient of the two ions undergoing exchange 
within the exchanger.

Values of B t as a function of F  may be calculated as tabu­
lated by Reichenberg.15 The plot of B t vs. t at four different 
temperatures for Mg2+ is presented in Figure 1, and similar 
plots were obtained for Ag+, Ca2+, Sr2+, Ba2+, Y3+, and Th4+. 
The B  values are calculated from these plots and are given in 
Table I. Plots of B t  vs. t at different temperatures are straight 
lines passing through the origin. It indicates that the rate­
determining step is diffusion through the particle. The results 
of variation of particle size of the exchanger are presented in 
Figure 2 in terms of plots of B t  vs. t for Mg2+. These plots 
indicate that for larger particle size the rate is slower and the 
diffusion through the particle as the rate-determining step 
is independent of particle size.

The linear relationship between log D  and 1 I T  K (Figure
3) enables the energies of activation (E a) for the self-diffusion 
of cations to be calculated from the Arrhenius equation:

D  =  D 0 e x p ( - E J R T )

The activation energy of the cation self-diffusion process re­
flects the ease with which ca'ions can pass through the ex­
changer. Freeman and Stamires16 observed an increase in E a 
with ion size for the divalent ions Mg2+, Ca2+, Sr2+, and Ba2+. 
This increase was explained in terms of an increase in strength 
of bonding to two crystallographically separated sites for the 
large, more polarizable cations. Similar type of results are 
observed in the present report (Table II) but the values of E a 
are lower than those reported by Freeman and Stamires. 
Calculation of D o  and substitution into the following equation 
gives the entropy of activation (AS*):

D 0 = 2.72 d 2K T / h  exp(AS */ R )

Here d  is the ionic jumps distance assumed equal to 5 X 10~ 8 

cm, K  the Boltzmann constant, h  Planck’s constant, R the gas
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TABLE I: B  Values as a Function of Temperature and Particle Size
Metalion r,a cm B ,  s ' 1 (32 °C) B ,  s" 1 (40 °C) B , s_1 (50 °C) B ,  s_ 1 (55 °C)

Ag+ 1.05 X 10- 2 1.88 X 10-2
Mg2+ 1.05 X 10“ 2 1.03 X 10-2
Mg2+ 6.1 X 10“ 3 1.07 X 10-2
Mg2+ 4 A n X 10“ 3 1.22 X 10-2
Mg2+ 3.4 XIO" 3 1.44 X 10-2
Ca2+ 1.05 X 10~2 1.38 X 10-2
Sr2+ 1.05 X 10-2 1.66 X 10-2
Ba2+ 1.05 X 10-2 2.66 X 10-2
y 3 + 1.05 X 10-2 9.5 X 10~3
Th4+ 1.05 X IQ“ 2 6.66 X 10-3

a r = mean radius of the particle.

t S e c .

Figure 2. Plot of Bt vs. t fo ' Mg2+ using different particle size of TaAs 
at 32 °C: (©) r =  3.4 X 1CT3 cm; (•) r = 4.47 X 10“ 3 cm; (▲) r =  6.1 
X 1(T3 cm; (A) r = 1.05 X 10~2 cm.

Figure 3. Plot of log D vs. 1/ T.

1.93 X 10-2 2.0 X 10-2 2.26 X 10-2
1.43 X IQ“ 2 1.66 X IQ“ 2 2.0 X IQ "2

1.76 X 10-2 2.21 X 10-2 2.5 X 10-2
2.21 X 10-2 2.60 X 10-2 3.16 X 10-2
3.16 X 10-2 4.93 X 10-2 5.05 X 10-2
1.16 X 10-2 1.33 X 10-2 1.71 X 10-2
8.33 X 10-3 1.0 X IQ -2 1.21 X IQ -2

TABLE II: Self-Diffusion Parameters in Tantalum 
Arsenate

Migrating
ion D o, cm2/s

E a, kcal/
mol AS*, cal deg- 1  mol- 1

Ag+ 2.09 X 10-7 2.5 -24.010
Mg2+ 1.11 X 10~7 4.9 -25.290
Ca2+ 1.55 X 10 -? 5.5 -24.605
Sr2+ 1.86 X 10"7 5.7 -24.282
Ba2+ 2.72 X lO“ 7 7.8 -23.490
y 3 + 1.05 X lO“ 7 5.3 -25.366
T h 4 + 7.49 X lO“ 7 4.8 -26.047

t Sec.
Figure 4. Rate of exchange of Mg2+ at different temperatures on TaAs.

Similar behavior is shown by the other cations used. These 
results are analogous with that of Heither-Wirguin and 
Markovits8 but do not agree with those found for Ca2+ and 
Mg2+ by Turse and Rieman. 17 The results of AS* show neg­
ative values (Table II). This is analogous to the behavior of 
divalent ions Mg2+, Ca2+, Sr2+, and Ba2+ migrating through 
Y zeolites. 16

constant, and T  is taken as 273 °C. D o  and AS* values are 
given in Table II.

In order to determine the rate of exchange at different 
temperatures, the values of F  at various time intervals may 
be plotted. The results for Mg2+ are given in Figure 4. It is 
clear from this figure that as the temperature increases from 
32 to 55 °C, the rate of ion exchange increases. This is due to 
the fact that with increasing temperature the mobility of the 
ion increases. Figure 4 also indicates that initially the uptake 
of Mg2+ is rapid. The uptake decreases with increasing time.

Energies of activation show an increase in magnitude with 
decreasing hydrated ionic size for alkaline earth metal ions 
(Table II). This is analogous to the behavior of monovalent 
cations migrating through analcite. 18 This behavior indicate 
the feasibility of separating ions by exploiting difference in 
the rate of exchange toward tantalum arsenate.

A c k n o w le d g m e n t . The authors thank Professor W. Rah­
man for use of the research facilities. Thanks are also due to 
the Council of Scientific and Industrial Research (India) for 
financial assistance to P.S.T.
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COMMUNICATIONS TO THE EDITOR

Polyelectrolyte Membrane Electrets. Evidence for 
High Degree of Charge Storage Capacity

Publication costs assisted by the University of Illinois at Chicago Circle

S ir: In 1972 we1,2 reported on persistent electrical polarization 
in membranes consisting of sodium polystyrenesulfonate in 
such polymer matrices as polyvinyl alcohol, polyacrylamide, 
and polyvinylpyrrolidone. In particular, we reported that a 
membrane consisting of the polyion in polyvinyl alcohol stored 
substantial amounts of electric charge in a stable fashion. In 
addition to the fact that the membranes stored several orders 
of magnitude more charge than did the usual dielectrics, these 
membranes also had substantial electrical conductivity. 
Typical values reported were polarizations of the order of 10~ 6 

C/cm2 with conductivities of the order of 10- 1 2  (ohm cm)-1. 
Both of these numbers were several orders of magnitude 
higher than the usual numbers reported in the literature for 
typical dielectrics.3’4 It now appears that as a result of an 
unforseen contact resistance problem, the numbers we re­
ported in 1972 were too low by almost 3 orders of magni­
tude.

Recently we performed some experiments in which the 
same membrane formulation utilized in the 1972 work was 
used. In this membrane formulation the components were 
Dupont Elvanol 71-30G (hot water soluble polyvinyl alcohol) 
and Dow sodium polystyrenesulfonate (mol wt = 6  X  106). The 
polystyrenesulfonate was washed with methanol six times and 
dialyzed against distilled water five times to remove such 
impurities as sodium bromide and unreactive monomer. The 
polyvinyl alcohol was similarly dialyzed for purification 
purposes. Appropriate mixtures of these ingredients in 
aqueous solution were cast on glass plates and dried at 70 °C 
in a circulating oven. Up to this point, the procedure was ex­
actly the same as reported in 1972. However, in the recent 
work, the dried membranes were then coated with a suspen­
sion of purified colloidal graphite in chloroform. In addition, 
the electrodes were similarly coated.

Figure 1. Membrane conductance as a function of mole fraction PSSNa 
in PVA.

After the membranes were dried, experiments were per­
formed, utilizing several membrane formulations, in which 
the membranes were thermally charged and discharged using 
the same procedures and apparatus reported by Linder et al. 
In these experiments the membranes (ca. 0.005 cm thick) were 
charged by placing them in an electric field (22.5 V) at 6 6  °C, 
cooled to room temperature, after which the field was re­
moved, and then reheated to about 76 °C while the mem­
branes discharged through an electrometer (Keithley Model
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MOLE FRACTION PSSNa in PVA

Figure 2. Membrane polarization as a function of mole fraction PSSNa 
in PVA.

610C). Figures 1 and 2 represent the results obtained. Each 
point reported is an average of a minimum of four experiments 
involving at least two separate membranes. The average 
standard deviation was 2 0 .1 % while the maximum standard 
deviation found was 36,4%.

Figure 1 is a comparision of the membrane conductance 
obtained in this work with the work of Linder et al. It should 
be noted that although the curves have essentially the same 
shape, the present curve is displaced upward by more than 2 

orders of magnitude. This displacement is almost certainly 
a result of the reduced contact resistance between the elec­
trodes and the membranes brought about by the presence of 
colloidal graphite. Figure 2 shows the membrane polarization 
obtained by integrating the measured current vs. time curves 
as compared with those of Linder et al. Again, it should be 
pointed out that although the curves have roughly the same 
shape, the present curve is displaced upward by more than 2  

orders of magnitude.
The fact that the polarization curves now obtained have 

essentially the same shape as those reported by Linder et al. 
indicates that the model formulated to explain those results 
is still valid. The model (involving an electret formation and 
stabilization mechanism in which an ion became displaced in 
the direction of the applied field via a positive feedback be­
tween a local field and hs reactive field components and the 
stabilization of these displacements by hydrogen bonding) was 
dependent on the shape of a polarization curve but not on the 
absolute values obtained.

The significance of the values now obtained lies in the very 
real possibility that membrane electrets of this type might 
prove to be practical sources of electrical power. On a weight 
basis the 0 .6  mole fraction membrane stores approximately 
1 C/g. Linder found that raising the polarization temperature 
from 6 6  to 93 °C increased the polarization of the membranes 
by about 1.5 orders of magnitude. It is reasonable to expect, 
therefore, that if the polarization temperature is 90 °C, the

present membranes will store approximately 30 C/g at room 
temperature. The charged membranes (ca. 0.005 cm thick) 
retain a potential of about 2.5 V. For purposes of comparison, 
a commercial mercury battery, rated at 1.35 V, stores ap­
proximately 270 C/g. Taken in this light, the present results 
appear very promising.

A c k n o w le d g m e n t . We hereby acknowledge the generous 
support of the National Science Foundation under terms of 
grant GK 43294.
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Nonideality of Mixing of Micelles of Fluorocarbon and 

Hydrocarbon Surfactants and Evidence of Partial 
Miscibility from Differential Conductance Data

Publication costs assisted by the Petroleum Research Fund

S ir : Although fluorocarbons and hydrocarbons are individu- 
ally typical nonpolar substances, they exhibit considerable 
departure from ideality in their mixtures,1 ’2 so much so that 
heptane and perfluoroheptane, for example, are only partially 
miscible at room temperature. 1 We wish to report some critical 
micellization concentrations (cmc) and differential conduc­
tance data on mixtures of sodium perfluorooctanoate (SPFO) 
with some hydrocarbon chain surfactants in aqueous solution 
which point out how intense this nonideality effect is in small 
systems such as micelles. These observations, along with some 
others recently made regarding the anomalous behavior of 
partially fluorinated surfactants,2 suggest that such noni­
deality effects may be widespread and may significantly affect 
the properties of (a) carbon-fluorine compounds in biological 
systems,3 (b) fluorine-labeled molecules for probing or 
studying hydrophobic environments of proteins, of enzymes, 
or of lipid membranes,4-9 and, (c) surfactants at interfaces 
where fluorocarbon-hydrocarbon interactions are involved.

Figure 1 shows the cmc values of mixtures of SPFO with 
sodium laurate (SL) and sodium decyl sulfate (SDeS), in 
presence of 0.001 N NaOH added to suppress any hydrolysis. 
The data were obtained from plots of equivalent conductance 
against the square root of the concentration, C, in equiva- 
lentsAiter, a procedure particularly useful for mixtures of ionic 
surfactants. 10 The conductance was corrected for the contri­
bution of the NaOH.11 Its effect on the high cmc values of 
Figure 1  through the common-ion effect13 may be considered 
negligible for comparative purposes.

Previous studies have shown that the cmc’s of binary mix­
tures of ionic hydrocarbon chain surfactants fall within the 
range of the values of the individual pure components,10’14-17 

and that the mixing of the chain moieties is nearly ideal, 14’15’18
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M ole  F ra c tio n  o f H yd rocarbon S u rfa c tan t

Figure 1. Critical micellization concentrations of mixtures of SPFO with 
SDeS (A) and SL (O) at 25 °C. Dashed lines show expected values on 
ideal mixing of the micelles, 18 assuming B (eq 2) = 0.645 for all three 
components. Curves 1, 2, 3, and 4 shows expected values for complete 
demixing of micelles (eq 3). Curves 2, 3, and 4 calculated for 6  = 0.645. 
Curve 1 calculated for B = 0.53.

Figure 2. Differential conductance, 103(/c2 — k1)/(C2 — C-,), plotted 
against mean concentration C =  (C2 +  C,)/2 : curve 1, SDS; curve 2, 
SDS +  SPFO (SDS mol fraction 0.5); curve 3, SDS +  SDeS (SDS mole 
fraction 0.29, data from ref 10); curve 4, SDS +  SPFO (SDS mole 
fraction 0.2); curve 5, SPFO; curve 6 , SDeS.

presumably because their cohesive energy densities are 
comparable.1 In our work, SL and SDeS were chosen to match 
the cmc of SPFO closely so that the pure surfactants are of 
comparable hydrophobic character. That the mixing of the 
carboxyl and sulfate head groups is of relatively little conse­
quence by itself is shown by the cmc of an equimolar mixture 
of SL and SDeS, 0.0294 M as compared to 0.0256 M for SL and
0.0315 M for SDeS (all measurements in 0.001 N NaOH). The 
cmc values expected from ideal mixing of SPFO with SL and 
SDeS are shown by the dashed line in Figure 1. The experi­
mental values, in contrast, are considerably higher, particu­
larly in the middle of the mixing range. The higher cmc values 
are consistent with the positive deviations from Raoult’s law 
that mixtures of fluorocarbons and hydrocarbons exhibit.1 

Such nonidealities lead to higher activity coefficients of the 
individual chains in the mixed micelles, resulting in lower 
stability of the mixed micelles as compared to homogeneous 
micelles.

To examine the magnitude of the nonideality of mixing, the 
cmc values of the mixed systems were calculated assuming the 
extreme case of complete demixing of micelles (Figure 1 ). In 
such a case, on increasing the overall concentration C  of a 
binary mixture of components 1  and 2 , micelle formation 
begins when the concentration of either 1  or 2  attains its cmc. 
If the surfactants are nonionic, the cmc-mole fraction diagram 
is composed simply of two curved lines for the two components 
given by the equation

cmc = cmco/X (1 )

where cmco is the value for a pure surfactant, and X  is its mole 
fraction. For ionic surfactants, however, the counterion of one 
component affects the cmc of the other through the com­
mon-ion effect. 13 On using the well-known relation between 
the cmc and the concentration of counterions (Na+)

log cmc = A  — B  log [Na+] (2)

where A  and B  are constants,13-14 the cmc of a mixed system 
is given by

cmc = cmco antilog ^log 1/X  
1 + B ) (3)

Equation 3 must be applied to each component separately. 
A reliable experimental value of 0.645 for B  has been obtained 
for SDeS. 19 We have used this representative value13-14 for all

three surfactants. For SPFO, a lower estimate of 0.53 from 
limited data for the potassium salt20 is also used to indicate 
a measure of the uncertainty of this calculation (Figure 1 ).

Figure 1 shows that the experimental cmc data are not too 
far from the calculated case of no mixing of micelles, indicating 
that the nonideality of mixing is indeed severe.

P a r t ia l ly  M is c ib le  M ic e l le s  a n d  “P h a s e  S e p a r a t i o n "  in  
S m a ll  S y s te m s . The intensity of the nonideality of mixing 
indicated by the cmc data of Figure 1 suggests the interesting 
possibility of the coexistence of two kinds of micelles, one rich 
and the other poor in the fluorocarbon component, under 
suitable conditions.2 This phenomenon of a “phase separa­
tion” in small systems is likely to be of interest for lipid 
membranes. The cmc data by themselves do not provide 
conclusive evidence on this point. To investigate this possi­
bility we have studied the conductance of mixtures of sodium 
dodecyl sulfate (SDS) and SPFO. The data are exhibited in 
Figure 2 as differential conductance, 103 Ak/AC = I0:!(k2 — 
*i)/C2 ~ Ci) where k2 and kj are the specific conductance at 
two adjacent concentrations C2 and Ci, plotted against the 
mean concentration C  =  (C 2 + Ci)/2 . A k / A C  is thus an av­
erage value of dr/dC  over the concentration range C2-C 1 . Its 
importance lies in its ability to indicate clearly the relatively 
abrupt change in solution composition at the cmc.10-21 Curves 
1, 5, and 6  of Figure 2 show data for the three single surfac­
tants, SDS, SDeS, and SPFO, the latter two having similar 
cmc values. The A k / A C  typically shows an abrupt drop in the 
region of the cmc and then attains a nearly constant value: 
each curve shows one inflection point. Mixtures of the two 
homologous surfactants, SDS and SDeS, have been studied 
by Mysels and Otter. 10 A representative example (curve 3, 
Figure 2) shows that here the initial sudden drop at the cmc 
is followed by a further gradual decrease over a wide concen­
tration range, corresponding to a slow change in the compo­
sition of the mixed micelles and the monomers, before the final 
leveling off. When SDeS is replaced by SPFO, however (curves 
2 and 4, Figure 2), the Ak/AC  curve changes its character and 
becomes biphasic: it shows two inflection points before lev­
eling off at high concentrations. The first drop corresponds 
to the onset of micelle formation, i.e., the cmc. The high value 
of A k/AC at concentrations following this first transition and 
the presence of a second transition resembling the first one 
are consistent with the following explanation2-22 initially
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suggested for explaining some complex surface tension data.2 

The micelles that form first are composed primarily of the 
more hydrophobic SDS component. As the total concentration 
increases, the concentration as also the fraction of monomeric 
SPFO increases. At about the second inflection point, the 
activity of SPFO becomes high enough to form micelles which 
are composed primarily of the SPFO component. At the 
highest concentrations, the two kinds of micelles exist to­
gether.

The present work demonstrates that the severe nonideali­
ties of interactions that fluorocarbons and hydrocarbons ex­
hibit are present in small systems such as the micellar systems 
and that the surfactants show mutual phobia in addition to 
their well-known hydrophobiciy.2

A c k n o w le d g m e n t . Acknowledgment is made to the Donors 
of the Petroleum Research Fund, administered by the 
American Chemical Society, for support of this research. We 
are grateful to Karol J. Mysels for many helpful discussions.
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The Low Apparent Permittivity of Adsorbed W ater in 

Synthetic Zeolites

Publication costs assisted by the Naval Research Laboratory

S ir : Recent nuclear magnetic resonance studies have shown 
that the included water in synthetic zeolites is in many re­
spects similar to the normal fluid, but with a viscosity 2 0 - 
fold higher than that of the “bulk” variety. 1' 3 In this study 
we report measurements of the relative dielectric permit­

tivity of hydrated zeolites NaX and NaY over the frequen­
cy range 1-150 MHz; this range is too low at room tempera­
ture to include the dispersion region predicted for the in­
cluded water from the NMR interpretation yet high 
enough so that the dispersion frequencies from Maxwell- 
Wagner4 and ionic effects4 are exceeded. We thus are able 
to estimate the upper limit to the magnitude of the zero 
frequency dielectric constant for the included water to be 
14 for NaX and 21 for NaY. This apparently is an extreme 
example of the well-known ability of ions to depress the di­
electric constant of water.5,6 In effect, we have extended 
previous studies on the dielectric permittivity of concen­
trated electrolyte solutions to the very high concentrations 
(ca. 18 M) of mobile Na+ ions present in the hydrated crys­
tals.

The composition of zeolites NaX and NaY are described 
by the formulas:7 Na86[(A102)86(Si02)io6] • 264H20  (NaX) 
and Na56[(A102)56(Si02)i36] • 264H20  (NaY). Their crystal 
structure consists of an open framework of alumínate and 
silicate tetrahedra enclosing interstitial voids of approxi­
mately 13 Á diameter. Negative charges in the lattice re­
sulting from the substitution of Si4+ by Al3+ reside on lat­
tice oxygen atoms, and are neutralized by Na+ counterions 
which, in the fully hydrated crystal, float about in the in­
terstitial voids.

A previous NMR study of H20  and D20 3 adsorbed in 
NaX has shown that (1) the rotational and translational 
correlation times of the interstitial water molecules are 
equal and are about twenty times longer than those of bulk 
water molecules; and (2 ) the observed proton and deuteron 
relaxation times can be fit to theoretical expressions by as­
suming a relatively narrow distribution of correlation times 
(r) of the form:

P ( t) dr = OBVn) exp(—B 2z 2) dz  

z =  In (t/t*) 

r* = ro exp(A/(T -  T0))

B  = <x(T  -  T0)

where, for zeolite NaX, over the temperature range 250- 
450 K

r0 = 1.86 ±  0.6 X 10“ 13 s 

a = 4.4 ±  0.1 X 10- 3  K ' 1 

To = 173 ±  3 K 

A = 650 ±  47 K

(The quoted uncertainties are the standard errors in a 
least-square fit of the NMR data to theoretical expres­
sions.) Observation (1 ) rules out the possibility of long- 
lived attachments (“binding”) between the water and the 
lattice; (2 ) can be used to predict the water dipolar dielec­
tric dispersion by integrating the Debye equations over this 
distribution (Figure la) .8 We assume the Debye correlation 
time (td) to be given by the formula:

td = 3r*

The rotational correlation time (and thus, the center fre­
quency of the dielectric dispersion) of the interstitial water 
molecules is thus closely determined from the NMR data. 
Note that at room temperature the frequency range of this 
study does not include the dispersion region predicted by 
NMR; all data reported here at 100-150 MHz thus reflect
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Figure 1. (a) (— ) The anticipated dielectric dispersion of adsorbed 
water in zeolite NaX at 298 K, calculated from NMR data assuming 
the log normal distribution of correlation times given in the text. The 
dispersion resulting from a single rotational corrélation time is given
by (-------- ). (b) The observed permittivity «' of zeolites NaX and NaY
at 298 K.

the low frequency dielectric constant of the adsorbed 
water.

A dielectric absorption peak has been observed9 in hy­
drated NaX at 10 GHz (350 K), consistent with the NMR 
data. Jansen4 reports a dielectric dispersion in hydrated 
NaX and NaY centered at frequencies between 1 kHz (205 
K) and 6.7 MHz (260 K), attributed to interstitial water di­
poles. At the lower temperatures his results are consistent 
with the NMR data; at higher temperatures, his estimated 
dispersion frequencies are an order of magnitude too low. 
These latter estimates are likely to be inaccurate, however, 
because of the limited frequency range of his measure­
ments (< 10 MHz) and the presence of several dielectric re­
laxation processes which overlap in frequency. While ex­
tensive NMR data on zeolite NaY are not available, its 
crystal structure is essentially the same as NaX; between 
200 and 260 K the dipolar absorption which we attribute to 
water occurs at the same frequency in these two species.4

Samples of zeolites NaX and NaY were hydrated over 
saturated aqueous solutions of NaCl and packed by hand 
into the cup-shaped neutral terminal of a dielectric cell, de­
scribed elsewhere. 10 The cell was designed to permit the 
sample to be removed without disturbing the powder. Ca­
pacitance measurements were performed with a Boonton 
RX meter and a Wayne-Kerr Model 601 impedance bridge, 
and corrected for the low residual inductance in the sys­
tem. Samples were dehydrated by heating to 400 °C under 
a vacuum of 10- 2  mmHg. The water content of the hydrat­
ed samples, as measured by weight loss during dehydra­

TABLE I: Estimated Permittivity of Interstitial Water in 
Zeolites NaX and NaY (Linde) at 298 K

NaX NaY

Volume fraction, 0 .20 0.35
water

Volume fraction, 0.20 0.32
dry zeolite

Measured permittivity, 4.5 8.5
hydrated zeolite 

Measured permittivity, 1.9 1 .6
dehydrated zeolite 

Estimated permittivity, 14 2 1
interstitial water

Figure 2. The observed dielectric permittivity of aqueous NaCl solu­
tions from ref 6 . Also shown is the calculated upper limit to the per­
mittivity of the included water in zeolites NaX and NaY.

tion, agreed well with values calculated from the formulas 
given above.

Figure lb shows the measured permittivity (V) of the hy­
drated and dehydrated samples. Because of the lower pow­
der density employed in this study (0.77 vs. 1.19 g/cm3), the 
observed permittivities of NaX below 3 MHz are smaller 
by a factor of about 1 .8  than those measured by another in­
vestigator. 11 The increase in permittivity at low frequencies 
is due to sample heterogeneity (the Maxwell-Wagner ef­
fect) and to the formation of electric dipoles by association 
between the mobile cations and the fixed anions in the lat­
tice. From NMR data, the water dipolar absorption in NaX 
occurs at substantially higher frequencies than these other 
effects, at least at room temperature. This is evidently not 
quite the case with NaY.

The water dipolar absorption is surprisingly weak. The 
maximum possible change in permittivity resulting from 
this presumed dispersion is the difference between the per­
mittivities of the hydrated and dehydrated samples, mea­
sured at 100 or 150 MHz. From these data, it is possible to 
estimate the maximum apparent permittivity of the inter­
stitial water. We assume that the specific polarization, p, of 
the sample is additive:

P = t̂ waterPwater 4" fOatticePlattice
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where i>water or l>lattice is the volume fraction of water or of 
dry zeolite in the powder. We also assume that the specific 
polarization is related to the permittivity by the Kirkwood 
expression:12

p  = («' -  l)(2i' + l)/9e'

Although this formula is essentially empirical, it has been 
successfully used in other studies of adsorbed molecules, 12 

and it predicts a bulk permittivity of 6.3 for dehydrated ze­
olite NaX, in good agreement with other estimates.4

Table I shows the results of these calculations. We find 
the maximum apparent permittivity of the interstitial 
water in NaX and NaY to be about 14 and 21, respectively, 
at 298 K. Assuming that the Na+ cations are more strongly 
hydrated than either the lattice 0 “ charges (in the zeolite) 
or than simple anions (in bulk solution), our results can be 
compared to previous measurements of the permittivity of 
concentrated NaCl aqueous solutions (Figure 2 ). Although 
extensive association undoubtedly occurs between the lat­
tice 0 “ ions and the mobile Na+ counterions, most of the 
interstitial water molecules are probably located in the pri­
mary hydration spheres of these two ion species. Our re­
sults show that these water dipoles are “immobilized” (in 
the sense that their dipole moments do not contribute to 
the polarizability of the crystal), yet have rotational and
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translational “ mobilities” , estimated from NMR data, only
twenty times lower than molecules in the bulk phase.

ADDITIONS AND CORRECTIONS
1975, Volume 79

Ira B. Goldberg, Harry R. Crowe, and Richard W. 
Franck: Peri Interactions in the Tetra-terf-butyl- and
1,3,8-Tri-tert-butylnaphthalene Anions. An Electron Spin 
Resonance Study.

Page 1744, Table III. The g  factors of all of the naphthalene 
anions were based on the value of 2.002657 for the// factor of 
the perylene anion. The value of the g  factor and g  — g e for the 
naphthalene anion should be corrected to read 2.002736 and
0.417 X 10~3, respectively.—Ira B. Goldberg

1975, Volume 79

J. L. Dye, C. W. Andrews, and S. E. Mathews: Strategies for the Preparation of Compounds of Alkali Metal Anions. 
Page 3068. Table IV has been revised as follows:

TABLE IV: Estimated Enthalpy Changes for Various Reaction Steps

Metal

M-M 
distance in 
metal, Â

Enthalpy change, kcal mol'_1 (see Figure 2) Radius of 
cryptated 
cation, Â

AR°io, 
kcal mol 1

(AH°9-  
ARVlmax, 
kcal mol 1

( A / / ° 9 -
M / V ) e s t ,
kcal mol 1AHvap Atfip A#ea Mile A H  y

Li 3.04 38.4 124.3 -14.3 -175.6 1 1 .2 5.06 -74.2 -19.4 - 2 2 .2
Na 3.72 25.8 118.5 - 12 .6 -143.8 13.7 5.50 -67.6
K 4.54 21.3 10 0 .1 - 1 1 .6 -118.0 13.1 5.52 -64.4 21.5 14.9
Rb 4.95 19.5 96.3 - 1 1 .2 -108.3 15.8 5.53 -62.6 25.8 21.4
Cs 5.31 18.7 89.8 -10.9 - 1 0 1 .1 15.2 5.56 -61.3 30.4 37.6

—J. L. Dye
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