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H2O2 was photolyzed in the presence of C2H4 and excess N2 both in the absence and presence of added O2 at 
298 K. The photolysis provides a clean source of HO radicals. In other experiments, HO radicals were pro­
duced from the photolysis of N2O at 2139 A in the presence of excess H2. The HO radicals attack C2H4 by two 
routes: HO + C2H4 —► H2O + C2H3 (la) and HO + C2H4 <=± HOC2H4* (lb) m t h k x J k i  =  0.26 (&i = k i a + feib), 
where HOC2H4* is the energized radical adduct. The C2H3 radical oxidizes to give CH20  + HCOOH about 
52% of the time and to give two HCOOH molecules about 48% of the time. The oxidation does not produce 
HCO as an intermediate, since that radical reacts with O2 to produce CO, and only small amounts of CO were 
formed. The oxidation of HOC2H4* gives high molecular weight products and CO2 in the presence of H2O2 

at high total pressure (i.e., when HOC2H4* is deactivated) or when O2 is added. In the absence of H2O2, oxi­
dation of HOC2H4 yields CO and HCOOH, and smaller amounts of CO2. When O2 is not added and at low 
pressures in the H2O2 system a number of additional products are found, of which the dominant is C2H5OH. 
The minor products are CH4, CO, CH3OH, CH3CHO, 2-hydroxyethanal (or an isomer), I-C3H7OH, propyl 
formate, and I-C4H9OH. The main reaction paths of HOC2H4* can be summarized as HOC2H,i* + H20 2 -*■ 
C2H5OH + H02, HOC2H4* + M — HOC2H4 + M, HOC2H4* or HOC2H4 + 0 2 — H0C2H40 2, H0C2H40 2 

+ H20 2 -*■ high molecular weight products + C02, H0C2H40 2 (H20 2 absent) -»  CO + HCOOH + ?, ' 
HOC2H4 + H02 -»  C2H5OH + 0 2 (10a), HOC2H4 + H02 — 2CH20  + H20  (10b) with k w J k wh =  1.2. Pre­
sumably in the absence of 0 2, HOC2H4 can also disappear by forming glycols which could not be detected in 
our system.

Introduction
In recent years several workers2“ 8 have measured absolute 

and relative rate constants for the hydroxyl radical-ethylene 
reaction. Two channels are energetically accessable for this 
reaction. The first is hydrogen atom abstraction.

HO + C2H4 — C2H3 + H20  (la)
The second is the addition of the hydroxyl radical to the 
double bond

HO + C2H4 — HOC2H4* (lb)
producing a “hot” adduct.

In most of the studies referred to above, the authors have 
assumed addition to be the dominant, if not the sole, operative 
channel. Morris et al.lb were able to observe the mass spectral 
peak corresponding to the adduct and found it to be enhanced 
at higher pressures. Greiner3 found a negative activation en­

ergy (298-498 K) as would be expected for an addition reac­
tion. Davis and co-workers8 found the experimental rate 
constant to be enhanced by a factor of 2.4 as the helium 
pressure was varied from 3 to 300 Torr. If we use the data of 
Morris et al.lb at 1 Torr of helium and the data of Davis and 
co-workers8 at high pressure there is a total enhancement by 
a factor of almost 3. This implies that at least 6 6 % of the re­
active encounters involve a reversible addition.

Three products have been found in previous studies of this 
reaction. They are acetaldehyde,2 ethanol,23 and formalde­
hyde.5 No mechanism has been proposed to explain their 
production. In view of the importance of this reaction in 
combustion processes9 and in the chemistry of polluted at­
mospheres, 10 the elucidation of this mechanism must be 
judged essential by workers in these fields.

To this end we have undertaken a study of the photolysis 
of hydrogen peroxide in the presence of ethylene. It has been

1645



1646 James F. Meagher and Jujian Heicklen

demonstrated11 that hydrogen peroxide provides a clean 
source of hydroxyl radicals without complicating the analysis 
with the presence of other reactive species. We have also used 
nitrous oxide photolysis in the presence of H2

N20  + h v  (2139 A) — N2 + 0 (!D)

O^D) + H2 — OH + H (2 )

as an alternate source of hydroxyl radicals. We have investi­
gated both photolysis systems in the presence and absence of 
added oxygen.

Experimental Section
Two separate hydroxyl radical sources were employed in 

this study. In the bulk of the experiments hydrogen peroxide 
was photolyzed at 2537 A with a Phillips mercury resonance 
lamp Type 93110E. In several experiments N20 -H 2 mixtures 
were photolyzed at 2139 A with a Phillips zinc resonance lamp 
Type 93106E.

A  conventional mercury-free, high-vacuum line equipped 
with Teflon stopcocks fitted with Viton “O” rings was used 
for gas handling. The hydrogen peroxide pressure was mea­
sured with a silicone oil manometer. Wallace and Tiernan 0-50 
and 0-800 Torr pressure gauges were available for the mea­
surement of other gases.

A 90% hydrogen peroxide-water solution was obtained 
through the courtesy of E. I. DuPont de Nemours & Co. The 
vapor above this solution was pumped until a concentration 
in excess of 98% peroxide was achieved. This sample was 
stored at 77 K. The ethylene and nitrous oxide were obtained 
from Matheson and were purified by distillation from an 
isopentane slush (113 K) to a trap at 77 K. The N2, H2, 0 2, Ar, 
and CO were Matheson research purity (>99.99%). Each was 
passed through two, glass wool packed, “U” traps maintained 
at 77 K. In addition the nitrogen and hydrogen were passed 
over platinized asbestos at 580 K to remove any oxygen im­
purity.

Two separate reactors and several different methods of 
analysis were employed during the course of the study. The 
bulk of the experiments were performed in a 2 0 0 -cm3 cylin­
drical quartz cell with continuous analysis provided by a 
modified EAI quadrupole Model 160 mass spectrometer. This 
apparatus has been described in detail elsewhere.12’13

Mass spectral peaks at m /e values corresponding to parent 
or cracking peaks for the various reaction products were fol­
lowed as a function of time. A few Torr of argon (m /e 40) was 
added to the reaction mixture and the ratio of the product 
peaks to m /e 40 were plotted against time. From the slope of 
this plot, and by knowing the mass spectral sensitivities of 
these peaks relative to argon, growth rates could be obtained. 
Using this technique we were able to measure the rate of for­
mation of CH20, CH3CH2OH, and C02 (in the H20 2 + C2H4 

+ 0 2 experiments) as well as rates of removal of 0 2.
Experiments were also performed in a “T” cell mounted in 

a Beckmann IR-10 infrared spectrometer. The cell was con­
structed of Pyrex and was also of ~200-cm3 volume. Two NaCl 
windows were sealed with epoxy cement to either end of a 1 0  

cm by 5 cm o.d. Pyrex tube. A quartz window was mounted at 
the midpoint of the cylinder and at right angles to the other 
windows. In this way we were able to use the infrared spec­
trometer to continuously analyze the reaction mixture while 
photolysis progressed. This technique was used to measure 
the rate of formation of HCOOH and removal of C2H4 and 
H20 2.

Finally, the minor products were analyzed using gas chro­

matography. C02, CH4, H2, 0 2, and CO were analyzed using 
a Gow-Mac Instrument Co. Model 40 gas chromatograph with 
thermistor detection. A Porapak Q column (4 ft by 0.25 in.
o.d.) was used for C02 and a molecular sieve 13X column (5 
ft by 0.25 in. o.d.) was used for the other gases.

The remainder of the minor components (as well as ethanol) 
was analyzed with a Varian Aerograph 1520-B gas chroma­
tograph equipped with a flame ionization detector using a 
Chromosorb 101 column (7 ft by 0.25 in. o.d.). The various 
products were identified using a Finnigan Model 3200 gas 
chromatograph-mass spectrometer system.

From each of the above techniques, lower limits of detection 
and relative or absolute sensitivities were obtained using 
standard mixtures.

Quantum yields for reactant removal and product forma­
tion, in the hydrogen peroxide photolysis system, were cal­
culated using the reaction

HO + CO — C02 + H (3)

as an actinometer for the rate of HO production. It has been 
shown12 that in the photolysis of H20 2 in the presence of CO, 
C02 is formed with a quantum yield of 2 .0  if sufficient CO is 
available to consume all HO radicals and if a small (~1%) 
amount of 0 2 is provided to scavange all H atoms.

Thus I a (the absorbed light intensity) was determined in 
separate experiments in which a mixture fC0]:[H20 2]:[02] ~  
50:1:1 was photolyzed, and either the rate of growth of C02 

(m /e 44) was measured with the mass spectrometer or the C02 

yield was determined with the gas chromatograph after a few 
hundred seconds of photolysis.

The reactors and vacuum line were conditioned with hy­
drogen peroxide prior to each run as was described previous­
ly12 for those runs in which hydrogen peroxide was a reactant.

When nitrous oxide photolysis was used as a source of hy­
droxyl radicals the nitrogen produced was measured by gas 
chromatography and used to calculate quantum yields.

Results
Three major products in addition to H20  were found when 

hydrogen peroxide was photolyzed in the presence of ethylene 
at 25 °C. They were ethanol, formaldehyde, and formic'acid. 
The quantum yields of these compounds were followed as a 
function of ethylene pressure (0.94-34.01 Torr), total pressure 
(24.4-724.8 Torr), added oxygen (0-20.5 Torr), and, with the 
exception of formic acid, absorbed intensity (0.162-2.45 
mTorr/s). The results of these experiments are presented in 
Table I. Quantum yields are obtained from the straight-line 
portions of the growth curves, which sometimes showed in­
duction periods.

Mass spectral peaks at m /e 31, 45, and 46 were found to 
grow during the photolysis and in all experiments maintained 
the same relative growth rates. Since the relative intensities 
corresponded to those for ethanol, these peaks were assigned 
to that compound. Its identity was also confirmed by gas 
chromatography.

The effect of the change in intensity on the mass spectral 
growth plots for ethanol is shown in Figure 1. At the lowest 
intensities studied the plots exhibit an apparent induction 
period lasting approximately 150 s. It is not clear if this delay 
is due to a transport problem, which is more pronounced at 
lower concentrations, or if it arises because ethanol is a sec­
ondary product of the photolysis. Whatever the reason for its 
presence in the low-intensity runs the induction period dis­
appears at the higher intensities and the growth plots are well

The Journal o f Physical Chemistry, Vol. 80, No. 15, 1976



Reaction of HO with C2H4 1647

TABLE I: Quantum Yields in the Reaction of HO with C2H4 at 298 K

[CaHj,
Torr

[H20 2],
Torr

[O2],
Torr

Plot,"
Torr

io4/ a,
Torr/s -4>|C2H4| $|CH20) 4>|C2HsOH| 4-IHCOOHÎ

Intensity Study
4.96 1.65 55.89 24.25 0.29 0.56
4.98 1.65 56.99 16.05 0.34 0.61
5.70 1.50 55.86 8.97 0.41 0.52
5.32 0.76 52.64 6 .8 6 0.46 0.75
5.12 1.65 57.80 5.55 0.44 0.87
5.20 1.63 56.51 5.40 0.49 0.73
5.09 1.73 56.98 1.75 0.39 0.99
4.97 1.64 56.40 1.62 0.46 1.13

C2H4 Pressure Study
0.94 1.54 53.34 8.97 0.51 0.87
1.78 0.75 51.91 6 .8 6 0.60 0.87
2.27 1.70 25.35 3.83 1.50 0.75
2.31 1.52 56.20 8.97 0.42 0.53
2.32 1.65 24.50 3.83 1.63 0.75
5.32 0.76 52.64 6 .8 6 0.46 0.75
5.70 1.50 55.86 8.97 0.41 0.52

10.48 0.75 53.66 6 .8 6 0.48 0.74
10.56 1.52 56.89 8.97 0.41 0.43
15.11 0.75 55.66 6 .8 6 0.47 0.63
20.58 0.75 58.69 6 .8 6 0.52 0.70
34.01 1.28 36.20 9.33 0.69

0 2 Pressure Study
5.14 1.71 0.76 57.30 5.20 0.30 0.17
5.25 1.72 3.04 57.70 5.20 0.23 0 .1 0

5.20 1.65 9.05 57.70 5.20 0.34 0.05
2.34 1.69 20.3 24.40 3.83 1.80 0.80
1.27 1.60 20.5 23.4 3.83 1.61 0.80

Total Pressure Study
5.16 1.64 57.16 5.48 0.47 0.80
4.98 1.64 1 1 0 .6 5.48 0.39
5.05 1.70 724.8 5.48 0 .0 2

2.0 0 1.78 761 4.70 1.90 0.82

0 Excess pressure is for N2 plus 0-3 Torr of Ar.

Figure 1. Ethanol production in the absence of added oxygen; ~5.1 Torr 
C2H4i total pressure ~55 Torr: (□ ) [H2O2] =  1-65 Torr, /a =  2.4 
mTorr/s; (O) [H20 2] =  0.76 Torr, /a =  0.69mTorr/s; (A) [H20 2] =  1.64 
Torr, /a =  0.16 mTorr/s.

behaved above I a =  5 X 10- 4  Torr/s. The downward curvature 
in the high-intensity experiment occurs when 7a is reduced as 
hydrogen peroxide begins to be consumed in appreciable 
quantities. The ethanol quantum yield decreases by ~40% as 
the intensity is increased by an order of magnitude.

In the experiments in which the ethylene pressure was 
varied the ethanol quantum yield decreased slightly with in­
creasing ethylene pressure. This effect is more marked in the 
higher intensities and is probably due to an increase in energy 
transfer efficiency for ethylene over N2.

The ethanol quantum yield is strongly dependent on the 
total pressure and on added oxygen. The yield was reduced 
by almost a factor of 100 over the pressure range studied. A 
similar effect was observed when oxygen was added. A few 
Torr of oxygen reduces ethanol yields by >90%. We were 
concerned that the pressure effect may, in fact, be due to a 
trace of oxygen impurity in the nitrogen. The nitrogen used 
was carefully purified and passed over platinized asbestos at 
300 °C to remove any residual oxygen. To check this pressure 
effect more conclusively an experiment was performed with 
~400 Torr of C2H4 from which the oxygen can be more easily 
excluded. The result was the same as when an atmosphere of 
nitrogen was added.

The m /e 30 peak also grows during photolysis. This peak

The Journal of Physical Chemistry, Voi. 80, No. 15, 1976



1648 James F. Meagher and Julian Heicklen

Figure 2. Formaldehyde production in the absence of added oxygen 
[C2H4], [H20 2], k X 104

Symbol Torr Torr Torr/s

0 4.97 1.64 1.62
• 1.78 0.75 6 .8 6

■ 15.11 0.75 6 .8 6

A 20.58 0.75 6 .8 6

□ 4.96 1.65 24.25

Figure 3. Formic acid production. [C2H4] ~  3 Torr, [H20 2] ~  1.7 Torr, 
total pressure ~  25 Torr, /a =  3.83 X 10~ 4 Torr/s in the absence A  and 
presence G of 20 Torr of 0 2.

We believe the formaldehyde is being removed in a reaction 
with hydrogen peroxide. When we mixed 1 Torr of H2O2 and 
1 Torr of CH2O, all the reactant absorptions had disappeared 
by the time an infrared spectrum could be obtained (~5 min). 
The reactants’ spectra were replaced by weak, broad ab­
sorptions presumably due to a product (or products) of the 
reaction. After 1-2 h this spectrum had changed almost 
completely to that of formic acid. The original spectrum must 
be due to an intermediate which converts slowly to formic acid. 
The intermediate has not been identified but it does not ap­
pear to be performic acid as has been suggested.14 * The reaction 
can be represented as

was not related to any higher mass peak, and we attribute it 
to formaldehyde. Figure 2 shows some typical growth plots 
obtained for formaldehyde in the mass spectrometer experi­
ments. At the lowest intensities formaldehyde grows linearly 
for most of the photolysis period, showing only a slight 
downward trend after 600 s of photolysis. At higher intensities 
the linear region is greatly reduced and all growth plots show 
marked curvature and appear to be approaching a constant 
value. This curvature is not due to consumption of peroxide 
since none of the other products show curvature at interme­
diate intensities. One is forced to conclude that formaldehyde 
is being removed by a mechanism which does not effect the 
other products. Initial production rates were used in the cal­
culation of formaldehyde quantum yields.

From Table I we see that the formaldehyde quantum yield 
is essentially invariant with changes in the absorbed light 
intensity at low intensities but does exhibit a slight (~30%) 
decrease at the higher intensities. There is also no systematic 
variation of the quantum yield as a function of ethylene 
pressure. It is significant that the shape of the formaldehyde 
growth plots (see Figure 2) does not change as the ethylene 
pressure is varied. This indicates that the species responsible 
for the formaldehyde removal does not also react with ethyl­
ene since no competition exists. The addition of a few Torr of 
oxygen reduces the formaldehyde quantum yield to ~60% of 
that found in its absence. All the experiments performed at 
the higher pressures were done using either gas chromato­
graphic or infrared analysis. Since we are unable to follow
formaldehyde using these techniques no information re­
garding the influence of total pressure on formaldehyde pro­
duction is available.

H202 + CH20 ^ [ C H 40 3 ] -^ H C 0 0 H  +  H20 (4)

The sensitivity for formaldehyde is very low with ir detec­
tion. We were never able to detect this product in the ir ex­
periments although it must have been there. Since the form­
aldehyde was not consumed rapidly after the light was turned 
off in the mass spectrometer experiments, the rate of removal 
must be dependent on the formaldehyde concentration. 
Possibly the kinetics would indicate a second (or greater) order 
in formaldehyde.

Formic acid was identified as an initial product of the 
photolysis from its characteristic infrared absorption spec­
trum with sharp absorptions at 1776 and 1105 cm- 1 . 16 This 
compound was detected only in the infrared “T” cell experi­
ments. It is interesting to note that no indication of this 
compound was found in any of the mass spectrometer exper­
iments. However, infrared analysis of the same reaction 
mixtures after such experiments always indicated its presence 
in substantial quantities. Obviously there is some transport 
problem preventing the formic acid from reaching the ionizer 
in the mass spectrometer experiments.

As can be seen from the data in Table I the formic acid 
quantum yield is, within our experimental error, invariant to 
any changes in ethylene concentration, total pressure, or 
added oxygen. When oxygen is carefully excluded from the 
system a short induction period is observed after which the 
formic acid grows at the usual rate (see Figure 3). If the reactor 
is not carefully cleaned and evacuated between runs a low 
vapor pressure, high molecular weight, product accumulates 
(especially in the runs containing oxygen). In subsequent runs 
no induction period is found and the rate of formic acid pro-
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TABLE II: Minor Products0

Approx
quantum

Product yield

ch 4 0 .0 0 1

C O b 0.005
CH3 0 H 0.03
CH3CHO 0.04
2-Hydroxyethanal (or isomer) 0 .0 02

1-Propanol 0.03
Propyl formate 0.04
1-Butanol 0.03
High molecular weight product

0 For [C 2H 4] ~  5 Torr, Ptot ~  50 Torr, no added O 2. 6 CO 
quantum yield = 0.06 when 2 Torr of O2 was added.

duction is substantially reduced (by as much as a factor of 3). 
In addition to monitoring product formation we were able to 
follow the removal rates of ethylene, hydrogen peroxide, and 
oxygen. The values obtained for the ethylene removal quan­
tum yield are given in Table I. These values show no system­
atic variation with changes in ethylene pressure, total pres­
sure, or added oxygen. The quantum yield for peroxide re­
moval was obtained by measuring the ratio of its removal rate 
in the actinometer experiments (H2O2 + CO + O2) to the rate 
found in the ethylene experiments. The peroxide was found 
to be consumed with a quantum yield of 1.9 ±  0.3 regardless 
of whether or not oxygen was added. Photolytic decomposition 
accounts for a quantum yield of 1 .0 .

When small amounts of oxygen were added its removal rate 
could be followed with the mass spectrometer system. It was 
found to be consumed with a quantum yield rising from 1.9 
to 2.5 as the [O2] increased from 0.76 to 9.05 Torr in the runs 
in Table I. Because of the difficulty in completely excluding 
oxygen from a system containing hydrogen peroxide our ex­
periments are probably never truly oxygen free. Analysis of 
a reaction mixture to which no oxygen has been deliberately 
added shows ~0.015 Torr of O2 present. This amount does not 
appear to change during photolysis. When 0.075 Torr of O2 

was added it was reduced, in the first 300 s of photolysis to 
0.015 Torr which appears to be a steady-state concentration 
for these conditions.

A variety of minor products were found after photolysis. A 
list of these compounds along with estimates of their quantum 
yield at moderate ethylene (~5 Torr) and total pressure (~50 
Torr) and in the absence of added oxygen is given in Table II. 
For all these compounds except CH4 and CO, for which there 
are insufficient data, the behavior is similar to that of ethanol. 
When either the pressure is increased or oxygen is added their 
yields are approximately half those given in Table II. We also 
looked for, but were unable to detect, H2, acetylene, ethane, 
propylene, and ketene.

The sensitivity of our quadrupole unit is very poor above 
m /e 60 thus it is doubtful if we would have been able to detect 
higher molecular weight hydroperoxides and aldehydes (e.g., 
HOC2H4OOH, HOCH2CHO). An effort was made to analyze 
for glycols in these systems. An all-glass chromatograph was 
used for this purpose. However, when small samples were 
analyzed they were removed before they could reach the de­
tector. Thus we have no information about whether com­
pounds of these classes are formed.

A CO2 peak was found in the gas chromatographic analysis 
of the reaction mixtures after H2O2 photolysis. However these 
analyses were irreproducible and the CO2 may be the result

of decomposition of a higher molecular weight product. An 
irreproducible growth at m /e 44 in the mass spectrometer 
experiments, sometimes with a long induction period, is 
probably also due to decomposition between the reactor and 
ionizer.

To summarize, we can say that formic acid is produced with 
a quantum yield of ~0.78 relatively independent of the ex­
perimental conditions studied. The formaldehyde quantum 
yield is ~0.45 and drops to approximately 60% of that value 
in the presence of O2. Ethanol is the product which is most 
sensitive to changes in experimental conditions. Its quantum 
yield is strongly dependent upon total pressure and added 
oxygen, as well as being mildly sensitive to changes in ab­
sorbed intensity and ethylene concentration. In experiments 
at moderate ethylene and total pressure and in the absence 
of oxygen the quantum yield is ~0.75. The ethylene removal 
rate is also insensitive to the experimental parameters. The 
quantum yield for ethylene removal is 1.7 ±  0.2.

We can use these average values to test the carbon balance.

4>cfremoved| = 24>{C2H4| = 3.4 ±  0.4

-Mproduced) = 4>|CH20| + ifHCOOHi + 2$|C5H5OHj 
+ 4>cjminor productsl = 0.45 + 0.77 + 1.50 + 0.42 = 3.14

This calculation indicates reasonable agreement under these 
conditions. However, if we perform the same calculation when 
oxygen is present we find <tcfremoval| unchanged but 4>c- 
(produced) is reduced to 1.24. This carbon deficiency must be 
taken up by the unidentified high molecular weight products 
discussed above.

Mixtures of N2O, H2,0 2 (in most cases), and ethylene were 
also photolyzed. The [H2_/[N20 ] was maintained at 4.9 ±  0.1. 
When oxygen was present its pressure was approximately 
equal to that of ethylene. Since the quantum yields remained 
unchanged as ethylene was varied from 2.42 to 11.98 Torr we 
can assume none of the 0(1D) atoms reacted with ethylene 
whereas all the HO radicals did. The data obtained from these 
experiments are presented in Table III.

In the absence of 0 2 the ethylene is removed with a quan­
tum yield of approximately 1 .0 . Only small amounts of CO and 
minor amounts of C2H5OH (4> 0.05) were observed.

When oxygen was present the ethylene removal quantum 
yield averaged about 1.29. The major product measured was 
formic acid with an average quantum yield of 0.63. Carbon 
monoxide is a major product with a quantum yield of 0.31. 
Carbon dioxide was found to be produced with a quantum 
yield of 0.13.

Two experiments were performed in which H2O2 was 
present near its vapor pressure. In these experiments (he 
quantum yields for removal of ethylene and production of 
formic acid and carbon monoxide were substantially reduced 
while the carbon dioxide quantum yield increased almost 
threefold.

Since only one HO radical is produced per absorbed photon 
in the N20  system the efficiency for producing formic acid is 
almost twice that found when H20 2 was photolyzed. However, 
even if we assume formaldehyde is produced at the same ratio 
to formic acid as was found above we are still missing half the 
carbon-containing products.

Discussion
Hydrogen peroxide photolysis produces HO radicals ex­

clusively1 1 '12

H20 2 + h v  -*■ 2HO rate = / a
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TABLE III: Photolysis of N2O-H2 Mixtures with Added C2H4 and O2

[C2H4],
Torr

[Od,
Torr

[NaO],
Torr

[Hd,
Torr

P  tot, 
Torr

105/a,
Torr/s -<UC2H4| ijHCOOHj <*>{00} ${C02}

3.64 37.44 194.0 235 3.97 1.16 0.07
4.91 36.49 177.0 218 8.33 0.90 0.06
4.89 36.31 173.8 215 8.77 1.18 0.07
2.42 2.28 36.48 173.8 215 10.4 1.26 0.64 0.33 a
4.85 4.71 36.14 177.3 223 9.98 1.34 0.59 0.33 a
4.93 4.97 35.91 173.2 219 7.63 1.38 0.65 0.26 0.14
4.94 5.05 35.80 175.2 221 8.20 1.20 0.46 0.19 0.12
5.32 6.67 35.79 182.2 230 5.66 1.20 0.72 0.38 a

11.98 12.04 35.98 177 237 9.37 1.37 0.74 0.36 a
5.80 6 4.0 47.8 223.0 283 22.3 Û 0.20 0.03 0 .3 9
2.20 6 3.5 37.4 198 243 12.4 0.66 0.22 0.06 0.32

“ Not measured. 6 Photolysis performed in the presence of 2 Torr of H2O2.

The HO radicals can react either with C2H4 or H2O2

HO + C2H4 —i► products (1)

HO + H20 2 — H20  + H 0 2 (5)

Under the conditions for which we measured C2H4 removal, 
the C2H4 and H2O2 pressures were similar. The ratio of rate 
coefficients k\lk^  ~  6 ,16 so that — 3 >{C2H4} should be 1.7 in 
good agreement with the observations. At higher values of 
[C2H4]/[H2 0 2], which correspond to most of our experiments, 
—<J>{C2H4j should approach 2.0. For simplicity we will assume 
this latter value, i.e., that all the HO radicals react with C2H4, 
in the following analysis. Also we shall concentrate on the main 
features and ignore the small intensity effect and the induc­
tion period for C2H5OH production at low intensities (we 
believe the latter effect to be an artifact).

As mentioned in the Introduction there are two paths by 
which the hydroxyl radical-ethylene reaction may proceed: 
abstraction

addition

HO + C2H4 -  H20  + C2H3 

HO + C2H4 — HOC2H4*

(la)

(lb)

The asterisk next to the adduct indicates that it retains the 
~35 kcal/mol exothermicity generated by the addition. Once 
formed there are several possible unimolecular reactions 
which may occur.

HOC2H4* — h 2o  + C2H3 (6 a)

-* c h 3 + c h 2o (6 b)

-  CH3CHO + H (6 c)

— ÓH2CH2Ó + H (6 d)

— CH4 + HCO (6 e)

— c h 3c h 2o * (6 f)

Stabilization by collision with the bath gas molecules must 
also occur.

HOC2H4* + M — HOC2H4 + M (7)

duction of this compound. Thus reaction 6a can be discarded.
Reactions 6 c, 6 d, and 6 e can play only a small role since the 

yields of methane and acetaldehyde (see Table II) were so low 
and no ethylene oxide was detected. Presumably the CH4 and 
CH3CHO that was detected comes from reactions 6 e and 6 c, 
respectively. In order to discover what the fate of methyl 
radicals would be in our system we photolyzed azomethane 
in the presence of ethylene and hydrogen peroxide using a 
Corning 0-52 filter to prevent photolysis of the peroxide. 
Methane was produced with a quantum yield of ~0.1. In the 
presence of oxygen the methyl radicals would be expected to 
produce mainly methanol by oxidation to CH3O followed by 
abstraction of an H atom from H2O2. Since the methane yield 
is so low and the methanol yield decreases when oxygen is 
added we conclude that reaction 6 b is not significant.

Reaction 6 f is an isomerization and the ethoxy radical 
formed would still possess ~26 kcal/mol excess vibrational 
energy. Reaction 6 f must also be excluded since in the pres­
ence of oxygen ethoxy radicals should produce acetaldehyde. 17

C2HsO + 0 2 — CH3CHO + H0 2 (8)

This product is produced only in small quantities (Table II) 
and its yield decreases in the presence of oxygen.

The only important decomposition route appears to be the 
reverse of reaction lb.

HOC2H4* -*• HO + C2H4 ( - l b )

Ample evidence for this reaction is provided by the work of 
Davis and co-workers.8 Substantial rearrangement is required 
for the other processes and it is not surprising that they cannot 
compete with reaction —lb.

The rate of production of HCOOH is the same in the pres­
ence or absence of added oxygen (Figure 3). It is, however, 
formed with an induction period in the latter case. The rate 
is also independent of total pressure. Since the addition of 
small amounts of oxygen or an increase in total pressure vir­
tually quenches ethanol production we must conclude that 
the formic acid is formed in a parallel, pressure-independent 
path. We believe this to be the result of reaction la.

The following reactions will be important in the initial 
stages.

The combination of reaction lb followed by reaction 6 a has 
the same overall result as reaction la alone. There is an im­
portant difference, however, since the rate of formation of 
vinyl radicals via reaction 6 a will be pressure dependent. The 
only significant pressure-dependent product is ethanol. It is 
difficult to imagine how vinyl radicals could lead to the pro­

H2O2 +  h v  2HO rate = I a 

or

N20  + h v  —>- N2 + 0 (XD) rate = I a

OUD) + H2 — HO + H (2)
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HO + C2H4 — H20  + C2H3 (la)

HO + C2H4 HOC2H4* (lb ,-lb)

HOC2H4* + M — HOC2H4 + M (7)

In the hydrogen peroxide system at low pressures and in the 
absence of oxygen we envision the ethanol and formaldehyde 
to be formed in the following manner:

HOC2H4* + H20 2 -*  C2HEOH + h o 2 (9)

H 02 + HOC2H4 — C2H5OH + 0 2 (1 0 a)

— 2CH20  + H20 (1 0 b)

H0C2H4 + HOC2H4 — removal (1 1 )

Only the hot 2 -hydroxylethyl radicals possess sufficient 
energy to abstract a hydrogen in reaction 9. Reaction 10a is 
a common reaction for the hydroperoxy radical18 involving 
transfer of its hydrogen to another radical. Reaction 10b is 
another disproportionation channel for these two radicals and 
would most likely proceed through a cyclic transition state.

Reaction 11 would most likely lead to the formation of 1,4- 
butanediol. Unfortunately our analytical techniques are very 
insensitive to this compound, as was discussed above. In the 
hydrogen peroxide experiments there are always small 
amounts of O2 present and most thermalized radicals will be 
removed by reaction with O2.

In the presence of oxygen the 2-hydroxylethyl radical must 
add to oxygen

HOC2H4 + 0 2 — HOC2H4O2 (1 2 )

Since only small amounts of O2 are required to suppress the 
observed addition products, the excited species also reacts in 
a similar way

HOC2H4* + 0 2 — HOC2H4O2 (13)

In the hydrogen peroxide system this radical can abstract 
to form the hydroperoxide.

H0C2H40 2 + H20 2 — HOC2H4OOH + H 02 (14)

Also possible are the self-annihilation reactions common to 
peroxy radicals19'20

2H0C2H40 2 — 2HOC2H4O + 0 2 (15a)

— HOCH2CHO + HOC2H4OH + 0 2 (15b)

— H0 C2H4 0 0 C2H40 H + 0 2 (15c)

The hydroperoxide and hydroxyaldehyde have been detected 
by Shortridge and Heicklen21 in the photooxidation of 
HOC2H4Br.

We are unable to analyze quantitatively for these com­
pounds and they probably account for the mass balance de­
ficiency in the presence of 0 2. The parent mass spectral peak 
of HOC2H4OOH was detected.

In the N20  photolysis, the abstraction reaction 14 cannot 
occur in the absence of H20 2, and decomposition becomes 
important.

nu---CH24-CH2
\ ' I —*  CH20  +  H0CH20  (16a)
o - f o

H0— CH2-V CH2° 2 — ► H2C02 +  HOCH2 (16b)

followed by

H0CH20  + 0 2 — H 02 + HCOOH (17)

HOCH2 + 0 2 — H0CH20 2 (18)

H0CH20 2 + R'H — H20  + CH20 2 + R' (19) 

CH2p 2 — HCOOH (20a)

-^ C 0  + H20  (20b)

H0CH20 2 — H20  + HC02 (2 1 )

HC02 + R'H — HCOOH + R' (22)

HC02 +  0 2 — C02 + H 02 (23)

These reactions are included to explain the higher yields of 
formic acid (per HO radical) found in the N20  photolysis and 
the presence of CO and C02 as major products in this system. 
When hydrogen peroxide is present reaction 14 dominates 
over decomposition and the CO and HCOOH yields are re­
duced (Table III). Carbon dioxide was a product in the H20 2 

photolysis experiments. It was detected using the mass 
spectrometer system and by gas chromatography. The 
quantum yields obtained for this product were irreproducible 
and the growth plots were erratic and often showed large in­
duction periods. Thus, we believe it to be a secondary product 
probably formed from the homogeneous or heterogeneous 
decomposition of an organic peroxide (such as HOC2H4OOH). 
If H0 C2H4 0 0 H does decompose to give C02 this would ex­
plain the increase in C02 obtained in the N20  photolyses 
containing H20 2 (Table III).

There must also be reactions involving free-radical attack 
on C2H4 since its removal quantum yield is greater than unity. 
Since no excess ethylene was removed in the H20 2 system, this 
probably involves one of the radicals formed in the decom­
position of the 2-hydroxylethylperoxy radical. It is impossible 
to choose among the possible candidates however.

At high pressure or with added 0 2, in the H20 2 system, the 
measured products come from C2H3 oxidation which pre­
sumably proceeds through addition

C2H3 + 0 2 -  C2H30 2 (24)

The competing four-center reaction to produce ketene 

C2H3 + 0 2 — CH2CO + HO

can be eliminated since ketene was not produced.
Since the HCOOH comes exclusively from C2H3 oxidation, 

0 2 must be present for HCOOH to be produced, and this ac­
counts for the induction period in HCOOH production in the 
absence of added 0 2. Also HCOOH production does not pro­
ceed through HCO oxidation since only traces of CO were 
found, and HCO oxidizes to give CO about 16% of the time at 
room temperature.22 Thus we propose the fate of C2H30 2 to 
be

C2H30 2 + 0 2 — 0 2CH2CH02 (25a)

— HCOOH + HC02 (25b)

202CH2CH02 — 20CH2CH02 + 0 2 (26)
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0CH2CH02 -  CH20  + HC02 (27)

HC02 + H20 2 — HCOOH + H 02 (28)

2H02 — H20 2 + 0 2 (29)

This mechanism predicts that in the photolysis of H20 2

4>(HCOOH| =  Q ± * ( i +  (I)
« 1  \ «25/

»„{CH20 | = ^ ^ a  (II)
«1  «25

${HCOOH! + $„{CH20} = Ak ia Ik  i (III)

t& . 1652

where 4>«jCH20! is 4>jCH20) at the high-pressure limit or in 
the presence of added 0 2. Since <£{HCOOHj = 0.77 and 
$>o„)CH20( = 0.27, then k i j k i  = 0.26 and fe25a/& 25 = 0.52.

At low pressures and in the absence of added 0 2 (i.e., in .the 
presence of small amounts of 0 2), and with the assumption 
that all the H02 radicals are removed by HOC2H4 radicals

fe10a 4>{C2H5OH} -  (1/2)${CH20| 
fe10b $|CH20(

fe9[H2Q2] (l/2)4»iC2H5OH} + (l/4)$jCH20)
fc9[H20a] + * 7 [M] 2 ( 1  -  k i j k i )  1 ’

Averaging the low pressure, 0 2-free data in the H20 2 system 
we find i>|C2H5OHi = 0.75 and 4|CH201 = 0.45, thus k w J k wh 
= 1 .2  and

fe9[H2Q2] _  .
fc9[H20 2] + ^7 [M]

Some of the minor products listed in Table II are un­
doubtedly the result of reactions involving ethylene addition.
1-Butanol is probably formed in the reaction sequence

HOC2H4* + C2H4 — HOC4H8 (30)

HOC4H8 + H20 2 — HOC4H9 + H 02 (31)

If we assume that the thermalized 2-hydroxylethyl radicals 
always add to 0 2 and subsequently abstract a H from H20 2 

in that system, then the mechanism predicts:

—4>|H20 2) = 2.0 (VI)

which is in good agreement with the measured value of 1.9 ±  
0.3.

As discussed above, our data and mechanism indicate that 
in our system 26% of the hydroxyl radicals abstract from 
ethylene. Since our experiments were not done at the high-

James F. Meagher and Julian Heickler

pressure limit for the addition reaction we cannot calculate 
the ratio &ib/&ia from this number. We estimate that the ex­
perimental conditions under which most of our data was ob­
tained (C2H4 = 2-5 Torr, H20 2 ca 2 Torr, N2 = 40 Torr) are 
roughly equivalent to 80-100 Torr of helium when corrected 
for both gas efficiencies.23 From the work of Davis and co­
workers8 the apparent bimolecular rate constant at this 
pressure is ~4.5 X 10- 1 2  cm3 molecule- 1  s-1. At 300 Torr of 
helium the apparent rate constant was measured at 5.33 X 
1 0 - 1 2  cm3 molecule- 1  s- 1  and the high-pressure limit does not 
appear to have been reached. If we assume all the 2-hydrox­
ylethyl radicals are stabilized at 300 Torr we can calculate an 
upper limit of k u / k i  = 0 .2 2 ....
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The gas phase reactions of singlet methylene with cyclohexene and cyclopentene over a wide pressure range 
gave the expected products from C-H insertion and C=C addition; no subsequent decomposition or rear­
rangement was. observed. T-hb'product ratios gave intramolecular, per bond, relative insertion rates into the 
vinylic, allylic, and nonallylic C-H bonds which are the same as for acyclic olefins. Competition reactions 
with isobutene, however, revealed that the absolute magnitude of these rates is about 50-80% higher than 
that of the previously studied olefins. The C=C addition rate, on the other hand, is in the same range as that 
observed for straight chain 1-alkenes. A dynamic effect is proposed to account for the selectivity of both the 
inter- and intramolecular effects in C-H insertion.

The question of selectivity in the reactions of methylene 
has been a topic of interest ever since 1956 when Doering et 
al. reported a study of methylene reactions with liquid hy­
drocarbons and commented that “Methylene must be clas­
sified as the most indiscriminate reagent known in organic 
chemistry. ” 2 In the work that followed, the importance of 
phase effects, singlet and triplet methylene reactivity, and 
methylene precursors were elucidated. In the gas phase, sin­
glet methylene reacts with primary, secondary, and tertiary 
C-H bonds in the ratio of 1 :1 .3:1.4. This selectivity is less 
pronounced in the liquid phase.3 For acyclic alkenes, the in­
sertion rate into vinylic C-H bonds is about 65% as fast as into 
allylic and paraffinic bonds.3-4 The per bond methylene ad­
dition to the C=C bond is about eight to ten times as fast as 
C-H insertion.

Cyclopentene and cyclohexene are ideal systems to measure 
the selectivity of methylene reactions. They contain three 
types of C-H bonds as well as the C=C. They are large enough 
that subsequent reactions of the bicyclic compounds or the 
methylcycloalkenes formed can be stabilized at easily acces­
sible pressures. Methylene reactions in liquid cyclohexene 
were studied in Doering’s early work2 and later by Kopecky, 
Hammond, and Leermakers.5 This liquid work showed general 
agreement with the acyclic alkenes for C-H insertion and a 
slightly reduced (=¿50%) reactivity at the C=C. Our work 
represents the first study in the gas phase of cycloalkene 
systems.6 In order to compare the reactivity of the cyclic and 
acyclic alkenes, competition studies with isobutene were done 
as well.

The mechanism of addition of methylene to C=C and C-H 
bonds has received a good deal of attention by theoreticians 
recently.8 -11 The prediction of both detailed calculations8-9-11 

and MO following10 is that methylene addition to the C=C  
bond proceeds by an unsymmetrical pathway which is sym­
metry allowed. In cycloalkenes where the geometry is more 
rigid than acyclic hydrocarbons, the effects of this unsym­
metrical mechanism might be apparent. The C-H bond in­
sertion reaction should be less sensitive to the structure of the 
molecule if it involves an end-on approach to the H atom. As 
will be seen, however, the results from the cycloalkene studies 
show that the C-H bond reactions are more sensitive to the 
cyclic structure than is the C=C addition pathway.

Experimental Section
Diazomethane was prepared from Af.AP-nitrosomethylurea

and stored in a butylphthalate matrix at liquid nitrogen 
temperature. Cyclopentene (99.9%) and cyclohexene (99.9%) 
were used as received from Chemical Samples, Inc. Matheson 
oxygen (99.6%), perfluoropropane (99%), and isobutene (99%) 
were used directly from the containers.

The sample preparation and irradiation procedures have 
been described previously.12 To increase the surface to volume 
ratio for some of the runs, the pyrex irradiation vessel was 
packed with 6  mm pyrex tubes into which slits had been cut. 
Irradiations were done at 436 and 366 nm using a 200-W 
high-pressure Hg lamp and narrow bandpass filters (±10 nm). 
All single compound irradiations were done at room temper­
ature and lasted, in general, about 3 h. The competitive re­
actions were carried out using a 100-W lamp and a 6 -h irra­
diation time.

The product spectrum was analyzed by FID gas chroma­
tography. Separation of the products was accomplished using 
a % in. X 40 ft stainless steel column with 10% polypropylene 
glycol on Anakrom C-22A. 1,1-Dimethylcyclopropane and
3-methylbutene-l were not separated, but since they both 
arise from C=C addition to isobutene, their total yield was 
used. For the cyclopentene system the relative retention 
volumes of the products to cyclopentene at 25 °C were 1.57 
(3-methylcyclopentene), 1.65 (4-methylcyclopentene), 2.42 
(1-methylcyclopentene), and 3.06 (bicyclo[3.1.0]hexane). At 
60 °C, the relative retention volumes of the C7H12 products 
to cyclohexene were 1.49,1.52,1.96, and 2.62 for 3-, 4-, and
1-methylcyclohexene, and bicyclo[4.1.0]heptane, respectively. 
The resolution of the 3- and 4-methyl isomers was not com­
plete, but was adequate to determine accurately their yields 
by electronic integration. Some of the early cyclopentene data 
were obtained with an % in. tandem column of 1 0  ft /i/l'-oxy- 
dipropionitrile, 10 ft dimethylsulfolane, 5 ft silicone oil, and 
6  ft AgNC>3 and yielded results identical with the single 
polypropylene glycol column.

The products were identified by comparison of their re­
tention volumes with authentic samples and for the cyclo­
pentene products by comparison of their mass spectra with 
published values13 or mass spectra of authentic samples 
measured in our laboratory. The product yields were calcu­
lated from the peak areas measured by an electronic inte­
grator. The FID sensitivity was measured for all the products 
and found to be directly proportional to the number of carbon 
atoms in the molecules within the precision of the measure­
ments.
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Products

TABLE I: Reactions of ‘ CH2 with Cyclopentene0

Total pres­
sure, Torr ° / o O , < y Ù

296 0 . 1 2 37.0 9.8 35.3 17.9
199 0 . 1 2 36.1 8 . 8 38.6 16.4
2 0 1 * 0 . 1 2 39.1 10.3 34.4 16.2
204c 0 . 1 0 40.1 ± 0.4 9.6 ± 0.2 34.7 ± 0.3 15.5 ± 0.2

96d 0.13 38.1 9.3 35.8 16.7
25 0.29 38.7 10.9 33.8 16.5
25 0.13 39.4 1 0 . 6 33.7 16.4
25 0.06 39.3 8.3 36.1 16.4
17 0 . 1 1 38.4 11.7 - 33.3 16.7
15 0.13 40.2 1 2 . 2 31.7 15.9
1 0 0.13 39.9 1 1 . 8 31.1 17.1
1 0 * 0.13 39.6 11.7' 30.1 18.5
1 0 d 0 . 1 2 39.3 12.9 31.2 16.5
Av 38.9 ± 1.2 10.6 ± 1.4 33.8 ± 2.4 16.7 ± 0.8

a All reactions run using diazomethane as methylene precursor. Diazomethane :hydrocarbon ratio varied between 1:17  and 
1:7. Irradiation times 3 h at 436 nm unless otherwise noted. * Packed reaction vessel. Surface to volume ratio increased by 
a factor of 22 over empty cell. c Averages of three samples extracted at 2, 4, and 6  h. d  Irradiation wavelength 366 nm.

TABLE II: Reactions of ‘ CH,, with Cyclohexene0

Products

Total pressure, 
Torr

O 5 O ¿ O ' 0 T D

600 0 . 1 0 35.2 1 0 . 0 27.6 27.2
603* 0.09 34.4 1 0 . 8 29.4 25.4
600<* 0 . 1 0 34.0 7.4 32.0 26.6
304 0 . 1 0 34.6 8.3 30.1 27.0

84c 0.16 32.0 ± 0.8 10.7 ± 0.6 29.1 ± 0.3 28.2 ± 0.7
78 0.14 30.7 9.5 31.2 28.5
60 0 . 1 0 31.3 11.4 28.9 28.4
60* 0 . 1 0 30.9 1 0 . 8 29.1 29.2
60 ( 2  runs)d 0 . 1 0 37.3 ± 0.6 8.3 ± 3.0 28.8 ± 2.4 25.7 ± 1.3
54 0.05 31.4 9.4 30.8 28.4
25 0.34 32.5 10.9 28.7 27.9
1 2 0.13 32.8 1 0 . 8 27.7 28.7
Av 33.1 ± 2.0 9.9 ± 1.3 29.5 ± 1.3 27.6 ± 1.2
a ,b ,c ,d  Same footnotes as in Table I.

Results
The results for the reactions of methylene with cyclopen- 

tene are given in Table I and with cyclohexene in Table II. 
Experiments were run over a pressure range of 10-300 Torr 
for cyclopentene and 10-600 Torr for cyclohexene. Perfluor- 
propane was added as an inert gas for experiments run at 
pressures above the vapor pressures of the hydrocarbon. The 
products observed are the three methylcycloalkene isomers 
expected from C-H insertion and the bicyclic hydrocarbon 
resulting from C=C addition. Methylenecyclopentane was 
sought but was not observed at our limits of detectability 
(0.5%). Methylenecyclohexane would appear under the 4- 
methylcyclohexene peak. However, from the absence of 
methylenecyclopentane in the cyclopentene system and the 
nearly equivalent yields of 3- and 4-methylcyclohexene, the 
methylene isomer yield is assumed to be very small. A small 
yield of cyclohexene (< 1 %) was observed in the cyclopentene 
system. For both systems there is no change outside the ex­
perimental error in the product ratios over the entire pressure 
range measured. The yields are also insensitive to the surface 
to volume ratio of the reaction vessel, to the irradiation 
wavelength, and to oxygen concentrations in the range of

5-20%. This invariance of the yields with a fourfold change 
in oxygen concentration shows that above 5% 0 2 the triplet 
methylene produced is effectively scavenged. 14

These results indicate that we are measuring the initial 
product distribution resulting from the reactions of singlet 
methylene with cyclopentene and cyclohexene. The failure 
to observe any trends in the yields with change in pressure or 
wavelength means that the initial adducts formed are col- 
lisionally stabilized before any isomerization occurs. This 
result might be expected by comparing the Arrhenius pa­
rameters for isomerization of bicyclo[3.1.0]hexane15 and bi- 
cyclo[4.1.0]heptane16 with those for chemically activated12 

or pyrolyzed15 bicyclo[3.1.0]hex-2-ene. The ratios of the 
methyl isomers are also very far from the expected equilibrium 
values based on the work of Gil-Av17 and show no change with 
time over a period of 6  h.

In Table III the relative reactivities of C—C and the three 
types of C—H bonds are listed. The numbers are obtained from 
the averages of the values in Tables I and II. Also included are 
the results of the liquid phase reactions with cyclohexene re­
ported by Doering2 which show remarkably good agreement 
with our gas phase results.
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TABLE III: Relative Yields/Bond for ‘CH2 Addition and Insertion in Cyclohexene and Cyclopentene

Reactant C = C  addition C-H (vinylic) C-H (allylic)

Cyclopentene 38.9 ± 1.2
Cyclohexene (25 °C, gas) 33.1 ± 2.0
Cyclohexene (15 °C, liquid)0 t 37
Cyclohexene (—75 °C, liquid)0 40

0 Reference 2.

5.3 ± 0.7
5.0 ± 0.7 
5.5
5.0

8.5 ± 0.6
7.4 ± 0.3
6.5 
3.3

1655

C-H  (nonallylic)

8.3 ± 0.4 
6.9 ± 0.3 
6.5
6.3

TABLE IV: Relative Reactivities of CH2 with Isobutene 
and Cyclopentene and Cyclohexene0

C—H C-H C = C
(vinylic) (allylic) addition

Cyclopentene/ 0.72 ± 0.10 1.5 ± 0.1 0.94 ± 0.08
isobutene

Cyclohexene/ 1.0 ± 0.1 1.8 ± 0.2 0.74 + 0.08
isobutene6
° Irradiations of equimolar mixtures of isobutene and the 

cycloalkene for 6 h using a 100-W Hg lamp. 10% 0 2 present.
6 Average of only two determinations.

In the competitive runs with isobutene and cyclopentene 
the relative yields of the C5H10 isomers, 1 ,1 -dimethylcyclo- 
propáne + 3-methylbutene-l,2-methylbutene-l, and 2-
methylbutene-2, were 52.5 ±  2.3,35.8 ±  1.4, and 11.7 ±  1.2%,
respectively, in good agreement with previous work in oxygen
scavenged systems. 18 For the longer irradiation times and
lower intensity lamp used for these runs, however, the relative 
product yields from cyclopentene differed slightly from those 
averages given in Table I. The bicyclic compound yield was 
higher by about 20% and the 1- and 4-methylcyclopentene 
isomer yields were lower by about the same amount. The yield 
of the product from allylic insertion, 3-methylcyclopentene, 
was smaller but not outside the error limit of the average given 
in Table I. These changes are thought to arise from a dark 
reaction between the cycloalkene and diazomethane. 12

Table IV lists the relative insertion ratios for C=C addition 
and the comparable C-H positions for isobutene and the two 
cycloalkenes. The results given for cyclohexene are from only 
two determinations and thus less certain than for the cyclo­
pentene system. It is clear, however, that for both cycloalkenes 
the C=C addition mode is slightly less favorable and that the 
allylic position is more reactive. The vinyl position appears

to be slightly less reactive; however, the vinylic position in 
isobutene has an abnormally high reactivity, and the vinyl 
yields in the competitive studies were low from the cycloalk­
enes. If the vinylic ratio is based on the relative yields in Table 
III, this C-H position is also more reactive in the cycloalkenes 
than the comparable position in butene-1 (see Table V).

In order to compare the reactivity of the cycloalkenes with 
a number of other hydrocarbon systems, a search of the lit­
erature was made for those studies giving relative reactivity 
of ̂ 2  produced from diazomethane photolysis using 436-nm 
light in oxygen scavenged systems. Table V summarizes the 
available data, most of which have been normalized through 
use of isobutene in competitive studies or neopentane as an 
internal standard. Only the value for C=C addition in bu­
tene- 1  has utilized ketene data, in this case from photolysis 
at 250-270 nm.4 The value was measured from isobutene 
compétitive studies and has been corrected assuming a 1 0 % 
contribution from 3CH2, a reasonable value for the amount 
of * 3CH2 produced at the wavelength used.19 The C-H inser­
tion positions in the alkenes have been subdivided into cate­
gories of primary, secondary, and tertiary as well as vinylic and 
allylic. For the cycloalkenes, the ratios for C-H insertion were 
determined from the measured ratio at the allylic position in 
the isobutene-cycloalkene competition experiments and the 
relative ratios of the methylcycloalkene product yields given 
in Table III.

Discussion
The reactivity of methylene with the C=C bond in all the 

alkenes, including the cycloalkenes, appears to be nearly in­
dependent of the structure of the molecule. That isobutene 
has the highest reactivity probably reflects the importance 
of the methyl stabilization of valence structures involved along 
the reaction pathway.8 * * *® The low reactivity of c is -butene-2

TABLE V: Comparison of Relative ‘ CH, Insertion and Addition Rates for Alkanes and Monolefins0

Alkanes

C-H insertion

C = C  addition RefPrimary Secondary Tertiary

Propane 0.09 0.12 b,c
Butane 0.12 0.16 b
Isobutane 0.11 0.17 b,c
Isopentane 0.11 0.14 0.16 24
Neo pentane 0.14 b

Olefins Nonallylic Allylic Nonallylic Allylic Vinylic Vinylic

Butene-1 0.10 0.11 0.07 0.07 0.93^ e
Isobutene 0.11 0.11 1.00° This work, 18
cis-Butene-2 0.08 0.61 f
Cyclopentene 0.17 0.17 0.11 0.94 This work
Cyclohexene 0.19 0.20 0.14 0.74 This work

0 All results are normalized to addition to C = C  of isobutene = 1.0. Unless otherwise noted results are from diazomethane 
photolysis at 436 nm in oxygen scavenged systems. 6 W. L. Hase, R. L. Johnson, and J. W. Simons, I n t .  J. C h e m .  K in e t . ,  4,
1 (1972). c R. L. Johnson, W. L. Hase, and J. W. Simons, J. C h e m .  P h y s . ,  52, 3911 (1970). d Reference 4. C = C  addition 
values used to normalize to isobutene. Photolysis o f ketene at 250-270 nm in unscavenged system. 10% correction made for 
contribution from 3CH2. « F. H. Dorer and B. S. Rabinovitch, J. P h y s .  C h e m . ,  69, 1952 (1965). / G. W. Taylor and J. W. 
Simons, J. P h y s .  C h e m . ,  74, 464 (1970); 73, 1274 (1969).
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(and irons-butene-24) can be attributed to unfavorable steric 
hindrance of the methyl groups offsetting their stabilizing 
effect. With the alkyl groups held back in the cycloalkene 
structures, some of this repulsion is removed and the C=C  
reactivity increases slightly. In any case, the differences in 
reactivity are small, if even outside of the experimental pre­
cision, and show little definite trend.

The intramolecular ratios for C-H insertion in the cy- 
cloalkenes are similar to those of the acyclic alkenes. The al- 
lylic position has essentially the same reactivity as a nonallylic 
position even though the allylic C-H bond dissociation energy 
is lower by about 10 kcal/mol. The vinylic reactivity is reduced 
about 40% compared to the other C-H positions. While this 
is the strongest C-H bond, the lack of any bond energy effect 
at the allylic position tends to negate that explanation. Rather 
we attribute the reduced reactivity of the vinylic position to 
competition for the methylene by the double bond, a sugges­
tion supported by the proposed mechanism of C=C addi­
tion.8’10

The results in Table V show that for ¿nfermolecular com­
parison the absolute reactivity of the C-H bonds in the cy- 
cloalkenes at all positions is 50-80% more reactive than acyclic 
olefin systems. This difference is admittedly small. At the 
temperature of our experiment (300 K) the selectivity could 
be accounted for by a difference in the activation energy of 
about 250 cal/mol, or if the activation energies are the same, 
a ratio in the preexponential factors of only 10°-2. These values 
are so small that it would be extremely difficult experimen­
tally to determine which factor is causing the difference in the 
rates by a kinetic study of the temperature dependence. 
Nevertheless, the enhancement for the larger cyclic molecules 
is real and is also reflected in the increasing absolute rates 
observed with increasing chain length for the alkanes (see 
Table V ) .20

There are presently two theories to describe the C-H in­
sertion mechanism. 19 The first, initially proposed by Doering 
and Skell, involves a one-step insertion into the bond through 
a triangular transition state. Arguments justifying reactivity 
differences due to steric hindrance and bond energies have 
supported this mechanism. The second mechanism, that of 
DeMore and Benson, is an end-on attack by an abstraction­
like process. This mechanism was supported by the recent 
theoretical analyses of the minimum energy reaction pathway.

It is difficult to reconcile the equal reactivities of the allylic 
and nonallylic secondary C-H positions in the cycloalkenes 
with the triangular transition state mechanism. Since the 
geometries of the two positions are nearly identical, especially 
for cyclohexene, the large C-H dissociation energy difference 
would be expected to result in a larger effect than observed 
for primary to tertiary insertion in alkanes where the bond 
energy differences are smaller. This expectation is not realized. 
Theoretical calculations for the end-on attack, however, have 
not shown any activation energy for the insertion process and 
thus bond energy effects would play a smaller role for this 
mechanism. On the basis of the cycloalkene work, therefore, 
we favor the end-on mechanism.

Since for the reactions reported in Table V complete sta­
bilization of the primary insertion products occurs, the in­
creased reactivity of the cycloalkenes cannot be attributed to 
decreased decomposition of these larger systems. Instead we 
suggest that the enhanced reactivity is due to a dynamic effect 
different from the steric and energetic effects proposed so 
far. 19 This effect will be important in the incoming channel 
of the reaction, before the system passes into the exit channel 
of the reaction pathway.

The exact nature of this effect is obviously not known,21 but 
we propose that it depends on the ability of the molecular 
system to retain a favorable geometry for the abstraction-like 
reaction throughout the entire time of the collision. Calcula­
tions of the minimum energy reaction pathway do not consider 
the movement of the hydrocarbon entity d aring the collision. 
The dynamic study by Wang and Karplus of the CH2 + H2 

reaction, however, has clearly shown the effect of rotation of 
H2 during the collision and emphasized the importance of the 
dynamics of the colliding partners on the result of the reac­
tion.22 The translational-rotational energy transfer effects 
will be less important in our larger systems than for hydrogen, 
but can reasonably account for the small intra- and intermo- 
lecular selectivity effects observed in methylene gas phase 
reactions. The tertiary position will be more rigidly held than 
the secondary and the primary least stationary of all. The 
methylene groups in the cycloalkenes are more rigid in the ring 
structure than the secondary groups of an acyclic paraffin. 
From the data in Table V, it seems that the cyclic secondary 
positions have about the same reactivity as the tertiary posi­
tions in the acyclic hydrocarbons.

In condensed phases, this dynamic effect should be almost 
negligible. It is not surprising, therefore, that essentially sta­
tistical insertion ratios are observed for the paraffins in the 
liquid phase.2,23,24 According to our model, the absolute re­
activity of the cycloalkane positions should be higher than the 
paraffins in the gas phase but not in the liquid phase. In ad­
dition, the extent of the molecule which is involved in this 
dynamic effect can be tested by measuring the relative reac­
tivity of insertion into the methyl group of methylcycloalk- 
enes. We are presently carrying out experiments in our labo­
ratory relevant to these questions.
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The reactions of t r a n s -2-butene and 1 -butene with atomic hydrogen were studied over the temperature 
range 300-670 K under pressures of 6-10 Torr using a discharge-flow reactor. In the vicinity of room temper­
ature, the main product was «-butane for both reactants, and, as the temperature increases, this is taken 
over by the formation of propylene and ethane, becoming the main products above 500 K. The experimental­
ly determined decomposition rate constant &expt was compared with that obtained by the Marcus-Rice 
(RRKM) unimolecular rate theory, (fea). It is found that the temperature dependence of both rate constants 
is in good agreement, confirming the general validity of the view that the effect of temperature in a chemical 
activation system is interpretable within the framework of the RRKM theory.

Introduction
The behavior of chemical activation systems has been 

widely studied in connection with the experimental tests of 
the Marcus-Rice (RRKM) unimolecular rate theory. The 
chemically activated alkyl radicals produced by addition of 
a hydrogen atom to a double bond of an olefin either decom­
pose to a fragment radical and an olefin, or stabilize into cor­
responding alkyl radicals which normally undergo dispro­
portionation or association, the fate of the activated radicals 
being a function of temperature and pressure of the reaction 
system. It can be generally stated that the change of pressure 
causes a greater change in the stabilization rate than in the 
decomposition rate, whereas the opposite is the case for the 
effect of a change in temperature.

Therefore, it should be equally possible to test the RRKM 
theory by studying the effect of temperature as well as of 
pressure on the reactions of the chemically activated alkyl 
radicals provided that the main reaction products can be 
separated from those arising in the side reactions. However, 
most tests have been directed toward the investigation of the 
change of product selectivity with pressure, and very few in­
vestigations concerning the effect of temperature have been 
reported.1-4

In previous studies on the system toluene-hydrogen 
atoms,5’6 we have shown that the change in the product pat­
tern with temperature is interpretable in the framework of the 
RRKM theory, and that H-CH3 substitution step is the pre­
dominant reaction at elevated temperatures, verifying the 
validity of the radical chain mechanism proposed for the 
thermal hydrogenolysis of toluene.7 However, there were some 
uncertainties in the heat of formation of the methylcyclo-

hexadienyl radical, and in defining vibrational models in the 
case of the toluene-H system. Therefore, a further study on 
a well-defined reaction system was considered necessary in 
order to confirm the above conclusions. Also, extension to high 
temperature condition was of some interest with respect to 
the efficiency of collisional deactivation at elevated temper­
atures.

The butene-H reaction system was chosen for this purpose 
on the grounds that (a) this is the simplest system which 
clearly differentiates between the products arising from de­
composition (D) and stabilization (S), and (b) detailed studies 
by Rabinovitch and co-workers on the effect of pressure on 
this system have been done8-10 to be compared. Although the 
effect of temperature has also been studied in one of the bu­
tene isomers,1 the tested range was from 168 to 298 K, where 
the energization of the butyl radicals was essentially 
monoenergetic. Therefore, it was considered meaningful to 
extend this study to high temperature conditions where 
broadening of the energy distribution due to the presence of 
reactants having higher thermal energy would be significant. 
Thus, this should be reflected in the unimolecular decompo­
sition rate as the effect of temperature.

Experimental Section
tr a n s - 2-Butene and 1 -butene were chosen in the experi­

mental study. The reactions were studied in a conventional 
discharge-flow quartz reactor having the heated length of 
about 300 mm and an i.d. of 27 mm, between 300 and 670 K. 
The inner wall of the reactor was coated with H3BO3 to min­
imize heterogeneous loss of atomic hydrogen introduced. The 
axial temperature variation in the reactor zone, defined as the
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TABLE I: Experimental Conditions

Flow rate, ml NTP/s
Mole fraction Reaction

Reactant Temp, K Pressure, Torr N2 H2 Reactant of reactant time, ms

irans-2-Butene 297-663 10.0-10.4 6.9-7.1 2.3-2.5 0.12-0.13 -0.013 7.2-16
tra n s -2-Butene 308-652 6.1-6.5 8.1-8.3 1.0-1.1 0.12-0.13 -0.013 4.0-10
1-Butene 297-611 10.1-10.4 6.9-7.1 2.4-2.5 0.12-0.13 -0.013 6.6-16

temperature difference between the end section of the inner 
tube (H2 + H) and the position of the maximum temperature 
T max, was 12 K for T max = 680 K, and 10 K for T max =  490 K. 
The reaction temperature used in the analysis was the maxi­
mum temperature, hence the true temperature is somewhat 
lower than the stated values. The pressure was measured at 
the exit of the reaction zone with a calibrated DBP manom­
eter. The values of the pressure were 6  and 10 Torr for 
t r a n s -2-butene, and 10 Torr for 1-butene. These conditions 
will be referred to as cases 2B-6, 2B-10, and IB-10, respect 
tively.

The butene isomers were highly diluted with nitrogen and 
introduced into the reactor. Hydrogen atoms were generated 
by a microwave discharge in pure hydrogen at 2450 MHz. The 
dissociation was approximately 2% as measured by titration 
using ethylene. 11 Typical experimental conditions are sum­
marized in Table I. The mole fraction of the reactants ranged 
from 0.012 to 0.013 for all runs. Also listed in the table are 
approximate reaction times based on the average linear flow 
velocity and the length of the reaction zone of about 2 0  cm.

The reaction mixtures were collected in a liquid nitrogen- 
cooled U-tube and analyzed by gas chromatography. The 
analytical conditions were: (1) a squalane-DMF/alumina 
packed column (6  m) at room temperature for the C1-C 4 

fraction, and (2) a squalane capillary column (90 m) at room 
temperature to 70 °C (temperature programed) for the Cs-C 8 

fraction. Methane was not trapped by the above procedure, 
so that in some cases total reaction mixtures were collected 
by a Topler pump and subjected to the GC analysis. The ac­
curacy of the GC analysis was ±3% for large peaks, and ±10% 
for small peaks (corresponding to products whose relative 
yields were less than 10%). In particular, it was about ± 2 0% 
for 3,4-dimethylhexane.

The butene isomers were of more than 99.9% purity, the 
main impurities being other isomers of butene, n -butane, and 
isobutane. Among these, the content of n  -butane was less than 
0.05%. No purification was done for the butene isomers. Hy­
drogen was deoxidized and dehydrated, and nitrogen dehy­
drated.

Results and Discussion

(1) R e a c t io n  P r o d u c ts . An experiment using 1-butene at 
770 K and 5 Torr was carried out in the absence of H2 dis­
charge, and no products were found. The presence of atomic 
hydrogen is therefore essential for the experimental conditions 
used in this study.

The reaction products in most cases were methane, ethane, 
ethylene, propane, propylene, n-butane, 1 -butene, 2 -butenes, 
isopentane, and to a much lesser extent 3,4-dimethylhexane 
(3,4-DMHx). In some cases, very small amounts of 2-pentenes, 
some C8 olefins, and unidentified Cg olefin were formed, but 
their relative yields were very small. The approximate con­
version of the butene isomers based on the yield of n-butane 
and propylene was in the range of 0.33 to 1.49% for 2B-6, 0.60 
to 1.65% for 2B-10, and 1.11 to 1.50% for IB-10. It was con­
sidered that almost all hydrogen atoms reacted with butene

Figure 1. Product distribution change with temperature, trans-2-butene, 
10 Torr: ( • )  ethane, (O) ethylene, (O) propane, (©) propylene, (A) 
n-butane, (A) isopentane, (□) 3,4-DMHx (X10).

molecules alone, and that H atom reactions with the primary 
products were small. Also the formation of butenyl radicals 
by H abstraction was considered negligible, noting the very 
small yield of C8 olefins, thought of as the combination 
products from the butenyl and the butyl radicals. 12

(2) P r o d u c t  D is tr ib u t io n  w ith  R e s p e c t  to  T e m p e r a tu r e .  
The relative yield of each reaction product was calculated with 
respect to the yield of main products except that of methane 
and the butene isomers. The reason for excluding butenes is 
that one of the butene isomers is identical with the reactant 
isomer and no analysis possible, that the GC peaks of other 
isomers are masked by an extremely large reactant peak, and 
that in some instances impurities in the reactant might in­
terfere with quantitative analysis. Since these butene isomers 
are considered arising in the disproportionation of the sec- 
butyl radicals, the balance being n-butane, the yield of the 
latter is used for quantitative analysis. The consequence of 
the above procedure will be discussed later.

The product distributions with the reaction temperature 
are shown in Figures 1-3 for all cases. Note that the scale of 
the vertical axis for 3,4-DMHx is magnified 10 times that for 
other products. General features of the reaction are now ap­
parent. (1) In the vicinity of room temperature, n-butane is 
the predominant product in all cases. (2 ) As the temperature 
increases, the formation of propylene and ethane increases, 
becoming the main products above 500 K. A closer examina­
tion of the figures, however, reveals a few interesting charac­
teristics in the product selectivity with respect to the condi­
tions used.

First, compare Figures 1 and 2. These series were conducted 
to examine the effect of pressure. It can be seen that the 
product distributions are very similar to each other. In fact, 
the dashed lines of Figure 2 are the superpositions of the solid 
lines of Figure 1 shifted toward the lower temperature side. 
This indicates qualitatively that the effect of lowering the 
pressure is equivalent to that caused by a corresponding in­
crease in the reaction temperature.
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Figure 2. Product distribution change with temperature, frans-2-butene, 
6 Torr, For legends, see caption to Figure 1.

Second, compare Figures 1 and 3. These were to examine 
the effect of the structure of the reactant. It is readily seen that
(1 ) the relative yield of propylene for the 1 -butene case is al­
ready considerably large around room temperature, and its 
increase with the temperature is not so pronounced as in the 
case o f ' t r a n s - 2 -butene, and (2 ) the relative yield of ethylene 
is much larger for 1 -butene, and it increases steadily with 
temperature. These differences suggest that in the latter case 
there is an alternative path for butyl radical formation. Thus, 
the primary butyl radical can also be formed by the nonter­
minal H addition to 1 -butene, besides the more preferred 
formation of the sec-butyl radical by the terminal addition 
of a H atom.

(3) R e a c t io n  S c h e m e . The above experimental results can 
be explained by the following reaction scheme.
(i) P r im a r y  r e a c t io n s

C— C =C — C or C=C— C— C + H —*■ [C— C— C— C]*
(1 )

•CH;i + C=C— C (2)

[C— C— C— C]*
.+M

(3)

(ii) R a d ic a l a s s o c ia t io n  a n d  d is p r o p o r t io n a t io n

C— O — C— C  + C— C=C— C or C =C — C— C (4)

/

(iii) S e c o n d a r y  r e a c t io n s  

C— C=C— C or C=C— C— C + H

Figure 3. Product distribution change with temperature, 1-butene, 10 
Torr. For legends, see caption to Figure 1.

Subsequent reactions in secondary reactions are not shown 
here, but the formation of propane and ethylene can be ex­
plained in part by the reactions of the s e c -  propyl radical 
formed in reaction 1 0 . 13'14

For 1-butene, there is another reaction route to be consid­
ered.
(iv) N o n te r m in a l  a d d i t io n  o f  H  to  1 -B u te n e

C = c — C— C + H — >- [C—  C— C— C]* (ID

c = c  + c— c

[c— c— c— c f
V+M

-c— c

(1 2 )

(13)

Although the nonterminal addition is a much less favored 
path than the terminal addition at room temperature, 15 it is 
likely that the former may increase significantly at higher 
temperatures. Therefore, the products arising only from ter­
minal addition 1  must be separated in order to achieve theo­
retical interpretation. Assuming the same relative tempera­
ture dependence with the case for propylene, 13 it is shown that 
at 300 K, k u / k i  =  0.06, and at 600 K, 0.24. The reaction of the 
activated n -butyl radical is either dissociation into ethylene 
and ethyl, reaction 1 2 , or stabilization to form n-butyl, reac­
tion 13. However, the dissociation is considered much more 
favorable under the present conditions, noting the fact that 
ethylene is formed in a relatively large yield, and the formation 
of n -pentane is not observed. This can also be shown in a 
theoretical calculation, as discussed later. Then, only the re­
actions of ethyl produced in reaction 1 2  is to be considered. 
They are the reactions with the methyl radical to form pro­
pane, and with sec-butyl to form ethane and butenes or eth­
ylene and n -butane. Therefore, the reaction with sec-butyl 
is the only competing path to be discriminated from the pri­
mary path. Under the conditions where nonterminal addition 
may be significant, i.e., at high temperatures, it holds that 
(•CH3) > (sec-C4H9), hence the major path of decay of the 
ethyl radical is with the methyl radical to form propane. In 
short, the subsequent reactions of the primary path are con­
sidered practically immune from contamination by the non­
terminal addition reactions.

(4) D e f in i t io n  o f  D  a n d  S. The reactions of energized sec- 
butyl radical yield either decomposition products, D , or sta­
bilization products, S . From the foregoing discussion, they are 
specified as follows.

C=C— C + H

D  = (C3H6) + (C3H8) (I)

S  = 2(n-C4H10) + (¿-C5H12) (II)
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Figure 4. Comparison of the relative yields of the decomposition 
products, frans-2-butene.

First, consider D . In principle, this can be determined from 
either of the products of the decomposition step 2. Out of 
propylene and the methyl radical, the former is the natural 
choice. Propane is included in D  since it is thought to be a 
product of the subsequent reactions of propylene and H. 
Stable products from the methyl reactions 6 , 7, and 8  should 
consist of methane, ethane, and isopentane. Therefore, the 
following relationship should hold for the relative yield of the 
products:

(C3H6) + (C3H8) = (CH4) + 2(C2H6) + (i-C5H12) (III)

= 2(C2H6) + (¿-C5H12) (HP)

Comparison is made for the case of tr a n s -2-butene and shown 
in Figure 4. Since methane is not analyzed in most cases, the 
actual comparisons are based on the eq IIP. It is shown that 
for both pressures, the above relation is satisfied, indicating 
the general consistency of the reaction scheme and the neg­
ligible contribution from the methane formation within the 
above scheme.

Second, consider S . This can be determined from the 
products of the reactions of sec-butyl, reactions 4, 5, 7, and 8 . 
Reactions 4 and 5 are straightforward. Formation of 3,4- 
DMHx is very small and can be ignored in calculating S. The 
relative importance of reactions 7 and 8 deserves a mention. 
In order to evaluate it, the rate constants k -  and kg  are com­
pared. The constant kg is estimated using the cross-combi- 
nation rule

kg =  2 V k (IV)

where &M and fee are the recombination constants of methyl 
and s e c -butyl, respectively.16 Taking = 1010-5 M“ 1 s_ 1 from 
ref 16 and assuming fee = 108-° M~l s_1, as seems reasonable, 
it results that kg  =  2 X 109-3 M_ 1 s_1. The rate constant k j  can 
be estimated from the average A  factor of 108-5±0-5 M - 1  s_ 1 

assigned for this type of the metathesis reactions,17 assuming 
zero activation energy. Then, k -J k g  = 0.03~0.25. Therefore, 
the neglect of methane in the eq III is considered justifi­
able.

At this moment, our experimental results are compared 
with those of Rabinovitch and co-workers.8 Their results were 
obtained at about 200 and 300 K, under pressures of 0.05~3.0 
Torr, with the conversions of 0.5~3.5%. Qualitatively the two 
experiments are in good agreement with respect to the prod­
ucts formed and their variations with experimental conditions, 
except that their conditions were more favorable to the for-

TABLE II: Thermodynamic and Kinetic Parameters
(a) Heat of Formation

Osamu Horie and Nguyen Hieu Hanh

Species AHf° at 298 K, kcal/mola

H 52.1
•ch 3 34.0
c2h 4 12.5
•c2h b 25.7
c3h 6 4.9
i -c4h 8 0 .0

tr a n s -2-C4Hs -2.7
s ec - C4H9 12.3
n-C4H9 15.8

(b) Activation Energies

Reaction Activation energy, kcal/mol

H + tr a n s -2-C4Hs -*• s ec - 2 .0 *
C4H9

H + l-C4Hg —► sec-C4H9 1 .6 *
CH3 + C3H6 —*■ sec-Ó4H9 8 .0 *
H + 1-C4H8 —1* n-C4H9 3.0e
C2Hb + C2H4 —► n-ô4H9 7.3d

“ Taken from S. W. Benson and H. E. O’Neal, Ed., “Kinetic 
Data on Gas Phase Unimolecular Reactions”, National Bureau 
of Standards, Washington, D.C., 1970. * Taken from RKH. 
c The differerence in activation energy between terminal and 
nonterminal H addition to propylene (ref 13) is used to deter­
mine this value. d Taken from J. A. Kerr and M. J. Parsonage, 
“Evaluated Kinetic Data on Gas Phase Addition Reactions”, 
Butterworths, London, 1972.

TABLE III: Molecular Parameters

Property Value

Collision diameter, N2, A 3.85“
Collision diameter, tr a n s -2 -butene, A 5.51“
Reduced mass, g/mol 18.67
Statistical factor for decomposition 1
Moment of inertia of CH3, g cm2 5.46 X 10~4°

“ J. O. Hirschfelder, C. F. Curtiss, and R. B. Bird, “Molecu­
lar Theory of Gases and Liquids”, Wiley, New York, N.Y., 
1963.

TABLE IV: Vibrational Models for n -Butyl Reaction“

n-Butyl 2921(9) 1375(10) 1034(6) 777(3) 397(2) 250(1) 
radical

Decomposition2921 (9) 1394(8) 1048(5) 707(3) 375(2) 211(3) 
complex
“ Frequency in cm-1. Numbers in parentheses are degenera­

cies. Two CH3 free rotations are assumed for each model.

mation of minor, radical association products, which is re­
flected in their definition of D  and S. The main difference lies 
in that in their study, S  is defined in effect as (CH4) (= 
0 .3 (i-C5Hi2)) + 1.8(n-C4Hio) + (¿-C5H12). The factor 0.3 was 
determined experimentally. 1 ’18 The factor 1 .8  is to account 
for the formation of n-butane by the reaction of s e c -butyl with 
H

C—C—C—C + H -* C—C—C—C (14)

In the present study, the methane yield is not included in S
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TABLE V: Experimental Decomposition Rate Constant k e%pt and Values of D  and S
(a) tr a n s -2-Butene, p = 10 Torr (2B-10)

Temp, K 297 300 356 420 450 478 510 569 618

D 15.8 17.1 35.2 48.7 53.7 55.8 56.3 59.7
S 134.7 146 91.7 48.1 29.5 21.9 12.6 5.26

10~8&expt, S-1 0.146 0.145 0.442 1.06 1.40“ 1.80 2.43 4.94 9.83
(b) tra n s- 2-Butene, p = 6 Torr (2B-6)

Temp, K 308 360 369 421 423 450 466 510 567

D 27.7 41.5 45.4 51.7 50.5 53.9 53.2 56.8
S 108.5 71.2 67.6 40.8 42.0 26.3 16.3 9.3

10- 8£eXpt, S-1 0.188 0.402 0.451 0.800 .0.757 1.05° 1.22 1.88 3.19
(c) 1-Butene, p  = 10 Torr (IB-10) ■

Temp, K 297 329 376 421 450 471- '521 550 570 611

D 33.9 40.7 44.7 47.1 45.8 47.4 45.7 45.9 47.4
S 91.0 72.2 48.6 32.5 18.1 12.2 10.2 8.3 5.2

10 ^&expt> S ^ 0.466 0.671 1.02 1.53 2.00° 2.52 3.68 4.13 5.00 7.96
a Estimated by interpolation. See text.

(E *  -  F0)  , k ca i /m o l 
5  10  15 2 0

Figure 5. Distribution functions and average energy of the radicals 
formed at various temperatures.

on the grounds that the metathesis is considered a minor re­
action. Also, the effect of reaction 14 is not taken into con­
sideration because its contribution was assumed negligible 
under the condition of low conversion of this study.

In summary, the difference in defining S is not an essential 
one, and the numerical difference between the two definitions 
is small under the present conditions.

(5) C o m p a r is o n  w ith  th e  R R K M  T h e o r y . Comparison be­
tween the experimental results and the RRKM theory is 
carried out primarily in terms of the average decomposition 
rate constant based on the strong-collision deactivation model, 
(&a). In addition, the weak-collision effects are computed by 
the simple step-ladder deactivation model, ( k  )sl- The ex­
pressions for these quantities are quite standard9’10’19 and will 
not be described here. (fea) is defined by the RRKM unimo- 
lecular rate constant, the energy distribution function f(E ) ,  
and the collision frequency between the energized radical and

the bath molecule, w. The size of the energy step AE  is also 
required to define (fe)sL, in addition to the above parameters.

{ k &) is calculated with the same vibrational models and 
almost the same thermodynamic and kinetic parameters used 
by Rabinovitch and co-workers.9 Hereafter this is referred to 
as RKH. The values of the relevant parameters are listed in 
Tables II and III. The only difference is the heat of formation 
of sec-butyl. The present value of 12.3 kcal/mol is 1.4 kcal/mol 
lower them used in RKH, but is believed to be reliable at 
present.20 { k  >sl is calculated for several step sizes which are 
held constant for the entire temperature range.

The average (strong collision) rate constant of decomposi­
tion for the energized n -butyl radical formed by the nonter­
minal H addition to 1-butene, (&a)NT, is also calculated using 
the vibrational models listed in Table IV. These models are 
constructed to be consistent with those established for the 
sec-butyl case (RKH). The n-butyl radical model is set up 
from n-butane from which one CH3 stretching at 2880 cm-1, 
one symmetric and one unsymmetric deformation at 1380 and 
1460 cm- 1  are eliminated. The decomposition complex is 
based on the n-butyl radical in which the central C-C bond 
is the reaction coordinate, and two C-C-C skeletal bends at 
432 and 365 cm-1, two CH2 wags at 1300 cm-1 , and two CH2 

rocks at 750 cm- 1  are lowered to one-half of the above values. 
The association complex is considered very similar to that for 
the sec-butyl case, and the same AC model of RKH is used.

The above theoretical rate constants are compared with the 
experimental rate constant defined by k expt =  u>(D/S). The 
results are listed in Table V along with the values of D  and S .

Before making comparison of the results, the distribution 
functions at various temperatures are illustrated in Figure 5. 
Also shown in the figure are the values of the average energy 
of the formed radicals. It is seen that from 200 to 400 K, the 
activation is limited to a relatively narrow energy range, so 
that the characteristics of the chemical activation is well 
represented. The functions at 200 and 300 K are found to be 
in good agreement with those shown in RKH with respect to 
the energy values at which the functions become maxi­
mum.

The results of the calculations are shown in Figures 6  and 
7 along with the experimental results of the present study and
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Figure 6 . Comparison between theory and experiment, frans-2-butene. i<j» 
The solid curves are for the strong-collision model, and the dashed 
curves for the step-ladder model. ka°° and ka° represent the high 
pressure and the low pressure limits, respectively.

T e m p e r a tu re ,  °K

Figure 7. Comparison between theory and experiment, 1-butene. See 
Figure 6 for explanations.

of RKH. For the step-ladder calculation, only the results with 
AE  = 2 .0  kcal/mol are presented.

Comparison shows, first, that the calculated results exhibit 
approximately the same temperature dependence as that of 
o u r  exp erim en ted  resu lts , and  s e co n d , th a t th e  fo r m e r  is several 
times smaller than the latter in absolute magnitude. The 
difference is certainly outside the range of variation due to the 
changes in the vibrational models and thermodynamic or ki­
netic parameters, although it was shown6 that their effects 
were quite significant. However, such discrepancies in the 
absolute values are not uncommon in this kind of calculation. 
What is essential in the present context is the temperature 
dependence itself. Therefore, the comparison is made in terms

T e m p e r a t u r e ,  °K

Figure 8. Comparison by the relative rate constants, frans-2-butene. 
The solid curves are for the strong-collision model, and the dashed 
curves are for the step-ladder model with a energy step of 2.0 kcal/mol.

Figure 9. Comparison by the relative rate constants, 1-butene. See 
Figure 8 for explanations.

of the relative rate constant with respect to the values at 450 
K, about the center of the experimental temperature range. 
The values of k expt were estimated by interpolations as listed 
in Table V. The results of the present study are replotted and 
are shown in Figures 8 and 9.

First, th e  comparison w ith  th e  strong-collision m o d e l  w ill 
be made. For 1-butene, the temperature dependence of the 
experiment almost coincides with that of the calculation for 
p = 10 Torr. For tr a n s -2-butene, the comparison of the results 
for p  =  6  Torr indicates that the experimental results would 
exhibit a good agreement with a calculated curve slightly 
above 10 Torr, although the departure form the 10 Torr curve 
is considered insignificant. The results for the 10 Torr case has 
the temperature dependence corresponding approximately 
to the high pressure limit condition. It is noted that a change 
of the pressure of only 6  to 1 0  Torr under the experimental 
conditions is reflected as a much wider span of the pressure 
in the theoretical results. Under given conditions, it seems that 
the t r a n s -2 -butene-H system behaves closer to the high 
pressure limit than 1 -butene-H system. This does not nec­
essarily indicate that the collisional efficiency of N2 is different 
in the two cases. Rather, it is more likely that the difference 
in the pressure dependence originates in the difference in the 
energetics of both systems. It is found from Table II that 
Fmin+ = Emm ~  E q =  4.5 and 6 .8  kcal/mol for traras-2-bu- 
tene-H and 1-butene-H, respectively, the difference being 
of the order of one step size for N2 used as the deactivating gas
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in these systems. 10 Therefore, under a given condition, more 
collisions are required to stabilize the energized radicals for 
the latter than for the former system.

This aspect is better represented in the reactions of the 
energized n-butyl radicals formed in the 1-butene-H system. 
In Figure 7, the computed values of <fea)isrr are plotted. The 
energized n -butyl radical is seen to decompose much faster 
than the sec-butyl radical. It means that once rc-butyl is 
formed from 1 -butene, which is a much less favored path than 
for sec-butyl, it is rapidly decomposed to the ethyl radical and 
ethylene, leaving a minute amount of stabilized n-butyl rad­
icals. One of the main causes of the difference between the 
n -butyl and s e c -  butyl case is found in the difference in E mm+ 
for the two systems; 9.6 and 6 .8  kcal/mol, respectively.

Second, the experimental results are compared with the 
step-ladder deactivation model in Figures 8  and 9. The dashed 
lines are the results of an energy step of 2.0 kcal/mol. This 
choice is considered reasonable because the efficiency of N2 

has been shown to lie around this value for many alkyl radi­
cals. 10’21 It is found that the step-ladder model represents the 
experimental results equally well compared with the strong- 
collision calculation. It seems impossible, however, to evaluate 
the two models due to the lack of experimental accuracies. The 
computed average numbers of the deactivation step at 500 K 
for AE  = 2.0 kcal/mol are 7.71 and 6.71 for the 1-butene and 
t r a n s - 2 -butene case, respectively.

Comparison of our results with RKH shows that, for the
1 -butene-H system (Figure 7), the temperature dependence 
of fea“ in RKH agrees well with our results (10 Torr). This 
general agreement is also found for the t r a n s -2-butene-H 
system, though comparison is less favorable than in the 1 - 
butene-H system. Combining these results together, the be­
havior of the chemically activated sec-butyl radicals is shown

to be explained under the same principle over an unusually 
wide temperature range from about 200 to 600 K.

Thus, the basic conclusions reached in the previous study,6 

that the change in the product selectivity with the tempera­
ture is interpretable in the framework of RRKM theory, is 
confirmed and placed on a sound foundation.
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The chemical effects induced by impact of low energy electrons on gaseous neopentane were investigated. An 
original set-up for- the irradiation of a flowing gas at low pressure (10- 2  Torr) with 3.5-15.0 eV electrons was 
used. Electron beam energy definition and current intensity were ±0.6 eV and 7-15 /¿A, respectively. Analy­
sis of the products was performed by gas chromatography. The yields of the various products were followed 
vs. incident electron energy. Specific features observed in the appearance curves indicate that some products 
arise from the dissociation of molecules excited in either a triplet state at 8.0-8.5 eV or singlet states at 9.2 
and 9.6 eV, while others are associated with superexcited states lying around 10.6 eV and with positive ions 
such as isobutene (AP = 10.4 eV), fert-butyl (AP = 10.6 eV), and ethyl (AP = 13.8 eV) ions. The electron im­
pact excitation cross section shows a steep increase at the ionization potential, which is in contrast with pho­
ton impact results. A reaction scheme is proposed and the yields of primary species are evaluated from the 
experimental data. The observations relative to formation mechanism conform to photolysis and radiolysis 
data, except for the process neo-CjHja* —*■ neo-CsHn + H, which is associated not only with the triplet state 
at 8.0-8.5 eV but also with superexcited states. The relative contribution of excited molecules and ions to 
product formation above the ionization potential was distinguished. However, absolute excitation and ion­
ization functions were not derived because of saturation phenomena. Only the relative contribution of exci­
tation and ionization, N E/ N i+, and the radiation chemical decomposition yield of neopentane, G(—NP), 
were evaluated. At 13 eV electron energy, G(—NP) is close to the data obtained in conventional radiolysis. 
This emphasizes the important role played in radiation chemistry by secondary electrons of energy slightly 
above the ionization potential.

Introduction

An important problem in radiation chemistry is the pre­
diction of the primary physical processes and subsequent 
chemical reactions induced by low energy (<100 eV) secon­
dary electrons. Except for the simplest compounds, prediction 
of such effects cannot be made at the present time. Conse­
quently, electron impact studies are of considerable impor­
tance to an understanding of radiation chemistry, as shown 
by recent developments in this field. Most work is carried out 
in the gas phase but experiments on solid thin films (see, for 
example, ref 2a and 2 b) are also performed. It must be recalled 
that electron impact is more relevant than photon impact for 
the elucidation of processes occurring in radiation chemistry 
since the energy absorption mechanism is different for elec­
trons and photons. In particular, the utilization of electron 
impact allows the study of optically forbidden transitions.

Primary physical processes resulting from low energy 
electron impact include excitation, superexcitation,2c and 
ionization leading to the formation of positive and negative 
ions. Information about these processes is known from elec­
tron impact spectroscopy (trapped electron detection, energy 
loss measurements), optical emission spectroscopy, and mass 
spectrometry. An abundant literature which is beyond the 
scope of this paper is available on these processes.

The chemical consequences of these processes occur in two 
stages: (i) dissociation of primary ions and excited molecules; 
and (ii) chemical reactions of reactive species and neutral­
ization of stable ions.

Different techniques are used to study the intermediate 
species: excited fragments are characterized by their optical 
emission;3 mass spectrometry is well adapted to the deter­

mination of fragment ions4 but has also been applied to  the 
identification of neutral species;5 free radicals are studied by 
ESR spectroscopy.6

In studies of the type mentioned above, the determinations 
were made of the appearance curves of transient species (i.e., 
yields of these species as a function of electron energy). The 
relationships of the measured species to known excited and 
ionized states of the impacted molecule were deduced from 
analysis of features observed in these appearance curves. For 
instance, a steep maximum following a break in the appear­
ance curve corresponds to a resonant process, such as an op­
tically spin forbidden transition. 15 A gradual increase in yield 
above a break is indicative of the occurrence of an optically 
allowed transition or of positive ionization. It is not always 
possible to establish completely the identity of the precursor 
state for a transient species, since all states having energies 
lower than a particular impact energy can be excited. Inter­
pretation may, however, be unequivocal in simple cases.

Other electron impact studies, where the same procedure 
is used for data treatment, are based on stable product de­
termination by gas chromatography or mass spectrometry.7 

They allow the study of both the unimolecular dissociation 
processes and the subsequent chemical reactions. It is possible 
indeed, from the stable products observed and from energetic 
and kinetic considerations to derive a reaction scheme de­
scribing both stages. Another interest of these works is that 
they bridge the gap between conventional radiolysis studies 
which they simulate, and those studies based on determina­
tions of primary species.

The present paper is devoted to the study of the “simulated 
radiolysis” of neopentane. As indicated in Figure 1 , which 
compares photon8 and electron9 impact excitation spectra,
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X  <nm) 400 200 150 120 100

Figure 1. Comparison between excitation spectra: (a) photon impact;6 
(b) electron Impact.9

different excited states are involved: four singlet states located 
at 7.9, 8.4, 9.2, and 9.6 eV, at least two triplet states lying 
around 6-7 eV (Ti) and 8.0-8.5 eV (T4 probably), and super- 
excited states at about 10.6 eV. Various fragment positive ions 
are known: isobutene, t e r t -butyl, allyl, and ethyl ions appear 
at 10.4, 10.6, 13.1, and 13.8 eV, respectively. 10 Neopentane 
parent positive ions have never been observed, since their 
fragmentation occurs too rapidly.10’11 Isobutene and t e r t -  
butyl fragment ions are unreactive toward neopentane.12“ 14 

Only one electron impact study of this compound is known. 
A determination of the free radicals has been performed by 
Marx, Mauclaire, and Wallart;6c ieri-butyl radicals appear 
at 8 and 12 eV and neopentyl radicals at 1 1  eV.

Experimental Section

A complete description of the apparatus is given in ref 7h.
A. I r r a d ia t io n  S y s te m . The irradiation set-up is repre­

sented in Figure 2. A flow system was adopted in order to limit 
secondary effects on the products formed. This system in­
volves three communicating chambers, I, II, and III, with 
differential pumping between two of them, I and II. Electrons 
are emitted in source chamber I which is maintained at a very 
low pressure P i  by high-speed pumping. They travel through 
central chamber II and reach reaction chamber III. The gas 
sample is introduced at a constant flow rate and irradiated at 
a pressure Pm in this last chamber. It is removed from the 
central compartment by a second pump. It is worthwhile to 
emphasize the important role played by this compartment. 
It allows one to obtain a high pressure gradient between the 
electron source and the reaction zone and permits a satisfac­
tory electron flow from one point to the other.

Geometry used is such that collisions of the electrons with 
gas molecules occur within a 3x steradian solid angle and 
within a 10 cm distance in the reaction chamber (volume, V  
=  5900 cm3; diameter, D  =  20 cm). The two extreme com­
partments are separated by a small axial distance (d  = 1 .2  cm). 
The communicating holes have a weak conductance (c = 27 
cm3 s_1) and the average residence time of molecules in the 
reaction chamber is long (fR = V/c = 200 s). High pressure 
gradients are realized in the adopted pumping conditions 
Piii/P ii = 60 and P n / P i = 150 when Pm = 1 0 - 2  Torr. At this 
pressure, neutral reactive species formed under electron im-
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Figure 2. Irradiation system: (1) tungsten filament, (2) electrode A1t (3) 
electrode A2, (4) electrode M, (5) electrode m, (6) electrode G,, (7) grid 
G2, (8) grid G4, (9) electrode G3, (10) collector C, (11) gas inlet, (12) 
reaction chamber preirradiation pumping, (13) central chamber prelr- 
radiatlon pumping, (14) source chamber pumping, (15) irradiated gas 
recovery.

pact diffuse rapidly to the walls in spite of the large dimen­
sions of the reaction chamber. Diffusion rate constants are 
(& d ) n p  = 24 s' 1 and (& d ) h  = 100 s_ 1 for species having the size 
of parent molecules and hydrogen atoms, respectively. Con­
sequently, wall reactions are expected to occur.

Electron flow along the system axis is ensured by a set of ten 
electrodes as indicated in Figure 2 and, on an expanded scale, 
in Figure 3. A tungsten filament is used as electron source 
(pyrolysis products are evacuated by pumping of the source 
chamber). The emitted electrons are accelerated by electrodes 
Ax and A2 located in the source chamber. They are decelerated 
to an energy as low as possible in the central compartment, 
with electrodes M and m, in order to avoid side reactions. They 
are accelerated to the desired energy, E q, just as they enter 
into reaction chamber, with electrode Gi. A similar potential 
is applied on electrodes Gi, G2, G3, and G4 (diameter, 8 =  2.8 
cm) and collector C so that the reaction volume is equipo- 
tential. Electrodes G2 and G4 are grids of 95 and 98% trans­
parency, respectively. They allow a good potential definition 
in the reaction volume. Electrode G3 and collector C are also 
used for electron energy analysis by the retarding potential 
method. The electron beam is confined by a 300-G magnetic 
field which limits charge space divergence effects.

The Journal o f Physical Chemistry, Vol. 80, No. 15, 1976



5  10  15  £ 0 f e V )

Figure 4. Incident electron current l0 vs. electron energy E0 at 10~2 Torr 
neopentane pressure.

Such electron optics lead to irradiation characteristics 
which are improved over those realized in a first version de­
scribed in ref 7g due to a more appropriate geometry of elec­
trode Gi and addition of electrode G4.

I n c id e n t  E l e c t r o n  C u r r e n t . Under vacuum, the electrons 
are collected mainly on collector C. The incident electron 
current is then

I q = I c

In the presence of gas molecules, the incident electrons 
undergo collisions and, when the electron energy is higher than 
the ionization potential, ions are formed and electrons ejected. 
Electrons and ions remain confined within a volume smaller 
than the volume defined by electrodes Gi, G3, and G4 except 
for those ions which, being formed or having diffused near the 
entrance of the reaction chamber, are extracted from this 
volume by the electric field existing between electrodes Gi and 
m and are collected on electrode m (/m+). The incident elec­
tron current is then

h  -  I g i + / g2 + I g 3 +  I c ~  Gn+

Figure 4 shows the influence of incident electron energy, E q, 
on the incident electron current. Satisfactory currents are 
obtained even at low energies: 7 mA when E 0 is 3.5 eV.

E le c t r o n  E n e r g y  D e f in it io n . Electron energy analysis 
performed under vacuum on electrons reaching electrode G3 

indicates that the full-width half-maximum (fwhm) is 1.2 eV 
in the whole energy range considered (E 0 = 3.5-15.0 eV). It 
is likely that electrons entering the reaction chamber in the 
presence of gas molecules have a similar energy definition. The 
distance between electrodes m and Gj is indeed as small as 
0.05 cm.

As regards the irradiation characteristics discussed here, 
the systems used in similar studies7c>e do not perform as well. 
The present system is however insufficient in three ways. 
Neither the amount of electron energy deposited in the me­
dium nor the ion yield can be determined experimentally. 
These limitations are d u e  t o  th e  u se  o f  an equipotential vol­
ume. We shall see later how they can be circumvented. An­
other unknown parameter is the volume in which ions react. 
Its higher limit is given by the volume delimited by electrodes 
Gi, G3, and G4, i.e., 60 cm3. Its lower limit is 10 cm3, as indi­
cated by experiments which will not be detailed here.

B. G a s R e c o v e r y  a n d  A n a ly s is  S y s te m . The gas recovery 
and analysis system is conventional and will not be described 
here. It must be noted that side reactions occur during gas
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recovery through the mercury diffusion and Toepler pumps 
used. 16 Analysis of most products was performed by gas 
chromatography. Hydrogen was analyzed on a 5-A molecular 
sieve column and hydrocarbons up to C6 on a squalane col­
umn. Quantitative determinations are based on external 
standards.

C. E x p e r im e n ta l  C o n d itio n s . Irradiations were performed 
at 10~ 2 Torr and lasted 30 min. High purity (99.90%) neo­
pentane from Phillips Petroleum Co. was used. The following 
potentials (uncorrected for filament half-potential Vp/2 = 1.25
V) were applied to the different electrodes: Vai = 40 V; Va2 

= 50 V; V u  =  Pm = 5 V; Vc, = Pc variable. Incident electron 
currents of 7-15 fiA  were used.

The determination of product yields included a correction 
for side reactions occurring during gas recovery. Results are 
expressed in number of molecules of product X formed per 
incident electron, [X],

Results
A. N a t u r e  o f  th e  P r o d u c ts . Low energy electron impact on 

neopentane leads to a great variety of products. Isobutene, 
propene, hydrogen, ethane, methane, and 2 ,2 -dimethylbutane 
are formed below and above the ionization potential (IP = 10.4 
eV). Other products are observed only above this energy. They 
are much less abundant than the former ones. They include 
propyne, allene, isobutane, propane, ethylene, acetylene, 2 - 
methyl-2-butene, 2-methyl-1-butene, 3-methyl-l-butene,
3.3- dimethyl-l-butene, 2-methyl-l,3-butadiene, 2-methyl-
2 .3- butadiene.

B. C a r b o n -H y d r o g e n  B a la n ce . Carbon-hydrogen balance 
is never a c h iev e d : th e  H /C ra tio  is always slightly g re a te r  than 
the expected 2.4 value. This shows a lack of products, such as 
C„H2m where m /n  < 1.2. As will be seen later, C10H22 may be 
among the nonidentified products.

C. I n f lu e n c e  o f  I n c id e n t  E le c tr o n  C u rren t. Product yields 
are proportional to incident electron current, / 0, up to 15 /xA. 
This is why they are expressed in number of molecules formed 
per incident electron.

D. I n f lu e n c e  o f  I n c id e n t  E l e c t r o n  E n e r g y . Product ap­
pearance curves are presented in Figures 5-10. Omitted curves 
are similar in shape to the appearance curve of allene (Figure 
9b). The threshold for product formation is 8.0 eV and three 
positive breaks are observed at 9.3,10.5, and 13.5 eV. Conse­
quently, fo u r  e n e r g y  d o m a in s  ca n  b e  distinguished:

Di (8.0 eV < E q < 9.3 eV)

D2 (9.3 eV < E q <  10.5 eV)

D3 (10.5 e V < E 0 < 13.5 eV)

D4 (13.5 eV < E 0 <  15.0 eV)

Below 10.5 eV, i.e., in the e x c i t a t io n  ra n g e , hydrogen ap­
pears at 8.0 eV whereas isobutene, propene, ethane, methane, 
and 2,2-dimethylbutane appear only at 9.3 eV. Hydrocarbon 
yields increase linearly with incident electron energy (Figures 
5b-10). The hydrogen yield behaves differently (Figure 5a); 
the appearance curve of this product seems to level off above
9.3 eV. As will be seen below this product is expected to have 
the same precursors as isobutene. The first derivative of its 
appearance curve should therefore exhibit as in the isobutene 
case (Figure 5b) a positive change at 9.3 eV. The fact that it 
rather decreases could indicate that the hydrogen appearance 
curve is the sum of two distinct functions: a resonant one with 
a threshold at 8.0 eV and a maximum somewhere between 8.0
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Figure 5. Appearance curves for hydrogen (a) and Isobutene (b).

and 10.5 eV and a linear one with a threshold at 9.3 eV as in 
the isobutene case.

Above 10.5 eV, i.e., in the i o n iz a t io n  ra n g e , the situation 
is more complex. The first point is that the break at 13.5 eV 
is observed only in the appearance curve of ethylene. The 
second point concerns domain D3 (10.5 eV < E (> < 13.5 eV). 
The products observed in this domain can be classified into 
three groups according to the behavior of their yields as a 
function of electron energy, i.e., the shape of their appearance 
curves: group A, 2,2-dimethylbutane (Figure 8 ); group B, 
isobutene, propene, hydrogen, ethane, and methane (Figures 
5-7); group C, propyne, allene, isobutane, propane, ethylene, 
acetylene, methylbutenes, methylbutadienes, and 3,3-di­
methyl-1-butene (Figures 9 and 10).

Products of groups A and B are those already observed in 
the excitation range. Their yields exhibit between 10.5 and
11.5 eV, i.e., at the ionization threshold, a steep increase by 
a factor of about 9 and then either decrease (2,2-dimethyl­
butane) or slightly increase (group B). Products of group C

Figure 7. Appearance curves for ethane (a) and methane (b).

Figure 8. Appearance curve for 2,2-dimethylbutane.

are those which appear at the ionization potential. Their yields 
increase gradually above this energy. The appearance curves 
relative to group B can be visualized as the superposition of 
those characteristic of groups A and C.

Results concerning the yields of products in groups B and 
C normalized at 13.0 eV, [X]', are presented in Tables I, II, and
III. According to Tables I and II, typical relations hold be­
tween the normalized yields of some products.

In group B (see Table I):

[isobutene]' a? [hydrogen]'

[propene]' [ethane]'

In group C (see Table II):

[ethylene]' as [acetylene]' a* [methylbutadienes]'

[3,3-dimethyl-1-butene]' a? [propane]' a? [methylbutenes]'

Table III illustrates peculiarities in the normalized yields
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cxno2

Figure 9. Appearance curves for propyne (a) and aliene (b).

[X M O 2

of propyne and of isobutane. Two components are noted in 
propyne and three in isobutane. This is summarized in the two 
following relations.

[propyne]' = 0.75[2-methyl-l-butene]' + 0.25[allene]'

[isobutane]' = 0.3[me"hylbutadienes]'
+ 0 .1 [2 -methyl-l-butene]' + 0 .6 [allene]T'

T' is the normalized r e la t iv e  abundance of t e r t - butyl and 
isobutene ions. The observations relative to normalized yields 
will appear useful in the dicussion of the reaction scheme since 
products which exhibit similar or proportional normalized 
yields are expected to have the same mechanisms of forma­
tion. The conclusions deduced from the discussion are here 
and now included in Tables I, II, and III.

E. I n f lu e n c e  o f  N e o p e n t a n e  P r e s s u r e . The influence of 
neopentane pressure was studied between 1.0 X 10- 2  and 1.9

TABLE I: Normalized Yields, 
between 10.5 and 13.0 eV

[X]', in Group B

Electron
energy,

eV [¿-C4H J [H„]' [C3H J [C2HJ [CHJ'

10.5 0 . 1 2 0.07 0.07 0 .0 2 0.07
1 0 . 8 0.30 0.31 0.15 0 . 1 2 0 . 1 1

1 1 . 0 0.77 0.56 0.71 0.60 0.56
11.5 0.90 0.87 0.85 0.83 0.72
1 2 . 0 0.97 0.97 0.89 0.89 0.81
12.5 0.99 1 .0 0 0.93 0.95 0.90
13.0 1 .0 0 1 . 0 0 1 .0 0 1 .0 0 1 .0 0

X 10~ 2 Torr. The results obtained for the most abundant 
products in domain D3 are presented in Table IV. The most 
striking features are the following: (1) The yields of products 
such as isobutene, propene, and allene are pressure indepen­
dent. (2) Products such as the two methylbutenes whose 
normalized yields are similar exhibit different pressure effects: 
the yield of 2 -methyl-2 -butene is pressure independent 
whereas the yield of 2 -methyl-1 -butene increases with neo­
pentane pressure. (3) An increase in neopentane pressure 
reduces the yield of propyne.

F. D e te r m in a t io n  o f  th e  R e la t iv e  A b u n d a n c e  o f  t e r t -B u t y l  
a n d  I s o b u te n e  Ion s . The relative abundance of t e r t -butyl and 
isobutene ions, T, determined by mass spectrometry mea­
surements made between 10 and 20 eV, at 10- 6  Torr, in col­
laboration with M. Durup, is presented in Figure 1 1 . Values 
obtained for T agree well with the results reported by Flesh 
and Svec at 30 eV. 18 They are expected to be independent of 
neopentane pressure since the fragmentation of the neopen­
tane parent ions occurs in a very short time;10,11 they conse­
quently characterize the relative abundance of t e r t - butyl and 
isobutene ions formed in the present conditions.

Discussion

A. C o rre la tio n s  b e tw e e n  P r o d u c ts  a n d  E x c i t e d  a n d  Io n iz e d  
S t a te s  o f  N e o p e n t a n e .  The appearance potentials of the 
various products are compared with the energies of the excited 
and ionized states of neopentane. Relationships of the prod­
ucts which characterize a given domain of energy to the pos­
sible precursor states were derived from this comparison 
(Table V).

E x c i t a t io n  R a n g e . A tentative assignment of the observed 
thresholds is the following. The appearance threshold of hy­
drogen at 8.0 eV is ascribed to the excitation of the triplet state 
T4 (8.0-8.5 eV). The fact that the transition is forbidden may 
account for the rapid leveling off of the appearance curve.

The threshold observed at 9.3 eV for isobutene, propene, 
ethane, methane, and 2 ,2 -dimethylbutane is ascribed to the 
excitation of the singlet states S3 (9.2 eV) and/or S4 (9.6 eV). 
Transitions to these states are allowed and this would account 
for the linear increase in the yields of these products.

Contributions from the triplet state Ti (6-7 eV) and the 
singlet states Sx (7.9 eV) and S2 (8.4 eV) do not seem to be 
significant.

It should be emphasized that the correlations drawn are 
pertinent to the identification of the initially excited states 
and not of the dissociative states which may be reached, e.g., 
through internal conversion and/or intersystem crossing. 
Moreover, a given excited state may lead to a given dissocia­
tion channel only above some minimum vibrational energy 
so that the observed appearance thresholds may be higher 
than the expected ones (this is probably the case for the singlet 
state S3).
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TABLE H: Normalized Yields, [X ]', and Precursors in Group C between 10.5 and 13.0 eVa
Electron
energy,

eV [C2H4]’ [C2H J [CSH J [C6H12]' [C3Hs]' [2M2B]' [2M1B]' [Aliene]' T' [aliene]
10.5 0 0 0 0 0 0 0 0 0
1 0 . 8 0.29 0.25 0.27 0 .2 2 0 .2 2 0 . 2 1 0 .2 0 0.08 0.04
1 1 . 0 0.44 0.39 0.40 0.27 0.33 0.36 0.36 0.17 0 . 1 1
11.5 0.70 0 .6 8 0.74 0.65 0.54 0.61 0.62 0.43 0.31
1 2 . 0 0.85 0.87 0.87 0.77 0.79 0.78 0.77 0.65 0.53
12.5 0.92 0.93 0.95 0.89 0 .8 8 0.89 0 .8 8 0.84 0.76
13.0 1 .0 0 1 .0 0 1 .0 0 1 .0 0 1 .0 0 1 .0 0 ' 1 .0 0 1 .0 0 1 .0 0

(0.98) (0.31) (0.23) (0.17) (0.14) (2.70) (0.60) (1 .2 2 )
Precursor b b b c c c c d e
a T' is the normalized relative abundance of fert-butyl and isobutene ions. Data in parentheses indicated in the last line 

represent the yields at 13.0 eV expressed as 10-2  events per incident electron. * a. octyl ion. c |3, and |j2 octyl ions. d Iso­
butene ion. e terf-Butyl ion.

TABLE III: Normalized Yields, [X]', and Precursors of Propyne and Isobutane between 10.5 and 13.0 eVa

Electron 
energy, eV [Propyne]'

0.75[2M1B]' + 
0.25[allene]’ [Isobutane]’

0.3[C,H, ]' + 
0.1[2M1B] + 
0 .6 r'[allene] '

10.5 0 0 0 0

1 0 . 8 0 .2 2 0.17 0.09 0.14
1 1 . 0 0.35 0.32 0 .2 1 0 .2 2

11.5 0.58 0.58 0.47 0.47
1 2 . 0 0.75 0.75 0 .6 S 0 .6 6

12.5 0 .8 8 0.87 0.84 0.83
13.0 1 .0 0 1 .0 0 1 .0 0 1 .0 0

(1.59) (2.29)
Precursor b c
a P is the normalized relative abundance of t e r t -butyl and isobutene ions. Data in parentheses indicated in the last line 

represent the yields at 13.0 eV expressed as 10~2 events per incident electron. * octyl and isobutene ions. c a  and /3, octyl 
ions and ferf-butyl ion.

TABLE IV: Neopentane Pressure Effect in Domain D3 (10.5 eV <  E 0 <  13.5 eV f
7T — 1 7T <  1 7 T > 1

Isobutene
Propene
Aliene
2-Methyl-2-butene
Acetylene
Ethylene

Hydrogen (0.7) Ethane (1.3)
Methane (0.7) 2-Methyl-l-butene (2.1)
Isobutane (0.7)
2 ,2 -Dimethylbutane (0.9)
Propyne (0.7)

a it is the ratio between the yields at 1.9 X  10-2  and 1.0 X  10 2 Torr.

r

__* . i i , .1  .i , . i 1 . i . u 1 . ■ • ■ «   >  
0 10 15 2 0  2 5

Eo (<V)
Figure 11. feri-Butyl and isobutene positive ions relative abundance 
T vs. incident electron energy E0 at 10-6 Torr neopentane pressure:
(O) present work; (A) ref 18.

I o n iz a t io n  R a n g e . The fact that the yields of all products 
observed in the excitation range increase steeply at the ion­
ization threshold (10.5-11.5 eV) is the most striking feature.

The same is observed in the irradiation of other parent hy­
drocarbons such as propene, 19 cyclopropane,20 and methane,21 

whose ionization potentials are at 9.7,10.2, and 13.1 eV, re­
spectively. However, in the case of cyclopropane, not all 
products present this sharp increase. This rules out the pos­
sibility of an experimental artifact such as a steep variation 
of deposited electron energy. This also argues against the 
possibility of a steep variation in the fragmentation proba­
bility of excited molecules when their excitation energy 
reaches the ionization potential (details of the discussion are 
presented elsewhere21). A steep variation in the excitation 
cross section for states located below the ionization potential 
can also be excluded. It would be surprising if such a peculi­
arity occurred at this energy in all the hydrocarbons studied. 
These compounds indeed have extremely different structures. 
On the other hand, any contribution from ionic precursors is 
expected to be negligible at the ionization threshold since the 
ionization cross section is zero at this energy and above it in­
creases gradually. The feature observed must consequently 
be correlated with s u p e r e x c i t a t i o n . Since, as shown in the 
discussion presented just below, the excited and superexcited 
molecules have similar fragmentation probabilities, the con-
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TABLE V: Comparison between Product Appearance Potentials (AP) and Literature Data0

Spectroscopic and mass 
spectrometric data6

E , eV 
AP, eV

Present results

Excited 
states or ions
C5H5+

C,H,+

t-C 4 H„+
SE
!'-C4Hs+(IP)

S4

S,

Characteristic products

{ ethylene

allene, propyne, 
ethylene, acetylene, 
methylbutenes, 
methylbutadienes, 
3,3-dimethyl-l-butene, 

Jsobutane, propane 
isobutene*, propene*, 

_ethane*, methane*, hydrogen*
r p t r p j ^ j 2,2-dimethylbutane*

'isobutene, prppene, 
ethane, methane, hydrogen, 
.2,2-dimethylbutane

hydrogen t

AP, eV, 
domain

ESR datae
E , eV

D4
-13.5

D3

-10.5

D,

1 2 . 0

. 1 1 . 0

-9.3
D,

- 8 .0 8 .0

Radicals

i-C,H„

neo-CsHn

i-C4H0
S2 
T4

S,
T,

°S = singlet state; T = triplet state; SE = superexcited statep; t = resonant formation; * = yields increase steeply at the ion­
ization potential; IP = ionization potential. 6 References 8—)L0. c Reference 6c.

elusion is that e l e c t r o n  im p a c t  p r o d u c e s  s u p e r e x c i t e d  m o le ­
c u le s  w ith  a  m u ch  h ig h e r  c r o s s  s e c t io n  th a n  e x c i t e d  m o le ­
c u le s .

The situation is different in the case of photon impact. 
According to photolysis data, 12 the quantum yields of products 
are equivalent on both sides of the ionization potential. This 
suggests that excited and superexcited molecules have similar 
fragmentation probabilities and that the photoexcitation cross 
section exhibits no discontinuity at this energy.

Above the ionization threshold, ionization and excitation 
both occur. The formation of isobutene (10.4 eV) and t e r t -  
butyl (10.6 eV) ions must be considered in domain D3. A de­
tailed knowledge of the reaction scheme is needed for estab­
lishing the parent-daughter relationships of the observed 
products with respect zo  the neutral and ionic precursors. The 
reaction scheme proposed in the next section suggests that
2,2-dimethylbutane (group A) has neutral precursors, prod­
ucts of group C are ionic in origin, and products of group B 
result from both neutral and ionic precursors.

The formation of allyl (13.1 eV) and ethyl (13.8 eV) ions 
must be considered in domain D4. The break observed at 13.5 
eV in ethylene formation corresponds well to the appearance 
potential of ethyl ions.

B. R e a c t io n  S c h e m e . S c h e m e  A shows the primary pro­
cesses and secondary reactions which have been retained to 
explain the results. Processes VII and VIII and reactions 13 
and 14 occur only in domain D4. The relative abundances of 
the products indicate that processes III, IV, and VI, and re­
actions 1, 2, and 17-21 are prominent. Hydrogen atoms, 
methyl radicals, and t e r t -butyl ions are consequently the most 
abundant transient species. It must be noted that reaction 3 
is the only reaction involving a stable product formed in the 
medium. Such an exception is justified on a kinetic basis. This 
reaction corresponds indeed to the most abundant ion reacting 
extremely rapidly with the most abundant stable product.

P r im a r y  P r o c e s s e s . Fragmentation of excited molecules 
(neo-CsH[2*) occurs through processes II-IV proposed in

photolysis studies. 12-17 An a d d itio n a l  d is s o c ia t io n  c h a n n e l  
(process I) is considered in order to account for the fact that 
hydrogen is formed from a lower energy (8.0 eV) than isobu­
tene and propene (9.3 eV). As will be seen below, hydrogen 
originates from hydrogen atoms (reactions 17 and 19). Frag­
mentation processes such as

neo-C5Hi2* — i-C4H9 + CH3

neo-CsH^* —* C5H10 + H2

are neglected since the products to which they would lead are 
not observed in the excitation range.

Superexcited molecules (neo-CsH^**) dissociate also ac­
cording to processes I-IV since only the products observed in 
the excitation range increase steeply in yield at the ionization 
threshold and thus correlate with superexcitation. As will be 
demonstrated below, further fragmentation of isobutene, 
propene, and neopentyl radicals resulting from decomposition, 
of superexcited molecules does not occur.

Fragmentation of parent ions occurs through processes 
V-VIII, as known from mass spectrometry. 10

Energy transfer from excited species prior to dissociation 
is expected to be negligible.

Io n  R ea c tio n s . Charge transfer reactions are neglected even 
in the case of the most abundant ionic species, namely, the 
t e r t - butyl ions, since ieri-butyl radicals have a lower ioniza­
tion energy than the most abundant neutral species present 
in the reaction medium. Ions formed in processes V-VIII 
undergo only neutralization, hydride transfer, and addition 
reactions (reactions 1-16).

Reactions 15 and 16 represent wall reactions. Only the 
neutralization of primary t e r t - butyl and isobutene ions is 
taken into consideration.

Reactions 1-14 represent reactions of ions in the gas phase. 
Allyl and ethyl ions react rapidly with neopentane (reactions 
13 and 14). These hydride transfer reactions lead to t e r t -  
pentyl ions and have rate constants around 1 0 ~ 9 cm3 mole-
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Scheme A

Primary Processes

neo-C5Hi* or neo-CsHu —*■ neo-C.̂ H,, + H CD 
—  ¿-C4H8 +  CH4 (II)
— » i-C4H8 + CH3 + H (III) 
—*  Q,H6 +  2CH3 (IV)

(neo-C5H12+) —  ¿-C4H8+ + CH4 (V)
—  t-C4H9+ +  CH3 (VI)

—  hi4h9+* + ch3 —  c3h5+ +  ch3 +  ch4 (vn)
— * ¿-c4h 9+* +  ch3 —► c,h5+ +  c2h4 + ch3 (vra)

Secondary Processes 
Io n s  t

In the gas phase

iAH9+ + e~ — v £-C4H9* —*  ¡-C4H8 + H (1)
— » C3H6 + CH3 (2)

f-C4H9+ +  ¿-C4He — ► CgHn"*"* (3)
(CsHit+)„ +  e-------* t

* . (H + C M A c d  +  H) + C?H/ ■+ CH4 (4) 
(L8Hn >  ^  +  +  ;€ tH )0  (5 y-
(C8HI7+),i +  e" —

(C8H17*)^ — ► C:iH7 + CdV • ■ (6)
‘ — v H +  C3H6 +  C5Hl0‘ -'*w (6')

— *■ H +  C2H4(C2H2 +  Hi) +  (7)

+ *-- —* (CsH17*),7i — v H +  C3H/ + C5H12 (8)

iC8H17+)(J + neo-C5Hl2 —*- C8H18 + i-Ci5h +ii (9)

+  e" — » i-C5H„* — * p 35 o + H (10)
— ►¿-C4H8 + CH, (ID

(•C4H8+ + e — *- ¿-C4H8* —* c3h/ + ch4 (1 2 )
C:,H5+ + neo-C7H12 — *- c3h6 -f* i-C;-Mu

+ (13)
C:;H-+ +  neo-CjH,, — ► C2H6 + i-C5H„+ (14)

On the walls
i-C4H9+ + e~ —* i-C4H9 (15)
¿-C4H8+ + e" — C€4H6 (16)

R adicals

(H)a +  (C5H12)A — ► (neo-C5H„)A + H2 (17)
(CH3)A +  (C5H12)a —* (neo-QA,^ + CH4 (18)

H + H — *■ H2 (19)
H + CH3 —x CH4 (20)

CH, +  CH:, — -  C2H6 (21)
neo-C5H,j + H —*• CjH^ ( - 1 )

neo-CjHu +  CH3 — *• C8H74 (22)
neo-C7Hn + neo-C5Hn — ► CioHa2 (23)

t-C M , +  H — ► H2 + ¿-C4Hb (24)
-  ¿-C4Hio (25)

f-C4H9 +  CH3 — *- CHi4 +  i-C4H8 (26)
—  c5h12 (27)

C;,H7 + H — ► C3H8 (28)

C3H7 + CH., —  i-C4H[0 (29)

a 2-Methyl-l,3-butadiene + 2-methyl-1,2-butadiene.
6 Analysis conditions were not suitable for the detection of 
this product. c Mainly 2-methyl-2-butene (2M2B). d  3,3- 
Dimethyl-l-butene. e Mainly propyne. /2-Methyl-l-butene 
(2M1B) + 2-methyl-2-butene (2M2B). 8  Aliéné + propyne.

cule-1 s '1.10-12 The situation is different for isobutene and 
t e r t -butyl ions which are unreactive toward neopentane 
molecules.12-14 ferf-Butyl and isobutene ions are neutralized. 
Reactions 1 and 2 are considered for t e r t -butyl ions.22 Reac­
tion 12 which leads to molecular methane instead of methyl 
radicals plus hydrogen atoms as proposed in earlier studies22 
describes the neutralization of isobutene ions (see demon­
stration below). In contrast to pulse radiolysis experiments22 
where reactions of t e r t -butyl ions with accumulated products 
are negligible, these ions are considered to react also with 
isobutene formed in the medium according to reaction 3.23’24 
In this reaction, the feri-butyl ions can add either to the 
central or to the end carbon atom of isobutene.27 The resulting 
octyl ions are stable and do no| fragment.23’25 They are con­
sidered here to undergo reactions 4-9. One addition mode 
leads to octyl ions, called a , which are neutralized according 
.to reactions 4 and 5. The other addition mode leads to two 
.octyl ions, called /?i, and 8 2 , having different reactivities: 8 i 
•octyl ions are neutralized according to reactions 6,6', and 7; 
02 octyl ions not only undergo neutralization (reaction 8) but 
also react with neopentane (reaction 9). This hydride transfer 
reaction, like reactions 13 and 14; leads to feri-pentyl ions 
which are neutralized according to reactions 10 and ll .22

Concerning the occurrence of reaction 3 and subsequent 
reactions 4-11 the following arguments can be given.

% (1) The fact that methylbutenes appear at 10.5 eV is well 
Explained by reaction 3 followed by reactions 6, 6', and 9-11 

• according to which these products originate from t e r t -butyl 
ions via di octyl ions and via feri-pentyl ions resulting from 
@2 octyl ions. This fact could not be justified by the mechanism 
proposed in pulse radiolysis studies,22 i.e., reactions 13 and 
14 followed by reactions 10 and 11 according to which meth­
ylbutenes originate from allyl and ethyl ions via t e r t -  pentyl 
ions. These products would then appear like allyl and ethyl 
ions above 13.0 eV. The fact that the [2M2B]/[2M1B] ratio 
is higher in present conditions (4.6) than in pulse radiolysis 
(0.4) suggests that di octyl ions lead essentially to 2-methyl-
2-butene.

(2) Evidence for the two addition modes of t e r t -butyl ions 
to isobutene is brought by the fact that the normalized yields 
of the products ascribed to reactions 3-11 behave in two 
typical ways as a function of electron energy. As shown in 
Tables II and III, the products resulting from each addition 
mode have similar or proportional normalized yields.

(3) Evidence that one of the two addition modes of t e r t -  
butyl ions to isobutene leads to two isomeric octyl ions di and 
d2 having different fates is deduced from the influence of 
neopentane pressure on the yields of the products resulting 
from these ions (see Table IV). 2-Methyl-2-butene is pressure 
independent; it is well correlated with di octyl ions which 
undergo only neutralization. The pressure effects found in the 
case of 2-methyl-1-butene (x > 1) and propyne (x < 1) are in 
agreement with the fact that these products are correlated 
with @2 octyl ions which not only undergo neutralization with 
formation of propyne but also react with neopentane with 
formation of 2-methyl-l-butene.

(4) In addition to this experimental evidence, it is necessary 
to examine the kinetic arguments for the neutralization of 
t e r t -  butyl ions (reactions 1 and 2) and of (¡2 octyl ions (reaction
8) to be in competition with the ion-molecule reactions of 
these ions (reaction 3 and 9, respectively). Reaction 3 is rapid 
( ¿ 3  ~  9 X 10-10 cm3 molecule-1 s-124) but involves a neutral 
product in small concentration (1012 molecule cm-3) and re­
action 9 which involves neopentane (3.2 X 1014 molecule cm-3) 
is slow (in view of the fact that 8 2 octyl ions are likely to have
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a secondary or a tertiary structure, k g  is expected to be much 
smaller than the rate constant for the analogous reaction in­
volving a sec-propyl ion, i.e., 0.26 X 10“ 10 cm3 molecule- 1  

s-128). Under steady-state conditions, the lifetimes of ions 
with respect to neutralization and reaction, rn and rr, re­
spectively, and the rates of neutralization and reaction, R n and 
R t , respectively, obey the relation

T n/'rr — R  r/ R  n

and the rate coefficient for neutralization, k n, is 

fen = Vrn- 2(/oATI+ -  / m + ) - 1

where /o is the incident electron current, N\+ the total number 
of ions formed per incident electron, / m+ the number of ions 
collected per unit time on electrode m, and V  the volume in 
which the ions react. R T/Rn and (/qIVj+ — / m+) are deduced 
from product yields (see relations t, u, and r in the Appendix). 
V  is between 10 and 60 cm3 (see Experimental Section). In the 
case of teri-butyl ions, rr is 1.1 X 10- 3  s under the conditions 
used, rn is 3.6 X 10- 4  s, and fen is between 4.5 X 10- 6  and 2.7 
X 10- 6  cm3 molecule- 1  s- 1  according to experimental results. 
A lower value for fen (1.9 X 10- 6  cm3 molecule- 1  s-1) is ob­
tained in pulse radiolysis experiments.26 However the present 
value is within those reported for other organic ions (see ref 
26). Under such conditions, consideration of reaction 3 is en­
tirely justified. This is also the case for reaction 9 since, with 
the assumption that they have the same lifetime with respect 
to neutralization as feri-butyl ions, (h  octyl ions are charac­
terized by r r = 4 X 10- 4  s and fe9 is found to be 0.8 X 10- 1 1  cm3 

molecule- 1  s- 1  in conformity with expectation.
R a d ica l R ea c tio n s . Free radicals formed in primary neutral 

and ionic processes and in secondary ionic reactions undergo 
reactions 17-29.

Reactions involving two radicals can occur on the walls as 
well as in the gas phase. In contrast to hydrogen atoms and to 
methyl radicals, larger radicals (propyl, t e r t - butyl, and neo­
pentyl) do not need walls for the recombination products to 
be stabilized. Disproportionation reactions are likely to occur 
only with t e r t -butyl radicals.29 Secondary radicals ( t e r t -butyl 
and propyl) react only with hydrogen atoms and methyl rad­
icals which are the most abundant radical species.

Reactions of hydrogen atoms and methyl radicals with 
neopentane molecules must be considered. When they are 
omitted711 unsatisfactory results due to an overestimation of 
process I are obtained. However, these reactions have very 
small rate constants in the gas phase (1 0 - 1 7  and 1 0 -2 2  cm3 

molecule- 1  s-1, respectively) .30’31 The rates of diffusion to the 
walls of the reactive species, R y,, are much higher than their 
reaction rates, R  (R u / R  =  3 X 105 and 1 X 108, respectively). 
Wall-catalyzed reactions 17 and 18 involving adsorbed hy­
drogen atoms, methyl radicals, and neopentane molecules 
have to be postulated. A similar reaction has been proposed 
for methyl radicals in acetone photolysis.32

The influence of r.eopentane pressure on the yields of hy­
drogen, ethane, methane, and 2 ,2 -dimethylbutane in domain 
D3 (see Table IV) is well explained by wall reactions 17 and 
18. An increase in r.eopentane pressure indeed produces a 
decrease in the probability of hydrogen atoms and methyl 
radicals being adsorbed on the walls.33 Reactions 17 and 18 
and hence reactions —I, 22, and 23 become less important and 
reactions 19-21 more important. The ethane yield is enhanced 
whereas hydrogen, methane, and 2 ,2 -dimethylbutane yields 
are reduced. A similar pressure effect has been mentioned for 
wall reactions of methyl radicals in acetone photolysis.32 The 
small magnitude of the pressure effect observed in the case

of 2 ,2 -dimethylbutane suggests that secondary neopentyl 
radicals remain trapped in the adsorption sites where they are 
formed and have a small probability of undergoing reactions 
—I, 22, and 23. Consequently, the formation of 2,2-dimeth­
ylbutane involves essentially primary neopentyl radicals 
(process I). In conformity with this conclusion is the fact that 
the formation of 2 ,2 -dimethylbutane does not parallel the 
formation of secondary neopentyl radicals (reactions 17 and 
18). According to the observations in domain D3 indeed, the 
appearance curves of hydrogen (Figure 5a) and methane 
(Figure 7b) which reflect the formation of hydrogen atoms and 
methyl radicals and hence of secondary neopentyl radicals 
differ from the appearance curve of 2 ,2 -dimethylbutane 
(Figure 8 ). It follows that c o n s id e r a t io n  o f  p r o c e s s  I  a m o n g  
th e  f r a g m e n t a t io n  p r o c e s s e s  o f  s u p e r e x c i t e d  m o l e c u l e s  is 
e n t i r e l y  ju s t i f i e d  and that the difference between the ex­
perimental and theoretical H/C ratios (see Results) is due not 
only to C10H22 which was not analyzed but also to trapped 
secondary neopentyl radicals.

Experimental results concerning the influence of electron 
energy on the yields of allene and propyne, of isobutane and 
propane, and of methane as well as the influence of neopen­
tane pressure on the yields of isobutene, propene, and allene 
support the following comments.

(1 ) According to Table III, the third component in the 
normalized yields of isobutane (isobutane formed in reaction 
25) is proportional to the normalized yields of allene (reaction
1 2 ) multiplied by P', the normalized relative abundance of 
t e r t -butyl and isobutene ions. This is in conformity with the 
fact that reaction 1 2  describes the neutralization of isobutene 
ions and reaction 25 involves, as determining species (see 
below), t e r t -butyl radicals which arise from the neutralization 
of t e r t -butyl ions. Table III shows also that the first and sec­
ond components in the normalized yields of propyne are 
proportional to the normalized yields of 2 -methyl-l-butene 
and of allene, respectively. This agrees well with the fact that 
propyne results not only like 2 -methyl-l-butene from octyl 
ions (reaction 8 ) but also like allene from isobutene ions (re­
action 1 2 ). Consequently, the purely ionic mechanisms pro­
posed to explain allene and propyne formation are confirmed. 
This justifies the omission of further fragmentation of iso­
butene and propene resulting from superexcited molecules 
which according to photolysis data would lead to allene and 
propyne.22 This observation implies that, in domain D3, t h e  
in te r n a l  e n e r g y  o f  s u p e r e x c i t e d  m o le c u le s  d o e s  n o t  d e p e n d  
m u ch  o n  th e  in c id e n t  e l e c tr o n  e n e r g y . Therefore the omission 
of further fragmentation of neopentyl radicals resulting from 
the decomposition of superexcited molecules by process I is 
entirely justified.

(2) The reaction scheme proposed accounts well for the fact 
that products such as p r o p y n e ,  a l le n e ,  e t h y l e n e ,  a c e t y l e n e ,  
m e th y lb u t e n e s ,  m e th y lb u t a d ie n e s ,  a n d  3 ,3 -d im e t h y l - 1- 
b u t e n e  (g r o u p  C )  a r e  p u r e l y  io n ic  in  o r ig in  a n d  t h a t  th e i r  
y ie ld s ,  l ik e  t h e  io n iz a t io n  c r o s s  s e c t io n ,  in c r e a s e  g r a d u a l ly  
w ith  e l e c t r o n  e n e r g y . From the shape of their appearance 
curves, isobutane and propane belong also to this group al­
though they result from reactions 25, 28, and 29 which involve 
not only t e r t -  butyl and propyl radicals whose origin is ionic 
but also hydrogen atoms and methyl radicals which arise both 
from ions and from excited molecules. The determining 
species in these reactions appear then to be t e r t -butyl and 
propyl radicals. This is not surprising since (i) t e r t -butyl and 
propyl radicals which are less abundant than hydrogen atoms 
and methyl radicals react only with these species; (ii) the 
relative yield of hydrogen atoms and methyl radicals (see
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Appendix for its evaluation) is between 0.92 and 0.95, i.e., 
practically constant; and (iii) isobutane and propane are not 
consumed in secondary reactions.

Reaction 22 presents characteristics similar to those quoted 
in (i), (ii), and (iii). It follows that the determining species in 
this reaction, i.e., in the formation of 2 ,2 -dimethylbutane, are 
primary neopentyl radicals whose origin is neutral only 
(process I). On the other hand, as shown above, primary 
neopentyl radicals do not undergo further fragmentation. 
Therefore t h e  a p p e a r a n c e  c u r v e  o f  2 ,2 -d im e t h y lb u ta n e  
(g r o u p  A )  c a n  b e  c o n s id e r e d  a s  r e p r e s e n t a t iv e  o f  th e  p r o ­
d u c t i o n  o f  e x c i t e d  m o lecu le s .

Products of group B (isobutene, propene, hydrogen, ethane, 
and methane) result from neutral and ionic precursors in 
agreement with the analysis proposed to explain the shape of 
their appearance curves.

(3) The similarity in isobutene and hydrogen normalized 
yields and in propene and ethane normalized yields (see Table 
I) illustrates well the correlation existing between isobutene 
and hydrogen atoms formation (reactions III and 1) and be­
tween propene and methyl radicals formation (reactions IV 
and 2 ). The fact that the normalized yields of methane are 
closer to the normalized yields in group C than the normalized 
yields of hydrogen and ethane (see Tables I and II) indicates 
that methane is not entirely formed by reactions 18 and 2 0  

involving hydrogen atoms and methyl radicals which result 
from both ionic and neutral precursors as this is the case for 
hydrogen (reactions 17 and 19) or ethane (reaction 21). A 
fraction of methane is ionic in origin (reactions 4, 26, and 12). 
Reactions 4 and 26 are insufficient to explain quantitatively 
the difference mentioned which justifies c o n s id e r a t io n  o f  
r e a c t io n  1 2  to  d e s c r ib e  th e  n e u tr a l iz a t io n  o f  i s o b u te n e  ion s .

(4) According to Table IV, products such as isobutene, 
propene, and allene which result from decomposition of pri­
mary excited molecules and from fragment ions neutralization 
are formed in yields independent of neopentane pressure. This 
important observation shows not only that a ll th e  e l e c t r o n  
e n e r g y  is d e p o s i t e d  in  th e  m e d iu m  but also that the relative 
importance of ionic neutralization in the gas phase and on the 
walls is pressure independent at the pressures used. This last 
point implies that only the ions collected on electrode m (see 
above) are wall neutralized.

A last remark concerns the material balance for methyl 
radicals, which is represented by relation a.35

[¿-C4H8] + 2 [C3H6] + 2[C2H4] + 2[i-C4H10]
+ 2[C3H8] + 2[2M1B] + 2;C3H4] + [C5H8]

= [CH4] + 2 [C2H6] + [C6H14] + [i-C4H10] 25 (a)
This relation is well verified in domain D3 since the left- 

hand side to right-hand side ratio is between 1.06 and 1.02. It 
is not satisfied in the excitation range. This is not surprising 
since the product yields are small and their determination is 
not very accurate.

C. Y ie ld s  o f  th e  P r im a r y  S p e c i e s  I n v o lv e d  in  P r o d u c t  
F o r m a t io n . The yields of primary species are evaluated by 
relations b to s given in the Appendix. Table VI summarizes 
the results obtained in domains Di, D2, and D3. Table VII 
gives the relative contribution of processes II plus III to pro­
cess IV in domain D2. Figure 12 shows the influence of electron 
energy on the total yield of primary species (Ne + Ni+) (curve 
a) and on the yields of excited molecules Ne and ions Ni+ 
(curves b and c, respectively). The N e / N i + ratio is plotted vs. 
electron energy in Figure 13.

E x c i ta t io n  R a n g e . According to Table VII, the relative 
abundance of the different processes characteristic of domain

D2 differ from those observed in photolysis studies using 1 0 -eV 
photons17 where the (Nn + Nni)/Niv ratio was found equal 
to 4.8 instead of 10 in the present case. This difference may 
arise from a difference in the relative yields of singlet states 
S3 (9.2 eV) and S4 (9.6 eV) when produced by electron and 
photon impact.

Table VI shows that process I is observed in the whole en­
ergy range and that its yield exhibits a maximum around 1 0 .0  

eV. This is in conformity with the fact that this process, which 
is responsible for hydrogen formation in domain Di, correlates 
as this product with the triplet state T4. This correlation 
implies that in te r s y s te m  c r o s s in g  S4 —► T4 is n eg lig ib le  since 
process I is not observed in photolysis studies.20

I o n iz a t io n  R a n g e  (M o r e  P r e c is e ly  D o m a in  D 3 ). The results 
presented in Table VI and in Figures 12 and 13 lead to two 
types of comments. The first one concerns the dependence of 
the yields of superexcited molecules and ions on the incident 
electron energy. The ion yield, Ni+, increases almost linearly 
with electron energy while the yield of superexcited molecules, 
Ne, has the same shape as the appearance curve of 2 ,2 -di­
methylbutane and presents a maximum around 11.5 eV, i.e., 
very near to the ionization potential. It is worthwhile to 
mention that this peculiar shape characterizes not only N\ 
which reflects the yield of the product mentioned (see relation
o) but also Nii—iv which does not. It must be noted that the 
“observed” Ne and Ni+ functions do not represent true sup­
erexcitation and ionization functions. Distortion resulting 
from saturation phenomena is likely to occur since all the in­
cident electron energy is deposited in the medium. However 
the fact that the “observed” superexcitation function exhibits 
a maximum near its threshold, at an energy where saturation 
phenomena are probably limited since ionization is not yet 
very important, suggests that s u p e r e x c i t e d  m o le c u le s  a r e  
p r o d u c e d  a t  l e a s t  partly b y  a  r e s o n a n t  process. This con­
clusion is well supported by the fact that, as demonstrated 
above, the internal energy of superexcited molecules does not 
depend much on the incident electron energy.

The second comment deals with the values found for ( N e  

+ N i + ) ,  G ( - C , 5 H i 2) ,  and N e / N i + . The yield of primary species 
is always less than one. Since, in this energy range, all the in­
cident electron energy is deposited in the medium, this indi­
cates that s o m e  p r im a r y  p r o c e s s e s  p r o d u c e d  u n d e r  e l e c t r o n  
im p a c t  d o  n o t  le a d  t o  p r o d u c t  fo r m a tio n .

The values found for G ( —C sHi2) between 11.5 and 13.0 eV 
increase from 5.4 to 5.8. The corresponding yield in conven­
tional radiolysis is 6 .6 .34 The fair agreement between these 
results together with the fact that the N e / N j + ratio ap­
proaches the radiolysis value around 15 eV (see Figure 13) 
point out the im p o r ta n c e  in  ra d ia tio n  c h e m is tr y  o f  s e c o n d a r y  
e le c tr o n s  h a v in g  en e r g ie s  ju s t  a b o v e  th e  io n iz a tio n  p o te n t ia l .

D. C o m p a r iso n  w ith  O th er  W ork s . According to the present 
work, t e r t - butyl radicals appear as isobutane at 10.5 eV and 
neopentyl radicals appear as 2,2-dimethylbutane at 9.3 and
10.5 eV. These observations do not agree with those obtained 
by ESR spectroscopy (see Table V). The origin of such a dis­
crepancy is presently not understood.

Conclusions
The simulated radiolysis of neopentane by low energy 

electrons (3.5 eV < E o  <  15.0 eV) brought a large bulk of ex­
perimental data which leads to new insights in the processes 
of electron impact induced dissociation of this compound.

Some very striking features were observed: (1 ) the occur­
rence of well-defined thresholds and appearance curves 
characterizing families of products associated with the same
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TABLE VI: Primary Species Yields at Different Incident Electron Energies (8.0 eV < E 0 <  13.5 eV)a

Yields 8.5 eV 9.0 eV 10.0 eV 10.5 eV 11.0 eV 11.5 eV 12.0 eV 12.5 eV 13.0 eV

N i 1.53 2.75 >3.98
<4.59

>3.06
<4.13 5.28 6.41 6.27 6.13 5.77

N U
ATttt jl.5 3 J3 .O6

NIV 0.15 0.46
N il -  iv 1.7 3.5 39.0 42.3 41.6 38.3 35.8

N e 1.53 2.75 >5.7
<6.3

>6.6
<7.6 44.3 48.7 47.9 44.4 41.5

N t + 5.7 13.6 20.1 27.0 34.0

N j 1  + ATj+ 50.0 62.3 68.0 71.4 75.5

N e /Ni + 7.8 3.6 2.4 1.7 1.2
a Yields N  are expressed as 10 2 events per incident electron. Subscripts designate the primary processes.

TABLE VII: Relative Contribution of Decomposition 
Processes of Exçited Molecules in Domain D2
(9.3 e V  <  E 0 <  10.5 eV)

( N j j  + N i u ) l
Domain Energy, eV State ATjv

1 0 . 0  1 0 . 0  
D2 10.5 S3, S 4 6.5

Figure 12. Primary species yields vs. incident electron energy E0: total 
yield (a), neutral species yield (b), and ionic species yield (c).

Figure 13. Excitation and ionization relative contribution vs. incident 
electron energy E0: (— ) present work; (--- ) radiolysis value.22

precursors; (2 ) a sharp increase in yields observed for many 
products at the ionization potential; (3) well-separated classes 
of pressure dependences.

Numerous observations on the other hand required a very 
thorough analysis for their understanding and therefore many 
derivations of mechanisms and of primary yields form a log­
ically complex and not unambiguous network.

However, the ensemble of reactions and yields proposed is 
completely self-consistent and it was possible to check it by 
some a posteriori comparisons with primary yields derived 
from independent experimental data.

It thus appears necessary to resume in conclusion the most 
important statements resulting from this study.

(1) Some products arise from the dissociation of excited 
molecules. A tentative assignment of the contributing states 
is the following: (i) a triplet state at 8.0-8.5 eV; (ii) singlet 
states at 9.2 and/or 9.6 eV.

(2) Other products are associated with superexcited states 
lying around 10.6 eV and with positive ions such as (i) isobu­
tene ions (AP = 10.4 eV), (ii) terf-butyl ions (AP = 10.6 eV),
(iii) ethyl ions (AP = 13.8 eV).

(3) Most observations relative to mechanisms of formation 
conform to photolysis and radiolysis data. Others either 
contrast with these data or are new. The contrasting obser­
vations are the following: (i) the process

neo-C5Hi2* -*• neo-C5Hu + H

which is associated not only with the triplet state at 8.0-8.5 
eV but also with superexcited states, is observed in the whole 
energy range; (ii) the decomposition processes of excited and 
superexcited molecules are similar; (iii) isobutene ions are 
neutralized according to the reaction

C4H8* + e" — C3H4 + CH4

(4) New conclusions explaining in a consistent way o u t  

observations concern octyl ions resulting from the addition 
of t e r t -butyl ions to isobutene: (i) addition of t e r t -butyl ions 
to the end carbon atom of isobutene leads to two isomeric octyl 
ions: only one of these two isomers is reactive toward neo­
pentane, the other is not; (ii) several reactions describing the 
neutralization of octyl ions are tentatively proposed.

(5) Information concerning the primary physical processes 
were obtained: (i) intersystem crossing from the singlet state 
S4 (9.6 eV) to the triplet state T4 (8.0-8.5 eV) seems to be 
negligible; (ii) the electron impact excitation cross section 
shows a steep increase at the ionization potential, which is in 
contrast with photon impact results; superexcited molecules 
are produced at least partly by a r e s o n a n t  p r o c e s s ; (iii) s o m e  
primary processes produced under electron impact do not lead 
to product formation; (iv) secondary electrons having energies 
just above ionization potential appear to play an important 
role in radiation chemistry.
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Appendix
A. E v a lu a t io n  o f  th e  Y ie ld s  o f  P r im a r y  S p e c i e s  I n v o lv e d  

in  P r o d u c t  F o r m a t io n . 35 E x c i ta t io n  R a n g e . For convenience, 
domain D2 will be examined first. The reaction scheme is 
limited to primary processes I-IV and to secondary reactions 
17,18, —I, and 19-23. The total yield of excited molecules in 
dissociating states per incident electron, ArE, is given by

Wg = A/i_ iv (b)

where Wi to W jv are the yields of excited molecules which 
fragment according to processes I-IV. These individual yields 
are expressed as functions of products yields as follows:

N n  +  N in  = [i-C4H8] (c)

N i v  = [C3H6] (d)

[H2] -  [¿-C4H8] < N i  <  [H2] -  [¿-C4H8] + [CH4] (e)

[CioH22] = [C6H14] ( [C5Hi1]i/[CH3] ) (m)

The yield of hydrogen atoms is in fact equal to

[H] = [H U  + [C5Hu ]i (n)

where H^i corresponds to hydrogen atoms formed by pro­
cesses other than I. Relation k then becomes

N i  = [C6H14]
[CH3] + [H] ^ 1

[CH3] + 3[C6H14]
where [CH3] and [H U  are given by

[CH3] = [¿-C4H8] + 2[C3H6] + [C3H4]
+ [C3H4]8 + 2[i-C4H8]u + 2[C2H4]

+ 2[i-C4H10] + 2[2M1B] + 2[C3H8)

[H U  = [¿-C4H8] + [C3H4] + [C3H4]8 + 2[C2H4]
+ 2[(-C4H10]s + 2[CsHio] -  2[C3H8]

(o)

(p)

(q)
Unknown but probably small terms such as — [¿-C4H8]n,i6 

and — [f-C4H8]n,i6,24,26 are neglected in relations p and q, re­
spectively.

The total ion yield, N i+ , can be determined separately from 
the yield of excited molecules as shown below. Primary ions 
disappear in the gas phase (neutralizations and reactions) or 
are collected on electrode m and undergo wall neutralizations 
so that

This last relation supposes that hydrogen atoms react mainly 
according to reaction 17. The total yield of excited molecules 
consequently obeys

[H2] + [C3H6] < WE < [H2] + [CH4] + [C3H6] (f)

In domain Dj, the reaction scheme involves only process I 
and reactions 17,19, and —I. The yield of excited molecules 
is

N e  =  N i -  [H2] (g)

since, within the approximation considered in domain D2, 
reaction 17 is prominent.

Io n iz a t io n  R a n g e . The analysis is limited to domain D3. The 
reaction scheme involves only primary processes I-VI and 
reactions 1-12 and 15-29. The yield of superexcited molecules 
in dissociating states, N e , is given again by relation b (as 
shown above, excitation is negligible in this energy range). The 
yield of positive ions per incident electron, N i+, is obtained 
from

N i+  = Wv + A vi (h)

The total yield of primary species involved in product for­
mation is then

N e  + N i*  = N i - v i  (i)

It is evaluated as follows. The yields of processes II-VI can be 
easily calculated from

An—vi = [i-C4H8] + [C'jHg] + [C3H4]
+ [C3H4]8 + [i-CUHalu + 2[C2H4]

+ 2[i-C4H10] + 2[C5H10] + [2M1B] (j)

The yield of process I is given by

Ni = [CsHuji = [CeHu] + [C5H i 2]_ i  + 2[CioH 22] (k)

where

[C5 H12]—j = [C6 H1 4]([H]/[CH3]) (1)

N i*  = [C3H4]12(1 + T) + 7m+ //0 (r)

T, I m+ , and 10 have been defined in Experimental Section.
Since, in the ionization range, all the incident electron en­

ergy is deposited in the medium, a G  value for the decompo­
sition of neopentane can be derived from

G (-C 5H12) = ^  (WE + Wi+) (s)
E  0

B. R e la tiv e  Y ie ld  o f  H y d r o g e n  A to m s  a n d  M e t h y l  R a d ica ls  
in  D o m a in  D3. The relative yield of hydrogen atoms and 
methyl radicals, [H]/[CH£], is deduced from relations n, p, and
q-

C. R e la t iv e  R a te s  o f  I o n - M o l e c u l e  R e a c t io n  a n d  N e u ­
tr a liz a t io n  o f  t e r t -B u ty l  a n d  /32 O c ty l  Io n s . The relative rate 
(R r fR O t  of ion molecule reaction 3 and neutralization 1 and 
2 of t e r t -butyl ions is

{R r/R n k  =
[C.2H4] 4- [¿-C4H iq]5 + [C5H10] 4- [C3H4]g + [¿-C4H 8]u  

r[C3H4] 12 —
j[C2H4] + [¿-C4Hio]5 + [CsHxo] + [C3H4]8 +  [i-C4H8]n[

(t)
The relative rate (R r/P, n ) 0 of ion-molecule reaction 9 and 

neutralization 10 and 11 of d2 octyl ions is
/Rr\ _  [CsHipjio + [¿-C4Hg]n
\ r J  0 [C3H4[8
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An experimental system for on-line mass spectrometric analysis of gas phase radiolysis systems was devel­
oped. Oxygen in a fast flow reaction tube was irradiated with 1  MeV protons and subsequently sampled with 
a molecular beam source. Analysis of the modulated molecular beam with a quadrupole mass spectrometer 
provided the concentrations of O, O2, and O3 as functions of reaction time, dose rate, and system pressure. 
Observed ozone levels were anomalously high compared to the predictions of existing chemical models, with 
apparent g  values considerably above theoretical maximum values. Agreement of theory with the data was 
improved by postulating an excited state of O2 as a direct precursor to ozone.

I. Introduction
Ideally, a complete description of the interaction of high- 

energy radiation with a gas should identify all chemical species 
produced, determine the production efficiency for each, and 
consider the kinetics of all subsequent chemical reactions 
which ultimately lead to stable products. Oxygen radiolysis,
in which the sole stable product is ozone, is interesting for
several reasons. First, the action of high-energy protons on low 
pressure oxygen, which is the subject of the present study, 
simulates the effect of solar flare protons on the upper at­
mosphere. Second, the process has potential application in 
chemonuclear ozone production. 1 ’2 Third, oxygen radiolysis
is especially simple for experiments utilizing on-line mass
spectrometry, since only three species, O, O2, and O3, are ob­
servable in the mass spectrum. Finally, the rate constants of
many of the homogeneous reactions involved in the overall 
process are well known, so that the unknown aspects of the
radiolysis can be singled out for study.

Although oxygen radiolysis has been studied previously, the 
experiment described here differs in several respects from

earlier experiments.3 * * * * *' 9 In the present system, atomic oxygen 
is measured in addition to ozone. Both products are observed 
on-line simultaneous with irradiation. The chemical reactions 
take place concurrent with irradiation rather than afterwards, 
as in pulse radiolysis.

II. Experimental Description
The quantities measured are the concentrations of atomic 

oxygen and ozone, as functions of gas pressure, gas flow rate, 
and proton beam intensity. The apparatus shown in Figure 
1 can be divided broadly into three systems: (A) equipment 
for production and measurement of the proton beam; (B) the 
reaction tube and the flow system; (C) mass spectrometer for 
identification and quantitative measurement of the radiolysis 
products.

A. P r o d u c t io n  a n d  M e a s u r e m e n t  o f  th e  P r o to n  B ea m . The 
primary proton beam is produced by a 1-MeV Van de Graaff 
accelerator. The protons are deflected into the reaction tube 
by a bending magnet, which produces a monoenergetic beam.

One of the major problems in this work was to devise a
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Figure 1. Schematic of the radiolysis apparatus.

method of introducing the proton beam into the reaction tube, 
where the gas pressure is several Torr, from the accelerator 
tube where the pressure is 10~ 6 Torr. Thin windows of alu­
minum, beryllium, carbon, and formvar were tested but these 
failed quickly because of localized heating by the proton beam 
and attack of the hot spot by the reactant gas. Eventually, the 
differential pumping system shown in the lower left-hand 
corner of Figure 1 was developed. Two channels (or collima­
tors) 2.5 mm in diameter and 10 cm long separate the reaction 
tube from the accelerator. Each collimator is followed by a 
vacuum pump. The basic idea was to sufficiently restrict the 
flow of the randomly moving reactant gas into the accelerator 
so as not to exceed allowable pressures there yet at the same 
time not lose too much of the incident proton beam on the 
collimators. The collimator system which was devised satisfies 
the following criteria: (1 ) the pressure rise in the accelerator 
tube during the operation with 10 Torr gas pressure in the 
reaction tube is approximately 10- 6  Torr; (2) the fraction of 
the total gas flow in the reaction tube which is pumped off by 
the collimator system is small (<%); (3) not too large a fraction 
of the available proton beam is lost because of the twin colli­
mator system. The maximum proton current obtainable in the 
reaction tube is ~3 fiA  at 0.9 MeV, which represents an order 
of magnitude loss in available beam.

The proton current at the far end of the reaction tube 
cannot be measured during the experiments by a standard 
Faraday cup because the ions produced in the gas are collected 
and result in large, spurious currents. To surmount this 
problem, a modified Faraday cup was constructed. The proton 
beam is stopped in a thick tantalum foil (45 mg/cm2) and the 
tantalum K x-rays produced by the interaction are monitored 
by a lead-shielded Ge(Li) detector. The output of the detector 
is amplified, fed to a rate meter, and recorded. The proton

detection system was calibrated by simultaneous measure­
ment of the rate meter output and the proton beam current 
(the Faraday cup was biased to prevent escape of secondary 
electrons) with the reaction tube under vacuum. When gas is 
admitted to the reaction tube, there is a noticeable decrease 
in the detector output, due to either: (1 ) decrease in the x-ray 
yield per proton because of proton energy loss in the gas, or
(2 ) loss of protons to the walls of the reaction tube by angular 
deflections resulting from the atomic collisions occurring' 
between the beam and the gas. Knowing the variation of the 
tantalum K x-ray yield with proton energy and the stopping 
power of protons in oxygen as a function of gas pressure, the 
decrease in detector response with increasing gas pressure 
could be predicted. This prediction was in reasonably good 
agreement with the observed behavior of the detection system 
so that proton loss due to scattering by the gas is probably not 
significant in our experiments. A calculation shows that the 
root mean square radial displacement of the protons from the 
beam axis due to Rutherford collisions with the oxygen atoms 
is ~0.3 mm at the end of the reaction tube. 10

B. R e a c t io n  T u b e  a n d  F lo w  S y s te m . The reaction tube 
shown in Figure 2 is fabricated of pyrex and treated with 
phosphoric acid to reduce wall recombination of atomic oxy­
gen. 11 The irradiated section is 1.56 cm i.d. and 57 cm long. 
The second section provides the vertical offset required by the 
different elevations of the accelerator beam tube and the mass 
spectrometer detection equipment. The molecular beam 
sampling source is located at the end of a third, horizontal 
section. A pressure tap is placed at the downstream end of the 
irradiated section. The system is pumped by a liquid nitro­
gen-trapped 70 cfm mechanical pump. The pressure drop and 
mean gas velocity are calculated from laminar flow theory. 
Under normal experimental conditions, the pressure in the 
reaction tube is a few Torr and the gas velocity is 0.2-0.5 m/s. 
Research grade oxygen (99.95% purity) is used without further 
treatment. All intermediate lines and fittings in the oxygen 
supply system are fabricated of cleaned and baked stainless 
steel. No water vapor is detected mass spectrometrically in 
the gas (detection limit ~ 2  ppm).

C. M a s s  S p e c t r o m e t e r  D e t e c t i o n  S y s te m . The mass spec­
trometer detection system shown on the right-hand side of 
Figure 1 is described in detail elsewhere. 12 It consists of a 
molecular beam source for sampling the gas flowing through 
the reaction tube, a roughing chamber which contains a me­
chanical chopper for modulating the molecular beam effusing 
from the source, and an ion pumped chamber where the 
quadrupole mass spectrometer is housed. These two vacuum 
chambers are separated by a 1 -mm diameter aperture, which 
serves to pass a well-collimated molecular beam of about
3-mm diameter directly through the ionizer of the mass 
spectrometer. With a pressure of 2.5 Torr in the reaction tube, 
the pressures in the roughing and mass spectrometer cham­
bers are 3 X 10- 6  and 2 X 10- 8  Torr, respectively. As a result 
of the signal-to-noise reduction afforded by mechanical 
chopping of the molecular beam and lockin amplification of 
the mass spectrometer output signals, concentrations as low 
as 2  ppm in the bulk oxygen gas can be quantitatively de­
tected. 12

The molecular beam source used for sampling the reacting 
gas mixture consists of an array of ~5000 channels, each 11 
/¿m in diameter and 0.25 cm long, packed into a 1 mm2 area. 
The characteristics of this source and of the molecular beam 
it produces are reported elsewhere (ref 13, the “Mosaic A” 
source). The extent of oxygen atom recombination due to wall 
collisions in the channels of the source was determined from
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ProtonCollector Molecular Beam

kinetic theory.10 Using a conservative estimate of the wall 
recombination coefficient of 1 0 - 4  (glass coated with phos­
phoric acid11), a 7% loss in atomic oxygen in the sampling 
process is calculated.'

In order to measure the atomic oxygen content of the re­
acting gas mixture, the mass spectrometer must be calibrated. 
Let [0] and [O2] be the concentrations (in particles/cm3) of 
oxygen atoms and molecules, respectively, at the molecular 
beam source position in the reaction tube. The flux of either 
of these species through the molecular beam sampling source 
is proportional to the product of the concentration and the 
mean molecular velocity. The mass spectrometer is operated 
as a density sensitive detector, and provides an output signal 
which is proportional to the density of particles in the ionizer. 
The concentration at this point is proportional to the flux 
issuing from the molecular beam source divided by the mean 
molecular velocity. Consequently, in the absence of wall re­
combination in the molecular beam source, the density of a 
particular species in the ionizer is proportional to the density 
of this species in the reaction tube at the sampling point, and 
the constant of proportionality is independent of the mass of 
the species detected.

When the ionizing electron energy in the mass spectrometer 
is adjusted to give the maximum signal (~65 eV for most 
species), substantial fragmentation of O2 to 0 + occurs. Thus ■ 
the measured signal at mass 16 (.S’ls) is the sum of contribu­
tions due to single ionization of 0  atoms (denoted by So) and 
dissociative ionization of O2. Similarly, the measured mass 32 
signal, S 32, is less than the signal S o2 which would be measured 
in the absence of fragmentation. The quantities So and So2 

are proportional to the densities of O and O2 in the ionizer. 
The constants of proportionality, do and fto2, depend upon the 
ionization cross sections, the extraction and transmission ef­
ficiencies of the mass spectrometer, and on the secondary 
electron coefficients of the electron multiplier for the atomic 
and molecular ions. Taking all of the effects cited above into 
account, the ratio of the 0  atom and O2 molecular concen­
trations in the reaction tube at the position of the molecular 
beam source is given by

[O] - 1 Sp/Po _ 1 /do2\ (S16/S32) -  T?g 
[02] 0.93So2/do2 O.9 3 V do/ 1 + 7i§

The factor 1/0.93 accounts for recombination of atomic oxygen 
on the channel walls of the molecular beam source and yi| is 
the cracking fraction of 0 2, defined as the ratio of the signals 
at mass 16 and mass 32 when pure oxygen is introduced into 
the ionizer. For our mass spectrometer, y?§ = 0.17 for 65-eV 
ionizing electrons. S 16/S 32 is the ratio of the measured mass 
spectrometer output signals at mass 16 and mass 32.

Calibration of the system for atomic oxygen consists of 
determining the sensitivity ratio f t o j f t o  from eq 1 by means 
of experiments in which the atomic oxygen concentration in 
the reaction tube is known. For this purpose, O atoms were 
produced by placing a microwave discharge unit at an up­

stream position in the irradiation section of the reaction tube. 
The concentration of atomic oxygen was measured at three 
locations downstream from the discharge by N 02 titration1 1 '14 

(in the calibration experiments, three inlet ports were added 
to the long section of the reaction tube). A short extrapolation 
of the measured 0  atom concentrations at these points (which 
ranged from 3 to 4 atom % 0) yielded the O atom concentra­
tion at the molecular beam source. When combined with the 
measured 0 2 pressure in the reaction tube, the left-hand side 
of eq 1 was determined. As a result of a number of separate 
calibration experiments using discharge-produced 0  atoms, 
the ratio f t o j f t o  was determined to be 1.0 ±  0.05 for 65-eV 
ionizing electrons.

During the proton irradiation experiments, the amount of 
atomic oxygen produced is so small that it cannot be deter­
mined in the presence of the mass 16 signal from O2 frag­
mentation (i.e., at 65-eV electron energy, S  16/S 32 in eq 1  is very 
nearly equal to -yf| even when radiolysis is going on). The 
signal due to double ionization of atomic cxygen (at mass 8 ) 
was also too small to be reliably extracted from the noise even 
with lockin amplification. However, the different threshold 
energies for the various ionization processes in the mass 
spectrometer provided a means of detecting O atoms. The 
pertinent reactions and their thresholds are:15 ’16

0 2 —*■ 0 2+ + e E 0 = 12.07 eV (A)

0 2 ^ 0 + + 0  + e- ■ E 0 = 18.73 eV (B)

O — 0 + + e- E 0 = 13.61 eV (C)

There is a window between electron energies of 13.55 and 18.73 
eV where reaction B is suppressed but reaction C is energeti­
cally possible. Consequently, the ratio [0]/[02] was deter­
mined during the radiolysis experiments by measuring the 
signal ratio S 16/S 32 at an ionizing electron energy of 17 eV. 
However, eq 1 cannot be used directly to calculate the con­
centration ratio from the measured signal ratio (even though 
7 16  is zero) because the ratio f t o j f t o  is not ‘ he same for 17-V 
electrons as it is for 65-V electrons (where this ratio was- 
measured). The primary energy-dependent c o m p o n e n t  of ft 
is the ionization cross section of the species bombarded by 
electrons. To account for the effect of electron energy, the 
single ionization cross sections for 0  and 0 2 were both as­
sumed to obey the same functional form, namely

where a3j and f?th are the single ionization cross section and 
threshold energy, respectively. Equation 2 is applied to both 
reactions A and C. Justification for assuming the same energy 
dependence of crsj (once the correct threshold energy is used 
in eq 2 ) comes from comparing the energy variation of reaction 
A (ref 17) with that of reaction C (ref 18). These two cross 
sections are very nearly equal to each other from 65 to ~40 eV, 
which is the lowest energy of the measurements of ref 18. 
Referencing the energy to E th for each species is necessary to 
preserve this similarity near threshold energy.

The energy dependence of single ionization of 0 2 was de­
termined by measuring the increase in the mass 32 signal (S 32) 
as the electron energy was increased with pure 0 2 in the ion­
izer. The ratio S 3 2 (E )/ S 3 2 (6 5 ) determined in this manner was 
found to be in excellent agreement with the energy variation 
of the ratio a3i(E)/trsj(65) for 0 2 reported in ref 17. When 
plotted in terms of the reduced energy variable in eq 2 , the 
exponent n was determined to be 1.5 between 14 and 18 eV.

The Journal o f Physical Chemistry, Voi 80, No. 15, 1976



Oxygen Radiolysis by Protons ie?9

Since
00(g) _ r <Tsi( E )  1 
0o(65) Lo-si(65)Jo

and
do2(E )  _  r asj{E )  1  1

do2(65) L ffsi(65) J 0 2 1  + 7i|(65)
for E  <  18.73 eV, combination of the preceding three equa­
tions yields

/17 -  12,07\i-5 -

/0o*\ = /fo A  V65- 12.07/ 1  ;
Vdo/17 v do ' 65 / 17 — 13.61X1-5 1 +  0.17 

\65 -  13.61/
(1 .0 )(1 .6 8 )= —----------- = 1.44

(1.17)
Thus, the ratio [0 ]/[0 2 ] at the molecular beam source during 
irradiation is equal to 1.44/0.93 times the measured signal ratio 
S 16/S 32 for 17-eV electron energy in the mass spectrometer 
ionizer.

The ozone peak at mass 48 is in a low background region of 
the mass spectrum. During radiolysis this signal was detect­
able at an electron energy of 65 eV. The analogue of eq 1  for 
the ozone-to-oxygen ratio at the molecular beam location in 
the reaction tube is

[O3I _ /d02\ /‘̂ 48\ 1 + 732 + 7ll
[o2] \ i k j \ s j  I + 7 8

Fragmentation of both species in the mass spectrometer 
ionizer is taken into account using the ozone cracking pattern 
determined by Herron and Schiff19 (7 3 !  = 5.0; y f i  = 0.5). The 
ratio of the instrumental constants for 65-eV electrons, do2/  
do3, was assumed to be unity because the comparable ratio 
O/O2 was found to be very close to one.

III. Results
The measured concentrations of atomic oxygen and ozone 

at the molecular beam source position in the reaction tube are 
shown in Figures 3 and 4 as functions of energy’ deposition and 
system pressure. The experimental parameters corresponding 
to each set of data are given in Table I. The product concen­
trations along the ordinates of Figures 3 and 4 were deter­
mined from the mass spectrometer signals using eq 1 and 3. 
The concentration of molecular oxygen was determined from 
the system pressure measurement and pressure drop calcu­
lation. The total energy deposition in the gas was obtained by 
integrating the energy deposition rate over irradiation time

E d = E d (d x/ u )

where v is the flow velocity and Lj is the length of the irradi­
ated section of the reaction tube. The energy deposition rate 
E d was calculated from the proton current, the oxygen con­
centration, the cross sectional area of the reaction tube, and 
the stopping power of protons in oxygen.20 Dose rates ranged 
from 6 X 1017 to 2 X 1019 heV/cm3 s.

The estimated precision of the quantities plotted in Figures 
3 and 4 sue ±25% for the concentrations of atomic oxygen and 
ozone. The precision of the E d measurements is estimated to 
be ±5% at low pressure and high proton beam strength to 
±20% at opposite extreme. These uncertainties are due 
principally to countrate statistics in the beam detection ap­
paratus (section IIA).

Figure 3. Measured atomic oxygen concentration (atoms/cm3 at mo­
lecular beam source) as a function of total energy deposited (heV/cm3) 
for various flow conditions.

Ed (h e V /cm 3 )

Figure 4. Measured ozone concentration (molecules/cm3 at molecular 
beam source) as a function of total energy deposited (heV/cm3) for 
various flow conditions.

IV. Comparison of Data with Theoretical Models
The oxygen radiolysis system can be analyzed theoretically 

by solving one-dimensional conservation equations which 
describe the rate of change of the concentration of each species 
present with time (or, equivalently, with position, since df = 
dx/ v ). For each species i, the conservation statement includes 
radiolytic production and creation by chemical reaction. De­
noting the concentration of species i by [i]

d[i]/df = g iE d + R [ (4)
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TABLE I: Experimental Parameters

System pressure 
ps, Torr

O2 Flow rate, std 
cm3/s

[od, 1 0 6
molecules/cm3

Irradiation time, 
¿1 ,“ s

Elapsed time to 
sampling point,“ s

Proton energy, 
MeV

Proton current 
range, 6 gA

1.72 5.46 0.849 0.293 0.347 0.90 1 .0- 2 .1

2 .1 2 6.74 1.18 0.260 0.310 0.90 0.2-0.5
2.50 7.95 1.50 0.240 0.287 0.90 0.1-0.3
2.92 9.30 1.84 0.229 0.275 0.90 0.1-0.5
3.45 1 1 .0 2.35 0 .2 1 1 0.255 0.94 0.1-0.7
3.92 12.5 2.82 0 .20 0 0.243 0.91 0.1-0.9

“ ¡ ( = Jdx/v, integrated over the appropriate section of the flow tube. 6 Represents range covered by data at each pressure, not 
specific data points.

TABLE II: Reaction of Gas Phase Radiolysis of Oxygen

No. Reaction k , cnvVparticle s Ref

(P-1)
(P-2)
(P-3)

(N-l)

A. Primary Reactions 
O2 » O + O

O2 '**'—»• 02+ + e-  
O2 0+ + O + e~

B. Reactions of Neutral Species 
O + 02 + 02 —*■ O3 + 0 2 6.5 X 10-3 4  “ 23

(N-2) O + O + O2 ~ O 2 + O2 2.7 X 10~ 33 « 2 2

(N-3) O Oads 0.56 23
(N-4) O3 + O —» 2O2 9.3 X 10" 13 22
(N-5) O3 + O2 —*■ 2O2 + 0 2.0 X IO' 23 22

(1 -1 )
C. Ion Reactions 

0 + + O2 0  + 0 2+ 2 X 10" 11 6 , 24
(1 -2) 0 2"*" + O2 “*■ 04+ 2 X 10~n 6
(1-3) 0 + + e- -  O 3.3 X IO" 8 6

(1-4) 0 + + O2-  -* 0  + O2 2 X IO“ 6 6

(1-5) 0 + + O4" —*■ O + 2O2 2 X IO' 6 6

(1-6 ) 0 2+ + e- -  20 1.7 X IO" 7 6 , 24
(1-7) 0 2+ + 0 2'  — 20 + 0 2 2 X IO-6 6
(1-8 ) o 2+ + o 3-  -  O + 202 NA

(1-9)
[02+ + 03” —*■ 30 + 0 2]
0 2+ + O4'  —* 20 + 202 2 X IO" 6 6

(MO) O4"1 + e— —*■ 20 + 0 2 1.7 X IO" 7 6

(1 1 1 ) O41" + 02_ -* 202 + 20 2 X IO" 6 8
(1 -1 2 ) O4"1 + O3' —*-03 + 2 0 2 2 X IO" 6 6
(1-13) 04+ + 0 4 '  —*■ 20 + 302 2 X IO-6 6
(1-14) 0 2 + O + e-  ~ O '  + 0 2 NA
(1-15) 0 2 + 0 2 + e-  -*■ 0 2_ + 0 2 1.4 X UT30“ 6 , 24

(1-16)
[O 2 + e-  —* 0 2~i 

0 ~ + O — 0 2 + e-
N A
2 X 10“ 10 24

(1-17) 0 ~ + 2 0 2 —*■ 0 3 “ + 0 2 4 X IO“ 31 “ 24
(1-18) O” + O3 —*■ O3'  + 0 5 X IO“ 10 24
(1-19) 0 2 + 0 ~ O 3 + e~ 3 X IO-10 24
(1 -2 0) 0 2“  + 0 2 —*- O4- 7 X IO“ 11 6
(1 -2 1 ) 0 2-  + O3 —*■ 0 3 “ + 0 2 3 X IO“ 10 6 , 24
(1 -2 2 ) O3-  + 0 3 —»- 0 2-  + 2 0 2 3 X 10- 10 25

cm6/particle2 s. b Second' 1. NA, not available.

where R i is the rate of production of species i by all chemical 
reactions, g; is the g  value of species i, or the number of par­
ticles of this species produced as a direct result of the depo­
sition of 1 heV (100 eV) of radiolytic energy in the gas.

Two models of the radiolytic process, a full one and a sim­
plified one, were investigated. The full model includes the 
three primary processes and the 27 subsequent reactions 
shown in Table II. Most of the rate constants for the secondary 
reactions are known. The g  values for the ionic species can be 
determined from the known W  value for oxygen ( W  =  30.9 
eV/ion pair) and the assumption that the ratio of 0 + to 0 2+ 
is the same as the mass spectrometer cracking fraction, 0.17.

The resulting g  values are 2.7 and 0.5 for 0 2+ and 0 +, re­
spectively. The g  value for direct production of O atoms from 
O2 (go), however, is not known for proton bombardment. 
However, bounds may be placed upon this quantity. The 
minimum energy required to form the 2.7 — 0.5 = 3.2 ions/heV 
of 0 2+ + 0 + is 42.6 eV, calculated from the ionization poten­
tials. Assuming that the bond energy of O2 is 5.12 eV21 the 
maximum number of O atoms which can be produced is 2  X 
(100 — 42.6)/5.12 = 22.4 atoms/heV. To allow for uncertainty 
in the cracking fraction and to account for the neutral O atoms 
formed in dissociative ionization, a conservative upper bound 
on g o  is 24 atoms/heV. Similar calculations allowing for more
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Figure 5. Comparison of the measured dose dependence of the atomic 
oxygen concentration with theoretical predictions for ps =  3.45 Torr, 
9o =  5.

loss processes were carried out by Willis et al. ,6 and their es­
timate of g o  is 7.5. In analyzing oxygen radiolysis by the 
complete model, the 1 0  differential equations for the 1 0  

species in Table II were solved numerically with g o  as an ad­
justable parameter.

The calculation of the chemical response of the system ac­
cording to the full model described in the preceding paragraph 
proved to be time consuming even on a large digital computer. 
A great many runs were required to establish response trends 
as each of the experimental parameters was varied. For these 
reasons, a simplified model was constructed. This model was 
based upon the full model but was sufficiently streamlined 
that the differential equations were decoupled and could be 
solved analytically.

The major assumption required to reduce the full model to 
the simplified model is that neutralization of each C>2+ ion, by 
whatever route, results in the net production of two neutral 
0  atoms. It is also assumed that 0*  is neutralized by charge 
transfer to O2 (reaction 1 -1 ), so that each 0 + ion results in 
three neutral 0  atoms (e.g., one from 1 - 1  and two from 1 -6 ). 
Since the ion reactions occur on a much faster time scale than 
the neutral reactions, 0  atom production via this route ap­
pears to enhance the direct production; that is, atomic oxygen 
is produced as if with an “effective” g value of

^(O)eff = go + 2go2+ + 3go+= 6.9 + go (5)

Order-of-magnitude considerations allow neutral reactions 
N-2, N-4, and N-5 to be neglected relative to N-l and N-3, and 
the differential equations for the concentrations of atomic 
oxygen and ozone are

d [ 0 ] / d t  =  g ( 0 ) e ffÉ d  -  fe N - r [ 0 ] [ 0 2]2  -  feN . 3 [ 0 ]  ( 6 )

d[03]/di = feN-i[0][02] 2 (7)

Equations 6  and 7 can be readily integrated to predict the 
atomic oxygen and ozone concentrations at the time equiva­
lent to the position of the sampling point in the reaction tube. 
In the integration, the source term (the first term on the

Figure 6. Comparison of the measured Ed dependence of the ozone 
concentration with theoretical predictions for ps = 3.45 Torr, g0 =  
5.

Figure 7. Measured atomic oxygen concentrations (top) and ozone 
concentrations (bottom) vs. system pressure for £d = 2.5 X 1012 
heV/cm3. The curves are the calculated theoretical system response: 
(A) simple model, g0 = 7.5; (B) full model, g0 = 24; (C) full model, g0 
= 7.5.

right-hand side of eq 6 ) is active only over the irradiated sec­
tion of the reaction tube.

Figures 5 and 6 compare the 0  and O3 data at 3.45 Torr with 
the model predictions, and Figure 7 compares the experi­
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mental and theoretical variations of product concentrations 
with system pressure for E d  =  2.5 X 1012 heV/cm3. Figure 5 
shows that a value o f g o  =  & provides good agreement between 
the experimental dose dependence of the atomic oxygen 
c o n c e n tr a t io n  and the predictions of the simple model. 
However, the predictions of the full model, which should be 
more accurate than those of the simple model, suggest that 
this value of go is too small. Although the simple model with 
g o = 5 adequately reproduces the 0  atom data, it. fails by a 
factor of 5 to predict the measured O3 concentrations (Figure 
6 ). The full model predictions (with g o  = 5) are in even poorer 
agreement with the ozone data. The comparison shown in 
Figure 7 shows that the simple model with go = 7.5 (curve A) 
satisfactorily predicts the pressure dependence of the 0  atom 
concentration at high pressures but does not reflect the dis­
tinct maximum in [O] at p s = 2.5 Torr. The predictions of the 
full model (curves B and C in Figure 7) are lower than the data 
e v e n  w h en  t h e  u p p e r  b o u n d  o n  g o  is u sed  (c u r v e  B). T h e  
bottom graph of Figure 7 shows the same dramatic under­
prediction of the ozone concentrations from both model cal­
culations as seen in Figure 6 .

V. Discussion
Before accepting the failure of the theoretical models of the 

oxygen radiolysis system, the possibility that the discrepancies 
are due to large systematic experimental errors was explored. 
Probable systematic errors in the measurement of the proton 
energy and current, the oxygen flow rate, and the mass spec­
trometer measurement of [O] and [O3] were analyzed in de->j 
tail. 10 The most likely error source is the assumption that the r 
mass spectrometer instrumental constant ratio is
equal to that measured for atomic oxygen f i o j f i o- However, 
examination of the species-dependent components of d (i.e., 
the ionization cross section and the electron multiplier effi­
ciency) indicates that the observed factor of 5 discrepancy 
cannot be accounted for in this manner. Neither is use of an 
ozone fragmentation pattern obtained from the literature 
subject to such large error, particularly since our observed O2 

cracking fraction is comparable to those measured by other 
investigators. Additional evidence of the reliability of the 
ozone measurements came from the 0  atom calibration ex­
periments using the microwave discharge apparatus, in which
[O3] was also measured. The ozone concentrations observed 
in these tests were substantially lo w e r  than those predicted 
by the theoretical models, a phenomenon which Kaufman and 
Kelso23 have also observed.

As a result of the error analysis, we have concluded that the 
discrepencies between the data and existing theoretical 
models of oxygen radiolysis are real and that the theory needs 
to be modified. The primary consideration in the formulation 
of a modified kinetic model is that ozone should be produced 
very efficiently. Figure 4 shows that the ratio of [03]:£d is in 
the range 20-40 molecules/heV, or the energy required to 
produce one ozone molecule is between 2.5 and 5.0 eV. From 
the discussion of the maximum go value it is clear that 
mechanisms assuming atomic oxygen as the sole precursor to 
ozone require a minimum of 4 eV/ozone molecule (maximum 
go ~  24, one molecule of ozone for each atom of oxygen). Such 
mechanisms are, therefore, energetically incapable of pre­
dicting the bulk of the ozone data. Also, the [0s]:[0] ratio is 
determined primarily by the reaction

_ &N-1
O + 0 2 + 0 2 — ► O3 + O2 (N-l)

and the elapsed reaction time. The rate constant &n.i and the

measured [0 3 ]:[0 ] ratio are quite reliable, and the fact that 
the latter is substantially higher than the ratio predicted by 
the models is another indication that ozone is being produced 
in some more efficient way than via reaction N-l.

One simple possibility is an excited state O2*, produced 
directly by the irradiation, which undergoes the subsequent 
reaction

0 2* + 0 2 -  0 3 + O (N*)

This reaction has been postulated by others5-25 but has not 
been discussed in detail. If the contribution to [O3] from such 
a reaction were comparable to or greater than that from re­
action (N-l), the resulting [O3]: [0] ratio would clearly in­
crease. Also, the energetics involved are somewhat more fa­
vorable, since reaction N* requires an excitation energy of ~4 
eV21 (for a potential maximum of two ozone molecules per 
O 2 *) as o p p o s e d  t o  5 .1 2  e V  fo r  d ir e c t  0 2 dissociation,21 or ~ 9  
eV for dissociative transitions to an unbound 0 2(2SU+) 
state.f

Sample calculations utilizing the simple model with this 
modification were carried out at E d — 2.5 X 1012 heV/cm3. 
Three Unknown parameters are required for such calculations: 
go, go2*> and k * , and the rate equations are

d[0 ]/di = (go + 6.9)£d -  fcN-i[0 ][0 2] 2

-fc N-3[0] + ft*[02*][02] (8 )

. d[02*]/dí = g o 2*Éd — &*[02*][02] (9)

d[0 3]/di = feN-i[0 ][0 2] 2 + fe*[0 2*][0 2] (1 0 )

The [O3]: [O] ratio increases as go2* increases relative to go- 
However, go2* cannot increase indefinitely, since the ener­
getics require an upper limit similar to that calculated pre­
viously forgo- The maximum [0g]:[0] ratio occurs with the 
minimum go value, which can be calculated by assuming that 
all direct 0  atom production occurs via dissociative Schu- 
mann-Runge transitions and taking the ratio of dissociation 
to ionization to be approximately the same as the ratio of the 
cross sections for these two processes, which is ~0.1 .26'27 The 
minimum go value is, therefore, taken as 0.1 X 2 X 3.2 ~  0.6 
O atoms/heV, requiring (0.6) (9 eV) = 5.4 eV/heV and the 
energy remaining/heV is slightly over 50 eV (i.e., 100 — 5.4 —
42.6). Since each 0 2* must have on the order of 4 eV, the 
maximum value of go2* is roughly 12.5.

An estimate of the rate constant k * may be obtained from 
that of the corresponding ground state rate constant (0 2 + 0 2 

-»■ O3 + 0), which is available in the literature. 22 If it is as­
sumed that the energy carried by the 0 2* molecule affects the 
rate constant only by reducing the activation energy, the rate 
constant for the excited 0 2* reaction is of the order 1-10 (Torr 
si“ 1.

The results of the modified simple model using k *  = 10 
(Torr s) _ 1 (~3 X 10~ 16 cm3/molecule s),go = 0.6 + 0.5 = 1.1 
(contributions from direct dissociation and from dissociative 
ionization) g(0)eff = 8.0, and go2» = 12.5 are shown as the solid 
curves in Figure 8 . Substantial improvement in the predicted 
[C>3]:[0 ] ratio is obtained. This ratio may be brought closer to 
the data if the full model is used, since the dominant loss 
mechanism in this model is atomic recombination (reaction 
N-2 in Table II) as opposed to ozone decomposition (reaction 
N-4). However, based upon the trends exhibited by the curves 
in Figures 5-7, use of full model calculations would probably 
lower both concentrations. While the agreement with the [O] 
data would be improved by incorporation of the postulated

The Journal o f Physical Chemistry, Vol. 80, No. IS, 1976



Oxygen Radiolysis by Protons 1683

Although the identity of the hypothetical state 0 2* cannot 
be determined, most of the ~4 eV energy is probably in vi­
brational excitation (v  ~  21). An O2-O 2* complex would re­
lease an atom of atomic oxygen (dissociate at the vibrationally 
excited bond). The postulated vibrationally excited state 0 2* 
could be formed in several possible ways. Interaction between 
protons and bound electrons in 0 2 with less energy transfer 
than that required for ionization or allowed electronic tran­
sitions is one possibility. The objection to this mechanism is 
that energy transferred to an atomic electron is not readily 
transformed into nuclear motion within the molecule (i.e., to 
vibrational excitation). Alternatively, some of the molecules 
resulting from ion recombination may be in vibrationally 
excited states; vibrational excitation of the 0 2_ ion, for ex­
ample, can occur at any energy above zero.28 This possibility 
limits the production of the proposed 0 2* species to quantities 
comparable to the ionization yields, which alone could not 
account for the observed ozone concentrations.

The proposed mechanism modification is probably only 
partially responsible for the very high ozone levels observed. 
The calculated values of [0] and [O3] are both increased by 
inclusion of this modification, and the calculated [OsjrfO] ratio 
is increased as well. All these changes are in the correct di­
rection. However, the modified model does not provide a full 
explanation for the discrepancy between theory and experi­
ment. Assuming that a species such as 0 2* is produced, it 
seems unlikely that sufficient quantities of it can be produced 
to account for the observed ozone yields, even allowing for the 
large uncertainties in the data. Also, excited 0 2 molecules 
generally decompose ozone rapidly, an effect that has been 
observed for the two stable electronically excited states (1Ag 
and i2g+)2i,29,30 ancJ js expected for molecules in high vibra­
tional states.22

In searching for other explanations for the discrepancy, we 
noted that the term in the rate equations resulting from the 
proposed modification is proportional to the system pressure 
(i.e., to [02]), whereas the term arising from reaction N-l varies 
as [02]2. Since the rate of the 0 2* reaction and that of reaction 
N-l are postulated to be of comparable magnitudes at the 
pressures used in this experiment (1-5 Torr), one could expect 
the latter rate to dominate at the higher pressures used by 
other investigators. Anomalously high ozone levels at low 
pressures were anticipated by Willis et al.6 as a result of the 
high yields observed by these investigators in other radiolysis 
systems. Although such behavior was not found in their in­
vestigation of the oxygen system, the lowest pressure they used 
was 30 Torr, substantially above the pressure range in the 
present work. The high yields they observed were attributed 
to acceleration of secondary electrons in transient electric 
fields which were assumed to result from the very high dose 
rates and consequently high charge density in their apparatus 
(“high” dose rates are considered to be ~ 1 0 26- 1 0 27 eV/g s,3>6 

as opposed to “low” dose rates of ~ 1 0 16 eV/g s used by other 
workers9). On this basis, the dose rates in the present experi­
ment (in the range [0.6-20] X 1020 eV/g s) are low-to-inter- 
mediate. The present results, therefore, support the obser­
vations of Willis et al. ,6 but not their interpretation.

Lampe et al.31 have analyzed the radiolysis of gaseous 
oxygen. In place of reaction N*, they included the ion-mole­
cule reaction 02

0 2+* "I- 0 2 —* 0 3  ̂ -I- O

0 2* species and its reactions into the full model, the match
with the [O3] data would be worse than that seen in Figure
8 .

Figure 8. Comparison of experimental results with (a) modified simple 
model calculations with Ed =  2.5 X 1012 heV/cm3; g0 = 1.1; g(0)eff 
— 8.0; g02- =  12.5; k ' =  10 (Torr s)-1 (solid curves), and (b) Lampe32 
model (dashed curves). Open circles are 0 3 data and closed circles are 
O atom results.

followed by the rapid neutralization reaction

C>3+ + 0 2 —*■ 0 2+ + O3

The effect of these reactions can be represented analytically 
by a primary yield of O3 with g o3 = 1.76 and an additional 
component to g o  of the same amount. The differential equa­
tions for [O] and [O3] are those given by eq 6 and 7 with g oeff 
= 16.14 (Lampe’s31 value; in eq 6  and with addition of the 
term g ô Ed to eq 7. We have solved these equations and 
compared the predicted O and O3 concentrations with our 
data. The results are shown as the dashed curves on Figure 8 . 
The predicted 0 3 concentrations are still a factor of ~3 smaller 
than the observed values, although the O atom concentrations 
are in good agreement with Lampe’s model for high oxygen 
pressures.
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Pulse Radiolysis Studies of Uranium(VI), Neptunium(VI), Neptunium(V), and 
Plutonium(VI) in Aqueous Perchlorate Media1
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Reactions of several actinide (An) perchlorates with eaq~ and OH radicals produced by pulse radiolysis of 
solutions of these compounds are reported. Kinetic data for the formation of a U(VI)-H2 0 2  complex are re­
ported. Rate parameters for the reaction of the eaq~ with various actinides have been determined and their 
significance discussed.

Introduction

The dynamics of the oxidation-reduction reactions of 
U(VI), N p ( V I ) ,  a n d  Pu(VI) with a variety of reagents2 have 
been characterized. There has been no systematic study of 
the reactions of these ions with the reductant eaq~ and. the 
oxidizing radical OH under conditions where the structure 
of the actinyl ion is known with reasonable certainty. Pi- 
kaev et al.3,4 have studied reactions of eaq_ with Np and Pu 
in various oxidation states in highly alkaline solutions 
where according to these investigators “Owing to insuffi­
cient information on the forms in which neptunium and 
plutonium exist in an alkaline medium, it is impossible to 
draw definite conclusions as to the reasons for their differ­
ent reactivities with eaq- ” .3 We are presently engaged in a 
systematic study of such reactions with the intent of ex­
tending the phenomenological description of the reactivity 
patterns of these ions and providing additional insight into 
the mechanisms of redox reactions that occur in systems 
with large thermodynamic driving forces.

Experimental Section
Stock solutions of perchloric acid, uranium(VI), neptuni- 

um(VI), neptunium(V), and plutonium(VI) perchlorates 
were prepared and standardized as previously described.5" 7

The radioactivity associated with the samples necessi­
tated the use of the gas-saturating and cell-filling device 
depicted in Figure 1. A is a standard 5/20 joint which mates 
with the irradiation cell, B is a glass frit, and C is the gas 
inlet. Helium or N2O is bubbled through the solutions for 
deaerating or saturating with N2O, respectively. The levels 
of residual oxygen in solutions treated with this system 
compared favorably to those generally attained using the 
conventional s y r in g e  techniques. 8 The o x y g e n  content of 
the solutions were determined on a Van Slyke-gas chroma­

tograph combination9 and was found to be of the order of 
0.1 jtM in all cases.

Spectra of the transient species produced by single elec­
tron pulses were obtained using a streak camera-TV scan­
ning method described in previous publications.10,11 The 
rate data were obtained by conventional photomultiplier 
techniques.12

The kinetic data were scanned from a smoothed trace of 
the Polaroid film by an automatic line follower (Hewlett 
Packard Type F3B), converted to digital form in a 400 
channel analyzer, and processed by a Xerox Sigma 5 com­
puter. The functional expression was the usual integrated 
form of a first-order rate process. The statistical adjust­
ment of the unweighted data in this form used a non-linear 
least-squares program with parameters k, I q, and I  where k 
is the pseudo-first-order rate constant, /<> is the initial light 
intensity, and I  is the light intensity at time t . In all cases 
these three parameters provided an adequate description 
of the data. Standard deviations of the rate parameters 
quoted in the text were calculated on the basis of external 
consistency.

Results and Discussion
A. R e a c t io n s  in  N 2 0 -S a t u r a te d  S o lu t io n s . The rapid oc­

currence of the reaction

eaq-  + N2O + H2O = N2 + OH + OH-  (1 )

makes feasible the development of the reactivity patterns 
for what is predominantly a one radical system, OH, in 
aqueous solutions. The redox potential E b °  of this radical 
has been estimated to be about 1.9 V13 and the second- 
order rate parameters for reactions with inorganic reduc- 
tants are in the range of 106-10 10 M~ 1 s- 1 . 14

When N2 0 -saturated solutions of U(VI), 10~ 3 M, pH 5,
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were irradiated with 3-^s pulses of electrons there was no 
observable change in the spectrum of the solution over a 
200-iis time interval using the streak camera. After several 
seconds the streak camera recorded a new spectrum (Fig­
ure 2 ) that was stable over a period of hours. The rate at 
which this new spectrum develops and the time invariance 
effectively preclude the identification of this spectrum as 
characteristic of a species produced by the direct reaction 
of U(VI) and OH.

The identification of this spectrum as that of a U(VI)- 
H2O2 complex is based on the following evidence:

(A) A spectrum identical with the one recorded by the 
streak camera was obtained from a solution of 10- 4  M 
U(VI), 10- 3  M H2O2, at a pH 5.3, with broad maxima at 
360 nm (t 820 M- 1  cm-1), 325 nm (c 770 M- 1  cm-1), and 
240 nm (e 1.9 X 103 M- 1  cm-1).

(B) A ratio of [U(VI)]/[H2 0 2 ] = 1.05 ±  0.05 was deter­
mined from spectrophotometric titrations of U(VI) with 
H2O2 at pH of 5.3.

Gurevich et al. 15 have previously described a one-to-one 
complex of U0 2 2+ and H2O2 by titration of a solution of 
U0 2(N0 3 ) 2 with aqueous H2O2. The “difference spectrum” 
obtained in this investigation clearly delineates three peaks 
as noted in the text.

This U(VI)-H2 0 2  complex is formed at a rate that may 
be conveniently studied using the stopped flow technique. 
Table I summarizes our results using this method as well as 
that of the pulse radiolysis technique.

The spectrum and dynamic stability of Np(VII) in acidic 
media have been established.16 When N2O-saturated solu­
tions, 1.0 X 10~ 3 M Np(VI), pH 5.0, were irradiated with
3-/iis pulses of electrons there was no spectrophotometric 
evidence for the formation of Np(VII). In fact, irradiation 
with 15 pulses (3 ¡is wide and 18 krads per pulse) resulted 
in quantitative reduction to Np(V) as determined by ab­
sorbance measurements at 980 nm. This is very probably 
the result of the reduction of Np(VI) by H2O2, where the 
H2O2 is formed by the radiation.

Evidence consistent with this interpretation is provided 
by the following comparison. For the reaction

2Np022+ + H20 2 = 2Np02+ + 2 H+ + 0 2 (2 )

the rate of appearance of Np02+ is

d[NP0 2+]/di = k  [Np022+] [H20 2] (3)

this reaction was studied by following the appearance of 
the absorption at 980 nm due to Np(V) at 25 °C. In a solu­
tion containing 1.0 X 10- 3  M Np(VI), ~  2 X 10- 5  M H2O2

Figure 2. Spectrum of the U(VI)-H20 2 complex at pH 5.3.

(generated by pulse radiolysis) at a pH of 5.0 and an ionic 
strength of 0.005, the rate of formation of Np(V) followed a 
second-order rate law with a rate constant of (5.89 ±  0.05) 
X 105 M - 1  s“ 1.

In a previous kinetic study of reaction 217 by convention­
al spectrophotometric techniques the empirical form of the 
rate law that was determined is

(d[NpO2+]/d i)0 feINpCV+MHzCMotH+lo-1
1 + 5[Np02+]o[Np022+]o-1

(4)

A plausible mechanism has been developed by Newton2 

that is consistent with eq (4). From this mechanism the 
value calculated for the rate constant k '  106 M - 1  s_ 1 for 
the reaction

NpCMOH)-1 + H20 2 — *■ [Np0 2+] + HO2 + H20  (5)

is in good agreement with the value determined in this 
pulse radiolysis study.

In contrast to the situation in neutral N20-saturated so­
lutions of Np(VI), pulsing solutions of 1 mM Np0 2(C1 0 4 ) 2 

in 3, 0.5, and 0.1 M NaOH resulted in producing a solution 
which exhibited an absorption spectrum corresponding to 
that reported for Np(VII) . 18 This is in agreement with the 
results of Pikaev, who reported the oxidation of Np(VI) to 
Np(VII) induced by Co y  radiation, in highly alkaline solu­
tion (1.0 M and greater) . 19 Since the structure or redox po­
tential of Np(VI) in these highly alkaline solutions is not 
well established, one cannot draw any conclusions as to the 
mechanism of this process at present. Further work in this 
area should prove to be fruitful.

B. R e a c t io n s  o f  e aq~ w ith  A n ( V I )  Io n s . As noted earlier, 
the integrated form of the first-order rate law was found 
adequate to correlate the absorbance and time data for 
each separate experiment. The precision attained in dupli­
cate determinations is demonstrated by the following: 24 
°C, ionic strength = 0.001, pH 5.6, Pu(VI) = 1.20 X 10- 5  M, 
4 ns pulse, the values calculated for 10- 6  k (s-1) are 0.906 ±  
0.007 and 1.006 ±  0.003.

It is apparent that the major uncertainties associated 
with these rate parameters are other than those based on 
internal consistency.

The pseudo-first-order rate constant is a linear function 
of the An(VI) concentration
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TABLE I: Rate Constants for the U(VI)-H2C>2 Complex at 25 °C

U(VI) concn, M H2O2 concn, M pH k , M"

5 X KT5 to 5 X 1(T4 5 X 10“4 to 1.0 X IO“3 5.2 (5.86 ±  0.05) X 103 6
2.5 X IO“4 2.5 X IO"3 5.2 (1.31 ±  0.16) X 104c
1.0 X IO“4 2 X IO“5 ?, 5.2 1.39 X 104 d

“ Produced by pulse radiolysis. 6 Twenty-six independent observations using stopped flow. c Ten independent observations 
using stopped flow. d Pulse radiolysis. »

TABLE II: Rate Constants for eaq + An“ ___
pH [M](X 10“4) _Jii___ ' ¿(lOiOM-is-1) E ° , V*

Pu(VI) 5.6 0.12-1.00
■ 1  
!■ 6.44 ±  0.37 -0.916

Pu(VI) 6.1 0.09-1.08 :f 5.76 ±  0.27
Np(VI) 5.3 0.20-2.00 3» 6.32 ±  0.05 -1.137
Np(VI) 5.8 0.202-3.03 5.43 ±  0.18
Np(V) 5.3 0.21-2.10 If . ! 1.97 ±0.04 . -0.739
Np(V) 6.1 0.208-1.08 £11 2.13 ±0.03
U(VI) 5.3 0.50-10.0 jl". ’ 3 • 1.73 ±  0.01 —0.063
U(VI) 6.8 0.10-1.00 1.25 ± 0.02

24 °C, /  = 1 X 10~3. 6 For the reactions, An02+ + H+ = An022+ + O.5H2.2

An022+ + H20  — An020H+ + H+ (7)
is of some importance. The value of the equilibrium quo­
tient for eq 7 is estimated21 to be in the range of 10~ 5 to 
10-6. For Np(V) the value of the corresponding equilibrium 
quotient is probably of the same order of magnitude. There 
is, therefore, no drastic reorganization of the coordination 
spheres necessary in the transformation of An(VI)-An(V) 
ions.

The Np(IV) has eight molecules of water in the first 
coordination sphere. In the dilute acid region where these 
investigations were conducted it is highly probable that the 
ion is hydrolyzed to an appreciable extent.22 A priori, it 
would seem that the change in the primary coordination 
spheres upon going from Np(V) to Np(IV) would provide a 
significant reaction barrier contrary to the demonstrated 
results.

The lack of correllation between the oxidation potential 
of the An(V)-An(VI) ions and/or structural changes with 
the apparent rate constants can be rationalized on the basis

k  = a  + b [An( VI)] (6)

The results of the least-squares adjustment of k  vs. ff 
An(VI) concentration data in terms of eq 6  are presented in ■ 
Table II, where b is identified as the second-order rate pa­
rameter for the reaction of eaq~ with An(VI).

The rate data in Table II demonstrate that for the reducj '“| 
tion of Np(V) there is no evidence of a hydrogen-ion de­
pendent path. There is a small increase in the values of the 
apparent rate constants with increasing hydrogen ion con­
centration20 for An(VI) ions although the difference in the 
case of Pu(VI) is not statistically significant at the 2<r level.
In addition there is no apparent correlation between the 
rate parameter and the oxidation potentials of the reduc- 
tants.

The An(VI) ions in aqueous noncomplexing media are 
colinear molecules (0-An2+-0 )  with six water molecules in 
the equatorial plane. The An(V) ions have a similar struc­
ture with only small differences in the O-An bond lengths.
In the solutions investigated in this paper, it is probable 
that the equilibrium

tháflpjil the reactions are diffusion controlled. A more de­
tailed insight into the mechanism is given by the qualita­
tive description that some reaction of eaq_ may proceed by 
a tunneling mechanism,23 i.e., the transmission coefficient 
of the electron through the barrjer is completely deter­
mined by the overlap of the relevant wave functions for the 
quantum subsystem of the electron. i ,
• .Vfe " ' 1 ■■'f. . . . ■ . ’ .'
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The transient spectrum obtained in pure liquid hydrazine shows a broad absorption extending from 500 to
1100 nm which has been attributed to the solvated electron; its maximum wavelength is located beyond 1100
nm. A small uv band is also found, probably due to oxidizing species. The recombination rate constant of the
solvated electron with the acidic ion N 2H 5+ is (5 ± 3) X 107 M-l S-I and hence is not diffusion controlled.
The electron yield (G = 3.4) in the nanosecond time range has been obtained by scavenging with biphenyl.
The rate constant of the scavenging reaction is 1.7 X 1010 M-l S-1 and the extinction coefficient of the solvat­
ed electron is E = 1.8."> X 104 M-I cm- I at 1000 nm. The high value of electron yield is i::1terpreted in terms of
the slowness of the recombination with the cation N2H5+.

Introduction

Theoretical models oosed on diffu!!~onattempt to predict
the fate of radiation ilidueed.species a$ a function of time and
space, and of parameters relat&! to ~he initial space distri­
bution and to the physical properties of the solvent such as
diffusion :coeffieients, dielectric coIlitants, and relaxation
times. In faet diffusion mOdels imply that the solvated electron
only reacts with the Cation and that this neutralization ef­
fectively occurs at each eQCOlRlter. This assumption could be
incorrect and experimental results on liquid ammonia afford
an example which fave;~s co!lsideration of collision effici~~cy.
Indeed the yield of the ammoniated electronl-4 is much higher
than expected by comparing with the electron yields obtained
from solvents of similar static dielectric constant. We ex­
plained2 this peculiarity by the marked slowness of the neu­
tralization of the ammoniated electron by the acidic cation
NH4+ (k == 1()6 M-l S-1 5). This explanation is also that given
by Farhataziz, Perkey, and Hentz4 and confirmed by their
results on the electron yield dependence on pressure.n

The aim of this paper is to extend the "0 value-rate con­
stant" correlation tD hydrazine. Its physical properties are
comparable to those of water whereas its chemical properties7

resemble those of liquid ammonia (amine function and the
proton affinity). A few results on the radiolysis of liquid hy­
drazine have been obtained by'Y irradiationS-lo and by pulsed
techniquell but no experiments r.ave been carried out in the
nanosecond time range.

Experimental Section

The radiation source was a 706 Febetron delivering a 3-ns
pulse of 600-keV electrons and providing about 1014 electrons
per pulse: The pulse radiolysis set-up will be described in
detail elsewhere. 12 Because of the catalytic decomposition of
hydrazine by metals, instead of using a stainless steel cell, I:;

an entire silica cell has been designedl4 with a 0.2-mm silica
window for entrance of the electron beam. The optical path
length is 1 em and the cross section of the analyzing heam is
0.05 X 1 cm2. The fast spectroscopic and electronic equipment
enables us to detect transient absorbing species from 200 to
1100 nm and to record kinetics with a 3.7-ns risetime. A light
beam splitting technique is used for determination of spectra,
except for biphenyl experiments for which the spectrum has
been normalized with respect to that of the solvated elec­
tron.

Hydrazine was distilled over quicklime under reduced
pressure of inert gas according to the pt"ocedure described in
ref 15. Hydrazine contained less than 0.5% water and 0.3%
ammonia which corresponds to a negligible concentration of
basic and acidic ions. Hydrazinium chloride was from Prolabo.
Zone refined biphenyl was from Merck.

Hydrazine samples and solutions were degassed by the
freeze-pump-thaw technique (77 K, 10-4Torr). Samples were
irradiated at room temperature and repetitive pulsing had no
effect on results. The experimental dose was 4.7 X 1017 eV
ml- I per pulse as determined from the initial absorption of
the hydrated electron, taking Geaq - == 3..316 and f eaq - == 13 000
M-l cm- l at 600 nm. Biphenyl concentcations were measured
spectrophotometrically after extraction by hexane from hy­
drazine solutions.

Results

1. Transient Spectra and Kinetic Data. Figures 1 and 2
show the transient absorption spectra (obtained in pure liquid
hydrazine at the end of a 3-ns pulse and at time 4 f.J.S after ir­
radiation. Transient spectrum was not extended below 310
nm because of the strong absorption of hydrazine. For the
wavelength range 450-1100 nm, a similar spectrum has been
previously observed by the lise of a 4.5-l1s electron pulsell and
has been attributed to the solvated electron in hydrazine.
Evidence for such an assignment re~ults from scavenging
experiments in the presence of biphenyl and hydrazinium
chloride. In the uv range, there is a relatively small absorption
peaking near 390 nm.

In Figure 3 absorption decays vs. time have been plotted
for convenience on a semilog scale. The decay of the solvated
electron as recorded at 900 nm lasts 10 iJ-S and apparently
obeys no simple kinetics. From Figure 3 the half-time t 1/2, i.e.,
the time at which the optical density equals half of the initial
optical density is 570 ns. In spite of experimental errors and
assuming the decay to be due to homogeneous concurrent
pseudo-first- and second-order reacti::ms, numerical calcu­
lations based upon nearly equal initial concentrations of the
solvated electron and reacting species for the second-order
reaction yield k(pseudo first) == 2 X 105 S-I and k(second) ==
1.75 X 1011 M-l S-I. At 400 nm the absorbing species decays
more slowly than does the solvated electron except within the
first microsecond during which the decay seems to parallel
that of e,-.
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Figure 1. Uv visible spectra of the pure hydrazine at the end of the pulse 
(O) and 4 /is after the pulse (▲); 2 M N2H5CI solutions, 400 ns after the 
pulse (•) .

Figure 2. Transient spectra of pure liquid hydrazine at the end of the 
pulse («refers to the solvated electron) O; 1.6 X 10-4 M biphenyl so­
lution, 600 ns after the pulse (partial scavenging of es- ) • .  Inserts 
represent 1.6 X 10-4 M biphenyl solution (a) X 1000 nm, 200 ns/divi- 
sion; (b) X 400 nm, 100 ns/division.

Concentrations higher than 0.5 M hydrazinium chloride are 
necessary to obtain a change of kinetics. In the presence of 
acidic ions N2H5+, the decay of the solvated electron follows 
a pseudo-first-order law due to the reaction

es-  + N2H5+ -  N2H3 + H2 (1 )

Table I shows the concentration dependence of the rate 
constant due to the effect of ionic strength. Because of the high 
value of the dielectric constant of hydrazine (c = 53 at 20 °C), 
the Debye-Huckel theory17 applies and the dependence of the 
rate constant k , on ionic strength I  reads

o Da/T
log k i  = log &1° -  — ------ 7 = + 2 C I

1  + a  flv I
where k i °  is the rate constant at zero ionic strength, a  = 4.5 
X 10- 8  cm the distance of closest approach, C  a semiempirical 
parameter, B  =  0.935 M_1/2, and a  = 0.403 X 108 M_1/2 cm-1.

TABLE I: Rate Constants and Yields in Hydrazinium 
Chloride and in Biphenyl Solutions

[N2H5C1], m 0 0.5 0 .8 2.0

1 1 /2 ,“  10- 9  S 570 90 70 42
M N 2H5+], 10« s- 1 7.85 9.9 16.8
k u  107 M- 1  s" 1 1.57 1.23 0.84

[Ph2], IO” 3 M 0 0.16 1 .6 3.40
1 1/2, 10~ 9 S 570 1 1 0 22 14
fe2(Ph2), 1 0 7 s- 1 3.16 4.95
k 2, 1 0 10 M- 1 s“ 1 1.97 1.45
G(Ph2~), anions/100 eV 2 .0 3.0 3.4

a 1 1/2 is the time at which the optical density equals half of the 
initial optical density.

Figure 3. Decay of transients in pure hydrazine at 900 nm (O) and 400 
nm (A). Decay In 2 M N2H5CI solutions at 900 nm ( • )  and 400 nm
(A).

The data of Table I on the decrease of k i  vs. hydrazinium 
chloride concentration show, in contrast to conductimetric 
results, 15 that C  may be neglected. Then numerical calcula­
tions give k\° = (5 ±  3) X 107 M- 1  s-1.

Figure 1 shows the transient absorption spectrum in a 2 M 
N2HsC1 solution 400 ns after the pulse; that is at a time longer 
than the electron decay. It should be noted that there is an 
absorption band from 330 to 450 nm which peaks at 370 nm. 
There is no evidence for identifying the absorbing species with 
that observed in pure hydrazine except the fact that both 
species decay within similar kinetics above the first micro­
second as shown in Figure 2. Therefore we propose that the 
uv absorption would be partially due to the tail of the solvated 
electron spectrum (rapid decay) and partially due to an oxi­
dizing species (slow decay).

2. Y ie ld  o f  th e  S o lv a te d  E le c tr o n . In contrast to liquid 
ammonia, alkaline metal solutions in hydrazine are unstable 
on the time scale of seconds and explosive,18 so that there is 
no possibility to use them to determine the extinction coeffi­
cient of the solvated electron and, hence, the electron yield by 
direct measurement. Therefore biphenyl (Ph2) was used as 
electron scavenger in order to obtain the G  value of the sol­
vated electron.

At the end of a 3-ns pulse the transient absorption spectrum 
in a 1.6 X 10~ 4 M biphenyl solution in hydrazine is identical 
with that obtained in pure hydrazine. No fluorescence emis­
sion has been detected in these experiments.

In Figure 2 the 600-ns transient spectrum shows two bands 
' peaking at 400 and at 640 nm and a broad absorption beyond 
950 nm. This spectrum has been assigned to the biphenyl 
anion because of the similarity with the bands obtained from 
chemically prepared biphenylide anion19 ’20 and with those 
observed from pulsed biphenyl solution in cyclohexane21’22
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and in water.23 The fact that there is no absorption near 950 
nm at the highest biphenyl concentration excludes the pres­
ence of the solvated electron. Moreover as the absorption 
beyond 950 nm increases with the biphenyl concentration, the 
ir absorption cannot be due to the solvated electron in equi­
librium with the biphenylide anion as recently pointed out in 
tetramethylsilane.24 Therefore the absorption beyond 950 nm 
has been assigned to the biphenylide anion.

Figure 2 (inserts) shows typical traces of the absorption 
recorded respectively at 400 and at 1000 nm in a 1.6 X 10- 4  M 
biphenyl solution. At 400 nm the initial absorbance reaches 
a'maximum over a time corresponding to the disappearance 
of the absorption at 1000 nm. Therefore the growth of the 
biphenylide anion is correlated to the decay of the solvated 
electron accordingly to the reaction

es~ + Ph2 — Ph2~ (2 )

Assuming no decay of biphenylide anion during the buildup 
because its lifetime is comparatively long ( 1 0  jus), the maxi­
mum of absorbance corresponds to solvated electrons scav­
enged at a specified biphenyl concentration. Table I gives the 
concentration dependence of the observed pseudo-first-order 
rate constant fe2[Ph2] and of the G(Ph2~) value. The observed 
rate constant was calculated from the electron decay at 1 0 0 0  

nm and from the growth of biphenylide anion at 400 nm. The 
G(Ph2_ ) value was obtained from the maximum absorbance 
recorded at 640 nm and is based on an extinction coefficient 
e(Ph2~) = 1.21 X 104 M_ 1 cm- 1  at 640 nm, the mean value 
from ref 19 and 25.

At the highest biphenyl concentration, the half-time of the 
solvated electron is 14 ns. Compared to the pulse duration (3 
ns) and to the half-time of the solvated electron in pure hy­
drazine (570 ns) it can be assumed that all solvated electrons 
present at the end of the pulse are scavenged by 3.4 X 10- 3  M 
biphenyl. Therefore the value G(Ph2_ ) = 3.4 ±  0 .2  obtained 
at the highest concentration can be considered as close to the 
yield Ges-  in pure hydrazine in the nanosecond time range. 
Therefore the extinction coefficient «(ea~) = (1.85 ±  0.10) X 
104 M- 1  cm- 1  at 1000 nm has been calculated from the ex­
perimental value of the product G X «. From the observed 
pseudo-first-order rate constant the specific second-order rate 
constant of the scavenging has been found: & 2 = (1.7 ±  0.3) X 
1 0 10 M- 1 s "1.

Discussion
The observed absorption spectrum of the solvated electron 

in pure hydrazine has no maximum in the wavelength range 
450-1100 nm. As previously pointed out11 such an electron 
absorption spectrum would be probably due to electrons in­
teracting more weakly with surrounding hydrazine molecules 
than in the case of water or alcohols in spite of the fact that 
the hydrazine dielectric constant (e = 53) is between that of 
water and those of alcohols. However assuming the reaction 
of the solvated electron with biphenyl to be diffusion con­
trolled, the comparatively low value of the specific rate con­
stant = 1.7 X 1010 M - 1  s- 1  corresponds to a diffusion 
coefficient of the solvated electron similar to that in water26 

or in liquid ammonia.27 Therefore the maximum of the spec­
trum would be expected to be located in the same wavelength 
range as in ammonia or in amines.23

As concerns the decay of the solvated electron in pure hy­
drazine, some mechanisms can be ruled out. Indeed, in spite 
of the exploding character of alkali metal solutions in hydra­
zine, 18 the blue color due to the solvated electron (possibly 
associated with metal) can be observed during a few seconds:

this implies very low rate constants for the reactions of sol­
vated electron with another electron or with hydrazine. This 
fact incidentally excludes the reaction of the electron with the 
solvent previously suggested to explain the first-order kinetics 
of the electron decay observed in early pulse Tadiolysis ex­
periments. 11 On the other hand the reaction of the solvated 
electron with the acidic cation N2H5+ cannot account for the 
electron decay because the rate constant k i  is too low as is the 
corresponding rate constant of the hydrated electron.29 

Contrastingly H atoms generated either by excitation pro­
cesses or by ion recombination promptly react with hydra­
zine29’30 and then they cannot be involved in the electron re­
combinations. Then it follows that the solvated electron will 
disappear by reacting with oxidizing species, probably N2H3-.

As concerns the electron yield related to a 3-ns pulse, the 
G values in hydrazine (3.4) and in ammonia (3.0) were calcu­
lated relatively to the G value in water (3.3) so that our results 
are self-consistent. Under the circumstances, it seems that 
hydrazine is a singular case for which the electron yield is 
slightly higher than that in water. Similar to liquid ammonia, 
the value G = 3.4 can be reasonably explained by the slowness 
of the electron-N2H5+ recombination, which increases the 
escape probability of the solvated electron.

Supposing an initial electron yield near 5, we have to ask 
ourselves which reactions can lead to a yield of 3.4 at 3 ns. 
Recent picosecond results in water3 1’32 clearly demonstrate 
the occurrence of spur reactions between electron, H3 0 +, and 
OH-, thus explaining a decrease in the yield of electron from
4.8 to 3 in the nanosecond time range. In hydrazine, once the 
electron is solvated, its capture by the cation or by another 
electron is excluded as shown in this work. We mentioned 
above the scavenging by radicals being responsible for the 
decay after the pulse. This reaction is already effective at early 
times, especially as the primary species are concentrated in 
the spurs, and therefore lowers the escape probability of the 
solvated electron.

Hydrazine is thus an example illustrating the fact that 
chemical reactivity of ions must be taken into consideration 
as well as physical properties of the solvent. Consequently the 
knowledge of rate constants of the electron-cation neutral­
ization would enable us to appreciate the extent to which 
present theoretical models are adapted to liquids.
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The equilibrium and the kinetics of disproportionation of sodium tetracenide (Te-_ ,Na+) in benzene con­
taining small amounts of tetrahydrofuran (THF) was investigated. It was shown that the equilibrium is rep­
resented by the stoichiometric equation, 2Te-~,Na+,(THF)„ <=> Te + T e2” ,2Na+,(TH F)2n-2  + 2THF and 
the formal equilibrium constant Kdlspr = [Te][Te2“ ,2Na+]/[Te-“ ,Na+]2 varies from 400 at very low concen­
tration of THF to 10~5 in bulk THF. The kinetics of disproportionation was investigated by flash-photolytic 
technique leading to the value of fe-diSpr of 1.5 X 109 M_1 s_1 for the reaction Te2_ ,2Na+,(THF)2„_ 2 +  Te -»• 
2Te-~,Na+,(THF)„_1.

It is generally believed that the disproportionation of pla­
nar aromatic radical anions, a reaction that yields dianions 
and the neutral hydrocarbons, is highly endothermic and its 
equilibrium constants are very low.1-3 Examples to the con­
trary are known,4-6 but all of them refer to systems in which 
the geometry of at least some of the reacting species is dras­
tically changed; this allows us to understand the preference 
in these systems for dianions over the radical anions. It was 
surprising, therefore, to find out7 that the disproportionation 
of the planar tetracenide radical anions (Te-~,Cat+), derived 
from the planar hydrocarbon, is favored in diethyl ether, e.g., 
-Kdispr of lithium tetracenide in this solvent exceeds 1

2Te--,Cat+ ^  Te + Te2-,2Cat+ K dispr

In fact, as shown by the data collected in Table I, the dispro­
portionation equilibrium of T e “ ,Cat+ is strongly affected by 
the nature of cation, and even more by the nature of solvent 
for reasons discussed elsewhere7 (see also ref 2 and 3).

We wish now to report that the disproportionation constant 
of sodium tetracenide is even larger in benzene and its value 
exceeds 400. Moreover, we wish also to describe the spectac­
ular changes in the value of Kdlspl in benzene resulting from 
the addition of small amounts of tetrahydrofuran (THF).

Results

Tetracene in THF solution was reduced on a sodium mirror. 
The reduction was not carried out to completion and the

concentrations of the radical anions and of the unreduced 
hydrocarbon in the resulting solution were determined spec- 
trophotometrically. Thereafter, THF was distilled off and an 
equal volume of benzene was distilled in. All these operations 
were performed on a high-vacuum line.

The change of solvent led tc a dramatic result. The con­
centration of the hydrocarbon r. the benzene solvent sub­
stantially increased (the increase corresponded to about 
one-half of the original concentration of Te*_ ,Na+). For ex­
ample, a prepared THF solution was 1.6 X 10~5 M with re­
spect to Te and 6.1 X 10-5 M with respect to Te-“ ,Na+. After 
replacement of THF by benzene the concentration of Te in­
creased to 4.8 X 10~5 M, while the conversion of 2Te-~,Na+ 
to Te + Te2_ ,2Na+ would make the concentration of tetracene 
equal to [1.6 + (0.5)6.1] X 10~5 = 4.65 X 10-5 M. This implies 
that the reaction

2Te-,Na+ — Te + Te2-,2Na+

converts nearly all the Te*~,Na+ into Te2- ,2Na+. Due to its 
low solubility, only a fraction of the formed Te2_ ,2Na+ was 
dissolved, its concentration was found to be 0.22 X 10“ 5 M. 
However, in spite of the large excess of Te, no Te-_ ,Na+ was 
detected in the investigated solution, while a concentration 
~ 5  X 10~7 M still could be measured. From such spectro- 
photometric data we conclude that the disproportionation 
constant in benzene is greater than 400.

Reduction of tetracene in benzene containing small
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TABLE I: Equilibrium and Rates of Tetracenide (Te* ) 
Disproportionation (~20 °C)

2Te--,Cat+ Te + Te2-,2Cat+ Kdispr 
h-1

Counter-
Solvent" ion d̂ispi-k ku M" 1 s“ 1 k-i, M 1 s :

THF Li+ 5.8 X HT9 3.6 X 10 6.3 X 109
THF Na+ 1.0 X 10~5 5.5 X 104 5.5 X 109
THF K+ 4.6 X IO"6 3.0 X 104 6.5 X 109
THF Cs+ 3.2 X 10“6 2.5 X 104 7.8 X 109
DOX Li+ 6.6 X IO"2 6.0 X 10e 1.1 X 10®
DOX Na+ 6.5 X IO“ 2 2.0 X 107 3.1 X 10®
DOX K+ 1.1 X 10-2 C C
DOX Cs+ 6.5 X IO"3 C c
DEE Li+ 1.6 X 10 5.3 X 107 3.6 X 10e
DEE Na+ 1.2 X 10-1 2.4 X 10® 2.0 X 109

0 THF = tetrahydrofuran; DOX = dioxane; DEE = diethyl 
ether. b The low Kdispr are determined by potentiometric titra­
tions. The higher values are obtained spectrophotometrically. 
c The DOX solutions of these salts are not photobleached.

TABLE II: Effect of the Added THF on the Equilibrium 
and Rate of Disproportionation of Sodium Tetracenide 
(Te*“,Na+) in Benzene (—20 °C)°

2Te-,Na+ ¿ T e  + Te2-, 2Na+ Kdiapt
*-i

[THF], M
No. of 
expt d̂ispr

k dispr? M * 
S-1

dispr? M 
S” 1

0.132 6 (2.9 ±  0.4) X
IO“ 2

0.216 4 (8.0 ±  0.3) X 1.2 X 107 (1.5 ±0 .1) X
10“ 3 109

0.378 3 (3.9 ±  1.0) X 6.6 X 106 (1.7 ±0 .2 ) X
10“3 109

0.49 1 2.3 X IO“ 3

° Note for the sake of comparison that Ädispr = 1.0 X 10~5 in
pure THF and >400 in benzene.

amounts of THF yields a mixture of Te, Te*“ ,Na+, and 
Te2~,2Na+. The concentrations of these reagents were de­
termined spectrophotometrically, and the values of the formal 
Kdispr were calculated as [Te][Te2_,2Na+]/[Te-_ ,Na+]2. For 
a constant concentration of THF the computed, /Qispr’s were 
found to be unaffected by dilution. For example, in benzene 
containing 0.216 M THF, the concentrations of Te, Te*~,Na+, 
and Te2~,2Na+ were determined in a 0.4-mm cell to be 1.23 
X 10~4, 1.48 X 10-3, and 1.54 X 10-4 M, respectively. By using 
the technique described elsewhere,8 the investigated solution 
was 200-fold diluted, without adding any fresh solvent, and 
the concentrations of the reagents were redetermined in a 10 
cm-long cell. They were found to be 5.8 X 10- 7, 5.3 X 10-6, and
2.6 X 10~7 M. Thus, the latter data give Kd¡spr = 5.3 X 10-3 
while the former lead to the value of 8.6 X 10-3 M, both values 
being substantially smaller than the iQiispr obtained in the 
absence of added THF.

The results of such studies collected in Table II demon­
strate that the formal K,\ispT decreases with increasing con­
centration of THF. The plot of log iidispr vs. log [THF] is 
shown in Figure 1 ; it is linear with slope of —2. This implies 
that the formal Kd,apT is given by a “ true” K /[THF]2, i.e.

i W  = [Te2-,2Na+][Te]/[Te.-,Na+]2 = K/[THF]2

Figure 1. Plot of log Kdispr = log [T e ] [T e 2“ ,2 N a + ] / [ T e * “ ,N a+ ] 2 vs. 
log [T H F ],

We suggest, therefore, that THF solvates the ionic species and 
the observed disproportionation is given by the stoichiometric 
equation

2T e-,N a+,(THF)„ ^  Te + Te2~,2Na+(THF)2n_2
- 2THF K

We imply, also, that the concentration of the unsolvated 
Te-~,Na+ and Tez_,2Na+ is vanishingly small in solutions 
containing small amounts of THF, an assumption justified 
by the observed low concentration of Te2_ ,2Na+, and the 
undetectable concentration of Te-~,Na+, in benzene free of 
THF.11

By applying the flash-photolysis technique described in 
earlier papers,9 we investigated the kinetics of dispropor­
tionation. A flash of visible light ejects electrons from 
Te2- ,2Na+ and subsequently some of them (e",Na+) are 
captured by tetracene yielding Te-- ,Na4. Thus the concen­
tration of Te2_ ,2Na+ and of Te decreased after a flash while 
the concentration of Te-~,Na+ increased accordingly. The 
equilibrium 2Te-“ ,Na+ Te + Te2~,2Na+ is upset and the 
return to the equilibrium, monitored in the dark period after 
the flash, allows us to determine the kinetics c f dispropor­
tionation. The results are included in Table II. The rate con­
stant A-dispr refers to the reaction

h  — dispr
Te + Te2-,2Na+(THF)2n- 2 — »* 2Te--,Na+(THF)n_1

while the calculated rate constant fe'dispr is based on the values 
of K dispr given in Table II. Thus, fe'dispr = fedisPr^ S 2[THF]2, 
where dispr denotes the rate constant of the reaction

& dispr __
2Te-~,Na+(THF)n- i  — »-Te + Te2-,2Na+(THF)2̂ 2

and the Ks refers to the equilibrium

Te--,Na+(THF)„_i + THF ** Te-“ ,Na+(THF)n
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Discussion

Assuming that the linear relation between log Kdispr and log 
[THF] reported in this paper is valid over a much wider range 
of concentrations of THF than explored here, we may calcu­
late the concentration of THF in our “ pure” benzene. The 
extrapolation to Kdispr = 400 leads to the [THF] = 1 X 10-3 
M, and hence the concentration of THF in our “pure” benzene 
is less than 10-3 M. This is a reasonable result.

Extrapolation to “ pure” THF (~10 M) leads to a value of 
Kdispr = 5 X 10~6 in a surprisingly good agreement with the 
experimentally determined7 value of 1 X 10~5. This agreement 
may be fortuitous since the structure of the pertinent ionic 
species in bulk THF is probably different than that attained 
in a dilute solution of THF in benzene.

What is the value of n, the number of THF molecules sol­
vating Te-~,Na+ in dilute benzene solution of THF? Since the 
solubility of Te2~,2Na+ in benzene containing THF is much 
higher than in the rigorously purified benzene11 this aggregate 
has to be solvated by THF and thus 2n — 2 > 0, i.e., n > 1. 
Most probably n = 2 and this assumption gains some support 
from the studies of solvation of sodium naphthalenide by THF 
in diethyl ether.10

In our approach we implicitly assume that the concentra­
tion of Te-~,Na+ solvated by less than n molecules of THF, 
or Te2_ ,2Na+ solvated by less than (2n — 2)THF, is van­
ishingly small. This seems to be plausible. Moreover, we tacitly 
assume that the reaction

Te-,N a+,(THF)„_i + THF — Te-_ ,Na+,(THF)n

is much faster than the reaction Te +  Te2~,2Na+,(THF)2n-2  
that yields 2Te-_ ,Na+,(T H F )„_1. This assumption is rea­
sonable in view of the relatively high concentration of TH F, 
and hence the rate-determining step in the observed dark 
reaction is the disproportionation.

What is the value of Kdispr of Te-~,Na+ in a truely pure 
benzene, rigorously free of THF? Unfortunately, our data do 
not provide information to this question. This dispropor­
tionation constant, referred to as .Kdispr,B> is related to the 
formal K dispr measured in our studies by the equation

Kdispr,B = E'disprF's,Te2-/^ S ,T e -2[THF]2

where FTs.Te -  and Ks,Te2- refer to the respective equilibria 

Te-,Na+ + rcTHF ^  Te-", Na+,(THF)„ K s,Te.-

and

Te2-,2Na+ + (2n -  2)THF
** Te2-,2Na+(THF)2n- 2 KSiTe2-
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It seems that the “nonsolvated” Te2~,2Na+ aggregate 
absorbs at somewhat shorter wavelength than Te2-, 
2Na+,(THF)2„ - 2, because the absorption spectrum of a 
solution obtained by reducing Te with metallic sodium in our 
“ pure” benzene shows two broad peaks, at 580 and 620 nm, 
respectively. The latter band is observed in the THF solu­
tion of Te2_ ,2Na+, and hence it is attributed to Te2-, 
2Na+,(THF)2ra- 2, while the former apparently arises from the 
“nonsolvated” Te2~,2Na+. This solution seems to be saturated 
in respect to the “nonsolvated” Te2- ,2Na+. Consequently, the 
addition of THF to such a solution if maintained in contact 
with a sodium mirror leads to an increase in the intensity of 
the 620-nm band but not of the 580-nm peak; This observation 
confirms the proposed assignment of the two absorption bands 
to the “ nonsolvated” and THF-solvated Te2~,2Na+.

In conclusion, we wish again to emphasize how important 
is the knowledge of the structure of ionic species and of their 
modes of solvation in understanding of their behavior and 
reactivity and how sensitive such systems may be to changes 
in the degree of solvation.
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The formation constants for a series of molecule complexes of tetracyanoethylene and nitrobenzene with 
hexamethylbenzene and mesitylene were determined in benzene solution by using positron annihilation 
techniques. The advantages and limitations of this method of studying the formation of molecule complexes 
are discussed.

Introduction

A positron may combine with an electron to form an elec­
tron-positron bound state, the positronium atom (Ps).2 The 
chemical reactions of positronium can be studied by observing 
changes in its average lifetime and decay modes which depend 
on the chemical reactivity and physical structure of its envi­
ronment.2

An important interaction between Ps and organic com­
pounds in solution is the reversible Ps-molecule complex 
formation which results in a significant reduction of the Ps 
lifetime. This Ps-molecule complex formation occurs most 
strongly with compounds which are known in conventional 
chemistry as good complex formers, such as nitrobenzene, 
benzoquinone, the halogens, etc.3-5

These compounds, e.g., I2, lose a great fraction of their ca­
pability of shortening the Ps lifetime when they are present 
in form of molecule complexes such as l2-pyridine complexes, 
etc.6 That is to say that the capacity of I2 to combine with a 
Ps atom forming a Ps complex is greatly reduced if it has al­
ready undergone complex formation with another donor.

It has been suggested that the differences in the reactivity 
of these compounds in their uncomplexed and complexed 
form toward Ps can be used as a new tool for the determination 
of the equilibrium constant of complex formation reactions.5’6 
Thus in the following we shall describe the results of a critical 
evaluation of the applicability of the positron annihilation 
technique for the investigation of conventional complex for­
mation. This investigation was carried out by studying the Ps 
interactions with nitrobenzene and tetracyanoethylene, and 
mesitylene and hexamethylbenzene complexes of these two 
compounds in benzene, n-heptane, and tetrahydrofuran so­
lutions.

Experimental Section

The experimental procedures were similar to those pre­
viously described.3,73

(a) Positron Lifetime Measurements. Positron lifetime 
measurements were carried out by the usual delayed coinci­
dence method.2 The resolution of the system as measured by 
the prompt time distribution of a 60Co source and without 
changing the 1.27- and 0.511-MeV bias was found to be less 
than 0.4 ns fwhm,

(b) Purity of Reagents. All solvents were of the highest 
available purity and dried by means of a molecular sieve and 
redistilled. The other compounds used in these investigations 
were purified by suitable methods, distillation, recrystalli­
zation, and preparative gas chromatography, until subsequent 
test showed a purity of better than 99.5%.

(c) Preparation of Sample. Specially designed sample vials 
(cylindrical glass tubes 100 mm long and 10 mm i.d.) were 
filled with about 1 ml of solution. The positron sources were

3-5 /xCi 22Na prepared by evaporating carrier free neutral 
solutions of either 22NaHC03 or 22NaCl (obtained from Am- 
ersham/Searle Co.) onto a thin aluminum foil. The radioactive 
foils were suspended in the solutions and all solutions were 
carefully degassed by freeze-thaw techniques to remove 
oxygen. The vials were subsequently sealed off and the mea­
surements carried out at room temperature.

(d) Spectrophotometric Measurements. A Cary-14 spec­
trophotometer was employed to record the absorption spectra 
in the range between 2000 and 7000 A.

The absorbance of the tetracyanoethylene-hexamethyl- 
benzene (TCNE-HMB) complex was determined at a wave­
length of 5400 A where the complex most strongly absorbs and 
where the absorption of TCNE in benzene is negligible. The 
initial concentration of TCNE was 0.263 mM, the HMB 
concentration was varied from 0 to 330 mM. The complex 
formation constant Kc was obtained in the usual manner from 
the plot of 1/absorbance vs. l/[HMB].7b In order to remove 
oxygen the solution was flushed with argon gas. The mea­
surements were done at room temperature.

The nitrobenzene-hexamethylbenzene or mesitylene 
complexes showed absorption in the uv at wavelengths which 
overlapped with the absorption of benzene and nitrobenzene. 
The wavelength of the absorption of the TCNE-mesitylene 
complex also shifted as a function of the mesitylene concen­
tration. Due to these interferences no accurate value for the 
complex formation constant Kc could be determined via the 
spectrophotometric method for these latter complexes.

Results and Discussion

1. General Method of Data Analysis. As discussed in a 
previous paper3 the interaction between thermal or Ps atoms 
and organic molecules can be interpreted in terms of a 
mechanism which involves the reversible formation of Ps- 
molecule complexes.

For a solution consisting of three components, A, B, and S, 
the various Ps reactions can be schematically described as 
follows:

2y PsB Ps +  A +  B +  S PsA 2y (1)
K B' k/

PsS

h
2y

According to reaction scheme 1 the following reactions have 
been considered. (1) Reaction of Ps with substrate A (or B) 
and solvent S resulting in the formation of the Ps complexes 
PsA, PsB, or PsS (rate constant K\, K b, or Ks, respectively).
(2) Decomposition of PsA, PsB, or PsS (rate constant K\', 
K b', or Ks', respectively). (3) Positron annihilation in complex
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0 .0 2 .0 4 .06
o -  NITROTOLUENE(mole/f)

Figure 1. X2 (ns) vs. o-nitrotoluene concentration (M) in benzene solution 
containing 5.16 mM of m-dinitrobenzene.

(decay constant Ac); Ac is considered widely independent of 
the type of complex formed (PsA, PsB, or PsS).8

Since the concentration changes of [A], [B], and [S] are 
negligible in Ps reactions, the following kinetic equations can 
be set up:

-d[Ps]/dt = K a[Ps][A] + Kb[Ps][B] + Ks[Ps][S]
-  i f  A'[PsA] -  K b'[PsB] -  Ks'[PsS) (2)

—d[PsA]/di = - f f A[Ps] [A] + (X* + K a'HPsA] (3)

—d[PsB]/d£ = —f fB[Ps][B] + (X* + ATb')[PsB] (4)

—d[PsS]/d£ = -iC s[Ps] [S] + (Xc + i f  s') [PsS] (5)

The rigorous mathematical treatment of the kinetics of this 
reaction scheme is rather involved and would make it difficult 
to extract the desired information on the rate constants from 
the experimentally accessible data, unless certain simplifi­
cations are made.

The results of our previous experiments3 have, however, 
indicated that a good approximation to this problem is to in­
voke steady state conditions, i.e.

d[PsA] = d[PsB] = d[PsS] _ 
dt d£ df

The number of positrons populating the Ps state can then 
be derived by solving eq 3-5 for [PsA], [PsB], and [PsS], fol­
lowed by the substitution of these values into eq 2:

d[Ps]
di

(6)

[Pst] = [Ps°] exp ( -  jxp + -X̂ X̂ A, IA]

+ ■Kb Ac 
Xc + K b

; [ B ] | i )  (8)

It has been shown2'3 that the time-dependent two-photon 
annihilation rate (R2x) can be represented by the following 
two-exponential equation

R2\ = X  exp(-Xit) + Y exp(—X2i) (9)

where X  and Y are scaling factors, related to the number of 
positrons annihilating at a rate Ai or X2.

Ai is a composite of the annihilation rates for free positrons, 
self-annihilation of p-Ps, and includes the annihilation rates 
of "positron compounds formed as a result of “ hot” Ps reac­
tions.9

X2 is under these experimental conditions equal to the ex­
ponential in eq 8:3

X2 = Ap +
_ ^ aAç_ [a ] + _jKbXç_ [b]
Ac + K\  Xc +  K b'
-K̂A(obsd) -K̂B(obsd)

(10)

K A(obsd) and ffB(0bsd) are the apparent rate constants for the 
reactions of Ps with A and B, respectively. They are constants 
for constant temperature and solvent.

X2 can be determined in the usual way from the lifetime of 
the long-lived component in the measured positron lifetime 
spectra.

In dilute solutions Xp is equal to X2 measured in the pure 
solvent. The validity of the assumptions made in the deriva­
tion of eq 10 was tested by determining X2 in a benzene solu-' 
tion containing two compounds, o -nitrotoluene and m-dini­
trobenzene, both strongly reacting with Ps as previously ob­
served,10’11 however, with different apparent rate constants 
■KA(obsd) and KB(obsd), respectively.

The results of a series of experiments in which the con­
centration of m-dinitrobenzene [A] = 5.16 mM in benzene 
solution was kept constant while the concentration of o -ni­
trotoluene was increased, [B] = 0-50 mM are shown in Figure 
1. The resulting straight line confirms the linear relationship 
between X2 and the solute concentrations [A] and [B] as pos­
tulated by eq 10 and thus the validity of the approximations 
made.

2. Application of Ps Reactions to the Determination of 
Molecule Complex Formation Constants. The technique 
discussed in section 1 can now be applied to the case of con­
ventional molecule complexes where the following equilibrium 
between an acceptor, G, donor, D, and complex, F, exists:

G + D ^ F (ID
If the equilibrium complex concentration of the complex F is
[F], and the initial concentrations of the acceptor and donor 
are [G] and [D], the formation constant of the complex is 
(provided that a 1:1 complex is formed) given by

If [S], i.e., the solvent concentration, is present in large ex­
cess (dilute solutions) and does not change significantly during 
the course of the experiments the third term in eq 6 can be 
simplified to

K  sXç
Xc + Kg'

[S] -  Xp (7)

The integration of eq 6 gives the time dependent concentra­
tion of [Ps]:

Kc
[F]

([G] -  [F])([D] -  [F])
(12)

Under the experimental conditions used in this investigation 
a large excess of D is used, (in comparison with G) so that 
[F] can be approximated as

_ m m c
1 + [D]KC

(13)

Since the amount of G, F, or D reacting with Ps is negligible
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TABLE I: Complex Formation Constants, K c , Determined by Positron Annihilation Techniques and Apparent Rate 
Constants K ot)s(j for the Reactions of Tetracyanoethylene (TCNE) and Nitrobenzene (NB) and Their Molecule 
Complexes with Hexamethylbenzene and Mesitylene in Benzene Solutions at Room Temperature

Compound Kot»d x 10~10 M "! s_1 Kc, M_1 K'c spectrophotometric, M" 1

TCNE
TCNE-HMB
TCNE-mesitylene
NB
NB-HMB
NB-mesitylene

3.9 ±  0.2 
1.8 ± 0.2 
0.24 ± 0.02 
2.7 ± 0.2 
1.2 ±  0.2 
0.35 ±  0.02

compared to the concentrations [G], [F], or [D], one can safely 
assume that the complex formation equilibrium is not shifted 
by the reaction with Ps.

By substituting the equilibrium concentrations of the un- 
eomplexed acceptor [G]-[F] and the complex [F] for [A] and
[B], respectively, in eq 10, one obtains for X2:

X2 = + ^G(obsd) [G] + m m c
1 + [D]Kc

(^F(obsd)

~-i^G(obsd)) (14)

The sum of the first two terms can be obtained by measuring 
the positron annihilation rate of the acceptor in the solvent 
with no donor present:

X2° = Xp + ifG(otsd)[G] (15)

It should be noted here that Xp in eq 14 is a composite anni­
hilation rate of the solvent and donor, whereas Xp in eq 15 is 
the observed annihilation rate in the pure solvent. The dif­
ference between these two has been found to be very small and 
can be neglected. Substitution of ec 15 into eq 14 and appro­
priate rearrangement of eq 14 results in

1 _____________ 1_____________
X2 ~ k2° K C[G][D](KF(obsd) -  -Kc(obsd))

[G](KF(0bsd> ~ G(obsd))

By plotting 1/(X2 — X2°) vs. 1/[D] and extrapolation to 1/[D] 
-»• 0 one obtains the intercept 1/[G] (KF(0bsd) _  KG(obsd)) and 
the slope l/K c[G ](K F(ob9d) -  KG(0bsd))- The complex forma­
tion constant K c can be determined by dividing the intercept 
by the slope. Furthermore, since Kc<obsd) has been determined 
directly, K F(0bsd), he., the apparent rate constant for the re­
action of Ps with the complex, is also available from the 
measured intercept.

It is obvious that in order to determine Kc and K F(0bsd) by 
this method, KF(0bsd) has to be significantly different from 
Kc(obsd). One other condition which restricts the applicability 
of this technique is that KG(0bsd) and KF(0bsd) have to be 
constant throughout the experiment. Most of the molecule 
complexes have rate constants less than half of the corre­
sponding value for the free acceptors.

Previous experiments in this laboratory12 have shown that 
the apparent rate constant is strongly affected by the com­
position and nature of the solvent. Thus if significant amounts 
of donor are added to the solution the possibility exists that 
KG(obsd) and KF(0bsd) may change as a function of donor con­
centration. This effect will have to be checked out in a series 
of separate experiments. Most of the common donors show 
very little reactivity toward Ps and their contribution to the 
overall reaction rate can be discounted. Furthermore complex

9.0 ±1.0 12.89 ±  0.05
0.094 ± 0.01

1.1 ±  0.3 
0.058 ±  0.01

Figure 2. — 1/(X2 — X2°) vs. 1/[HMB], in solutions of tetracyanoettiylene 
(TCNE) and nitrobenzene (NB) in benzene at room temperature. ([HMB] 
=  concentration of hexamethylbenzene in M); concentration of TCNE, 
21.68 mM; NB, 24.33 mM.

formation between the acceptor and the solvent used in this 
study should be negligible.

3. Examples of Specific Applications of the Positron An- 
ihilation Technique to the Determination of Complex For­
mation Constants, (a) Tetracyanoethylene-Hexamethyl- 
henzene and Mesitylene in Benzene Solution Complexes. 
Hexamethylbenzene (HMB) is a donor which shows similar 
annihilation characteristics as benzene,13 which was used as 
solvent. This system should therefore not be subject to the 
restrictions discussed in section 2. Tetracyanoethylene 
(TCNE) was chosen as the acceptor molecule.

The results of a series of experiments in which the TCNE 
concentration was kept constant at 21.68 mM and the HMB 
concentration varied from 0 to 200 mM are shown in Figure 
2, where —1/(X2 — X2°) is plotted as a function of the reciprocal 
of the HMB concentration. The values for the complex for­
mation constant and the rate constant for Ps reaction with 
TCNE and the TCNE-HMB complex can be extracted from 
this plot (see above) and were found to be Kc = 8.96 M_1 and 
K F(0bsd) = 1-8 X 1010 M -1  s“ 1 (Table I).

For comparison the formation constant of the TCNE-HMB 
complex was also spectrophotometrically determined in 
benzene solution at a somewhat lower TCNE concentration 
([TCNE] = 0.263 mM) and found to be Kc = 12.89 M_1. 
While in the former case oxygen was completely removed by 
vacuum techniques it seems quite possible that in the second
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I/[MESITYLENE] (in im o le '1)

Figure 3. — 1/(X2 — X2°) vs. 1 /[mesitylene] in solutions of tetracya- 
noethylene (TCNE) and nitrobenzene (NB) in benzene at room tem­
perature. ([Mesitylene] =  concentration of mesitylene in M); concen­
tration of TCNE, 16.87 mM; NB,-19.70 mM.

case traces of oxygen were still present, although an effort was 
made to remove oxygen by flushing the solution with argon. 
Oxygen could have interfered with the equilibrium formation 
and thus have caused the deviation in the Kc values deter­
mined by the two different methods. Mesitylene is another 
donor which is very similar in its characteristics toward Ps as 
benzene. Thus it was possible to determine the complex for­
mation constant and the rate constant for Ps reactions with 
the TCNE-mesitylene complex in benzene (Figure 3) in a 
similar fashion as described above. The TCNE concentration 
was 16.87 mM and the mesitylene concentration was varied 
from 0 to 7.19 M (pure mesitylene). As listed in Table I the 
formation constant for the TCNE-mesitylene complex is Kq 
= 0.0935 M~', which is considerably smaller than the corre­
sponding value for the TCNE-HMB complex. This is con­
sistent with the weaker donor capability of mesitylene com­
pared to HMB. The rate constant for the reaction of the 
complex with Ps is 0.24 X 1010 M” 1 s-1 , which is also drasti­
cally smaller than the corresponding value for the TCNE- 
HMB complex (Table I).

(b) Nitrobenzene-Hexamethylbenzene and Mesitylene 
Complexes in Benzene Solutions. The formation constants 
and Ps reaction rate constants of the nitrobenzene (NB) 
complexes with HMB and mesitylene were determined in 
benzene solution containing 24.3 and 19.7 mM of NB, re­
spectively (Figures 2 and 3). The donor concentrations ranged 
from 0 to 411 mM in the case of HMB and 0 to 6.47 M for 
mesitylene.

As listed in Table I, Kc for the NB-HMB complex is 1.125 
M -1 and the rate constant E Fio|)Rd) = 1.2 X 1010 M~ 1 s-1, the 
corresponding values for the NB-mesitylene complexes are 
Kc = 0.058 M - 1 and NF(obsd) = 0.35 X 1030 M ~3 s "1.

(c) Nitrobenzene and Tetracyanoethylene Complexes with 
Mesitylene and Hexamethylbenzene in Tetrahydrofuran 
and n-Heptane Solutions. No straight lines result if 1/(X2 — 
X2°) is plotted as a function of 1/[D] for nitrobenzene or TCNE 
in tetrahydrofuran or n -heptane, containing significant 
amounts of HMB or mesitylene, as donor. This confirms that 
EG(obsd) and Ep(0bsd) in eq 16 and Xp in eq 14 and 15 cannot 
be considered to be constant throughout the experiment. They

seem to vary as a function of the amount and nature of donor 
present. As explained in section 2 this can be understood as 
the result of solvent effect on the stability of the Ps molecule 
complexes formed. The situation is further complicated by 
the observed dependence of Kc on the composition of the 
solvent.14

Conclusions

The results presented in this study clearly show that the 
reduced reactivity of the molecule complex toward Ps in 
comparison with the reactivity displayed by the uncomplexed 
acceptor molecule can be used as a method for determining 
the formation constant of these complexes.

This method might prove to be most useful in cases where 
the uncomplexed donor or acceptor absorb at similar wave­
lengths as the molecule acceptor or where the solvent ab­
sorption interferes with the spectrophotometric determination 
of the complex formation constant.

The limitations of the positron annihilation technique are 
also quite obvious from the results of this investigation. (1 ) 
Usually larger amounts of acceptor and donor are required to 
make accurate measurements. (2) If significant amounts of 
donor have to be added solvent effects may lead to changes 
in the rate constants for the reactions Ps and the acceptor and 
complex, which in turn will make it difficult to extract accu­
rate complex formation constants.

In this connection it seems interesting to point out that in 
all cases studied so far (see Table I) the complex formation 
resulted not only in a reduced reactivity toward Ps but that 
this reduction in reactivity was also more pronounced if a 
weaker donor molecule (mesitylene) was participating in the 
molecule complex formation than a stronger donor such as 
hexamethylbenzene. It seems that in the former case most of 
the complexing capability of the acceptor is used to bind the 
weak donor and very little is left to interact with Ps, whereas 
the reverse is true in the case of a strong donor molecule. A 
detailed study of the latter phenomenon is presently being 
carried out in this laboratory.
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Lennard-Jones 6-12 pair potential parameters were obtained for 53 liquids by fitting a thermodynamic per­
turbation theory developed by Chandler, Weeks, Andersen, Verlet, and Weis to experimental vapor pressure 
data. The values obtained for o and t/fe were considerably smaller than the corresponding values obtained 
from other theories. A possible reason for the discrepancy is given.

Introduction

In two previous investigations cell theory and the free vol­
ume theory were used to obtain estimates for the effective 
Lennard-Jones 6-12 pair potential parameters for a number 
of liquids.1-3 More recently, in several studies based on Pi- 
erotti’s work,4-9 the scaled particle theory was applied to gas 
solubility data so as to obtain estimates for the effective pair 
potential parameters for a large number of complex molecular 
liquids. It was subsequently shown10 that the hard-sphere 
diameters obtained from the solubility study accounted rea­
sonably well for the heats of vaporization and for the relative 
molar heat capacities of the corresponding pure liquids. These 
articles demonstrate that for a limited temperature range and 
for the above applications, the behavior of complex molecular 
liquids and solutions can be mimicked by spheres with ef­
fective values for a and t/k. This observation and the fact that 
values for these parameters are needed to predict and inter­
pret the thermodynamic properties of solutions containing 
these liquids make it worthwhile to reevaluate these param­
eters using a more accurate theoretical framework.

The thermodynamic perturbation theories11-16 developed 
over the past 10 years represent the most promising theoret­
ical approach to the liquid state that is now available. The 
Chandler-Weeks-Andersen perturbation theory13’14 as 
modified and expressed analytically Verlet and Weis15’16 
(hereafter the CWA-VW theory) was selected for these cal­
culations. This theory was chosen because it provides simple 
and accurate analytical expressions for the thermodynamic 
functions of a Lennard-Jones 6-12 fluid at low temperatures 
and high densities.

Theory

The equilibrium vapor pressures of a large number of 
nonpolar liquids are accurately known in the region between 
their triple points and their normal boiling points. Therefore 
the procedure adopted here was to fit an equation derived 
from the C W A -V W  theory to experimental vapor pressure 
data. Since in this temperature range the vapors are highly 
attenuated (i.e., p <  1 atm) one can, without great loss in ac­
curacy, simplify the treatment by assuming that the vapor 
phase behaves ideally.

Assuming the vapor to be an ideal monatomic gas
= In p + In '/3A3) (1)

where Mg is the chemical potential of a molecule in the vapor,

d =  (kT) 1, p is the equilibrium vapor pressure, and A =  
h/(2TrmkT)1'2.

The chemical potential of a molecule in the liquid is given 
by

fin = fif + Z (2)

where f  is the total Helmholtz free energy per molecule in the 
liquid, and Z is the compressibility factor for the liquid. The 
Helmholtz free energy is written as the sum of a reference 
term, a perturbation term, and an ideal gas term. Thus

fif = fifo + fifi + In (pA3) — 1 (3)

In equation 3 d/o is the Helmholtz free energy of t]je reference 
system relative to that of an ideal gas, d/i is the perturbation 
contribution, and the remaining terms are the ideal gas con­
tribution. From eq 1-3 and the equilibrium condition

Mg =  Ml

one obtains the result

Inp = In ( f y j  + d(/o + fi) +  Z - l  (4)

where V represents the molar volume of the liquid. The 
physical significance of the terms in eq 4 with respect to the 
evaporation process is of some interest. The first term gives 
the change in standard state effect, the next term gives the 
excess Helmholtz free energy contribution, and (Z -  1 ) is the 
compressibility change contribution. The expressions that 
were used to evaluate the terms in eq 4 were taken from ref 15 
and 16; the details are given in the Appendix.

Calculations and Results

If both the vapor pressure and the density of a liquid are 
known at a particular temperature, then the sought parame­
ters a and 6/k are the only unknowns in eq 4. Therefore a nu­
merical procedure (essentially an efficient sequence of trial 
calculations) was developed to obtain those pairs of values of 
a and elk that resulted in a least-squares fit of eq 4 to the ex­
perimental vapor pressure data over a range of temperatures. 
The solutions obtained for 53 liquids are given in Table I, and 
the fit for benzene is demonstrated in Figure 1. The fits for the 
other liquids were similar to that shown in Figure 1. The vapor 
pressure and density data were taken from ref 17 and 18a,b 
respectively.

The factors that influenced the choice of liquids were: (1)
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TABLE I: Lennard-Jones 6-12 Pair Potential Parameters 
a (cm), e / k  (K), and the Temperature Range A T  (K) for 
which the Experimental and Calculated Vapor Pressures 
Agree to within 1 %

Liquid ■ AT“ 1—* o CD e/k

A. Hydrocarbon Liquids
Cyclopentane 260-310 4.946 398
2-Methylbutane 240-280 5.210 359
n-Pentane 240-290 5.193 368
Benzene 283-333 4.860 432
Cyclohexane 283-333 5.194 428
2,2-Dimethylbutane 260-310 5.475 380
2,3-Dimethylbutane 260-310 5.460 391
n-Hexane 270-320 5.423 399
2-Methylpentane 260-310 5.463 392
3 - Methylpentane 260-310 5.446 396
Methylcyclopentane 270-310 5.242 415
Toluene 293-353 5.196 465
1,1-Dimethycyclopentane 275-315 5.498 426
cis- 1,2-Dimethylcyclopentane 280-320 5.470 441
trans- 1,2-Dimethylcyclopentane 280-320 5.505 430
cis- 1,3-Dimethylcyclopentane 280-320 5.515 430
trans-1,3-DimethylcycIopentane 280-320 5.518 428
Ethylcyclopentane 280-320 5.488 445
Methylcyclohexane 290-340 5.511 446
2,2-Dimethylpentane 270-320 5.696 408
2,3-Dimethylpentane 270-320 5.644 421
2,4-Dimethylpentane 260-310 5.671 407
3,3-Dimethylpentane 270-310 5.698 421
3-Ethylpentane ' 270-310 5.613 424
Heptane 280-330 5.612 427
2-Methylhexane 270-310 5.641 418
3-Methylhexane 270-310 5.628 420
2,2,3-Trimethylbutane 270-310 5.698 414
o-Xylene 300-380 5.417 498
m-Xylene 300-380 5.439 490
p-Xylene 300-380 4.437 488
1 ,1 -Dimethylcyclohexane 280-330 5.748 463
cis- 1,2-Dimethylcyclohexane 290-330 5.685 472
1,1,2-Trimethylcyclopentane 280-330 5.730 452
1,1,3-Trimethylcyclopentane 280-330 5.769 440
cis,cis,trans-1,2,4-Trimethylcyclo- 280-330 5.746 455

pentane
cis, trans, cis, -1,2,4-Trimethylcyclo- 280-330 5.765 444

pentane
Ethylbenzene 310-360 5.425 485
2-Methylheptane 280-330 5.965 434
3-Methylheptane 290-330 5.779 446
Octane 300-350 5.741 454
2,2,4-Trimethylpentane 290-330 5.911 427
2,3,4-Trimethylpentane 290-330 5.863 446
2,5-Dimethylhexane 290-340 5.836 435
2,2,3,3-T etramethylpentane 300-340 6.048 478
2,2,3,4-T etramethylpentane 300-340 6.071 467
2,2,4,4-T etramethylpentane 290-330 6.097 451
2,3,3,4-Tetramethylpentane 310-350 6.061 480
2,2,5-Trimethylhexane 300-340 6.009 448

B. Miscellaneous Compounds
Carbon tetrachloride 273-343 5.019 429
Carbon disulfide 260-310 4.364 431
1,4-Dioxane 285-325 4.832 464
T etrachloroethylene 290-340 5.148 481

“ These ranges were largely determined by the availability of 
experimental vapor pressure and density data (see text).

the availability of vapor pressure and density data in a com­
mon range of temperatures such that the reduced temperature 
range corresponded (roughly) to that prescribed by the Ver-

1/T - 103

Figure 1, Vapor pressure curve for benzene: ( • )  experimental points; 
line is calculated from eq 4 with a =  4.860, (e/k) =  432.

let-Weis algorithm (see Appendix); (2) the liquids had to be 
nonpolar or nearly so;19 (3) for comparisons and for further 
work it was desirable that there be other thermodynamic data 
(e.g., gas solubilities, thermodynamic excess functions of 
mixing) for systems involving these liquids.

It is difficult to obtain precise values for the uncertainties 
in <r and e/k. The sources of error, apart from the assumption 
that the molecules are isotropic, are: (1 ) errors in the vapor 
pressure and density data (For many liquids, small extrapo­
lations in the density and/or the vapor pressures were required 
in order to obtain values for these quantities in a common 
temperature range.); (2) a slight nonideality of the vapor 
phase. It was estimated by trial calculation that the upper 
limits for the uncertainties, due to these sources of error, were 
±0.03 A and ±5 K for a and e/k, respectively.

Discussion

In Table II our results are compared with those taken from 
other studies. Parameters available from second virial coef­
ficients and gas viscosities20 are too scattered for a meaningful 
comparison and are not included. It is seen from Table II that 
in all cases the values of both a and e/k found here are signif­
icantly smaller than the corresponding values obtained by the 
other approaches.

While many differences exist, it is felt that the most salient 
difference between this work and the other studies is that in 
this work, by applying the WCA-VW theory, an effective 
hard-sphere radial distribution function (rdf) was used in 
calculating the interaction energy of a molecule with its 
neighbors. In the other studies a uniform particle density 
equal to the bulk density (i.e., rdf = 1 ) was used either ex­
plicitly or implicitly in the calculation of this term. Since the 
forces involved are short range, and since the hard-sphere rdf 
rises rapidly at close distances (to values of ^ 3 -4  for the re­
duced temperatures and densities involved here), the sub­
stantial differences displayed in Table II are hardly surprising. 
While the molecules we are dealing with are not spherical, it 
is felt that an effective hard-sphere rdf should more closely 
represent the structure of these dense liquids than the low- 
density limit of the rdf. In line with this McQuarrie and Neff,21 
in their application of the Barker-Henderson perturbation 
theory to gas solubilities, found that the use of the low density 
limit of the rdf resulted in the omission of a term that con­
tributed significantly to the solute-solvent interaction energy.
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TABLE II: Comparison of Pair Potential Parameters from This Work with Those from Other Sources 
(<r in cm and e l k  in K)

Estimation of Lennard-Jones Pair Potential Parameters

108<r ' ( /k

Liquid a b c d a f ’ b c d

n-Hexane 5.42 5.92 5.96 399 517 ■'k 462
n-Heptane 5.61 6.25 6.24 427 573 \ 538
n-Octane 5.74 6.54 6.50 454 611 605
3-Methylheptane 5.78 6.52 446 527
2,2,4-Trimethylpentane 5.91 6.52 '427 602
Cyclohexane 5.19 5.63 5.62 428 573 486
Methylcyclohexane 5.51 5.99 446 599
Benzene 4.86 5.26 5.22 5.26 432 531 501 494
T oluene 
m- Xylene *

5.20 5.64 465 575
5.44 5.97 490 586

Carbon tetrachloride 5.02 5.37 5.35 5.41 429 536 490 486
a Obtained in this work. h Parameters taken from Wilhelm and Battino9 who obtained them from gas solubility data and the 

scaled particle theory. c Parameters were taken from Kobatake and Alder3 who obtained them from free volume theory and vapor 
pressure data. d Parameters were taken from Salsburg and Kirkwood2 who obtained them from the cell theory of liquids.

Of course it must be acknowledged that the treatment, used 
here is less than exact. We have replaced very complicated 
anisotropic molecules by spheres, and the structure of such 
liquids was taken to be that of a hard-sphere fluid. Clearly, 
a more satisfactory model would account for angular corre­
lations, nonadditivity of the pair potentials, restricted rota­
tions, and the anisotropic nature of the intermolecular forces. 
Despite some very promising recent work on nonspherical 
models that mimic the angular correlations for liquids such 
as benzene and carbon tetrachloride,22 a comprehensive sta­
tistical-mechanical theory that can incorporate all of the above 
effects still seems to be distant. In the meanwhile, the com­
promise taken here provides numbers that should be use­
ful.

The WCA-VW theory has been extended to binary mix­
tures of simple (6-12) molecules.23 We plan, by using the pa­
rameters obtained in this work, to apply a similar extension 
to the interpretation of the thermodynamic functions for 
mixtures of complex liquids, and to the interpretation of gas 
solubilities in these liquids. Hopefully this will result in 
semiempirical combining rules that are relevant to interac­
tions between unlike molecules in liquid solutions.

Acknowledgments. The author is grateful to the National 
Research Council of Canada for financial assistance and to Dr. 
J. J. Weis for his helpful correspondence.

Appendix

The molar volume of the liquid, V, required for the first 
term in eq 4 was calculated from the experimental density.

For the remaining terms in this equation, a value is needed 
for the effective hard-sphere diameter d. This was obtained 
from the algorithm given by Verlet and Weis.15

<i' 4 ,+(S>] (A1)
= (0.3837 + 1.068(3*)/(0.4293 + d*)

P* = e/kT

5 = (210.31 + 404.6/3*)-1 

_  1 — 4.25?;w + 1.362t?w2 ~ 0-8751??w3 (^2)
(1 -  7/w)2

1 _
7w = v ~  - rnlo (A3)

ri = irp*d3/6 (A4)
/ND\ _

(A5)

In eq A5 N, D, M, and p* are Avogadro’s number, the ex­
perimental density, molecular weight, and the reduced 
number density of the liquid, respectively. A first estimate for 
t? is obtained from eq A4 by setting d equal to Ur. Subsequent 
iterations through eq A1-A4 provide a value for d. Conver­
gence to seven figures is obtained after three iterations; in 
practice five iterations were used.

This algorithm is most accurate in the range 0.7 < /3*_I < 
1.6. The error entailed increases somewhat outside this 
range.15 From Table I it is seen that the values of /3*~1 were 
in the range 0.6 < /l*-1  < 0.82. For purposes of the present 
application, it was considered the algorithm was sufficiently 
accurate.

The reference system free energy was obtained from

where

d/o -  d/ffs + 4 5PAf

d/ffs = V
4 — 3t?

0 ^

dA/ =
3t)2(1 + 1.759i) -  5.249r;3) 

( 1 - 4 .)3

These expressions derive from eq 6 1 , 6.2, and A27 of ref 15.
Equations 46-51 of ref 16 were used to obtain the pertur­

bation free energy Pf\. These equations are a slightly extended 
form of eq A26 of ref 15. Thus

P fi = 48?;wd* ( i\2- n 2 f i - f i  n
dw c - f )

where
_  1 1 + UiV w + U24W + U34W

1 n — 3 (1 — t)w)2

u\2 = 0; u f  = -0.797; u f  = -0.480; u\ = -0.691;
ujj = —1.169; u \ -  0.751
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rn -
J 2 _

«o a i ■ + ■ OÍ2
2 n — 2 (n — 2)(n — 3) (n -  2)(n -  3)(n -  4) 

________ < * 3 ____________ /dw\n
+ (n -  2)(n -  3)(n ~ 4)(n -  5) \rmJ

, . a 2 « 3
a0 -  ai + — -  —  , _
__________2 6 / rm\ + _____

n -  2 Vdw/ n — 3 Vdw^

, « 3ai -  a2 + —
2 2_ /£m \ 3

a 2 a  3 «3

+ - — — {"— V + —^ ( — ) sn — 4 \dy¡¡/ n — 5 \dw'

a0 = ( l  + (1 -  J?w) 2

ai = (1 — 5t;w — 5?/w2)U -  w ) -3 

«2 =  ~ 3 t?w ( 2  -  4 t j w  -  7 i j w 2 ) ( 1  ~  w ) - 4  

a 3 =  1 2 j j w ( 1  +  3r?\y -  4?;w3)( l _  V w )~ 5 

dw = d(?)w/r?)1/3 

rm = 21/6

The expressions required to obtain the compressibility 
factor Z are straightforward enough but rather lengthy, so that

they are not repeated here. They were obtained directly from 
eq A17, A33, and A34 of ref 15.
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X-ray photoelectron spectroscopy (ESCA) has been used to study the surface reactions of a commercial co­
balt-molybdenum-alumina catalyst. Reduction of the catalyst in hydrogen produced a mixture of molybde­
num oxidation states: Mo(VI), Mo(V), and Mo(IV). The relative amount of molybdenum in each state was 
determined as a function of reduction time and temperature. Exposure of fired catalysts to thiophene in an 
inert atmosphere showed that only thiophene adsorption occurred. In contrast fired, prereduced catalysts 
showed both thiophene adsorption and desulfurization capability in an inert atmosphere. The molybdenum 
of the catalyst was effectively sulfided in either thiophene/H2 or H2S/H2. However, prereduced catalysts sul­
fided to a lesser extent than catalysts that had only been fired. In no case was complete sulfiding of the mo­
lybdenum observed. The cobalt of the catalyst showed little change on treatment with either hydrogen or 
thiophene/H2. This was in contrast to application of H2S/H2 which sulfided the cobalt of the catalyst more 
rapidly than the cobalt in cobalt alumínate.

Introduction
Commercial hydrodesulfurization (HDS) catalysts com­

monly consist of molybdena (M o03) supported on active 
alumina and promoted with small amounts of cobalt or nickel. 
Although there are many conflicting interpretations in the

literature, desulfurization activity is thought to derive from 
a reduced state of molybdenum on the catalyst.1-5 ESR 
studies6-8 of Mo0 3 supported on alumina show that the 
amount of molybdenum(V) present is substantially increased 
upon reduction.
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Several techniques have been applied to the study of HDS 
catalysts and associated reactions. Mitchell and Trifiro9 used 
uv, visible, and infrared spectroscopy to study the effect of 
sulfiding on the structure of a cobalt-molybdena-alumina 
(CMA) catalyst. De Beer et al.10 used a microreactor coupled 
to a gas chromatograph to study the effect of promoter ions 
on activity. Kolboe11 used the same technique to study reac­
tion products of several CMA catalysts. Massoth2'12 used a 
microbalance (weight loss and gain) and deuterium exchange 
to study reduction and sulfurization of an M0O3/AI2O3 cata­
lyst.

Each of the above techniques can give valuable information; 
however, none is capable of studying only the first few atomic 
layers of the surface. X-ray photoelectron spectroscopy 
(ESCA) however, has such a capability. It samples only the 
first 20-50 A of the surface. In addition ESCA is capable of 
distinguishing between different oxidation states of the same 
element.

ESCA has been applied to HDS catalysts to a limited ex­
tent. Miller et al.13 studied fresh and fired M0O3/AI2O3 cat­
alysts and noted that calcining broadened the molybdenum 
3d doublet. Armour et al.14 reported binding energies for 
several HDS catalysts, both fresh and used. Apetkar et al.15 
studied the effect of hydrogen on a M0O3/AI2O3 catalyst and 
reported reduction to Mo(V) and Mo(IV). Cimino and 
DeAngelis16 studied reduction of a commercial CMA catalyst 
compared to cobalt molybdate, and concluded cobalt mo­
lybdate did not exist on the catalyst surface. Friedman and 
co-workers17 reported strikingly different conclusions in a 
study of five commercial CMA catalysts. They reported no 
shift to lower binding energy for molybdenum and a shift to 
higher binding energy for cobalt under similar conditions to 
Apetkar et al. and Cimino and DeAngelis.

The present paper is concerned with a more thorough in­
vestigation of the surface of a commercial CMA catalyst after 
a number of different treatments. Reduction as a function of 
time indicates that Mo(VI), Mo(V), and Mo(IV) are all 
present on the catalyst surface. Mo(V) is present in a much 
higher concentration than previously thought.6-8 Desulfuri­
zation of thiophene shows that the catalyst surface is activated 
by reduction. These and other resubs are discussed in terms 
of possible reduction and desulfurization mechanisms.1̂ '11,12

Experimental Section

The catalyst used in this investigation was a commercial 
cobalt oxide/molybdenum oxide catalyst supported on alu­
mina purchased from Air Products. The percentages by weight 
were 3% CoO, 14.5% M0O3, and 82.5% AI2O3. The M0O3 and 
M0O2 samples were obtained from Climax Molybdenum and 
Alfa Ventron, respectively. AI2O3, C0M0O4, A ^ M o O ^ , 
C0AI2O4, and M0S2 were obtained from ROC/RIIC. Hydrogen 
and helium were obtained from Linde (high purity grade). 
These gases were further purified before admission to the 
reaction chamber by the following treatment: passing through 
a 16 in. X 1 in. column of copper turnings heated to 550 °C, a 
24 in. X 2 in. CaSOi column, and an 18 in. X 1.5 in. tube filled 
with Linde molecular sieves (50% 4A, 50% 5A) cooled to liquid 
nitrogen temperature. The H2S/H2 mixture was also obtained 
from Linde (9% H2S) and used as received. Thiophene was 
obtained from Eastman (99% pure). The water used was dis­
tilled and passed through three ion-exchange columns. Both 
water and thiophene were further purified by three freeze- 
thaw cycles under vacuum and purging for 12 h with pre­
viously cleaned helium. These liquids were stored in disper­
sion tubes so the carrier gas could be saturated with either of

FM H i m *  MTKFCTI01,
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Figure 1. Probe and reaction chamber.

them before admission to the reaction chamber. The tubes 
were maintained at 20 °C, which corresponds to about 7% 
thiophene (60 mm partial pressure) and 3% water (23 mm 
partial pressure) by volume.

Catalyst samples were ground (200 mesh) and pressed into 
a pellet 6X15 mm under a pressure of 15 000 psi. The surface 
area of the pressed pellets ranged from 160 to 166 m2/g mea­
sured by the N2 BET technique. Samples of other materials 
were pressed into pellets, where possible, or into a wire mesh 
of the same dimensions. The sample holders were made of 
stainless steel.

The probes, which were also of stainless steel (Figure 1), 
were especially made for this work. They were designed so 
they could be retracted and sealed (gold O rings in the tip). 
This was to ensure against exposure to air while transferring 
samples from the reaction chamber to the spectrometer or vice 
versa. The probes when retracted are not permeable to helium 
at a pressure differential of 10~7 Torr (maximum time span 
checked 5 min). The reaction chamber also of stainless steel 
(Figure 1) accommodated the probe and sample by means of 
female threads opposite the probe male threads.

An AEI ES200 electron spectrometer with an aluminum 
anode (1486.6 eV) was used to obtain all ESCA spectra. All 
binding energies are referenced to gold (Au 4f7/2 line; 83.8 eV) 
which was vacuum deposited on the samples.18 For the cata­
lyst samples gold was vacuum deposited on the fresh catalyst 
only. All other assignments are based on the secondary ref­
erences of the aluminum (2p; 74.1 eV) and oxygen (Is; 531.9 
eV) of the catalyst which were obtained initially by gold de­
position on the freshly pressed catalyst.

In the reduction studies deconvolution of the spectral en­
velope containing spectra of the three oxidation states was 
necessary. For the molybdenum 3d doublet, the binding en­
ergy values of the fresh catalyst were used for the Mo(VI) 
oxidation state. The same fwhm and separation for the dou­
blet was assumed for the Mo(V) and Mo(IV) oxidation states. 
In the case of the molybdenum 3p3/2 envelope, the binding 
energy of the fresh catalyst was also assumed for the Mo( VI) 
oxidation state, and the same fwhm was assumed for the 
Mo(V) and Mo(IV) states. The above assumptions were used 
for computations with a Du Pont 310 curve resolver for de- 
convolution of the molybdenum 3d and 3p spectral envelopes. 
Twenty different sets of spectra corresponding to twenty 
different reduction times were deconvoluted. The average 
binding energies for the 3p3/2, 3d3/2, and 3ds/2 lines respec­
tively were Mo(VI): 399.4, 236.1, 233.0; Mo(V): 398.3, 235.0,
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TABLE I: Binding Energies for Various Compounds Studied

Sample Mo 3ps/2 Mo 3d3/2 Mo 3d5/2 O Is Al 2p Co 2p3/2 C Is S 2p

MoOs 399.0 235.6 232.5 531.1 284.3
(3.1) (1 .8) (1 .8) (2.0) (2.0)

M0O2“ 395.9 232.5 229.4 530.8 284.5
(1 .6) (1 .6) (2.0)

C0AI2O4 530.8 72.9 781.2 284.1
(2.8) (2.1) (3.4) (2.3)

Al2(Mo04)3 399.1 235.8 232.7 531.2 74.4 285.0
(2.9) (1.7) (1.7) (2.0) (2.0) (2.0)

C0M0O4 398.3 235.0 231.8 530.7 781.5 283.5
(3.1) (1.7) (1.7) (2.4) (3.7) (2.6)

MoS2 395.3 232.1 228.9 - 284.8 162.2
(2.2) (1.3) (1.3) (2.2) (2.2)

Co-Mo-Al 399.4 236.1 233.0 531.9 74.1 782.4 284.3
9 cp (CMA) fresh catalyst (3.2) (2.0) (2.0) (2.2) (1.9) (3.7) (2.2)

CMA catalyst 396.2 233.0 (229.9) 531.9 74.1 782.3 284.2
(reduced)“ (200 min H2) (+4 state) (+4 state) (+4 state) (2.2) (1.9) Broader (1.9)

(2.0) (2.0) peak
CMA catalyst 395.3 232.0 228.9 532.0 74.1 Broadened 284.5 162.2
(Sulfided)(H2S/H2) (+4 sulfide) (2.3) (1.9) peak (2.2) (2.4)

0 Obtained by deconvolution.

BINDING ENERGY (ev)

Figure 2. Deconvolution of Mo 3p (left) and 3d (right) envelopes.

231.9; Mo(IV): 396.3, 233.0 and 229.9. The fwhm for the 3p 
lines was 3.2 eV and for the 3d lines was 2.0 eV.

The deconvoluted Mo 3p3/2 singlet and Mo 3d doublet 
spectra were used to obtain the percentage of molybdenum 
signal attributable to the different oxidation states. An ex­
ample of deconvoluted spectra is shown in Figure 2.

Results and Discussion

ESC A Binding Energies. Table I reports the binding energy 
(BE) values of the Mo 3d doublet and the Mo 3p3/2 singlet for 
the compounds studied; also where applicable values of the 
0  Is, S 2p, C Is, A1 2p, and Qo 2p3/2 lines are reported. All 
binding energies are referenced to the Au 4f7/2 line of gold at
83.8 eV.18 The fwhm of each peak is given in parentheses.

The values in Table I disagree with those reported by 
Cimino and DeAngelis.16 They report Mo 3ds/2 values for 
M0O3 and C0M0O4 of 231.6 and 231.4, respectively. However, 
they assigned the carbon Is line a value of 283.8 eV for cali­
bration purposes. That this can be unwise is shown by the 
binding energy values obtained for carbon in Table I. Grim 
and Matienzo19 used the gold deposition technique and report

Mo 3d5/2 values of 231.7 and 228.1 for M o03 and MoS2. Since 
they used 83.0 eV as a reference value of the Au 4f7/2 line, their 
values exactly coincide with the values reported here when 
correction for the different reference values is made. Use of 
the C Is line for a standard is inadequate for calibration as 
further illustrated by the work of Aptekar et al.,16 Kim ,20 and 
Swartz and Hercules21 who report binding energy values for 
the Mo 3d5/2 line of M0O3 of 233.05, 232.2, and 232.5, re­
spectively.

Qualitative Effects of Calcination and Reduction. Figure 
3 shows the Mo 3d spectra of the CMA catalyst for several 
different treatments. Spectrum A shows the Mo 3d doublet 
of the fresh catalyst. Spectrum B shows the catalyst after 
heating at 360 °C for 16 h inside the spectrometer. There is 
an obvious broadening of the peaks which is in agreement with 
Miller et al.13 This suggests that there has been some inter­
action between the support and the molybdenum trioxide. In 
addition to the broadening effect, there is a decrease in the O 
ls/Al 2p intensity ratio of 10%. This decrease is outside the 
limits of reproducibility for intensity ratios, which for O ls/Al 
2p is ±1.4% relative standard deviation.
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Figure 3. Mo 3d ESCA spectra of catalyst: (A) spectrum of freshly 
pressed catalyst; (B) spectrum of catalyst heated inside the spec­
trometer for 16 h at 360 °C; (C) spectrum of catalyst sample reduced 
10 h in hydrogen at 500 °C; (D) spectrum of catalyst sample that is same 
as sample C but exposed to air for 30 min.

Defaux et al.22 have suggested a surface interaction complex 
arising from an acid-base reaction during calcination:

0/0 H
I

H
I

Mo + 0 0

H O ^ ^O H I I

—2HeO 0 'Mo-0

O'
A l^xAl '  0 > '0

(1)

Figure 4. Mo 3d ESCA spectra of catalyst: (A) spectrum of catalyst fired 
4 h at 500 °C, reduced for 16 h at 500 °C, followed by sulfiding in 
thiophene/H2 at 500 °C and then reoxidized in air at 500 °C for 2 h; (B) 
spectrum of catalyst fired 4 h at 600 °C and reduced 4 h at 500 °C; (C) 
same sample as B but heated for 2 h inside spectrometer at 500 °C. 
Spectrum was scanned with catalyst at 500 °C.

tion state, which is in agreement with the results of Aptekar 
et al.15

Figure 4 again shows the molybdenum 3d doublet for the 
catalyst. Spectrum A was obtained by prereduction followed 
by sulfiding and then oxidation at 500 °C for 2 h; this yields 
a spectrum identical with the fresh catalyst.

Spectrum B shows a catalyst sample that has been fired 4 
h at 600 °C and then reduced 4 h at 500 °C. The third spec­
trum is of the same pellet as the second but it has been heated 
for 2 h at 500 °C inside the spectrometer. The peak at 229.9 
eV has increased in intensity. This is consistent with reduction 
via dehydration:

If the catalyst were completely homogeneous and the water 
loss homogeneous, the theoretical loss for a catalyst which has 
the composition C02M05AI8O137 would be 7.2%. The alumina 
may also lose water as reported by Giordano et al.23 However, 
they noted that the catalyst loses about 2 mol of water more 
per M0O3 group than a pure alumina reference. These results 
correlate well with the 10% intensity charge observed.

Spectrum C shows a catalyst sample that has been reduced 
for 10 h at 500 °C in hydrogen. It is apparent that a substantial 
portion of the catalyst is present in the Mo(IV) oxidation state 
(BE 229.9) and only a small amount in the Mo(VI) oxidation 
state. Additionally, deconvolution of the spectrum shows a 
substantial amount of Mo(V).

Spectrum D shows the same sample as spectrum C, the only 
difference being exposure to air for 30 min. This shows con­
siderable oxidation of the sample back to the Mo(VI) oxida-

/O H  H O ^ / O
Mo +  Mo

/  \  /  \
(V) (V)

-HjO C
Mo +  Mo

/  \  
(VI)

/  \  
(IV)

(2)

where two Mo(V) species are dehydrated to give one Mo( VI) 
and one Mo(IV) species with an anion vacancy. In addition 
since reoxidation of the sulfided catalyst (spectrum A) gave 
a spectrum identical with the fresh catalyst, calcining may 
yield a small amount of reduction of the hydrated catalyst via 
a similar mechanism (spectrum B, Figure 3).

Reduction Vs. Time. Seshadri and Petrakis6 have studied
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Figure 5. M o 3d E SC A  spectra  of catalyst. All sam ples w e re  fired 4  h 
a t 5 0 0  ° C  and then reduced in hydrogen at 50 0  °C : (A) spectrum  of fired 
catalyst; (B) spectrum  o f catalyst a fter 15 m in reduction; (C ) spectrum  
of catalyst after 50  min reduction; (D) spectrum  of catalyst a fter 6 0  min 
reduction; (E) spectrum of catalyst after 120 min reduction; (F) spectrum  
of catalyst a fter 2 0 0  min reduction.

reduction of a molybdenum alumina catalyst vs. time using 
ESR. They have shown that the Mo(V) species increases to 
a maximum then levels off to a plateau. Additionally, the 
maximum tends to be higher at lower temperatures. Massoth2 
has studied the kinetics of reduction of molybdena-alumina 
catalysts using weight loss techniques. Massoth also proposes 
a mechanism for reduction in which Mo(V) is an intermediate. 
Since ESCA is capable of distinguishing between different 
oxidation states, the surface speciation of molybdenum was 
determined as a function of time and temperature of reduc­
tion. Figure 5 shows spectra obtained for reduction of a cata­
lyst sample that had been fired for 4 h at 500 °C and reduced 
for various times at 500 °C in hydrogen. Similar spectra were 
obtained for samples that had been fired for 4 h at 500 °C and 
reduced for various times at 300 °C. Spectra A through F of 
Figure 5 show broadening of the Mo 3d doublet. Deconvolu­
tion of these spectra give quantitative information. This is 
illustrated by Figure 6 which shows the percent of the total 
molybdenum intensity attributable to each oxidation state 
as a function of reduction time.

Figure 6 shows that the Mo(VI) concentration decreases 
almost linearly with reduction time until 90 min is reached. 
At this point there is a striking change in slope and much 
slower depletion of the remaining Mo(VI). The Mo(V) con­
centration increases in a linear fashion until a maximum is 
reached at 70 min. The curve then decays to a plateau and 
remains constant within the reproducibility of the measure­
ments. The Mo(IV) concentration is not in evidence until after 
about 45 min reduction. It increases rapidly and then reaches
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Figure 6 . S peciation of m olybdenum  on th e  catalyst su rface  as  a  
function of reduction tim e at 50 0  °C : (O )  Mo(VI); (A )  Mo(V); ( □ )  Mo(IV).

a plateau much like Mo(V). Reduction at 300 °C is qualita­
tively similar with two exceptions; (1 ) all curves have been 
displaced on the time axis, and (2) the maximum Mo(V) 
concentrations at the maximum and the plateau are both 
about 20% higher than in the 500 °C experiment. These results 
are in agreement with those of Seshadri and Petrakis6 who 
found similar curves for Mo(V) using ESR. They determined 
that the maximum percentage of Mo(V) was ca. 5-10%, de­
pending on reduction time and temperature. However ESR 
measures the percentage of Mo( V) in the bulk sample. As can 
be seen from Figure 6, the surface concentration of Mo(V) as 
measured by ESCA can be as much as a factor o f 5 higher.

These results confirm that not only is Mo(V) an interme­
diate in the reduction mechanism of Mo(V), but even at 500 
°C (which is higher than most temperatures employed for 
desulfurization) substantial (30% or more) amounts of Mo( V) 
are present on the catalyst surface. That the reduction at 300 
°C produces a higher percentage of Mo(V) than that at 500 
°C also supports the dehydration experiment mentioned 
earlier where two Mo(V) entities are dehydrated to give one 
Mo(VI) and one Mo(IV) species (reaction 2). This is in accord 
with the work of Lipsch and Schuit1 who found that even at 
420 °C the water formed on reduction was lost slowly.

Effect of Thiophene on Fired and Prereduced Catalysts. 
Fired catalyst samples were compared to catalyst samples that 
had been fired and reduced in hydrogen. The catalyst samples 
were then exposed to a number of further treatments.

Spectrum A of Figure 7 is of the S 2p doublet of M0S2; 
spectrum B is of a catalyst sample that had been fired for 4 h 
at 500 °C and exposed to thiophene in hydrogen for 35 min at 
420 °C. It is apparent from spectrum B that substantial 
desulfurization of the thiophene has taken place. The S 2p/Mo 
3p3/2 intensity ratio for M0S2 is 1.14 and that for the catalyst 
sample in spectrum B is 0.75 which indicates that the catalyst 
is indeed active for desulfurization. Also, it is clear that M0S2 
has been formed.

Spectrum C is of a catalyst sample that has been fired in an 
inert atmosphere for 4 h at 500 °C. Then thiophene, also in an 
inert atmosphere, was passed over the catalyst for a period of 
2 h. The S 2p spectrum shown indicates that thiophene ad­
sorption has occurred, but referenced to the M0S2 spectrum 
in the same figure no conversion to sulfide has occurred. 
Spectrum D shows a catalyst sample first reduced for 450 min 
in hydrogen at 500 °C, and then exposed to thiophene in he­
lium. Notice that the sulfur peak is much broader and corre-

The Journal of Physical Chemistry, Vol. 80, No. 15, 1976



Surface Study of Cobalt-Molybdena-Alumina Catalysts 1705

Figure 7. S 2p ESCA spectra of catalyst: (A) spectrum of MoS2 on wire 
mesh; (B) spectrum of catalyst fired 4 h at 500 °C, then exposed to 
thiophene in hydrogen for 35 min at 420 °C; (C) spectrum of catalyst 
sample fired 4 h at 500 °C, then exposed to thiophene in helium for 2 
h at 420 °C; (D) spectrum of catalyst sample fired 4 h at 500 °C, re­
duced for 450 min at 500 °C, and exposed to thiophene in helium for 
2 h at 420 °C.

sponds to at least two distinct types of sulfur on the surface. 
The higher binding energy portion matches adsorbed thio­
phene, and the lower binding energy portions corresponds to 
sulfide formation. This is proof that desulfurization occurs 
to a limited extent in the absence of hydrogen, but only if the 
surface is first reduced. Further, some oxidation of molyb­
denum has also occurred, during the treatment with thiophene 
in helium.

Experiments with catalyst samples prereduced and exposed 
to thiophene in helium at 550 °C produced similar results. 
Exposure of the prereduced catalyst to thiophene in helium 
gave a more intense sulfur 2p doublet, indicating greater 
desulfurization; the Mo 3d doublet indicated more extensive 
oxidation of the catalyst surface (but still not fully oxidized). 
Also the high binding energy portion of the S 2p peak indi­
cated substantially more thiophene adsorption of the prere­
duced catalyst than on a fired catalyst under otherwise similar 
conditions. That complete oxidation of molybdenum did not 
occur is consistent with the active site proposed by Lipsch and 
Schuit,1 which requires an anion vacancy and adjacent 
Mo-OH groups or Mo-SH groups for the sulfide catalyst.

Water Poisoning. It has been reported that water poisons 
HDS catalysts.12 One proposed mechanism for the poisoning 
is2

Mo(IV) + H20  — Mo(VI) + O2'  + H2 

or
2Mo(V) + HzO — 2Mo(VI) + O2'  + H2

A catalyst sample was reduced in hydrogen for 200 min at

Figure 8 . Mo 3d ESCA spectra of catalyst exposed to thiophene In hy­
drogen: (A) spectrum of fresh catalyst; (B) spectrum of MoS2 on wire 
mesh; (C) spectrum of catalyst fired 4 h at 500 °C then exposed to 
thiophene in hydrogen for 35 min at 420 °C; (D) spectrum of catalyst 
fired 4 h at 500 °C then exposed to thiophene in hydrogdn for 4 h at 420 
°C.

TABLE II: Effect of Water on Mo Oxidation States in 
CMA Catalysts

Mo(VI) Mo(V) Mo(IV)

200 min red. 27 33 40
150 min exposed to water 38 37 24

vapor
300 min exposure 36 41 23

500 °C, then exposed to water vapor (23 mm) for 150 min and 
subsequently exposed to water vapor an additional 300 min 
at 300 °C. Deconvolution of the spectra gave the percentages 
of molybdenum oxidation states shown in Table II. These 
results indicate that a small amount of oxidation has occurred 
on treatment with water. Simple inspection of the change in 
the high and low binding energy portion of the spectra indi­
cated a loss of Mo(IV) and a gain in Mo(VI). Since complete 
oxidation did not occur it is likely that water poisons the 
catalyst more through competitive adsorption than by de­
pletion of the active site(s) by oxidation.

Sulfurization of Fired Vs. Prereduced Catalyst. Figure 8 
shows the results of sulfiding with thiophene in hydrogen on 
the Mo 3d doublet. Spectrum C corresponds to a catalyst fired 
for 4 h at 500 °C and sulfided with thiophene/H2. This spec­
trum shows the effect of exposure to thiophene in a reducing 
medium. It can be inferred from the shape of Mo 3d envelope, 
relative to the fresh catalyst and MoS2, that only a small
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Figure 9. Mo 3d ESCA spectra of catalyst sulfided in H2S/H2 at 400 °C. 
All catalyst samples were fired for 4 h at 500 °C prior to sulfiding: (A) 
spectrum of MoS2; (B) spectrum of catalyst after 30 min exposure; (C) 
spectrum of catalyst after 2 h exposure; (D) spectrum of catalyst after 
10 h exposure; (E) same sample as D but reduced 5 h In hydrogen at 
550 °C; (F) spectrum of AI2(Mo04)3 after 30 min exposure.

percentage of the molybdenum is bonded to two sulfide ions. 
The S 2p/Mo 3p3/2 intensity ratio was 65% of that found in 
M 0S2. (This assumes the S 2p/Mo 3p ratio of 1.14 for M0S2 
to be 100%.) This is strong evidence that much of the molyb­
denum on the surface is attached to only one sulfur atom. 
Further reaction with thiophene is shown in spectrum D. After 
4 h exposure, substantial amounts of the molybdenum must 
be in the form of the disulfide since the S 2p/Mo 2p3/2 inten­
sity ratio is 89% of that of MoS2. Additionally, the low binding 
energy peak fits very nicely with that of the 3dr,/2 peak of MoS2 
(228.9 eV). That all of the molybdenum on the surface is not 
present as a disulfide is emphasized by the peak at ca. 236 eV. 
Theoretically and experimentally on this catalyst surface the 
intensity ratio of the Mo 3d3/2/ 3d5/2 lines is 1/1.5. This is not 
true in spectrum D, indicating at least two molybdenum- 
containing species present. One form is MoS2 and the other 
probably contains only one sulfur.

Prereduction and then treatment with thiophene in hy­
drogen, as opposed to use of thiophene/H2 mixture, produced 
a noticeable difference in conversion of the molybdenum to 
the sulfide form. The prereduced samples do not sulfide as 
rapidly or to as great an extent as those for thiophene/H2 
mixtures. The catalyst sample that was exposed to thiophene 
in hydrogen for 35 min was 65% sulfided and when exposed 
an additional 215 min was 89% sulfided. In contrast, a catalyst 
sample prereduced for 3 h at 550 °C and then exposed to 
thiophene in hydrogen for 100 min at 550 °C gave 32% con­
version to the sulfide form. This is in agreement with Massoth 
who found the prereduced catalyst to sulfide to a lesser ex­
tent.12 The fired catalyst is definitely very active or conversion

Figure 10. Co 2p3/2 ESCA spectra of catalyst. All samples fired 4 h at 
500 °C; (A) spectrum of CoAI20 4 in pellet form; (B) spectrum of 
CoAl20 4 after 30 min exposure to H2S/H2 at 400 °C; (C) spectrum of 
CoAI20 4 after 2 h exposure to H2S/H2 at 400 °C; (D) spectrum of either 
fresh or fired catalyst; (E) spectrum of catalyst reduced 200 min in hy­
drogen at 500 °C; (F) spectrum of catalyst after 2 h exposure to H2S/H2 
at 400 °C; (G) spectrum of catalyst after 10 h exposure to H2S/H2 at 
400 °C; (H) same sample as G but exposed to hydrogen at 550 °C for 
5 h.

to sulfide would not occur; however, as has been noted1 the 
HDS activity of the catalyst decreases on conversion to the 
sulfide. Prereduction seems to limit the sulfide formation or 
at least the rate of formation and possibly keeps catalytic 
activity higher for a longer period of time.

Sulfiding of Fired Catalyst in H2S/H2. Sulfiding of the 
catalyst in H2S/H2 produced some very curious results. The 
Mo 3d lines are shown in Figure 9, along with MoS2 and 
A12(Mo0 4)3 which were sulfided as references. Even after 10 
h exposure to the H2S/H2 mixture at 400 °C the catalyst is not 
completely sulfided. Note broadening of the peaks and the 
incorrect intensity ratio of the Mo 3d3/2 to Mo 3ds/2 peaks. 
Also the percent sulfiding relative to MoS2 is only 62% and not 
all of this can be attributed to molybdenum since the cobalt 
is also sulfided to some extent under the conditions employed.

Figure 10 shows the cobalt 2p3/2 peak of the catalyst and 
cobalt alumínate under the same conditions. The binding 
energy of CoAl20 4 is about 1 eV lower than the cobalt of the 
fresh or fired catalyst (both referenced to gold). From Figure 
10 two points are apparent. First, sulfiding of CoA120 4 appears 
to go more slowly than the catalyst (compare the low binding 
energy shoulder at 778.3 eV; this is in contrast to Al2(Mo0 4)3, 
which sulfides much faster than the catalyst under the same 
conditions). Second, the cobalt of the catalyst is not sub­
stantially reduced even at 500 °C in pure hydrogen (spectrum 
E).

Catalyst Mechanisms. Primarily two models have been
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proposed for the action of HDS catalysts on organic sulfur 
compounds. Massoth2 initially proposed that sifter hydrogen 
chemisorption electron transfer produces adjacent Mo(V) 
species which undergo subsequent disproportionation to 
Mo(VI) + Mo(IV) or dehydration to 2Mo(V). These species 
are further reduced by hydrogen to produce Mo(IlI). Massoth 
subsequently proposed a surface model12 where the molyb­
denum exists as a monolayer on the 110 plane of a-alumina. 
This model required no Mo(III) species but required an 
Mo(V)-Mo(IV)-Mo(V) configuration. Lipsch and Schuit 
proposed reduction to an M o(V)-M o(IV)-M o(V) configura­
tion with a vacancy on the Mo(IV).1 The sulfur compound 
adsorbs to the Mo(IV) and undergoes subsequent transfer in 
hydrogenation reactions, to be ultimately desorbed as the 
hydrocarbon. A modification of the mechanism by Schuit and 
Gates3 associated Mo(III) with the active site considering that 
the role of cobalt was to stabilize Mo(III) either through in­
corporation or intercalcation into the support.

The results of the present study are consistent with certain 
aspects of both models. The presence of both Mo(V) and 
Mo(IV) on the surface is consistent with all proposals, al­
though the sequential production of Mo(IV) from (V) is more 
in line with Massoth’s original ideas. Another interesting 
feature is that heating of a prereduced sample changed mo­
lybdenum oxidation states in the water poisoning experiment. 
This is consistent with the dehydration step in Massoth’s 
original proposal. However, in all reduction studies there was 
no indication of any Mo oxidation state lower than Mo(IV). 
This agrees with ESR studies which could find no Mo(III) 
either on the reduced oxide or sulfide catalyst.24 Also, if 
Mo(III) were the principal active site, desulfurization could 
not occur at short reduction times. However, fired catalysts 
showed substantial desulfurization of thiophene in a 35 min 
exposure to thiophene/H2- We cannot be certain that Mo(III) 
is absent from the surface of the catalyst but on the basis of 
our ESCA results it accounts for no more than 5% of the mo­
lybdenum present.

The original proposal of Lipsch and Schuit is consistent 
with our results since no molybdenum species below oxidation 
state (IV) is required. Also their mechanism requires oxidation 
of the catalyst during thiophene adsorption and desulfuriza­
tion. Similarly complete oxidation would not occur unless each 
vacancy is adjacent to an Mo(IV)-OH group which is in 
agreement with our experimental results. However, their 
mechanism does not account for the fact that the catalyst 
surface becomes sulfided to a considerable extent as our work 
has indicated.

Kolboe11 has proposed a mechanism analogous to the de­
hydrogenation of an alcohol which differs from the other two 
mechanisms in that hydrogen is required only for hydroge­
nation of the hydrocarbon residue and not for desulfurization. 
Our experiments with prereduced catalysts do not substan­
tiate his proposal. When exposed to thiophene in an inert 
atmosphere, fired, prereduced catalysts sulfide only to a 
limited extent which is dependent upon reduction time. This 
is contrary to fired catalysts which only adsorb thiophene. 
This implies that the prereduced catalyst is active without the 
presence of hydrogen and that the desulfurization process 
comes from the catalyst and not from the thiophene. The 
presence of irreversibly adsorbed hydrogen on the prereduced 
catalyst has also been substantiated by Hall and Mas­
soth.25

None of the aforementioned mechanisms satisfactorily 
account for the promoting effect of cobalt. Our results show 
that cobalt is effectively sulfided in H2S/H2 at 400 °C but
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undergoes very little change in either pure hydrogen or with || 
thiophene at 500 °C. This infers that cobalt is not located § 
directly on the catalyst surface since it appears to be inac­
cessible to thiophene on adsorption, The indication that cobalt 
is not associated with the molybdenum phase is given by 
Cimino and DeAngelis. Although the exact nature of the sul­
fided cobalt species cannot be determined by ESCA, it is 
doubtful that any discrete species such as CoS, CoS2, or CogSs 
exists.

Conclusions

The important findings of this study are as follows.
(1) Reduction of the catalyst leads to substantial formation 

of Mo(V) on the surface.
(2) The initial rate of formation of Mo(V) is a direct func­

tion of temperature; however, at the lower temperature more 
Mo(V) is formed.

(3) At both temperatures Mo(V) concentration as a function 
of time reaches a maximum, drops to a plateau, and levels off.

(4) The concentration of Mo(VI) although decreased is al­
ways present to at least 10- 20% even under the most extreme 
conditions used.

(5) Molybdenum(IV) appears to be the lowest state of re­
duction achieved in the oxide form of the catalyst.

(6) Exposure of a fired catalyst to thiophene in helium 
causes only thiophene adsorption.

(7) Exposure of a fired, prereduced catalyst to thiophene 
in an inert atmosphere causes thiophene adsorption as well 
as some desulfurization.

(8) Exposure of a fired, prereduced catalyst to water in 
helium causes partial oxidation of the molybdenum of the 
catalyst.

(9) Fired, prereduced catalysts sulfide less than fired cat­
alysts in thiophene/H2.

(10) H2S/H2 sulfides the cobalt much more than thio- 
phene/H2.

(11) In no case is complete sulfiding of either molybdenum 
or cobalt in the catalyst observed.
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The Interaction of Copper(ll) and /Va-Acyl-L-histidinol 
at the Interface of an Oil-Continuous Microemulsion1

Garland D. Smith, B. B. Garrett,2 Smith L. Holt,* and Roland E. Barden

Department o f Chemistry and Division o f Biochemistry, University o f Wyoming, Laramie, Wyoming 82071 (Received December 1, 1975)

A microemulsion, which consisted of water solubilized in a hexane-continuous phase by hexadecyltrimeth- 
ylammonium perchlorate and 2-propanol, was used as a host for Cu(II) ions and Ar"-dodecanoyl-I,-histidinol. 
Potentiometric and electron paramagnetic resonance measurements showed that, at sufficiently high ratios 
of ligand to metal, a 2:1 complex of Ai“ -dodecanoyl-L-histidinol to Cu(II) is formed. The formation constants 
were calculated by a procedure based on that of Edsall et al. (J. Am. Chem. Soc., 76, 3054 (1954)). The calcu­
lated values are: log K\ = 4.28 and log A 2 = 2.66. It must be noted, however, that the volume of the microem- 
ulsified phase, i.e., the phase in which Cu(II) and the polar portion of jVa-dodecanoyl-L-histidinol are dis­
solved, is not precisely known, and thus the calculated formation constants are considered to be good ap­
proximations, only. The nature of the complex was investigated by optical and EPR spectroscopy and these 
studies suggest that Cu(II) is chelated by N “ -dodecanoyl-L-histidinol through an imidazole nitrogen and the 
amide carbonyl oxygen. The values of gm,g\\, and A\\ measured for the 2:1 complex at room temperature are. 
2.12, 2.32, and 130 G, respectively. Lindskog and Nyman observed the same values for these parameters in 
EPR studies with Cu(II)-substituted human carbonic anhydrase (Biochim. Biophys. Acta, 85, 462 (1964)). 
Absorption spectra for the 2:1 complex were similar to spectra obtained by other workers for complexes in 
which Cu(II) is coordinated to two N’s and two O’s. On the basis of evidence of motional restraints noted in 
EPR spectra, ultracentrifugation studies, and the solubility of Cu(II)/7V"-dodecanoy]-L-histidinol com­
plexes, it was concluded that the 2:1 complex is located in the interfacial domain of the microemulsion.

Introduction

While the phenomena associated with micelle formation 
per se have been the subject of numerous investigations, the 
use of micellar solutions as a medium for studying a variety 
of chemical processes has been less well explored. Attention 
has been given to the kinetics of organic reactions in micellar 
solutions,3-4 and the behavior of certain functional groups 
when incorporated into micelles has also been investigated.5 
Inverse micelles, which localize the polar groups of the sur­
factant at the interior of the micelle, have been examined for 
their effect on the properties of various chemical processes by 
Fendler and coworkers.6’7

A different type of surfactant solution is the microemulsion, 
which was first described by Schulman and co-workers.3"10 
The microemulsion used for the experiments described in this 
paper consisted of an oil-continuous phase in which a rela­
tively large amount of water was suspended. This system is 
transparent to the eye, stable toward phase separation, and 
characterized by a large interfacial area per unit volume. Some 
workers have preferred to describe this type of solution as a 
“ swollen micellar solution” .11 Several reports on the physical 
properties of microemulsions have appeared in the literature 
recently.11"13

In the present work, we have microencapsulated Cu(II) ions 
in the aqueous phase of an oil-continuous microemulsion and

* Address correspondence to this author at the Department 
of Chemistry, University of Wyoming.

investigated their interaction with histidine side chains lo­
cated in the interfacial domain of the system. The location of 
the imidazole group at the interface in surfactant solutions 
has been previously demonstrated.14 Our interest in this 
system is twofold. First, this is an excellent medium for de­
termining the effect, if any, of an interfacial environment on 
metal-ligand interactions. Second, in this system a transition 
metal interacts with a ligand which extends from an essentially 
hydrophobic shell into a polar “ pocket” . This arrangement 
is similar to that which exists at the metal binding site in some 
metalloproteins;15 thus, the microemulsion is potentially a 
suitable model for investigating metal complexes of biological 
interest.16 To date, the application of surfactant solutions as 
models for biological phenomena has been limited primarily 
to aspects of catalysis.

Experimental Section

N “ -Dodecanoyl-L-histidine was prepared as described 
previously14 and reduced to (V"-dodecanoyl-L-histidinol ac­
cording to a published procedure17 except that lithium bor- 
ohydride (ROC/RIC) was substituted for lithium aluminum 
hydride. Cupric perchlorate hexahydrate was purchased from 
the G. F. Smith Chemical Co. Hexadecyltrimethylammonium 
perchlorate was prepared in quantitative yield by adding an 
equimolar amount of sodium perchlorate to an aqueous so­
lution of hexadecyltrimethylammonium bromide (Baker). 
The resulting precipitate was recrystallized from 95% ethanol.

d-Hydroxyethyl dodecanoate was synthesized by esterifying
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ethylene glycol. The solid diester was filtered off, and the 
excess ethylene glycol was removed by gentle heating under 
vacuum leaving the monoester as a white powder in less than 
10% yield. The product was washed with water and dried; 
purity was verified with a TLC system described by Lapidot 
et al.18 Structure confirmation was made via ir, NMR, and 
mass spectroscopy.

The imidazolium perchlorate salt of lV“ -dodecanoyl-L- 
histidinol was prepared in a manner similar to that used for 
hexadecyltrimethylammonium perchlorate. lV“ -Dodeca- 
noyl-L-histidinol was titrated into aqueous solution as the 
hydrochloride salt with 1 M HC1. The imidazolium perchlo­
rate salt was precipitated from this solution by the addition 
of an equimolar amount of sodium perchlorate dissolved in 
water. Purification was accomplished by recrystallization from 
a methanol-water mixture.

All solvents were reagent grade; water was twice distilled 
from a pyrex glass still.

Microemulsions were prepared by the titration procedure 
described by Gerbacia and Rosano.13 The systems contained 
10 ml of hexane (0.077 mol), 2.0 ml of water (0.11 mol), 10.3 
ml of 2-propanol (0.135 mol), 0.1 g of hexadecyltrimeth­
ylammonium perchlorate (0.000 27 mol), CufClO^-Of^O, 
iV“ -dodecanoyl-L-histidinol, iV-dodecanoylglycinol, and 0- 
hydroxyethyl dodecanoate as indicated in the text. This sys­
tem was shown to be an oil-continuous microemulsion by 
ultracentrifugation experiments as described by Bowcott and 
Schulman,10 by light scattering measurements following the 
procedure of Schulman and Friend,19 and by conductivity 
measurements as described by Dreher and Sydansk.20

Optical spectra were measured with a Cary 14 spectro­
photometer. Electron paramagnetic resonance spectra were 
obtained with a Varian E-3 spectrometer. Potentiometry 
measurements were made with a Beckman Model 76 pH 
meter. Titrations were made by making a fresh microemulsion 
with an increased or decreased amount of acid or base for each 
point on the titration curve. Data were analyzed by a proce­
dure based on the method described by Edsall et al.21

Results and Discussion

Potentiometry. An apparent pKa of 6.10 was determined 
for the imidazole group of iV“-dodecanoyl-L-histidinol in the 
microemulsion. Following the general procedures outlined by 
Edsall et al.,21 the stoichiometry and formation constants were 
measured for the Cu(II)-side chain interaction. The imidazole 
group is the only titratable function in the JV“ -dodecanoyl- 
L-histidinol molecule in aqueous media; control titrations 
performed on N-dodecanoylglycinol in microemulsions, with 
and without Cu(II), showed no titratable protons between pH 
2 and 12. The average number of imidazole groups bound to 
each Cu(II) was found to be two from plots of the formation 
function described by Bjerrum;22 thus, the limit complex 
appears to be the CuL22+ species. Values for the formation 
constants were determined with a Scatchard plot (Figure 1); 
the values determined from a least-squares fit were log K\ = 
4.28 and log K 2 = 2.66.

In determining the formation constants, it was assumed 
that Cu(II) and the polar portion of iV“ -dodecanoyl-L-histi- 
dinol share the same volume element in the microemulsion, 
i.e., the volume of the microemulsified aqueous droplets. Thus, 
in effect, the formation constants were determined for the 
following equilibria:

k k
Vu(II)¡water-rich phase) "f L(water-rich phase)

CuL2"1" (water-rich phase)

Figure 1. A Scatchard plot for the titration of microemulsified Cu(ll) with 
A/'-dodecanoyl-L-histidinol. The microemulsion contained 7.7 /¿mol of 
Cu(CI0 4 )2-6 H20 . W*-Dodecanoyl-L-histidinol ( 7 7  ¿¿mol) was introduced 
as the imidazolium perchlorate and titrated with 0.05 M NaOH to release 
the free base. To ensure that the composition of the microemulsion 
remained constant throughout the experiment, a separate microem­
ulsion was prepared for each point on the titration curve. The volume 
of water plus the volume of 0.05 M NaOH was 2.0 ml in each mi­
croemulsion. The Scatchard plot was constructed as described in ref 
17. The intercept at i> =  0 is log (/<y,2) and the intercept at v =  2 is log 
(2K2). See the Experimental and Results and Discussion sections for 
other details.

CuL2+(water-rich phase) L(water-rich phase) -
K2

CuL223"(water-rich phase)
The formation constants listed in the preceding paragraph 
were determined using concentrations based on a volume of
2.0 ml, which is the volume of water in the system. The actual 
volume of microemulsified phase is undoubtedly somewhat 
larger due to the presence of 2-propanol. If concentrations are 
based on a volume of 4.0 ml,23 the calculated formation con­
stants are log Ki = 4.48 and log K2 = 3.01. A comparison of 
these latter values to those listed above illustrates the degree 
of uncertainty introduced into these calculations because the 
volume of the microemulsified phase is not precisely 
known.

The concentrations of ligand and metal in the microemul­
sions used for potentiometry were an order of magnitude less 
than the concentrations used for optical and magnetic spec­
troscopy. This was possible because of the' sensitivity o f the 
glass electrode and the large formation constants.

For potentiometric measurements such as those reported 
here, care is usually taken to ensure the constancy of the ionic 
strength.21 The maintenance of a given ionic strength is not 
so facile in micellar solutions due to interfacial effects.3-24 
However, it has recently been shown that wide variations in 
ionic strengths have a relatively small effect on formation 
constants of the type we have measured.25

Electron Paramagnetic Spectroscopy. Electron resonance 
spectra were obtained for microemulsions containing 77 ¿¿mol 
of Cu(II) and lV“ -dodecanoyl-L-histidinol or N-dodecanoyl- 
glycinol. Molar ratios of ligand to metal were varied from 0:1 
to 6:1. In the absence of ligand the spectrum consists of a 
single, rotationally averaged line with evident, but unresolved, 
hyperfine splitting. The observed value for the g factor is 2.21, 
which is the same as the value observed for aqueous solutions 
of Cu(II). Addition of N-dodecanoylglycinol does not change
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TABLE I: Electron Resonance Data for Microemulsions Containing jV“-Dodecanoyl-L-histidinol and 3.5 mM Copper(II)

Ligand: nmtal ratio

Solution Frozen solution

g\ 1 gm° A ||,4 G g II 8ma A ||,6 G

1:1 2.22 2.46 2.21 116
2.42 141

2:1 2.19 2.45 2.21 116
2.40 140

3:1 2.16 2.40 2.12 140
2.35 165

4:1 2.34 2.14 119 2.33 2.11 165
5:1 2.32 2.12 130 2.32 2.10 165
6:1 2.32 2.12 130 2.32 2.10 165

° gm is the g factor associated with the position of maximum absorption in the perpendicular region of the spectrum (cf. ref 26). 
b The hyperfine values have uncertainties of 5 G or less.

the line shape or the g  factor; thus, the EPR spectra show no 
evidence for an interaction between Cu(II) and iV-dodeca- 
noylglycinol.

However, spectra for microemulsions containing N “ -do- 
decanoyl-L-histidinol demonstrate that a strong interaction 
occurs between this ligand and Cu(II) at the interface of the 
microemulsion (Table I). For systems with a ligand to metal 
ratio of 3:1 or less, the solution spectra appear to be the sum 
of a rotationally averaged spectrum and one or more aniso­
tropic, slow motion spectra. When the ligand to metal ratio 
is increased to 4:1, the anisotropic spectrum is not rotationally 
averaged; for ratios of 5:1 or larger, a limit spectrum is ob­
tained. The limit spectrum is shown at the top of Figure 2. The 
spectra are typical of Cu(II) in a square-planar geometry.

Spectra of frozen microemulsions (prepared by quick- 
freezing in liquid nitrogen) help one to interpret the spectra 
of the room temperature solutions (Figure 2 and Table I). The 
frozen microemulsions contain three clearly identifiable Cu(II) 
complexes. The aquo Cu(II) complex, which is characterized 
by the parameters g|j =  2.46 and A y =  116G, is the dominant 
species in systems with lV“ -dodecanoyl-L-histidinol to metal 
ratios of 1:1 and 2:1 (pattern a, Figure 2). A second species, 
with g || = 2.40 and A  y = 140 G, is present when the ligand to 
metal ratio is 1:1, 2:1, or 3:1 (pattern b, Figure 2). The third 
species, with g || = 2.32 and A  y = 165 G, represents about half 
of the resonating copper in the 3:1 sample; and for ligand to 
metal ratios of 4:1 or larger this third species is the exclusive 
component (pattern c, Figure 2).

Regardless of whether the microemulsion is at room tem­
perature or frozen, the perpendicular region of the spectra 
shows no structure. Thus, the g factor corresponding to 
maximum absorption, gm, is reported (Table I). The values 
of gm decrease uniformly with increasing ligand concentration 
from ~ 2.22, the value for the aquo copper complex, to 2.12 for 
the solution and to 2.10 for the frozen microemulsion.

The solutions appear to contain the same species observed 
in the corresponding frozen microemulsions, namely, the aquo 
copper complex, CuL2+, and CuL22+. The limiting value for 
g\\ (i.e., 2.32) measured with solutions at room temperature 
is the same as that observed for the third species found in the ■ 
frozen microemulsions (Table I). In other words, CuL22+ ap­
pears to be the ultimate complex in both cases. The complex 
CuL2+ has a rotationally averaged spectrum and the only EPR 
evidence for the presence of this species in microemulsions at 
room temperature is the decreased value for gm observed with 
ligand to metal ratios of 2:1 and 3:1. Chemical exchange of 
Cu(II) between the aquo complex and CuL2+ may also con­
tribute to the averaging process at room temperature. When

GAUSS

Figure 2. Electron resonance spectra of Cu(ll) in microemulsions 
containing AT-dodecanoyl-L-hitiidinol. A solution spectrum (at the top 
of the figure) and three spectra of frozen microemulsions are shown 
with their ligand to metal ratios and parallel hyperfine patterns indicated. 
The hyperfine splittings are a =  116 G, b = 140 G, and c = 165 G.

CuL2+ binds a second iV“ -dodecanoyl-L-histidinol to form 
CuL22+, the rotational motion is severely restricted and 
chemical exchange is eliminated as an averaging process. The 
low value for A|| (130 G) observed for CuL22+ in the mi­
croemulsion at room temperature, when compared to the 
value of 165 G observed for this complex in the frozen system, 
indicates that some orientational averaging is allowed at room 
temperature, even though Cu(II) is bound by two large ligands 
at the microemulsion interface.

By themselves, the EPR parameters of the CuL22+ complex 
are insufficient for positive identification of the coordinating 
groups of the ligand. The small g|| (relative to the aquo com­
plex) and large A  | are incompatible with coordination by four
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Figure 3. The absorption spectrum of a microemulsion containing 77 
¿¿mol of Cu(CI04)2*6H20  and 385 ¿¿mol of AF-dodecanoyl-L-histidinol. 
Molar absorptivity is based on the Cu(ll) concentration, 3.45 X 10~ 3
M.

oxygen donors.27 Large parallel hyperfine parameters for 
Cu(II) are suggestive of two or more nitrogen donors and the 
value of g || for CuL22+ is reasonable for two nitrogen and two 
oxygen donors.28 Both the failure of Cu(II) to coordinate more 
than two molecules of iVa-dodecanoyl-L-histidinol at high 
ratios of ligand to metal and the motional constraints apparent 
for CuL22+ in the microemulsion at room temperature suggest 
that the ligand is bidentate. The imidazole nitrogen is clearly 
one donor atom, and the most likely candidate for the second 
donor atom is the carbonyl oxygen of the amide group. For 
amides, the available experimental evidence indicates that 
Cu(ll) preferentially coordinates with carbonyl oxygen.29

Absorption Spectroscopy. In the absence of 7V“ -dodeca- 
noyl-L-histidinol the difference spectrum of two microemul­
sions, one of which contains Cu(C104)2-6H20 , is virtually 
identical with an aqueous solution of the salt. As lV“ -dodec- 
anoyl-L-histidinol is added to the Cu(II)-containing mi­
croemulsion, the d-d transition, which is initially near 12.5 
kK, moves to higher energies with an increase in extinction. 
At a mole ratio of 5 ligand to 1 metal, limiting values are 
reached for both the energy and extinction of the d-d transi­
tion (Figure 3). In control experiments in which the reference 
cell does contain A^'-dodecanoyl-l.-histidinol, the visible re­
gion of the spectrum is identical with that shown in Figure
3.

For microemulsions which contain only AT“-dodecanoyl- 
L-histidinol (line A, Figure 4) or N -dodecanoylglycinol (line 
B, Figure 4), the ultraviolet region of the spectrum is charac­
terized by a low intensity band. These spectra clearly reflect 
perturbation effects which arise as a consequence of the in- 
terfacial environment in which the chromophores are located, 
i.e., neither the amide group nor imidazole absorb in this re­
gion when dissolved in water. Microemulsions containing 
d-hydroxyethyl dodecanoate do not exhibit perturbation ef­
fects.

The influence of Cu(II) on the uv spectra of the three li­
gands discussed in the preceding paragraph was demonstrated 
in two ways. The uv region of Figure 3 was replotted as line C 
of Figure 4 by calculating the extinction on the basis of ligand 
concentration. A similar plot was made with a spectrum from 
a microemulsion containing Cu(II) and N -dodecanoylglycinol 
(line D, Figure 4). By comparing line C with line A and line D

Figure 4. Ultraviolet absorption spectra which illustrate pertubation 
effects induced by the interfacial environment and by the interfacial 
environment plus Cu(ll): (A) 385 ¿¿mol of AP-dodecanoyl-L-histidinol; 
(B) 385 ¿¿mol of N-dodecanoylglycinol; (C) 385 ¿¿mol of AP-dodeca- 
noyl-L-histidinol plus 77 ¿¿mol of Cu(CI04)2-6H20; (D) 385 ¿¿mol of N- 
dodecanoylglycinol plus 77 ¿¿mol of Cu(CI04)2-6H20. The calculated 
molar absorptivities are based on the ligand concentration, 17 X 10~ 3 
M.

with line B, it is apparent that Cu(II) effects a change in the 
uv spectra with both systems, although the change is much 
more dramatic with the N “ -dodecanoyl-L-histidinol sys­
tem.

A more direct procedure for demonstrating the influence 
of Cu(II) on the uv spectra involved the use of dual compart­
ment cuvettes which have two 4.5-mm sections in series. Both 
compartments of the sample cuvette contained the mi­
croemulsion with metal and ligand. One compartment of the 
reference cuvette contained the microemulsion with a ligand 
concentration twice that of the sample cuvette; the other 
compartment contained the microemulsion with twice the 
metal concentration. A difference spectrum for the Na-do- 
decanoyl-L-histidinol system is shown in Figure 5. Control 
systems with ,/V-dodecanoylglycinol or /3-hydroxyethyl do­
decanoate show difference spectra similar to the uv region of 
Figure 5, except that the observed intensities are smaller. The 
difference spectra for the Af-dodecanoylglycinol and /3-hy- 
droxyethyl dodecanoate systems completely disappear if the 
relative amount of water in the microemulsion is increased; 
but a difference spectrum for the lV“-dodecanoyl-L-histidinol 
system is present even when the water content is relatively 
high.

On the basis of these observations, it is clear that Cu(II) 
produces a perturbation on chromophores in the ligands. 
These perturbation effects suggest a direct interaction of 
Cu(II) with the ligands. It is tempting to postulate that the 
interaction is with the carbonyl oxygen since this atom is the 
only ligand site common to all three systems. It is also possible 
that Cu(II) may simply augment the effect produced by the 
interfacial environment rather than perturb the chromophore 
by a direct interaction.

With these microemulsions the absorbance observed in the
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6 0

e 40

20

Figure 5. A difference spectrum of the microemulsion containing 
Cu(CI0 4)2*6 H20  and W'-dodecanoyl-L-histidinol. The sample cuvette 
contained the same materials as for Figure 3; the reference cuvette 
was constituted as described in the Results and Discussion section. 
Molar absorptivity is based on the Cu(ll) concentration, 3.45 X 10- 3  

M.

uv region of the spectra is not an artifact due to light scatter­
ing. To illustrate this argument we note that the absorbance 
of a microemulsion without Cu(II) and IVa-dodecanoyl-L- 
histidinol is 0.04 at 35 kK. In contrast, the absorbance of the 
same microemulsion containing IV“ -dodecanoyl-L-histidinol 
(462 nmol) is 0.60 at 35 kK, and when 77 nmol of Cu(II) is 
added, the absorbance increases to 1.91. In each of the cases, 
the absorbance was measured vs. an air reference.

Concluding Comments

On the basis of the data and arguments presented in the 
preceding sections, the structure shown in Figure 6 is proposed 
for the CuL22+ complex. The primary structural features of 
the proposed complex Eire: (a) an essentially planar structure 
overall, with the hydrocarbon chains dissolved in the hex­
ane-rich phase, and (b) the coordination of two N ’s and two 
O’s to Cu(II) in a square-planar geometry. The binding of 
Cu(II) to the N1 position of the imidazole side chain forms an 
eight-membered ring which models show to be considerably 
less strained than configurations involving the N3 position.

Within an oil-continuous microemulsion, there are three 
distinct domains in which the CuL22+ complex can be located. 
These are the bulk aqueous phase of the dispersed droplets, 
the interphase, or the hexane-rich continuous phase. We 
conclude that, in the system studied here, the CuL22+ complex 
exists at the interphase. This conclusion is based on the fol­
lowing observations: (a) Ultracentrifugation of a microem­
ulsion containing Cu(II) and N “-dodecanoyl-I,-histidinol 
shows that the colored complex is not associated with the 
hexane-rich continuous phase. After sedimentation of the 
aqueous droplets, the hexane-rich continuous phase is color­
less. (b) 7V“-Dodecanoyl-L-histidinol is insoluble in water, 
irrespective of whether Cu(II) is present. Thus, the CuL22+ 
complex presumably would not be soluble in the bulk aqueous 
phase of the dispersed droplets, (c) We have previously shown 
that the imidazole group of iV“ -dodecanoyl-L-histidine is, 
indeed, located at the interphase in a surfactant system.14 (d) 
The EPR spectrum of the limit complex at room temperature 
(top spectrum of Figure 2) shows clear evidence of motional 
restraints. EPR spectra also show some evidence of slowed 
rotation for complexes dissolved in short chain, pure alcohols; 
that is, the size of the complex, per se, is sufficient to restrict 
its rotation. However, significantly more anisotropy is ob­
served in spectra of microemulsified systems than in spectra 
of alcohol solutions. For example, the nuclear hyperfine por­
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Figure 6. The postulated structure of the CuL22+ complex which forms 
at the interface of the microemulsion.

tion of the top spectrum of Figure 2 is clearly resolved and 
values for g|| and A || can be obtained in this case. In contrast, 
the nuclear hyperfine portion of spectra of alcohol solutions 
is not resolved at all. It is clear, therefore, that motional re­
straints on the complex are much more severe in the mi­
croemulsion than in the alcohol solution. We conclude that 
the additional motional restraints evident in the microemul­
sion are a consequence of the interfacial location of the com­
plex, i.e., the rate of rotation of the complex has been de­
creased to the rate of rotation of the microemulsified droplet.

Other groups have reported that surfactant solutions caused 
significant changes in the chemical process they were ob­
serving.4’30 However, these studies have, by and large, been 
confined to measuring the rates of chemical reactions. In the 
present work the properties of a complex located at an inter­
face were measured under equilibrium conditions. We found 
that, despite its interfacial environment, the CuL22+ complex 
exhibited properties which were not significantly different 
from the properties reported for related complexes in aqueous 
solution. For example, the absorption maxima for the d-d  
transition in a number of complexes in which Cu(II) is coor­
dinated to two N’s and two O’s have been tabulated by Free­
man,31 and the maxima ranged from 610 to 635 nm. For 
comparison, the maximum for the d-d transition shown in 
Figures 3 and 5 is 610 nm. Also, the shapes of the EPR spectra 
of frozen solutions of Cu(II) glycylglycinate32 (which is a two 
N, two O system) are quite similar to the spectra of frozen 
microemulsions shown in Figure 2. And lastly, the formation 
constants for the CuL22+ complex, log Ki = 4.28 and log K 2 
= 2.66, are essentially the same as analogous constants mea­
sured for Cu(imidazole)4 in aqueous solution (for which log 
K 1 = 4.33, log K 2 = 3.27, log K 3 = 2.7, and log KA = 1.933).

It is apparent, therefore, that the measured properties of 
the CuL22+ complex (Figure 6) are similar to those of other 
related Cu(II) complexes studied in aqueous solution. Perhaps 
a significant change in the first formation constant (Ki) might 
have been expected since in the microemulsion Cu(II) must 
approach an interface with a high density of positive charge 
in order to bind to the ligand. However, the microencapsula­
tion of Cu(II), which greatly restricts the capacity of Cu(II) 
to avoid the interface, may serve to counteract whatever re­
pulsive forces are present in the system. Also, the first for­
mation constant for the Cu(II) imidazole interaction is quite
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large and it may therefore be relatively insensitive to repulsive 
forces in the interface.

That histidyl moieties participate in the binding of metal 
atoms in carboxypeptidase and carbonic anhydrase has been 
shown by crystallographic analysis.34’35 The extinctions of the 
d-d transition in the Cu(II) substituted variety of these pro­
teins are essentially the same as the extinction of the d-d band 
shown in Figures 3 and 5. However, the energies of the d-d 
transitions in these metal-substituted proteins are signifi­
cantly lower than that of the complex studied in the present 
work. EPR measurements on Cu(II)-substituted human 
carbonic anhydrase36 gave values forgm,g||, and A which are 
essentially the same as the values listed in Table I for the limit 
complex at room temperature.

For copper proteins such as Rhus laccase37 and horse ce­
ruloplasmin,38 the d-d transitions have nearly the same energy 
as the d-d band shown in Figures 3 and 5, but the extinctions 
of the d-d  bands in the copper proteins are significantly 
greater than that observed in the present studies. The EPR 
parameters for these copper proteins have g tensors which 
agree relatively well with the complexes in the microemulsions 
but have hyperfine splittings which are substantially small­
er.39 For tissue copper proteins, on the other hand, both the 
optical and magnetic properties are quite similar to the 
properties of the complex we observed in the microemul­
sion.26’40
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The surface tension of H2S-saturated water has been measured at pressures up to 3.0 MPa and at tempera­
tures within the range 25-130 °C. Monolayer coverage of the surface of the aqueous solution by H2S occurred 
at about one-half the saturation pressure, Ps, of liquid H2S at a given temperature. Multilayer condensation 
increased significantly as Pa was approached. Interfacial tensions between liquid H2S and aqueous H2S solu­
tions were measured between 30 and 40 °C. These data were used to show that the spreading coefficients, S2, 
for liquid H2S on water were positive and that liquid H2S spread on the aqueous phase. The standard ther­
modynamic properties for the adsorption of H2S on water were calculated at the zero-coverage limit between 
25 and 130 °C. The unusually high adsorption coefficient for H2S on water was found to be due to a large, 
positive entropy of adsorption. :i

Introduction

Most of the world’s supply of heavy water is produced by 
the Girdler-Sulfide (GS) technology whereby hydrogen sulfide 
gas is pumped counter-currently through liquid water on sieve 
trays in large diameter contactors.1 Because considerable 
gas-liquid interfacial area is generated, these process systems 
are extremely sensitive to the presence of traces of surface- 
active impurities. The purpose of this research has been to 
characterize the H2S-H20  interface over the full range of 
conditions found in these plants, and to provide a basis for the 
study of effects of surfactants in this system.

Previously, Herrick and Gaines have investigated the 
variation of the surface tension of aqueous H2S solutions at 
gas pressures up to 2.0 MPa between 25 and 40 °C .2 In the 
present work, in addition to extending the temperature range, 
we have measured surface tensions at pressures up to the 
three-phase liquid 1-liquid 2-gas (LiL2G) equilibrium line 
between 30 and 40 °C, and the liquid-phase interfacial tension 
between H2S and aqueous H2S solution. This has enabled an 
improved understanding of the interaction between H2S and 
H20  molecules to be obtained. For example, the adsorption 
of H2S at the aqueous solution interface was found to be 
characterized by a large positive entropy. This, together with 
free energy and enthalpy of adsorption data, have been com­
pared with results for the adsorption of other small molecules 
at the gas-liquid interface.

Experimental Section

Gas-liquid surface tensions and liquid-liquid interfacial 
tensions were measured by the pendant drop technique. The 
droplet chamber was a modified, high-pressure, optical cell 
of 10 mm pathlength which was fitted with a thin-walled, 316 
stainless steel dropping nozzle of 1.595 mm outside diameter. 
Liquid droplets were formed and controlled using either a 
high-pressure manually operated syringe or a micrometer-type 
valve. Pressure was monitored with a transducer fabricated 
with an Inconel diaphragm, to minimize corrosion by aqueous 
H2S, and equipped with a digital read-out accessory. The cell 
temperature up to 90 °C was controlled by circulating water 
through heat-exchange channels drilled into the cell body.

1 Issued as AECL 5431.

Above 100 °C the cell was heated with resistance tape. The 
in-cell temperature was measured with a shielded thermo­
couple inserted into the cell cavity and a microvoltmeter. This 
equipment allowed pressure and temperature in the cell to be 
observed with accuracies of better than ±5 kPa and ±0.05 K 
respectively.

Droplet profiles were recorded on 3000 ASA Polaroid film 
by using a photomicrographic system with a 65-mm working 
distance. All optical system components were mounted on a
2-m optical bench. The droplets were photographed after 
about 300 s with an exposure time of 8 ms. The dimensions de 
and ds, defined below, were measured with an X -Y  travelling 
microscope readable to 0.01 mm. Precautions were taken to 
ensure that the recorded image was not distorted. The film 
plane of the camera film pack was adjusted to be normal to the 
optical axis. A plumb-bob was suspended inside the camera 
to provide a vertical reference line on the exposed film. A 
photomicrograph of a 500 line/in. grid obtained with this 
optical system exhibited no distortion of the recorded grid 
over the working area of the film. To check the absolute ac­
curacy of our equipment, the surface tensions of reagent-grade 
benzene and carbon tetrachloride were measured and found 
to agree with accepted values.

The hydrogen sulfide used in these experiments was CP 
grade (Matheson) with a typical minimum purity of 99.5% 
H2S. Specially purified H2S containing less than 50 ppm by 
weight of total volatile organics (13 tig/g nonsulfur compounds, 
35 ng/g propanethiols and isopropyl sulfide) also was used to 
check our data at 30 and 35 °C. No difference in the surface 
tensions of solutions was found between these two H2S 
supplies. Water was either triply distilled or purified with a 
Millipore unit, and was used only if the surface tension at 30 
°C was greater than 71.0 mN/m.

Interfacial tensions between mutually saturated liquid H2S 
and liquid H20  were obtained by suspending the H20-rich 
droplet in the liquid H2S. The surface tension of H20-satu- 
rated H2S was measured by forming a gaseous H2S bubble at 
the inverted pendant-drop nozzle.

Surface tensions were calculated using the following ex­
pression:3

<r = g(pi ~ P2)de2/H  (1 )
where a is the surface tension in mN/m, g is the acceleration
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PRESSURE MPa

Figure 1. Effect of pressure and temperature on the surface tension 
of aqueous H2S. Some data points have been omitted for clarity.

due to gravity, p2 is the density of the H2S-rich phase (gas or 
liquid), pi is the density of the aqueous phase, and de is the 
maximum diameter of the drop. The term 1/H was obtained 
from the measured shape factor S = d.Jde, where ds is the 
diameter at the plane normal to the axis of symmetry at di­
mension de from the drop tip, using the correlations of Misak.4 
Since it was convenient to determine a in terms of the ob­
served variables pressure, temperature, de, and S, our com­
puter program calculated the density-difference term pi — p2 
using the appropriate density of liquid H20  for pi5’6 and a gas 
density for p2 given by the Dalton’s law method.5 In the liq­
uid-liquid interfacial tension work, p2 was taken to be the 
density of anhydrous liquid H2S.5

Results

The Surface Tension of Aqueous H2S. A plot of the surface 
tensions of H2S saturated aqueous solutions as a function of 
total system pressure and temperatures between 25 and 130 
°C is presented in Figure 1. Each point on the graph was taken 
as the mean of the results of at least two experiments with 
fresh drops which had been equilibrated with H2S. Surface 
tensions on duplicate runs generally agreed within 0.2 mN/m. 
This precision is comparable to results obtained by the cap­
illary rise method of Herrick and Gaines2 or by Massoudi and 
King for related gas adsorption studies on water.7 No change 
of tension of any drop occurred with time, suggesting that the 
interface equilibrated very rapidly with H2S in the gas phase.

In Figure 1, it may be noted that the surface tension de­
creased approximately linearly with increasing pressure until 
about 0.7Ps where Ps is the vapor pressure of H20-saturated 
H2S at T °C and is given by5

P 9(kPa) = 6.891 exp ( — ' ^ J 7'53)  (2)

Our values for the surface tension of air-saturated water be­
tween 25 and 130 °C represented by points on the ordinate of 
Figure 1 are somewhat higher than the data for water reported 
by Drost-Hansen up to 57 °C .8 Note that the dependence of 
a on pressure decreased as the temperature was increased. 
Within this same temperature range, the solubility of H2S in

Figure 2. Variation of the surface tension of aqueous H2S with the ac­
tivity of H2S.

water decreased by moTe than a factor of 3, thus qualitatively 
the adsorption and solubility of H2S behaved in a similar way.

For comparison, the surface tension of an aqueous H2S 
solution may be calculated using the following polynomial:

«1 = Ci + c2t 3 + c 3r 5 + P (c 4 + c 5r  + c 6t 2) (3)
<

which holds between the limits of 0 and 3.0 MPa in pressure 
and 25 and 130 °C. The average deviation between calculated 
and experimental points is 2%. However, this polynomial is 
not thermodynamically precise, so that it must not be differ­
entiated to obtain (da7dT)p or (da/dP)T. The surface tension 
<71 is in mN/m, temperature in °C, and partial pressure of H2S 
in kPa. The numerical values of the coefficients are: Ci = 
72.7118; C2 = -0.239 994 X 10~4; C3 = 0.885 018 X 10~9; C4 
= -0.275 632 X 10"1; C5 = 0.384 792 X 10-3; C6 = -0.157 879 
X 10-5.

The surface tension data are plotted in Figure 2 as a func­
tion of the logarithm of the activity of H2S, a2 = y2*X 2 where 
X 2 is the mole fraction of H2S in solution and

lim y2* = 1
x 2—0

To obtain the H2S activities, values for both y2* and X 2 were 
calculated10 by procedures described by Prausnitz.11 Note that 
the standard reference state for component 2 (H2S) is taken 
to be at infinite dilution in the aqueous phase, thus y2* is a 
measure of the deviation of H2S from Henry’s law. From the 
graph, it is clear that at constant a2, the surface tension of 
aqueous H2S decreased with increasing temperature.

From the curves in Figure 2, the surface excesses of H2S can 
be derived graphically using the Gibbs adsorption isotherm 
and the Gibbs convention,12® i.e.

r 2(1> = —da/kT d In a2 (4)

The surface excess of H2S, in units of 1018 molecules/m2, is 
plotted in Figure 3 as a function of total system pressure (Pi 
+ P2) for five temperatures. The remainder of the data are 
omitted for clarity. At 30,40, and 50 °C, the H2S surface excess 
increases rapidly with pressure above 0.7Ps. The arrow at the 
right-band margin of Figure 3 indicates r 2(1) at monolayer 
coverage assuming the area of the H2S molecule to be 1.93 X 
10-19 m2. This area is calculated from the H2S liquid density 
at 30 °C using a packing factor of 1.09.13 Multilayer adsorption 
of H2S therefore occurred as the saturation pressure of H2S 
was approached. The surface tension data fall on a single 
smooth curve when plotted on a reduced-pressure scale as il­
lustrated in Figure 4.
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Figure 3. Dependence o ' the surface excess of H2S ( r 2(1)) on total 
pressure and temperature.

Figure 4. Surface excess of H2S as a function of reduced pressure.

Condensation of H2S at the gas-liquid interface was ex­
pected, based on the work of Herrick and Gaines.2 To improve 
our understanding of the manner in which the multilayers of 
H2S were dispersed at the gas-liquid interface, we have also 
measured the additional terms cr2 and a\2 required to evaluate 
spreading coefficients for H2S-rich liquid (L2) on aqueous H2S 
(Lx).

The Surface Tension of Liquid H2S. The surface tension 
of anhydrous H2S has been measured previously, most re­
cently by Herrick and Gaines.2 After saturation of liquid H2S 
with H20  we found that the surface tension, a2, was un­
changed from that of anhydrous H2S. Our data have been 
summarized in Table I.

Interfacial Tension between H20-Rich Liquid (Li) and 
H2S-Rich Liquid (L2). It was found preferable to suspend 
drops of Li in L2, since precise control of the temperature of 
all components of the pressurized experimental system was 
then not critical. Stable drops of L2 and Lx were difficult to 
generate and control unless all H2S-containing lines were 
thermoregulated.

Our values for the interfacial tension, <rx2, are also presented 
in Table I. The data were obtained with three phases in the 
cell: Lx, L2, and the H2S-rich gas, G. Under that condition of 
equilibrium, the total vapor pressure is given by the LXL2G 
line of the H2S-H20  P-T  diagram.5’14 The LxL2G and L2HG 
lines, constructed from the correlations given in ref 5, are 
shown in Figure 5. The 0x2 values given in Table I are therefore 
unique at a fixed temperature and the Gibbs equation cannot 
be applied to this case. However, the decrease of 012 with in­
creased temperature is consistent with the small change in the

TABLE I: Surface Tension, Interfacial Tension, and 
Spreading Coefficients in the H2 S-H20 System

ai (72 a1 2

T, °C P, MPa mN/m (±0.2) S2 (±0.6)

30.0 2.26 29.8 10.7 19.4 -0.3
35.0 2.51 31.2 9.9 u.9 ±3.4
40.0 2.79 28.5 8.9 16.5 ±3.1

Figure 5. The liquid 1-hydrate-gas and liquid Illiqu id  2-gas lines of 
the H2S-H20  system: Q2, upper quadruple point; C, critical point for 
H2S.

activity of H2S at the LxL2G line between 30 and 40 °C. Our 
<t\2 studies were restricted to this narrow temperature range 
because the solid H2S hydrate formed below 29.5 °C (the 
upper hydrate quadruple point) in the presence of liquid H2S, 
and safety factors established 3.0 MPa (43 °C) as the upper 
limit.

Surface Tension of Aqueous H2S Solutions above the 
L\HG Line. The liquid-hydrate-gas (LxHG) line of the 
H2S-H20  P -T  diagram,5’14 Figure 5, yields the equilibrium 
vapor pressure of the H2S gas hydrate. For example, above
1.38 MPa at 25.0 °C, the solid hydrate is the thermodynami­
cally stable phase. However, because the rate of nucleation 
and growth of the H2S hydrate is low (minutes) with respect 
to the rate of adsorption of H2S at supersaturation ratios 
below 1.4,15 the pendant drop technique permitted the study 
of <rx in a region of thermodynamic instability. Stable surface 
tension values were obtained. At 25.0 °C these a values were 
(pressure MPa, 01 mN/m): 1.595,43.5; 1.600,43.1; 1.705,40.8.

The data fall on a linear extrapolation of the 25 °C a 1 
against P curve shown in Figure 1 . On the basis of this mea­
surement of the surface free energy, we conclude that incipient 
hydrate nucleation cannot be detected by a change in o\. Thus, 
although the concentration of H2S hydrate prenucleation 
clusters may have been markedly increased by overpressuri­
zation of the system relative to the LxHG line,16 this struct­
uring within the solution does not significantly modify the 
equilibrium surface tension of solutions of aqueous H2S.

Discussion

Adsorption of H 2S on Water. Hydrogen sulfide was readily 
adsorbed at the gas-aqueous solution interface and reached 
monolayer coverage at above 0.55P8, the vapor pressure of 
water-saturated H2S, at temperatures above 29.5 °C. Below 
that temperature, the experimental pressures were limited 
by the liquid 1-hydrate-gas (LxHG) vapor pressure line for 
the solid H2S-hydrate. For example, at 25.C °C the aqueous 
solution had adsorbed a monolayer of H2S at about 1.0 MPa 
where P(hydrate) = 1.38 MPa and P8 = 2.0 MPa. This type 
III adsorption behavior has been previously observed for H2S
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on water by Herrick and Gaines2 and for other low molecular 
weight hydrocarbon gases on water by Massoudi and King.7'17 
The data in Figure 3 illustrate that several additional mono- 
layer equivalents condensed at the interface as Ps was ap­
proached.

The mode of dispersal of this condensed layer of H2S was 
of particular interest to us. To establish whether the H2S layer 
was present as a uniformly distributed (duplex) layer, or the 
adsorbed H2S-rich phase coalesced to yield dispersed lenses 
on the surface, three surface and interfacial tensions were 
measured at each temperature to enable the calculation of 
spreading coefficients for L2 on Lx at points on the LjL2G line. 
These data were obtained for conditions of three phase, two 
component equilibrium.

Final Spreading Coefficients for L 2 on Lx. The final 
spreading coefficient S 2 may be regarded as a measure of thè 
negative of the free energy change upon spreading of L2 
(H2S-rich) on a unit area of surface of Lx (H20-rich), and is 
given by18

S 2 — a  1 —  <72 —  <Tt2 (5)

Positive values of S 2 indicate that spontaneous spreading of 
phase 2 on 1 will occur. Our calculations of S2 using the data 
taken at points on the LXL2G line are shown in Table I. The 
results suggest that L2 spreads upon Lj at 35 and 40 °C but 
not at 30 °C.

Adamson has predicted that equilibrium spreading coef­
ficients in two component systems should always be nega­
tive.19,20 This calculation of negative values for S2 from data 
for the adsorption of hydrocarbons at the aqueous interface 
is supported by the experimental results of other workers.1211 
The validity and significance of our positive values for S2 in 
the H2S-H20  system may therefore be questioned. However, 
we believe the result to be correct for these reasons: (i) Care 
was taken to ensure that each surface and interfacial tension 
datum used in eq 5 was taken at the true three-phase equi­
librium; (ii) droplets were stable for hours and surface tensions 
from duplicated experiments agreed to within 0.2 mN/m, 
confirming that equilibria were attained; (iii) the transfer of 
trace impurities present in the H2S supply was minimized by 
■ distillation of H2S into our syringe pump before compression 
to liquid H2S; and (iv) the liquid and vapor densities used in 
eq 1 were calculated from correlations which accurately rep­
resented the available experimental data. Because S2 at 35 and 
40 °C exceeds the cumulative experimental error of ±0.6 
mN/m, we conclude that our values are correct in both mag­
nitude and in sign.

It is interesting that since the spreading coefficients suggest 
that liquid H2S will spontaneously spread on its aqueous so­
lution, liquified H2S gas may be employed as a “ built-in” 
antifoamer within the GS process for the production of heavy 
water. Ross has discussed the spreading coefficient as a general 
criterion of antifoam effectiveness.21 Currently, conventional 
polysiloxane-based antifoamers are added to liquid process 
streams to control foaming in GS gas-liquid contactors.

Comparison with Adsorption of Other Low Molecular 
Weight Gases on Water. Massoudi and King have reported 
a correlation between the adsorption coefficient, K a, at infi­
nite dilution of the solute (that is, at zero coverage) and the 
mean polarizability of the gas.7 Molecules for which adsorp­
tion at the aqueous interface was due mainly to van der Waals 
forces had values of

K A =

Figure 6. The standard thermodynamic functions for the adsorption of 
H2S on water.

which fell on a smooth curve, where c2g was the concentration 
of the adsorbate in the gas phase. These include H2, 0 2, CO, 
and low molecular weight hydrocarbons. Molecules with 
higher order bonds, such as C 02, N20, and C2H4, exhibited 
greater adsorption at the zero coverage limit than predicted 
by the correlation curve. Similarly, H2S, for which K\ (298 K) 
= 0.0185 ¿an adsorbed about a factor of 6 more strongly than 
the correlation predicted.

Thermodynamics of Adsorption of H^S on Water. Values 
for the thermodynamic functions AG°, AH°, and AS° were 
calculated using equations similar to those derived by Ross 
and Chen22 except that H2S concentrations were expressed 
in activity rather than mole fraction units. Thus, AG° = —RT 
In (m/x°), where m = lima2 -o (dir/da2), AH° = RT2(d In 
m/dT) and AS0 = (AH° — AG°)/T. The standard state sur­
face pressure, ir°, was taken to be 0.338 mN/m as recom­
mended by deBoer23 and by Ross and Chen22 rather than the 
value of 0.0608 mN/m adopted by Kemball and Rideal24 which 
required the assumption of an arbitrary adsorbed film 
thickness of 0.6 nm.

Plots of it against a2 were linear up to about 0.5Ps. The 
slopes of lines through our data (m values) agreed well with 
those calculated from the experimental data of Herrick and 
Gaines2 between 25 and 40 °C. A plot of m against T exhibited 
a maximum at about 50 °C.

Figure 6 illustrates the variation with temperature of AG°, 
AH°, and AS° for adsorption of H2S on water. These features 
should be noted: (i) each function decreased with increase of 
temperature, (ii) the relatively large and negative AG° was
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TABLE II: Standard Thermodynamic Properties for 
Adsorption from Solution at the Aqueous Solution 
Interface“

Adsor­
bate 1-3 0 0

AG’MtJ/
mol

AH°, kJ/ 
mol

AS0, J/mol- 
K Ref

h 2s 25 -19.9 +7.0 +90 This
work

N2 25 -24.7 7
C02 25 -20.4 7
c 3H8 25 -28.9 7
c 6h 6 15 -36.3 37
c h 3oh 25 -17.8 -3.4 +40 27
m-C4H9- 25 -26.0 -1.5 +70 27

OH
c h 3c o - 15 -10.4 22

OH

“ The standard state was taken to be 7r° = 0.338 mN/m in all 
cases.

mainly the result of the high and positive AS0, since the H° 
term was close to zero.

These properties have been compared with those of other 
adsorbates on water, in Table II. The AG° for H2S is compa­
rable to that for other slightly soluble molecules. Note that 
all data are for adsorption at the gas-liquid interface from the 
bulk solution. Equation 7 was used to convert AG 0 data re­
ported for adsorption from the gas phase with respect to the 
Kemball-Rideal standard state of 0.0608 mN/m to our stan­
dard state of 0.338 mN/m. The Henry’s law constant for each 
solute H = lim,, .0 (dP/dc) was taken to be 1/c , where c was 
the mole fraction solubility of the solute at 1 atm.

AG° = AG°k-r + RT In (0.338/0.0608H) (7)

In terms of AG°, the adsorption of H2S is similar to that of 
CO2 although both the dipole moment of H2S, 1.1 D,25 and the 
polarizability, 3.8 X 10-30 m3,33 are greater than the values for 
CO2 of 0 D and 2.6 X 10~30 m3, respectively. The adsorption 
coefficient for H2S, K,\ = 0.0185 am, is about three times 
greater than that reported for CO2 by Massoudi and King.7 
Each datum falls markedly above their correlation plot of K a 
against average polarizability. Because AH° and AS0 data for 
other small molecules on water have not been published, 
further comment on the differences between the adsorption 
of H2S and N2, CO2, or related adsorbates cannot be made.

The entropy of adsorption of H2S is large and positive with 
respect to that for methanol and 1-butanol shown in Table II. 
We interpret this to mean that H2S significantly disrupts the 
hydrogen-bonded structure of liquid water at the gas-liquid 
interface. The positive AS° values obtained by Clint et al.27 
for the adsorption of n-alkanols on water supports this con­
clusion, since the intramolecular hydrogen bonds of water 
were considered to be altered in the surface layer in that study.

Comparison of Theoretical and Experimental Entropies 
of Adsorption. The difference in translational entropy of H2S 
in going from an ideal three-dimensional to an ideal two- 
dimensional gas was calculated using the Sackur-Tetrode and 
Kemball equations.27-29 For our standard states of 7r = 0.338 
mN/m and pressure = 101.3 kPa, AS„v(calcd) = 2Strans ~ 
3Gtrans (J/mol-K) was given by

AS°„v(calcd) = 0.5R In (MT) -  28.97 (8)

where M  is the molecular weight (g/mol) and T is the absolute 
temperature. Between 25 and 130 °C, AS°„v(calcd) were 
within the range —67.3 to —68.6 J/mol-K. These values may

Figure 7. Comparison of calculated and experimental entropies of 
adsorption,

be compared with the entropy of adsorption of H2S at the 
gas-liquid interface given by AS°,rV(expt) = AS°sv + AS’° ffs 
where AS°sv is the entropy of dissolution of H2S in water from 
the gas phase and AS°„s is the entropy of adsorption of H2S 
at the liquid interface from aqueous solution.30 Data for AS°sv 
were taken from the work of Clarke and Glew up to 50 °C31 
and were calculated by us in a similar way up to 130 °C using 
Henry’s law constants.10 Our values for AS0^  were identical 
with those data plotted in Figure 6. From the comparison of 
calculated and experimental entropies of adsorption presented 
in Figure 7, it is evident that the calculated change in entropy 
is more negative than the experimental result.

If the Sackur-Tetrode equation correctly yields 3Strans, the 
entropy of translation of H2S as an ideal gas, then the ex­
pression derived-by "Kemball for 2StIans cannot hold for the 
case of H23 adsorption on water because AS0aV(expt) — 
A,S'°„v(calcd) is greater than 40 J/mol-K throughout our 
temperature range of interest. If the interaction between ad­
sorbed H2S and the aqueous phase resulted in enhanced 
structuring at the interface, it would be expected that 
AS°ffy(expt) would be more negative than AS°ffv(calcd) as 
has been found by Clint et al. for the n-alkanols.27 Since the 
entropy difference in the present case is positive, restriction 
of H2S mobility at the interface must be less than the equiv­
alent of the loss of one degree of translational freedom by H2S. 
Because the entropy change of the solvent and contributions 
from rotational and vibrational degrees of freedom of both 
H2S and H20  have been ignored in the calculation, it is not 
surprising that the positive difference was found. The ob­
served discrepancy may be explained if the entropy change 
of the solvent at the surface is taken into account.

Relationship to the Solubility of H2S in Water. Analysis 
of the solubility data for H2S in water provides some support 
for the preceding conclusion. If the entropy of dissolution of 
H2S to a concentration of 10-5 mole fraction, S2(10-5) — S2g, 
is compared with that for other gases in water as a function 
of Kb2̂ 3, where Vb is the molar volume of the solute at its 
boiling point, the datum for H2S at 25 °C falls well above the 
linear correlation line reported by Miller and Hildebrand.32 
Solutes which yielded data that fell on the line [AS = S2(10-5) 
— S 2g = 10.54 — 4.23 V'b2'3 J/mol-K] were either rare gases or 
low molecular weight nonpolar hydrocarbons for which the 
interaction with water would be predominantly of the van der 
Waals type. The relatively high AS for H2S, —19.2 J/mol-K 
at Vb2/3 = 10.9 cm2, may reflect the partial destruction of the 
hydrogen-bonded network of water and the absence of cla- 
thrate-like structuring upon dissolution of H2S.

There is other evidence which supports this conclusion. For
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example, the normal value for the diffusion coefficient of H2S 
in water,33 1.6 X 10-9 m2 s-1, is consistent with, and a sensitive 
test for, the absence of rigid gas hydrate-like structuring of 
water around H2S in the liquid phase.34 Murphy and Gaines 
have also concluded from density and viscosity studies that 
H2S is relatively inert in the sense of its effect on the volu­
metric properties of water.6 In addition, there is no evidence 
in the literature for strong hydrogen-bond formation between 
H2S and water.21’22

Summary

This study of the adsorption of H2S at the aqueous solution 
interface for wide ranges of temperature and pressure has 
shown that the interaction between H2S and water is anom­
alous with respect to other, low molecular weight, nonreacting 
adsorbates.

Hydrogen sulfide acts as a water structure breaker both at 
the gas-liquid interface and in solution.
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Interfacial Tensions in a System of Three Liquid Phases
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Measurements of the three interfacial tensions, <jap, agy, and oay, in the three-liquid-phase, quaternary sys­
tem benzene-ethanol-water-ammonium sulfate, at 21 °C, are reported. It is found that Antonoffs rule, aay 
= aa0 + (Tfly, holds to within the precision of the measurements through the whole of the three-phase region, 
from one critical end point to the other. The theoretical implications of this result are discussed. It is found 
also that the variation of <ra(3 with opy through the three-phase region is in qualitative accord with that pre­
dicted by theory.

Introduction

When three fluid phases a, /?, and y are in equilibrium 
(three liquids, e.g., or two liquids and their common vapor), 
there are three interfaces possible, separating the phases in 
pairs. Call the corresponding interfacial tensions dap, epy, and 
<jai. If a generalized2 Antonoffs rule3’4 held, the largest of 
these, say <ray, would be the sum of the two smaller

rray = + 17fly (1)
Alternatively, the three may be related by the triangle in­
equality2"5

Cay < <Ta0 + <7/3T (2)
The reverse inequality is not possible at true equilibrium, 
where there is full mutual saturation of the phases.2' 5 When
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(2) holds, the equilibrium form of a droplet of ß phase at the 
ay interface is that of a lens.5-6 When (1) holds, the ay inter­
face may be regarded as consisting of a thin film of the ß 
phase.5,7

There are experimental examples of both (1) and (2).3’4’7-10 
Theoretically, it was shown11 that the square-gradient theory 
of interface structure and surface tension12’13 implies Anto- 
noff s rule, eq 1 , provided the phase equilibrium is in the first 
place describable with a single order parameter (composition 
variable) varying from one phase to another; for then one of 
the phases (the ß phase, say) is always intermediate in its 
properties between those of the other two, and the transition 
from a to y  necessarily goes via a thin sheath of ß. In partic­
ular, that would be so near a tricritical point of the three-phase 
equilibrium, where the three fluids become identical, for in 
the neighborhood of such a point the one-order-parameter 
description of the phase equilibrium, with its implication of 
a distinguished phase intermediate between the other two, is 
correct.14 Where (2) holds instead of (1), the implication is that 
the one-order-parameter description of the phase equilibrium 
is inadequate.11 That would be so in the fluid analogue of the 
model studied by Straley and Fisher,15 a fully symmetrical 
three-phase equilibrium, where necessarily oa3 = o3y = <r„7. 
It would be so also in the equally hypothetical case of two 
enantiomers that are incompletely miscible as liquids and are 
in equilibrium with a common vapor, where necessarily oay 
= uaß and afly >  0 (with a the vapor phase).16

It was suggested that eq 1 might only be an asymptotic, 
limiting form of the inequality (2), but never exact while the 
three phases were all distinct.11 (It had already been noted2 
that Antonoff s rule holds automatically in the limiting case 
of a critical end point, where oa3, say,, is 0, while o3y = oay, 
however in that limit there are no longer three distinct 
phases.) That would have ascribed what seemed to be exper­
imental examples of (1) to experimental inaccuracies. How­
ever it appears now more likely that the contrary view of 
Cahn17 is correct, and that (1) is attainable while the three 
phases are all distinct. Though (2) may hold in one range of 
three-phase states, (1 ) holds in another, the transition from 
one to the other being of the kind usually called “ continuous” , 
though occurring at a sharply defined boundary between 
them.17 In the transition between (1) and (2) there would be 
no change in the bulk phases. Two such transitions may have 
been observed by Butler10 in the mercury-water-benzene 
system. There, (2) was found to hold between 20 and 45 °C, 
while outside that temperature range benzene was found to 
spread at the mercury-water interface, thus implying (1). It 
was observed that the contact angle, identically 180° when the 
benzene spreads and less than 180° when it does not, was 
continuous at the two transition points, while its temperature 
derivative was discontinuous.

There are then two qualitatively different kinds of three- 
phase equilibrium, according as (1) or (2) holds. It is the for­
mer, Antonoff s rule, that should hold near a tricritical point. 
We shall here test this theoretical prediction in the three- 
liquid-phase, quaternary system benzene-ethanol-water- 
ammonium sulfate.18 We previously19 mapped out the phase 
equilibrium in this system and located the critical end points 
from 21 °C to the tricritical-point temperature of 49 °C. We 
have now begun to measure the interfacial tensions in this 
system; our preliminary results, all at room temperature, are 
already of considerable interest, and we report them here. We 
find that, to within the precision of the measurements, An­
tonoff s rule, eq 1 , holds exactly, through the whole of the 
three-phase region. Further, the square-gradient theory,12’13

with Griffiths’ 14 free energy, implies a definite relation be­
tween <rafl and a fly through the three-phase region, from one 
critical end point to the other, at any one temperature. (The 
derivation is outlined in the Appendix.) Our data are in 
qualitative accord with that theoretical prediction, too.

Experimental Section

For these exploratory determinations we chose the well- 
known and unambiguous capillary-rise procedure of Sugden,20 
which proved adequate. By using two or more capillary tubes 
this method eliminates the dependence on the position, or the 
effects of slight curvature, of the interface; in addition, 
through iteration of the calculation of the capillary constant, 
it conveniently converts the tube radii into radii of curvature 
of the meniscuses. The interfacial tension in such an experi­
ment can be simply calculated after measuring the bore of the 
capillary tubes, the difference in capillary rise in two tubes of 
different bore, and the densities of the bulk phases bounding 
the interface.

In order that the difference in capillary rise be somewhat 
greater than 1 cm for two pairs of tubes, one large and two 
small precision bore capillary tubes were chosen with radii of 
0.064 32, 0.015 65, and 0.007 51 cm. These radii, measured 
with a travelling microscope, were equal to one-fourth the sum 
of the major and minor diameters of the slightly elliptical cross 
sections. The difference of capillary rises was measured with 
a cathetometer to a tolerance of ±0.005 mm. The density, 
accurate to ± 0.0001 g/ml, was established by determining the 
buoyant force of each phase, in turn, on a weight of calibrated 
volume. This weight of solid, highly polished, nonwetting 
teflon had the shape of a hexagon of revolution, and was sus­
pended from an analytical magnetic-susceptibility balance 
by a stainless steel thread 0.002 in. in diameter.

For each investigation of the a/3 and By interfacial tensions, 
as well as for the determination of the densities of the three 
coexistent phases, a solution of ammonium sulfate-water- 
ethanol-benzene was prepared as described previously.19 The 
solution was filtered into a teflon equilibrating and sampling 
chamber with optically clear flat windows,19 maintained at 
ambient conditions, and allowed to settle for at least 24 h in 
order to attain an equilibrium distribution. The following 
sequence of operations was then performed: The separate 
densities of the three coexistent phases were measured. The 
capillary rises at the a/3 and then at the ¡By interfaces were 
recorded as functions of time, always starting with an appro­
priately wetted surface and with the thread of liquid in the 
capillaries falling.21-28 Finally, the composition of each phase 
was ascertained.19

The determinations of the ay interfacial tension were made 
in a similar manner, except that here the solution was first 
filtered and allowed to equilibrate in a separatory funnel; then 
the a phase was siphoned from the top and the y phase re­
moved from the bottom of the funnel, and the two combined 
directly in the sampling and equilibrating chamber.

Results and Discussion

We measured the three interfacial tensions in each of seven 
three-phase samples, all at 21 °C. The results are in Table I. 
In Table II we give the densities, and in Table III the chemical 
compositions, of the separate phases in each sample. The 
compositions were not needed here, but are useful for orien­
tation in the previously determined phase diagram,19 and 
would be important in any attempt to reproduce the results 
reported in the first two tables.
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TABLE I: Interfacial Tensions, and the Ratio nay/ ( a aß + <?ßy ), at 21 °C

1 2 3 4 5 6 7

aaß, dyn/cm 0.035 0.020 0.040 0.245 0.330 0.636 0.715
<rßy, dyn/cm 0.960 0.934 0.886 0.414 0.332 0.087 0.094
<ray, dyn/cm 1.030 0.956 0.934 0.649 0.680 0.712 0.801
Gay!(.Gaß Gßy) 1.035 1.002 1.009 0.985 1.027 0.985 0.990

TABLE II: Densities of the Phases, in g/m l, at 21 °C

1 2 3 4 5 6 7

a 0.8573 0.8578 0.8574 0.8591 0.8618 0.8610 0.8626
0 0.8639 0.8637 0.8643 0.8829 0.8945 0.9298 0.9414
7  1.1488 1.1474 1.1465 1.1192 1.1109 1.0733 1.0616

TABLE III: Chemical Compositions of the Phases, at 21 °C a

1 2 3 4 5 6 7

«  h 2o 0.0559 0.0558 0.06 0.0311 0.0286 0.0241 0.0202
EtOH 0.2785 0.2896 0.28 6 0.2035 0.1894 0.1642 0.1585
c 6h 6 0.6655 0.6544 0.66 5 0.7654 0.7819 0.8115 0.8210
Salt 0.0001 0.0002 0.00 0.0000 0.0001 0.0002 0.0003

ß h 2o 0.1961 0.1996 0.2011 0.31* 0.3543 0.4708 0.4979
EtOH 0.4875 0.4929 0.4941 0.52* 0.5018 0.4305 0.4073
C6H6 0.3142 0.3051 0.3020 0.16* 0.1295 0.0576 0.0452
Salt 0.0022 0.0024 0.0028 0.01 0.0144 0.0411 0.0496

7  h 2o 0.6154 0.6175 0.6182 0.6287 0.6304 0.6305 0.6273
EtOH 0.0850 0.0845 0.0856 0.1102 0.1215 0.1663 0.1844
c6h 6 0.0000 0.0001 0.0001 0.0006 0.0008 0.0024 0.0030
Salt 0.2996 0.2979 0.2961 0.2605 0.2473 0.2008 0.1853

a Entries are mass fractions of the components. 6 Estimated by interpolation in the data of ref 19. We believe these estimates to
be more reliable than the direct determinations in these instances.

It is seen from the last row of Table I that eq 1 holds quite 
accurately; no systematic departures from Antonoff s rule are 
discernible. The ratio <rayl(oc,p + agy) cannot exceed 1 at 
equilibrium,5 so the largest value found for this ratio, 1.035 
in sample 1, provides an internal standard of the precision 
with which the ratio has been determined, and shows that 
precision to be ±4%. It is then seen that, to within that pre­
cision, the lowest value found for the ratio, 0.985 in samples 
4 and 6, is also consistent with the value 1. Because eq 1 is 
automatically satisfied at the a/3 critical end point, where <rap 
= 0, and at the 07 critical end point, where agy = 0, the data 
in Table I that provide the severest test of Antonoff s rule are 
those nearest the middle of the range, where neither aa$ nor 
ogy is very small, hence samples 4 and 5.

We observed that sessile drops of the d phase on the ay 
interface were unstable, and would ultimately burst and 
spread over the interface. Such a drop usually did not last 
more than a few seconds, and never more than 15 min, before 
spreading. Smaller drops lasted longer than larger. The in­
stability of the droplet form implies that the interfacial ten­
sions are not related by the inequality (2), and so, indirectly, 
supports the conclusion that they satisfy (1).

We show in the Appendix that the square-gradient theo­
ry ,12,13  wjth Griffiths’ 14 free energy, implies that aa/j and <rSy 
are related by the parametric equations

oap = <ro(l + 5)3(3 -  5)/(3 + 52)2 (3)

0-ffy = <ro(l -  « 3(3 +  «)/(3 -  52)2 (4)

where on is a constant for any fixed temperature and where

Figure 1. Variation of agy with cal3 through the three-phase region at 
21 °C. The points are the data from Table I; the curve is theoretical, from 
eq 3 and 4 with <ro = 1.0 dyn/cm.

5 is a parameter that varies from —1 at the a/3 critical end point 
to +1 at the dp critical end point. Varying & from -1  to +1 
with o-o fixed means sweeping through the whole three-phase 
region at fixed temperature. On eliminating 5 between eq 3 
and 4, we obtain a theoretical prediction for the variation of 
<rap with apy through the three-phase region. At a fixed tem­
perature, this relation involves only the single constant <ro, 
which we treat as an adjustable parameter that sets the scale 
of the <r’s. The curve of opy vs. craB that results from the choice
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o-0 = 1.0 dyn/cm is shown in Figure 1, together with the ex­
perimental data from Table I. We chose <xo = 1-0 dyn/cm to 
make the theoretical curve pass close to the point for sample 
5 , guessing that our measurements are more accurate near the 
middle of the range than near the end points, where one or the 
other of o ag and o g y is small. H

Equations 3 and 4 imply that the limiting value of o ag at the 
0 7  critical end point, and the limiting value of ogy  at the a 8  

critical end point, are the same, and equal to <tq. They imply 
also that at these end points the curve of ngy  vs. o ag is tangent 
to the axes:

o ag ~  2tro[(<xo — <ri37 )/3 o'o] 3/2 <T$y ff0 (5)

<7 gy ~  2 <r0[(cro -  <*0 (6 )

Another implication of eq 3 and 4 is that where o ag =  agy (as 
is practically the case.in sample 5), their common value is %<to- 

Since the curve in Figure 1 is convex toward the origin, the 
sum aag + <rgy , and so, by Antonoff s rule, o ay, must be greatest 
at the critical end points and minimal somewhere between. 
This is borne out by the data in Table I.

The data are seen to be in qualitative accord with the 
theory, though they are not yet precise or numerous enough 
to test quantitatively the predicted relation between o ag and 
agy . There should be some deviations from eq 3-6 in any case. 
Griffiths’ free energy, on which those formulas are based, as­
cribes to the critical end points the classical critical-point 
exponents of a mean-field theory, whereas we know them to 
be nonclassical;19 so in the corrected expressions that would 
replace (5) and (6 ) the powers would probably be slightly 
different from 3/2. Also, Griffiths’ free energy is in the first 
place appropriate only for the immediate neighborhood of the 
tricritical point; in addition while 21 °C is close enough to the 
tricritical-point temperature of 49 °C for Griffiths’ theory to 
be qualitatively correct there,19 it is too far from 49 °C for the 
theory to hold without some quantitative distortion (in ad­
dition to that due to nonclassical behavior at the critical end 
points). Very precise measurements will no doubt detect such 
deviations from eq 3-6; but we believe that the deviations near 
the critical end point that are seen in Figure 1 are, so far, 
due more to experimental error than to imperfections in the 
theory.

It was mentioned in the Introduction that when eq 1  holds, 
the a y  interface may be thought of as a thin sheath of 0  phase. 
We made some observations that we believe bear on this, il­
lustrated in Figure 2 for sample 3 and for the two smallest of 
the capillaries, though similar behavior was seen in all samples 
and with the third capillary as well. The figure shows, sepa­
rately for each of the three interfaces, the difference in heights, 
Ah , of the meniscuses in the two capillaries, as functions of the 
time t after the threads began to fall. In the case of A h ay, the 
time t is also about the time elapsed after the a y  interface was 
freshly formed. Note the break in the time axis between 10 and 
24 h. After about 5 h, A h ag and A h g y  reached their final 
equilibrium values, while A h ay reached a plateau, from which 
it subsequently fell further and was still falling after 24 h. (The 
equilibrium values of A h ag and A h g y , and the plateau value 
of A h ay, were the values of the Ah’s used in the subsequent 
calculation of the surface tensions.) Along with these quan­
titative observations, we made the following qualitative one: 
About 10 or 12 h after the formation of a fresh, and initially 
sharp and clean, a y  interface, there was always observed on 
it an “oily” film, which thickened in time and was very marked 
after 24 h. When, at this time, some liquid from the a y  inter­
face was sucked into a pipette, there formed in the narrow tube

Figure 2. The difference, Ah, in the heights of the meniscuses in the 
two smallest capillaries, at each of the three interfaces, as functions 
of the time after the meniscuses began falling in the capillaries.

a short but obvious c o lu m n  of 0  phase, between the much 
longer columns of the a  and y  phases.

We believe that almost instantly after the creation of a fresh 
a y  interface, a layer of 0  phase, too thin to be visible, is formed 
by diffusion of material from the layers immediately adjacent, 
so that Antonoff s rule then holds, virtually from the initial 
instant; and that then, over a much longer time, as material 
diffuses from the more distant parts of the a  and y  phases, the 
0 layer thickens. This explanation of the observed behavior 
is still tentative, for we have not yet rigorously excluded the 
possibility of slow evaporation of liquid from the sample cell, 
which would change the overall composition of the mixture 
and could thus lead to formation of 0  phase; but at present we 
consider the latter to be the less likely explanation.

A c k n o w le d g m e n t . This work was supported by the Na­
tional Science Foundation and by the Cornell University 
Materials Science Center.

Appendix
This is an outline of the derivation of eq 3 and 4.
From Griffiths, 14 the free energy F  as a function of a single 

composition variable (order parameter) x ,  in the three-phase 
region near the tricritical point, is of the form

F  = F0[(ac -  x a ) 2(x  -  x g ) 2{x  -  x y ) 2 -  x a 2x g 2x y 2] (7)

where F 0 is a constant, and where x a,x g ,  and x y are the equi­
librium values of * in the three coexistent phases, related to 
each other by

x n T Xg T x y — 0 (8a)

XccXg T XgXy T XyX a =  T (8b)

with t fixed by the temperature. With the temperature fixed, 
there is still one degree of freedom in the three-phase region, 
which we may choose to be a variable h defined by

5 =  (2 x g  -  Xa -  x y )/ (x y -  x a ) (9)
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which varies from —1 at the a/3 critical end point, where x a = 
x@, to + 1  at the fly critical end point, where x y =  xp.

From the van der Waals, Cahn-Hilliard theory, 1 1 -1 3  with 
F  of the form (7), the aft and f ty  interfacial tensions are

_____
aa& = v 2 m  F 0 J  (x  -  x a) (x p  -  x ) ( x y -  x )  d x  (10)

aQy -  V 2 m  F 0 | 7 (x -  x a) (x  -  x p ) ( x y -  x )  dx (1 1 )

with m  another constant parameter. The required eq 3 and 
4 then follow from eq 8-11, with <tq defined in terms of the 
three parameters F 0, m , and r by

cro = -  t2 V 2 m  F o  (1 2 )
4

This depends on the temperature through t, which vanishes 
proportionally to Tt — T  as the temperature T  approaches the 
tricritical-point temperature Tt.

i
\
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Acid-base strength distribution of solid metal-oxygen compounds such as metal oxides, sulfates, phos­
phates, tungstates, hydroxides, and a carbonate were measured on a common H o  (Hammett acidity function) 
scale. The strength of acid sites was expressed by H o  as usual and that of basic sites by the H o  of their conju­
gate acids. The strongest H o  value of the acid sites was found to be approximately equal to the strongest H 0 

value of the basic sites. The equal strongest H o  value was termed “Ho,max”- Hence, a solid of a high Ho,max 
value possesses strong basic sites and weak acid sites at the same time. On the contrary, a solid of a low 
Ho,max value should have strong acid sites and weak basic sites. A correlation was found between H o,max’s and 
the effective negative charges (y) on combined oxygens. The validity and usefulness of H0,max as a practical 
parameter to represent acid-base property of solids were discussed.

Introduction
Electronegativities (X;) of metal ions1-4  and effective 

negative charges (y) on combined oxygens5 have been used 
as parameters to represent the acid-base properties of solid 
metal oxides and sulfates. Those parameters which express 
an intrinsic property of a compound or of a component ele­
ment are insensitive to the surface structure of solids. Besides,

as X ; does not involve the nature of the chemical bond be­
tween a metal ion and a negative ion, they cannot be used as 
a common parameter to evaluate the nature of the various 
kinds of compounds composed of an identical metal; e.g., the 
X ; value of the aluminum ion in AI2O3 and A12(S0 4 )3 is the 
same, whereas A12(S0 4)3 is a stronger acid than A120 3.S On the 
other hand, zero point of charge (ZPC) of a surface is related
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TABLE I: Acidities, Basicities, Ho,m a x .  and 7  of Various Solids

Basicity, mequiv/g Acidity, mequiv/g

Solids
no. • >1.5

Ho
> 3.3

Ho 
> 4.0

Ho 
> 6.8

Ho 
< -3

Ho 
< 1.5

Ho 
< 3.3

Ho 
< 4.0

Ho
< 6.8 H  0,m ax 7

2 activated AI2O3 0.30 0.10 0.06 0.01 0 0 0 0 0 8.0 0.31
3 7 -AI2O3 0.43 0 .2 2 0.16 0 .0 1 0 0 0 0 0 7.2 0.31
4 Zr02 0.08 0.03 0 .0 2 0 .0 1 0 0 0 0 0 9.5 0.44
5 Ti02 0.52 0 .1 0 0.06 0 0 0 0 0 0 .0 1 5 .5 0.39
6 B2O3 0.27 0.04 0 .0 2 0 0 0 0 0 0 .0 1 8.0 0.24
7 ZnO 0.07 0.05 0 0 0 0 0 0.005 6 .4 0.29
8 BaO 0.09 0.06 0.05 0 0 0 0 0. 15 0.67
9 M0O3 0.03 0 0 0 0 0.02 0.04 0.-05 2 .1 0.28

12 MgS04a 0.03 0.02 0 0 0 0 0.16 0.32 3.4 0 .2 0

15 MgW04 0.23 0.03 0 0 0 0 0 0.05 4.0 0.34
23 Ta20 5 0 0 0.02 0.05 0.06 0.07 2.0 0.39
24 WO3 0 0 0 .0 1 0.06 0.04 0.14 1.3 0.31
25 Bi20 3 0.05 0.07 0.03 0 0 0 0 0 0.003 6 .6 0 .2 0

27 V20 5 0.16 0.05 0.02 0 .0 1 0 0 0 0 0 8.5 0.31
28 SrO 0.14 0.04 0.02 0 .0 1 0 0 0 0 0 9 0.62
29 ZnS04-H20 0 0 0.07 0.07 0.20 0.30 1.5 0.14
30 CuS04 0 0 .1 1 0 .2 2 0 .2 2 0.28 0 0.16
32 CaSO4-0.5H2O 0.03 0 .0 1 0 .0 1 0 0 0 0 0 0.003 6.0 0.27
33 MnS04ft 0 0 0.14 0.28 0.30 0.30 0.2 0.19
34 A12(S04)3 0 0 0.13 0 .20 0.43 0.67 - 1 .0 0.14
35 A1P04 0.61 0.08 0.07 0 0 0 0 0 0 .0 1 6.0 0 .2 1

36 Z n 3 ( P 0 4 ) 2 * 4 H 2 0 0.64 0.04 0.04 0 0 0 0 0 0.02 5.2 0 .20

37 CaW04 0.07 0 .0 1 0.02 0 0 0 0 0 0 .0 1 5.0 0.41
38 Na2W04-2H20 0.50 0.03 0.06 0.03 0 0 0 0 0 1 2 0.58
39 CaC03 0.14 0.03 0.02 0 0 0 0 0 0 .0 1 6.0 0.33
40 Ba(OH) 2 0.13 0.03 0.02 0 .0 1 0 0 0 0 0 9.0 0.46
41 Mg(OH) 2 0.09 0.03 0.02 0 0 0 0 0 0 6 .8 0.32
42 NiS04c 0.46 0 0 0 0.44 0.43 2.0 0.19

a MgS04-7H20 was calcined at 400 °C, 3 h. b MnS04 was calcined at 250 °C, 4 h. cNiS04-7H20 was calcined at 300 °C, 4 h.

to an acid-base property of metal oxides. 1 However, ZPC can 
hardly be a parameter to represent directly the nature of an 
actual solid surface in a nonaqueous system, because it is 
generally determined for colloidal suspension in aqueous so­
lution.7 Acid-base properties of solids are largely affected by 
a content of a crystalline water8 or a trace of moisture.5 Fur­
ther, solid particles used as a catalyst often have large diam­
eters compared with colloidal suspensions.

Recently, we reported a new titration method in nonpolar 
solvent to determine the acid-base strength distribution of 
a common scale on solid surfaces,6 where the strength of the 
basic sites was represented by the Ho of the conjugate acid 
sites. On the determination of the acid-base property of var­
ious kinds of solids, we found that the strongest Ho value of 
the acid sites was approximately equal to the strongest Ho of 
the basic sites. The equal strongest Ho is termed “Ho,max” and 
its usefulness and validity as a practical parameter to repre­
sent an acid-base property on solids are discussed in the 
present work.

Experimental Section
S o lid  M a te r ia ls . The following commercially available 

solids were used in this study. Oxides: BaO, TÍO2, ZnO, B2O3, 
BÍ2O3, WO3, M0 O3, Sb20 3, V2O5, Ta2 0 5 , and ZrÜ2, of guar­
anteed reagent grade (Kanto Chemical Co.), 7 -AI2O3 (Nikki 
Chemicals Co. Ltd.), activated AI2O3 (Junsei Pure Chemicals 
Co. Ltd), and SrO of a purity >99 wt%. Hydroxides: Ba(OH) 2 

and Mg(OH)2. Sulfates: CaSO4-0.5H2O, MgS04-7H20, 
NiS04-7H20, MnS04, CuS04, ZnS04-H20, and A12(S04)3. 
Tungstates: CaW04, MgW04, and Na2W0 4>2 H2 0 . Phos­
phates: A1P04 and Zn3(P0 4)24 H20 . Carbonate: CaCOs.

Hydroxides, sulfates, tungstates, phosphates, and a carbonate 
were all of guaranteed reagent grade (Kanto Chemical Co.). 
Each solid was ground and sieved to prepare a powder of 
100-200 mesh. Prior to grinding, some of the solids were cal­
cined in a dry nitrogen stream at 100-670 °C for 1-4 h. No 
particular caution was paid to exclude the adsorption of a trace 
of moisture in atmosphere.

M e a s u r e m e n t  o f  A c id -B a s e  S tr e n g th  D is tr ib u tio n . Acidity 
and basicity at various acid-base strengths were measured by 
titration with n-butylamine or trichloroacetic acid in benzene 
using indicators as described in detail previously.6 Both 
acidity and basicity were determined on a common Ho scale, 
where the strength of basic sites was expressed by the Ho of 
the conjugate acids. In addition to the indicators listed in the 
previous paper,6 dicinnamalacetone (pHa = —3.0) was used 
for determination of acidity. Both the acid and basic sites of 
equal strength did not coexist on the same solid surface, in 
agreement with our previous work.6 Therefore, the present 
measurement is to determine a significant acid-base strength 
distribution of a given solid in the full-range of the Ho 
scale.

Results and Discussion
Table I and Figures 1-3 show the acidity (the number of 

acid sites) and basicity (the number of basic sites) at various 
acid-base strengths of various solids. The acidity at an Ho 
value shows the number of acid sites whose acid strength is 
equal to or less than the Ho value and the basicity at an Ho 
value shows the number of basic sites whose base strength is 
equal to or greater than the Ho value.

In Figures 1-3, the acid-base strength distribution curves
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Ho

Figure 1. Acid-base strength distributions of MgS04-7H20  without 
calcination (• ) , calcined at 300 °C for 3 h (O), 400 °C for 3 h (A), 520 
°C for 2 h (□), and 670 °C for 2 h (X), H0,max’s are 6.0, -  3 to 0, 3.4, 
3.3, and 3.5, respectively.

Ho

Figure 2. Acid-base strength distributions of MgW04 without calcination 
( • ) , calcined for 2 h at 210 °C (A), 320 °C (O), and 500 °C (□). 
Wo.max’s are almost 4.0 for all samples.

Figure 3. Acid-base strength distributions of Ti02 without calcination 
( • ) , calcined for 2 h at 300 °C (O) and 500 °C (A). H0 max's are 5.5, 
4.5, and 5.0, respectively.

intersect at a point on the abscissa where acidity = basicity 
= 0 . Hence, the strongest Ho value of the acid sites is equal to 
the strongest H 0 value of the basic sites. We shall define Ho,max 
as the H o  value at a point of intersection, which expresses the 
equal strongest H o  value of both acid and basic sites. Each 
H o,max value was determined from a point of intersection of 
each acid-base strength distribution curve and the abscissa.

Each Ho,max value is given in Table I. A unique H 0,max was i 
found for every solid.

It should be noted that the Ho,max value determined in this 
study may not be an exact value, though the value will be valid 
and sufficiently significant. For determination of a more exact 
value, an indicator, B, whose pKbh+ value is close to the Hn m„„ 
value for each solid would be necessary. From the fact that the 
acidic and basic sites of the same H o  do not coexist, it will be 
clear that H 0,max is less than the H 0 where the measured 
acidity is minimum and higher than the H 0 where the mea­
sured basicity is minimum.

E f f e c t  o f  C a lc in a t io n  o n  Ho,max- The effects of calcination 
on Ho,max of MgS04, MgW04, and Ti02 are shown in Figures
1-3. The Ho,max value of MgS04 changes with the degree of 
deaquation from MgS04-7H20. The solid calcined at 300 °C 
has the minimum H 0,max (-3  to 0 ), whose composition was 
estimated to be MgS04-2H20  from the weight decrease by 
calcination. It is generally known that the acid amount of 
metal sulfates containing crystalline water shows a maximum 
and the strongest acid strength appears on calcination at a 
particular temperature.8 In the case of MgS04, the particular 
calcination temperature must be about 300 °C.

On the other hand, H 0,max values of MgW04 and Ti02 did 
not much change on calcination and the variances were less 
than 1 .0  units of H o  scale. Since these solids have no crystalline 
water, traces of moisture would have affected the acid-base 
property.

Ho,max a n d  th e  A c id -B a s e  P r o p e r t y  o f  S o lid s . Ho,max can 
be regarded as a practical parameter to represent an acid-base 
property on solids, which is sensitive to the surface structure.
A solid with a large positive Ho,max has strong basic sites and 
weak acid sites. Thus, basic sites mainly play an important 
role. On the other hand, a solid with a large negative H0,max 
has strong acid sites and weak basic sites. In this case, acid 
sites become often important.

The role of Ho,max as a structurally sensitive parameter v 
should be distinguished from the intrinsic parameters such 
as an effective negative charge (y) on a combined oxygen 
(O-7 ), which represents the overall acid-base property of 
solids. 1 In Figure 4, Ho,max values were compared with y  cal­
culated from Sanderson’s electronegativities, 10 where some 
of the Ho,max values were taken from the previous data.6 Ho,max 
and y  are roughly correlated by the curve in Figure 4. The 
Ho,max values in the range from —3 to 1.5 were determined 
from the intersections of acid-base strength distribution 
curves and abscissa, while the Ho,max values less than —3 or 
greater than 6 .8  were determined by extrapolating acid or base 
strength distribution curves to the Ho value where acidity or 
basicity is zero. The acid-base property has been compared 
with intrinsic parameters for a series of solids of the same kind, 
e.g., a series of metal sulfates4 or a series of metal oxides. 1 

However, no comparison between the intrinsic parameter and 
the practical acid-base property has been previously made 
for different kinds of solids.

No practical parameters other than zero point cf charge 
(ZPC) has been introduced to evaluate the acid-base prop­
erties of various solids. 1 It should be noticed that Ho,max is a 
more useful parameter than ZPC which does not directly ex­
press the effect of crystalline water or traces of moisture, be­
cause Ho,max is determined in a nonpolar solvent, while ZPC 
is determined generally in aqueous solution.7 H o,max expresses 
the actual surface property which is sensitive to the structure 
and water or moisture content, in addition to the intrinsic 
nature of the compound. The details will be discussed below.

M o d e lin g  o f  A c id  a n d  B a s ic  S ites . The correlation of Ho,max
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Figure 4. Comparison of Hc>max's of solids to effective negative charge 
(7 ) on combined oxygen (0 ~ y). Solids with crystalline water (•): 
MgS04-7H20  calcined at 400 °C for 3 h (12), CaSO4-0.5H2O (32), 
NiS04-7H20  calcined at 300 °C for 4 h (42), ZnS04-H20 (29), 
Na2W04-2H20  (38), and Zn3(P04)2-4H20  (36). Solids without crystalline 
water (O): BaO (8 ), Ti02 (5), ZnO (7), B20 3 (6 ), Bi20 3 (25), W03 (24), 
Mo0 3 (9), Sb20 3 (26), V20 5 (27), Ta20 5 (23), Zr02 (4), 7 -AI20 3 (3), 
activated Al20 3 (2), SrO (28), Ba(OH)2 (40), Mg(OH)2 (41), MnS04 cal­
cined at 250 °C for 4 h (33), CuS04 (30), AI2(S04)3 (34), CaW04 (37), 
MgW04 (15), AIP04 (35), and CaC03 (39).

with 7  in Figure 4 as well as the fact that a unique Ho,max value 
usually exists on a solid can be interpreted by taking into 
consideration the nature and structure of the acidic and basic 
sites on solid surfaces. In our terms, an acid site shows a ten­
dency to donate a proton or to accept electrons or an anion, 
and a basic site a tendency to accept a proton or a cation or to 
donate electrons.12

A c id  S ite s . Acid sites have been considered to be metal 
ions,3 hydrated metal ions,3 or protonated oxygen11 on some 
solid such as oxides and sulfates.12 Those acid sites are sche­
matically represented as follows:

M+6s (partially, positively charged metal ion) (1) 

, / H
M■■■OC (M-OH)+i‘ 1 + H+ (2)

7l
(hydrated metal ion)

(0 • • • H) ~ 5s+1 ^  O-7» + H+ (3)
(protonated oxygen anion)

where +5 and — y are the partial charge of the metal ion and 
the oxygen ion and the suffix, s, denotes the solid surface. Site 
1 is a Lewis acid; sites 2 and 3 are proton acids. The stronger 
the acidity of M+Ss or the smaller the 7 S on 0~7b, the stronger 
the acid strength of sites 2 and 3. The acid strength of M+5s 
will increase with the electronegativity (Sm+j,) of M+s».

Applying the electronegativity equalization principle of 
Sanderson10 to a solid surface, Sm+s, and 7 S are in the following 
correlation:

Sm« , = S 0- y B = 5.21 — 4.7579

where S denotes electronegativity in Sanderson’s relative 
compactness scale.10 It should be noted that Sm+5„ differs 
from, X i ,1^  the electronegativity of a completely ionized metal 
ion. On the surface, a decrease in ys causes an increase in S m+7 , 
and the strength of acid sites 1,2, or 3 increases with a decrease 
in 7 S. Thus, the strongest H 0, Ho,max, among the three types 
of acid sites increases with a decrease in 7 S.

B a s ic  S i te s . Most of basic sites on metal oxides have been 
considered to be electron donors: 12 surface oxygen anions or 
surface OH groups.5,9 Those sites are schematically repre­
sented as

O-5» (oxygen anion) (4)

(M ........OH) +5s_1 (hydroxylated metal ion) (5)

where site 4 will be the strong one and site 5 the weak one. The 
strongest H 0 of site 4, Ho,max, is considered to increase with
7s-

From the above, it is deduced in general that 7f0,max in­
creases with 7 S. Chemical bonds in a solid compound are 
generally discontinuous on its surface. Thus, the nature of 
atoms and ions adjacent to a metal ion or oxygen anion on a 
surface will be somewhat different from that in the internal 
bulk of solids. The effective negative charge 7  estimated by 
Sanderson’s method10 does not involve this particular nature 
of a surface. On an actual surface, the value of the effective 
negative charge 7 9  which affects Ho,max may not always agree 
with 7  exactly. Assuming that 7 S varies with 7 , the correlation 
in Figure 4 supports the above consideration of Ho,max with 
Ta­

in addition to 7 S, the value of H0,max depends on the surface 
structures in terms of the type of the strongest acid and basic 
sites and their nearest neighbor configurations,12 which di­
rectly affect the activity of the sites.

The amount of each site and the arrangement on the surface 
will be settled during the preparation process such as pre­
cipitation, calcination, etc. in the following scheme. 

Hydration-dehydration equilibrium:

M+6* +  H20  ^  M+i" ......(6)

Neutralization equilibria among acid and basic sites:

H
M+fc.....+ 0 _>" ^  (M-OH)+i‘-1 +  (O................. H ry’+1 (7)

\ H

It will be interpreted by eq 6  and 7 that the content of 
crystalline water and moisture affects the relative amount of 
acid sites of three types and basic sites of two types. As far as 
the neutralization in eq 7 attains equilibria during prepara­
tion, an Ho value of the strongest basic sites does not exceed 
the value of the strongest acid sites on the same surface. On 
the other hand, it is obvious that an H0 value of the strongest 
acid sites does not exceed the value of the strongest basic sites. 
Thus, eq 7 gives illustrative support to the existence of a 
unique Ho,max value. Then, H0,max on the solid of a definite 7  

deviates sensitively according to surface conditions. However, 
the deviation seems not so serious but within some restricted 
ranges, as shown in Figure 4.

Although the above arguments stand entirely hypothetical, 
we recognize that they will be an approach to give insight into 
the acid-base strength distribution as well as the existence of 
Ho,max-

A c k n o w le d g m e n t . We wish to thank Takasago Perfumery 
Co. Ltd. for permission to publish the present work.

References and Notes
(1) K. Tanaka and A. Ozaki, J. Catal., 8 , 1 (1967).
(2) K. Shibata, T. Kiyoura, J. Kitagawa, T. Sumiyoshi, and K. Tanabe, Bull. 

Chem. Soc. Jpn., 46, 2985 (1973).
(3) T. Takeshita, R. Ohnishi, and K. Tanabe, Catal. Rev., 8 (1), 29 (1973).
(4) M. Misono, Y. Saito, and Y. Yoneda, J. Catal., 10, 88  (1968).

The Journal of Physical Chemistry, Voi80.No. 15, 1976



Fluorescence Quenching and Photodecomposition of Pyrene

(5) J. Take, N. Kikuchi, and Y. Yoneda, J. Catat., 21, 164 (1971). (10)
(6 ) T. Yamanaka and K. Tanabe, J. Phys. C hem ., 79, 2049 (1975).
(7) G. A. Parks, C hem . R ev., 65, 177 (1965). (11)
(8 ) K. Tanabe and T. Takeshita, Adv. C ata l., 17, 315 (1967).
(9) T. lizuka, H. Hattori, Y. Ohno, K. Sohma, and K. Tanabe, J. Catal., 22, 130 (12)

(1971).

1727

R. T. Sanderson, Translation into Japanese of 'Tnorcanic Chemistry", 
Reinhold, New York, N.Y., 1967; Hirokawa, Tokyo, 1971.
K. Tanabe, T. Sumiyoshi, K. Shibata, T. Kiyoura, and J. Kitacawa B u ll 
C hem . S oc. Jpn., 47, 1064 (1974).
K. Tanabe, "Solid Acids and Bases” , Kodansha, Tokyo, Academic Press 
New York, N.Y., 1970.

C o o p e ra tiv e  E ffe cts  of D onor and A c c e p to r  on F lu o re sc e n c e  

Q u en ch in g and P h otod ecom p osition  of P yrene
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P u b lica tion  c o s ts  a ss is te d  b y  th e  R ese a rch  L a b o ra to ry  o f  R e so u rce s  U tiliza tio n

tf

Quenching of pyrene (Py) fluorescence by iV.lV-dimethylaniline (DMA) and/or diethyl terephthalate (DET) 
was studied in toluene (1), tetrahydrofuran (2), acetonitrile (3), and dimethyl sulfoxide (4). Cooperative ef­
fects of DMA and DET on the Stern-Volmer quenching constant ( K q) were observed. Deviations from the 
calculated K q assuming the additivity of K q for DET and that for DMA are 16% in 1, 24% in 2, 9% in 3, and 
2% in 4. From the change in emission intensity of the exciplex, Py*-DMA in the presence of DET, the cooper­
ative quenching effect was ascribed to the diminished efficiency of reproducing Py* 1 from Py*-DMA in the 
presence of both DMA and DET. In polar solvents such as 3 or 4, the fraction of direct electron transfer from 
DMA to Py* 1 is known to increase and, furthermore, the lifetime of exciplex decreases. As a consequence, 
the cooperative effect diminishes and nearly disappears in 4. Photodecomposition of Py in the presence of 
DMA and/or DET was followed spectroscopically. With increasing polarity of solvent, DMA and DET coop­
eratively prevent the photodecomposition of Py while either DMA or DET alone enhances the photodecom­
position rate of Py. These results were interpreted by assuming the following processes; Py* 1 + DMA ► Py-_ 
+ DMA-+, Py-“ + DET — Py + DET~, Py* 1 + DET — Py-+ + DET--, Py-+ + DMA — Py + DMA-+. Analo­
gous photoreactions in which both donor and acceptor seem to participate were discussed in comparison to 
the present findings.

In the course of studying fluorescence quenching of an- 
thryl groups by /V,/V-dimethylanilino (DMA) groups both 
bound in polymers, 1 we found that the quenching constant 
of polymer-bound DMA groups was enhanced when the main 
chain of the polymer was constructed of terephthalate units. 
This finding was interpreted by the assumption that DMA 
and a weak acceptor, terephthalate, act cooperatively as flu­
orescence quenchers. Furthermore, the exciplex emission from 
a polymer containing both anthryl and DMA groups was 
quenched by diethyl terephthalate (DET) whereas the fluo­
rescence of anthryl group itself was not influenced much by 
the addition of DET. These results indicate the following 
processes:

D + A D +  A reactions or deactivation

Consequently, the dissociation of exciplex to D + A* dimin­
ishes in the presence of the extra decay path of A*D reacting 
with A'. The fact that the reaction of DET with the DMA- 
anthracene exciplex is more efficient that that with the singlet 
excited state of anthracene is well understandable. The elec­
tron-donating power of the singlet excited state of the anthryl

group is enhanced by exciplex formation with DMA, an elec­
tron donor, so that DET acts as an electron acceptor to the 
exciplex.

Although comparable data are not abundant, the quenching 
experiment of the exciplex emission from the singlet excited 
state of phenanthrene (donoD-diethyl fumarate (acceptor) 
pair by various donors shows that the quenching constant 
increases with decreasing ionization potential of the donors.2 

This is a manifestation that the acceptor strength of the ex­
ciplex is higher than that of the singlet excited state of phen­
anthrene itself.

To confirm the above processes, we chose the well-known 
pyrene-DMA system and the effects of DET were investigated 
from the viewpoint of both fluorescence measurements and 
photoreactions.

Experimental Section
M a ter ia ls . Pyrene (Tokyo Kasei Co., Guaranteed Reagent) 

was recrystallized from ethanol. N ,N -  Dimethylaniline (Tokyo 
Kasei Co., Extra Pure Grade) was refluxed over potassium 
hydroxide under reduced pressure of nitrogen and then dis­
tilled. Diethyl terephthalate (Yoneyama Chemical Industry, 
Ltd. Extra Pure Grade) was recrystallized from toluene. All 
solvents for measurements were dried over appropriate drying

The Journal o f Physical Chemistry, Vot. 80, No. 15, 1976



1728 Shigeo Tazuke and Kaname Sato

TABLE I: Quenching Constants of DMA, DET, and Their 
Mixture“

Solvent
If DET “  q »
M -1

i f  DMA ** q 5
M "1

I f  mix b q ì
M -1 a c

KqmiV(KnDMA 
a K qDE T)

Toluene 20 2 2 0 0 2580 0.85 1.16
Tetrahydro­

furan
257 2920 3970 1.02 1.24

Acetonitrile 2900 4490 8010 1.00 1.09
Dimethyl

sulfoxide
710 990 1670 0.92 1.02

“ Measurements at 25 °C under a nitrogen atmosphere: [py­
rene] = 5 x 10- 5  M, [quencher] < 3 X 10- 3  M. b Measurements 
with fixed [DET]/[DMA] ratio. c See eq 2.

agents (LiAlH4 for THF, P2O5 for acetonitrile, CaH2 for tol­
uene and Me2SO) and distilled before use.

F l u o r e s c e n c e  Q u e n c h in g  E x p e r im e n t s . Fluorescence 
spectra were measured under a nitrogen atmosphere at 25 ±  
1 °C by a Hitachi MPF-4 fluorescence spectrophotometer. 
The concentration of pyrene was kept at 5 X 10“ 5 M.

P h o to d e c o m p o s i t i o n  R a t e  o f  P y r e n e . The photoreaction 
was carried out in a spectrometer cell (optical path 1  cm) by 
irradiating in a JASCO spectroirradiator at the wavelength 
of maximum absorption of pyrene around 335 nm. The pyrene 
solution in the reaction vessel was thoroughly deaerated by 
bubbling a stream of nitrogen before irradiation. The photo­
decomposition of pyrene was followed spectroscopically with 
appropriate intervals of irradiation.

Results and Discussion
C o m p a r is o n  o f  F lu o r e s c e n c e  Q u e n c h in g  in  B in a r y  a n d  

T e r n a r y  S y s te m s . Quenching constants of DMA, DET, and 
the mixture of DMA and DET for the fluorescence of pyrene 
are tabulated in Table I. Quenching constants of the mixed 
quencher system were determined by plotting F o/ F  against 
[DMA] according to

F 0/F =  1 + jKqmix[DMA] (2)

the ratio, [DET]/[DMA], being kept constant at a . If the ad­
ditivity of K qDMA and AqDET holds, K'qmlx should be given by

Kqmix = K qDMA +  a K qDET where a = [DET]/[DMA] (3)

The ratio of the observed value of K qmlx to ( K qDMA + aKqDET) 
is consequently a measure of the cooperative effects of DMA 
and DET in fluorescence quenching.

In toluene and THF, the intensity of exciplex emission from 
the pyrene-DMA pair increases with [DMA] as shown in 
Figures 1 and 2. The exciplex intensity apparently decreases 
with increasing [DET] indicating that DET interacts with the 
pyrene-DMA exciplex as well as the singlet excited state of 
pyrene. The cooperative quenching effect of DMA and DET 
is stronger in nonpolar solvents than in higher polar solvents 
in which complete ionic dissociation of the exciplex to Py--  
and DMA-+ was reported.3e’f

The primary photophysical processes of pyrene-dialk- 
ylaniline pairs have been well established.3 In less polar sol­
vents such as n-hexane (e 1.89), toluene (e 2.38), and probably 
THF (e 7.58), dissociation of the exciplex to ion radicals is 
scarcely detectable. In polar solvents such as acetonitrile (c 
37.5), DMF (e 36.7), and Me2S0  (e 46.7), the exciplex emission 
is no longer observable and ion formation either via direct 
electron transfer from DMA to Py* 1 or via ionic dissociation

CQJX103 M

Figure 1. Flourescence quenching of pyrene by DMA, DET, and their 
mixture in toluene: (O, • )  Q = DMA; (©) Q = DET; (A, ▲) Q = DMA 
+  DET (a  = 0.85). Fe and Fm are peak intensities of exciplex and mo­
nomer emission, respectively.

Figure 2. Fluorescence quenching of pyrene by DMA, DET, and their 
mixture in THF. The symbols are same as those shown in Figure 1.

of the exciplex comes to be an important process. The nature 
of the exciplex is affected by solvent polarity. With increasing 
solvation of the exciplex, polarization is enhanced, and the 
emission probability of the exciplex decreases. The lifetime 
of the exciplex therefore decreases with increasing solvent 
polarity. The value of Arqmix/(7fqDMA + aKqDET) is higher for 
nonpolar solvents than those for polar solvents indicating 
unequivocally that the reverse process of exciplex formation 
leading to recovery of Py* 1 is suppresses by the reduction of 
the stationary concentration of exciplex in the presence of 
DET. In acetonitrile and Me2SO, the exciplex, if produced at 
all, should be of extremely polar nature, and strongly solvated. 
Process 4 will not be important relative to ionic dissociation 
and nonradiative deactivation of the exciplex. The partici­
pation of a direct electron transfer path further reduces the
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Figure 3. Change in absorption spectrum due to photodecomposition 
of pyrene in the presence of DMA and/or DET in acetonitrile: (A) [py­
rene] = 5 X 10-5 M, [DET] = 7 X 1CT3 M; (B) [pyrene] = 5 X 10"5 
M, [DMA] = 4 X 1CT4 M; (C) [pyrene] = 5 X 10-5 M, [DET] = 7 X 
10-3 M, [DMA] =4X10  3 M, The values on the chart represent the 
amounts of energy input In the unit of 10® erg/cm2.

importance of process 4. The diminution of the cooperative 
effect of DMA and DET in acetonitrile and Me2SO is a rea­
sonable consequence and additivity should be approached.

DA* — D + A* 1 (4)

The rate constant ( k q) for the reaction between the exciplex 
and DET was determined for the anthryl group-DMA pair 
bound in a polyester using the relation, K q = rfk q, where K q 
is the Stern-Volmer quenching constant and T{ is the lifetime 
of the exciplex in the absence of DET.4 The value of kq in­
creases with increasing the polarity of solvent ( k q = 1.1 X 109, 
1.7 X 109, and 2.3 X 109 M_ 1 s_ 1 in toluene, THF, and methyl 
isobutyl ketone, respectively). The change in k q suggests that 
the reactivity of the exciplex is affected by solvent polarity. 
The higher /fqmix/(AqDMA + aJCqDET) value in THF than that 
in toluene will then be a reflection of the difference in k q since 
the lifetime of exciplex is not much affected by solvent polarity 
when« < 1 0 .3c,d

In a recent study on exciplex and triplex formation in the
9,10-dichloroanthracene-2,5-dimethyl-2,4-hexadiene system, 
the exciplex emission was observed in benzene solution but 
not in acetonitrile solution whereas the triplex emission was 
detected only in acetonitrile solution.5 These findings might 
indicate that the reactivities of an exciplex toward a third 
component would be enhanced in polar solvents. In the 
present system, the emission from the hetero-triplex was not 
detected in the concentration region, [DMA], [DET] 5 3 X 
10- 3 M.

R a te  o f  P h o t o d e c o m p o s i t i o n  o f  P y r e n e  in  t h e  P r e s e n c e  o f  
D M A  an d / or D E T . Photoreactions of aromatic hydrocarbons 
with amines are known to result in reduction and reductive 
animation of aromatic nuclei.6 Decomposition of pyrene nuclei 
can be easily detected by the decrease in absorbance of the 
first transition band of pyrene. If the interaction of DET with 
the pyrene-DMA exciplex leads to chemical reactions, coop­
erative effects of the donor and acceptor may be observed for 
the photoreactions of pyrene. Under the present conditions 
of photoirradiation at 335 nm, the energy absorbing species 
is almost exclusively pyrene. However, a small fraction of 
photoenergy may be absorbed by DMA. The charge transfer 
complex formed between DMA and DET is not detectable in

Energy of irradiation(erg/cm 2) X 1Cf®

Figure 4. Rates of photodecomposition of pyrene in the presence of 
DMA and/or DET in acetonitrile; [pyrene] = 5 X 10-5 M: (• )  pyrene 
alone; (O) [DET] = 7 X 10~3 M, (▼) [DMA] = 4 X 1<T3 M; (A) [DET] 
= 7 X 10-73 M, [DMA] = 4 X 10~3 M.

the present concentration region.7 Examples of spectral 
changes during photoirradiation are shown in Figure 3. In the 
presence of DMA, the photoreaction products have absorption 
at the wavelength used to determine the concentration of 
pyrene. In addition, there is no clear isosbestic point in Figure 
3, indicating that the photoreaction is not a single process and 
secondary decomposition products may be involved. We fo­
cussed on the decomposition rate of pyrene and product 
characterization was not attempted in this article.

The initial slopes of the plots (Figure 4) will provide relative 
rates of photodecomposition of pyrene in the presence of DMA 
and/or DET, or in the absence of any additives. The rates are 
tabulated in Table II. It is interesting to note that the sum of 
rate increments brought about by independent addition of 
DMA and DET nearly agrees with the rate increment ob­
tained in the presence of both DMA and DET in toluene. On 
the other hand, photodecomposition of pyrene in acetonitrile 
is almost inhibited in the presence of both DMA and DET. 
Although the reaction products from DMA and DET enhance 
the gross absorbance at 335 nm under prolonged irradiation, 
the difference in absorbance at 335 nm (the absorption max­
imum of pyrene) and 326 nm (the absorption minimum of 
pyrene) is kept nearly constant during photoirradiation 
(Figure 3C). In THF, photodecomposition of pyrene is sup­
pressed but not inhibited in the presence of both DMA and 
DET.

The results in acetonitrile are directly comparable with 
Weller’s results on mixed fluorescence quencher experiments 
using pyrene as fluorescer, and DMA (D) and p-dicyano- 
benzene (A) as quencher.8 Their results of nanosecond flash 
photolysis indicate the following reactions occur:

Py* 1 + D -*■ Py-“ + D-+ (5)

Py-“ + A -*  Py + A-“ (6 )

Py* 1 + A —*■ Py-+ + A-“ (7)

Py-+ + D — Py + D-+ (8 )

From the present results, it was confirmed that the reaction
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TABLE II: Relative Photodecomposition Rates o f Pyrene in the Presence o f DMA, DET, and Their Mixture

Solvent None
■[DET] =

7 k  IO“ 3 M
[DMA] = 

4 X 10~ 3 M
[DET] = 7 X IO" 3 M 
[DMA] = 4 X IO“ 3 M

Rate increments brought about by 
additives

DET DMA DET + DMA

Toluene 4.0 4.6 22 23 0.6 18 19
Tetrahydrofuran 17 45 92 30 28 75 13
Acetonitrile 4.5 1 1 0 0 57 1195 52 -4.5

between Py-+ and D, and that between Py-'~ and A proceed while
via an electron transfer process bringing about the recovery A
of pyrene molecules. In less polar solvents such as THF, in­
teraction of DET with the pyrene-DMA exciplex is also likely 
to deactivate the exciplex to the pyrene molecule rather than 
to lead to pyrene decomposition. The trend of photoreaction 
of pyrene in Me2SO is much the same as that in acetonitrile. 
In conclusion, the presence of both DMA and DET inhibits 
photodecomposition of pyrene to different degrees depending 
on solvent polarity.

These cooperative actions of donor and acceptor have not 
been much discussed in the field of practical photochemistry. 
Recently, a clear example of the D-A'-A" system was dem­
onstrated.9 The initial process of photopolymerization of 
IV-vinylcarbazole (D) sensitized by silver perchlorate (A") was 
expressed by

A* + D ->• (AD)* (A2D)* A-A + D (1 2 )

was postulated to explain the promoting effects of tr a n s ,  
£rans-hexa-2 ,4-diene, which is a quencher for the anthracene 
singlet excited state, on photodimerization of anthracene. 10 

The m e c h a n is m  w as substantiated by th e  s p e c t r o s c o p i c  e v i ­
d e n c e  for Aif) in an analogous system.5

The present concept on the cooperation of donor and ac­
ceptor will be widely applicable to many photochemical re­
actions involving partial or complete charge transfer processes 
although the number of relevant experiments is still limit­
ed.'!,

References and Notes

D*1 + S —■ (D-+ + S ” ) D-+ + S + Ag° + C104-  0 )

where S denotes a solvent molecule (A'). When S is a definite 
a c c e p t o r  such as n it r o b e n z e n e  fo r m in g  a c h a rg e  tr a n s fe r  
complex in the ground state, participation of the following 
process was confirmed:

D + N B^D -N B - % ■  D-+ + N B -
CT band

AfO04 D-+ + CIO4-  + NB + Ag° (10)

These processes are schematically expressed by

D* 1 +  k '  —>■ D*A'
D + A' - » DA' — (DA')*

— D-+ + A-'~ A -  D-+ + A' + A-"“ (11)

(1) S. Tazuke, K. Sato, and F. Banba, Chem. Lett., 1321 (1975).
(2) D. Creed and R. A. Caldwell, J. Am. Chem. Soc., 96, 7369 (1974).
(3) (a) N. Malaga and T. Kubota, “ Molecular Interactions and Electronic 

Spectroscopy", Marcel Dekker, New York, N.Y., 1970, p 436; (b) J. K. Birks, 
“ Photophysics of Aromatic Molecules", Wiley-lnterscience, New York, 
N.Y., 1970, Chapter 9; (c)N. Malaga, T. Okada, and N. Yamamoto, Chem. 
Phys. Lett., 1,119 (1967); (d) N. Mataga, T. Okada, and N. Yamamoto, Bull. 
Chem. Soc. Jpn., 39, 2562 (1966); (e) Y. Tanlguchl, Y. Nishlna, and N. 
Mataga, ibid., 45, 764 (1972); (f) Y. Taniguchi and N. Mataga, Chem. Phys. 
Lett., 13,596 (1972); (g) H. Beens, H. Knlbbe, and A. Weller, J. Chem. Phys., 
47, 1183 (1967); (h) H. Knlbbe, D. Rehm, and A. Weiler, Z. Phys. Chem., 
(Frankfurt am Main), 56, 95 ( 1967).

(4) S. Tazuke, K. Sato, and F. Banba, presented to the 24th Polymer Symposia, 
Society of Polymer Science, Japan, Nov 1975, Preprint 1-17,

(5) J, Saltiel, D. E. Townsend, B. D. Watson, and P. Shannon, J. Am. Chem 
Soc., 97, 5688 (1975).

(6 ) See following review articles and references therein: (a) R. S. Davidson, 
“Molecular Association ’, Vol. I, R. Foster, Ed., Academic Press, New York, 
N.Y., 1975, p 268; (b) A. Lablache-Combier, Bull. Chim. Soc. Fr., 4791
(1972) .

(7) DET dissolved in neat DMA shows broad CT absorption.
(8) H. Schomburg, H. Staerk, and A. Weller, Chem. Phys. Lett., 22, 1

(1973) .
(9) Y. Takeda, M. Asai, and S. Tazuke, Polym. J., 7, 366 (1975).

(10) J. Saltiel and D. E. Tawnsend, J. Am. Chem. Soc., 95, 6140 (1973).

The Journal o f Physical Chemistry, VoL 80, No. 15, 1976



Ir Study of CO Adsorption on Silica Supported Ru

A n  Infrared Study of th e A dsorption  of C arb on  M on oxid e  on the  

R e d u c e d  and O xid ized  F orm s of S ilica  S u pp orted  R uthenium

Mary F. Brown and Richard D. Gonzalez*

Department of Chemistry, University of Rhode Island, Kingston, Rhode Island 02881 (Received January 29, 1976)

1731

f*The infrared spectra of CO adsorbed on the reduced and oxidized forms of a 6 % Ru-silica sample have been 
^ recorded. (An oxidized Ru sample was formed by exposing a reduced sample to 50 Torr of 0 2 at 325 °C.) 

Three bands were observed in the infrared spectra when CO was adsorbed on both the reduced and oxidized 
forms of supported Ru; however, the relative intensities of these three bands were found to vary with pre­
treatment. For CO adsorbed on a reduced 6 % Ru-silica sample A strong band at 2030 cm- 1  and two weak 
bands at 2150 and 2080 cm' 1 were observed, whereas for CO adsorbed on an oxidized 6 % Ru-silica sample 
a strong band at 2080 cm' 1 and bands of medium intensity at 2135 and 2030 cm' 1 -were observed. The band 
at 2030 cm“ 1 has been assigned to the CO stretching vibration of CO linearly adsorbed on the Ru surface, 
Ru-CO. The high frequencybands at 2135 and 2080 cm' 1 have been assigned to the CO stretching vibration 
of CO adsorbed on a surface oxide and CO adsorbed on a Ru atom perturbed by a nearby oxygen atom, re­
spectively. f

Introduction .. ,
%

The catalytic properties of supported Ru have been found 
to be unique among the noble metals. It has been observed 
that Ru is an excellent catalyst for the selective reduction of 
NO to N21' 4 and for the formation of hydrocarbons from 
CO/H2 mixtures.5 Recently, Taylor et al.6 have observed an 
enhancement in the catalytic activity of supported Ru when 
an oxidized form of Ru was used. (This oxidized form of Ru 
was made by exposing a reduced sample to 0 2 at elevated 
temperatures.) These authors found that Ru exhibited this 
“dual state” behavior to a greater extent than other noble 
metals, e.g., Pt or Pd; however, they were unable to explain 
this unusual behavior. In order to gain greater insight into the 
unique catalytic properties of Ru, we have made an infrared 
study of the adsorption of CO on both the reduced and oxi­
dized forms of Ru.

There have been relatively few infrared studies of CO ad­
sorbed on supported Ru, and these contain conflicting data 
and assignments. In early work, Lynds7 observed bands at 
2143 and 2083 cm' 1 when CO was adsorbed on a 1.5% Ru- 
silica sample, whereas Guerra and Schulman8 reported a 
complex spectrum of broad bands between 2050 and 1700 
cm“1. More recently, Kobayashi and Shirasaki9 reported two 
bands in the 2100- and 1900-cm“ 1 region for CO adsorbed on 
a Ru-silica sample suspended in Nujol oil. They suggest these 
bands are due to multiple CO adsorption on a single Ru sur­
face site, RU(CO)„. Dalla Betta10 has observed bands at 2142, 
2080, and 2039 cm“ 1 for CO adsorbed on a highly dispersed 
5% Ru-alumina sample, i.e., particle size of 25 A; however, for 
a sample with particle size greater than 90 A, he observed only 
one band at 2028 cm '1. Unland11 reported two weak bands 
at 2070 and 2009 cm“ 1 in the infrared spectrum obtained after 
CO was contacted with a Ru-alumina sample at 400 °C and 
cooled to room temperature.

To clarify these conflicting data, we have recorded the in­
frared spectrum of CO adsorbed on a reduced Ru surface. 
These results were used to interpret the spectrum obtained 
when CO was adsorbed on the oxidized form of Ru.

Experimental Section
The 6 % Ru-silica sample used in this study was prepared

by impregnating Cab-o-sil, grade M-5, obtained from the 
Cabot Corp., Boston, Mass., with an aqueous solution of 
RuCl.3-3 H.2O, obtained from Engelhardt Industries. The slurry 
was air dried at room temperature for 1  week and stirred 
regularly during the drying process to retain uniformity. The 
dried catalyst was ground to a fine powder, less than 45 n, and 
pressed into self-supporting disks, 2.5 cm in diameter and less 
than 0.05 cm thick. The disk was placed in a stainless steel 
pellet holder and suspended by a stainless steel wire in the 
infrared cell, shown in Figure 1. The design of the infrared cell 
is similar to that of Groenewegen and Sachtler;12 however, 
minor modifications have been made. The entire cell was 
made of Pyrex with NaCl windows which were secured in place 
with Glyptal cement. The sample pellet could be positioned 
within the cell by rotating the crank, as shown in Figure 1 ; it 
was pretreated in the upper furnace section of the cell and 
lowered into the window section in order to record the infrared 
spectrum. In addition to recording the spectrum of the species 
chemisorbed on the surface of the sample, the pellet could be 
raised out of the infrared beam and a complete gas phase 
spectrum recorded.

The furnace section of the cell consisted of nicrome wire 
wound around the exterior of the cell and covered with as­
bestos. A thermocouple was placed next to the glass in order 
to monitor the temperature during reduction and evacuation. 
An initial temperature calibration was made by suspending 
a second thermocouple inside the furnace section of the cell 
(inserted through the joint normally housing the crank) and 
recording both the external and internal temperatures during 
a typical reduction sequence. This information was used to 
calculate a correction factor for the external temperature, 
which was monitored during pretreatment.

The pretreatment procedure for the reduced form of the 
catalyst was as follows: evacuated for 1 h at 325 °C, reduced 
in flowing H2 (150 ml/min) for 6 h at 325 °C, and evacuated 
for 2 h at 325 °C. Reduction temperatures in excess of 350 °C 
resulted in sintering of the sample. The oxidized form of the 
catalyst was made by exposing a pellet, reduced in the manner 
described above, to 50 Torr of 0 2 for 15 s. A higher O2 pressure 
or longer exposure time resulted in severe scattering and a loss 
in transmission of the infrared radiation. The reduced form
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Figure 1. Infrared cell.

of the sample can be regenerated from the oxidized form by 
a standard 6 -h reduction at 325 °C. The average crystallite size 
of the supported Ru samples pretreated at 325 °C was esti­
mated as 60 A. This particle size was determined from the 
(101) line of Ru using the Sherrer equation for x-ray line 
broadening.

The gases used in this study were subjected to the following 
purifications: Commercial H2, used in the reduction of the 
sample, was purified by passing it through a Deoxo unit to 
convert 0 2 impurities to H20, which was removed by a mo­
lecular sieve and a liquid N2 trap. CP Grade 0 2 was further 
purified by passing it through a dry ice/acetone trap. CO, 
Matheson Research Grade, was purified before use by passing 
it through a liquid N2 trap. All gases were periodically checked 
for purity with a Du Pont Model 104 mass spectrometer.

The apparatus used in the adsorption experiments con­
sisted of a 1-1 flask with a teflon stopcock, containing 10 Torr 
of CO, attached to the infrared cell via a connector tube. Prior 
to CO adsorption, the connector tube was evacuated. Small 
increments of CO were deposited on the Ru surface by slowly 
opening the teflon stopcock and allowing the gas to diffuse 
from the flask, through the tube, and into the cell. The ad­
sorption experiments were done in situ in the infrared spec­
trometer so that the extent of surface coverage could be fol­
lowed by observing an increase in the band intensity at the 
appropriate infrared frequency.

All spectra were recorded at room temperature on a Per- 
kin-Elmer Model 521 infrared spectrometer using the double 
beam method. In the double beam mode of operation, 6% 
Ru-silica pellets were placed in both the sample and reference 
beams of the infrared spectrometer. The absorption bands due 
to the silica support in the sample beam were cancelled by the 
same absorption in the reference beam. In this way a relatively 
flat baseline was obtained from 4000 to 1300 cm-1. Below 1300 
cm- 1  the silica support completely absorbs the infrared ra­
diation.

Results and Discussion
The infrared spectra of CO chemisorbed on a reduced 6% 

Ru-silica sample as a function of surface coverage are shown 
in Figure 2. The main feature in the spectrum is the strong

1 0 %  I

2000 1700
FREQUENCY,  CM-1

Figure 2. Infrared spectra of CO adsorbed on a reduced 6% Ru-silica 
sample at 25 °C: (a) background; (b) first exposure to CO; (c) second 
exposure to CO; (d) third exposure to CO; (e) full CO surface coverage.

asymmetric band that first appears at 2 0 1 0  cm- 1  and shifts 
to 2030 cm- 1  with coverage. This frequency shift is typical of 
CO adsorption on transition metal surfaces, and it has been 
interpreted in terms of surface heterogenity or adsorbate in­
teractions.13 We assign this band observed at 2030 cm- 1  to the 
CO stretching vibration of a CO molecule linearly adsorbed 
on a Ru surface site, Ru-CO.

Two weak high frequency CO bands at 2150 and 2080 cm- 1  

are also observed as the surface coverage increases (Figure 
2d,e). The band at 2080 cm- 1  appears as a shoulder on the 
band at 2030 cm-1. To ascertain if the formation of these high 
frequency bands is due to exposure time rather than surface 
coverage, a series of spectra were recorded in which the sample 
was exposed to each CO increment for over 1 h. The high 
frequency bands did not appear until a high surface coverage 
was attained. It has been suggested that high frequency CO 
bands are due to multiple CO adsorption on a single Ru sur­
face site, Ru(CO) „ . 9' 10 If this were the case, as multiple ad­
sorption occurred a decrease in the intensity of the Ru-CO 
band at 2030 cm- 1  would be expected. We observe no change 
in the intensity or the band shape of the band at 2030 cm- 1  

as the high frequency CO bands appear; therefore, the bands 
at 2150 and 2080 cm- 1  cannot be assigned to the CO stretching 
vibration due to multiple CO adsorption.

The infrared spectra of increasing amounts of CO chemi­
sorbed on an oxidized 6 % Ru-silica surface (formed by ex­
posing a reduced sample to 50 Torr of 0 2 at 325 °C) are shown 
in Figure 3. With the initial CO exposure, three bands at 2135, 
2080, and 2030 cm- 1  are observed. With increasing CO surface 
coverage, all three bands grow in intensity and no frequency 
shifts are observed. The relative intensities of the bands ob­
served on this oxidized sample are different than those ob-
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Figure 3. Infrared spectra of CO adsorbed on an oxidized 6% Ru-silica 
sample at 25 °C: (a) background; (b) first exposure to CO; (c) second 
exposure to CO; (d) third exposure to CO; (e) full CO surface coverage.

served when CO is adsorbed on a reduced sample. The band 
at 2080 cm- 1  is now the dominant feature in the spectrum with 
the band at 2030 cm- 1  appearing as a shoulder on this band. 
A band of medium intensity at 2135 cm- 1  is also observed.

In addition to recording the infrared spectra of CO adsorbed 
on the reduced and oxidized forms of supported Ru, we also 
made a mass spectral analysis of the gas phase species present 
after excess CO (g) was added to the cell. For a reduced sample 
we detect only CO (g); however, for an oxidized sample both 
CO (g) and CO2 (g) are observed. The only source of oxygen 
for the conversion of CO to CO2 is the oxidized Ru-silica 
surface. This indicates that in the high temperature oxidation 
of a Ru sample, surface oxides are formed. The enhancement 
of the high frequency CO bands when CO is adsorbed on an 
oxidized Ru surface suggests that the appearance of high 
frequency CO bands is related to the presence of surface or 
subsurface oxygen atoms.

In order to gain greater insight into the oxygen dependence 
of the CO bands, we recorded the spectrum obtained when O2 

was added to a reduced sample with full CO surface coverage. 
These spectra are illustrated in Figure 4. After the addition 
of 0 2, there is a sharp decrease in the intensity of the band at 
2030 cm-1, whereas the intensity of the band at 2080 cm- 1  

increases. The band appearing at 2150 cm- 1  on a reduced 
surface broadens and shifts downward 12 cm- 1  to 2138 cm- 1  

after 0 2 is added (Figure 4b,c). A mass spectral analysis of the 
gas phase products show that C02 (g) is formed; thus, some 
adsorbed CO molecules are oxidized to C02 at room temper­
ature. When excess CO (g) is added to the cell (after evacua­
tion of the gas phase species), we observe a sharp increase in 
the intensities of all three CO bands (Figure 4d). The relative 
intensities of the CO bands in this spectrum are similar to 
those observed when CO is adsorbed on a supported Ru 
sample subjected to a high temperature 0 2 exposure (Figure 
3e); therefore, we conclude that the two high frequency CO

1733

Figure 4. Infrared spectra illustrating the effect of the addition of 0 2 to 
a reduced 6% Ru-silica sample with full CO surface coverage: (a) 
background; (b) full CO surface coverage and evacuated 5 min.; (c) 5 
Torr of 02 added at 25 °C and evacuated 5 min; (d) 5 Torr of CO added 
at 25 °C.

bands are due to the adsorption of CO on Ru sites perturbed 
by oxygen atoms.

Although we cannot determine the exact nature of these 
oxygen species (interactions between the Ru atoms and the 
silica support are a possibility), the appearance of the high 
frequency CO bands at 2150 and 2080 cm- 1  on a reduced 
sample indicates that traces of oxygen are strongly bound to 
the Ru surface. We find that longer reduction periods and 
repeated reductions of the same sample do not remove these 
oxygen species; a higher reduction temperature cannot be used 
because sintering of the sample pellet occurs at temperatures 
over 350 °C.

Although both high frequency CO bands are oxygen de­
pendent, desorption experiments confirm that they are not 
related to each other. When a reduced sample with full CO 
surface coverage is evacuated at room temperature, the in­
tensity of the band at 2150 cm- 1  decreases, whereas the in­
tensities of the bands at 2080 and 2030 cm- 1  remain the same. 
These spectra are shown in Figure 5a-c. Similar desorption 
behavior is observed for the band appearing at 2135 cm- 1  on 
an oxidized Ru sample; after a 15-min evacuation only the 
intensity of the band at 2135 cm" 1 decreases, as shown in 
Figure 5d-f. The sensitivity of the band at 2150 cm- 1  (ob­
served at 2135 cm- 1  on an oxidized surface) to evacuation 
indicates that this species is weakly adsorbed on the surface. 
Several authors have reported bands in the region between 
2200 and 2100 cm- 1  when CO is adsorbed on various transition 
metal oxides and they have also observed that these species 
are weakly adsorbed. 14 Therefore, we assign the band ap­
pearing at 2150 cm- 1  to the CO stretching vibration of a CO 
molecule adsorbed on a Ru oxide surface site. The bonding 
in this case is a bond formation between the lone pair of 
electrons on CO and the surface oxide. The frequency shift 
observed when 0 2 is added before or after CO adsorption is
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Figure 5. Infrared spectra illustrating the effect of evacuation on the 
CO bands: (a) background; (b) full CO surface coverage on a reduced 
6% Ru-lica surface; (c) evacuated 15 min at 25 °C; (d) background; 
(e) full CO surface coverage on an oxidized 6% Ru-silica surface; (f) 
evacuated 15 min at 25 °C.

probably an electronic effect due to the presence of excess 
surface oxygen. A similar effect was reported by Kikuchi et 
al.15 in their infrared study of the effect of preadsorbed oxygen 
on the CO adsorption on supported Pt.

The hand appearing at 2080 cm- 1  is also oxygen dependent; 
however, this species is stable to room temperature evacua­
tion. Furthermore, we observe that this species is stable to 
evacuation up to a temperature of 150 °C. This stronger ad­
sorption suggests bonding to a surface Ru atom, wherein the 
iy bond can be stabilized through back-bonding of the filled 
metal d orbitals with the it* antibonding orbitals of CO. 
Therefore, we assign the band at 2080 cm- 1  to the CO 
stretching vibration of a CO molecule chemisorbed on a Ru 
atom that is perturbed by a nearby oxygen atom. Oxygen 
atoms would tend to decrease the d electron density of the Ru 
atom making them less available for back donation into the 
-ir* antibonding orbitals of CO. The net result is a decrease in 
the Ru-C bond strength with a resultant increase in the C -0  
bond strength. This is shown by the higher CO stretching 
frequency observed for this species compared to that observed 
for the linear unperturbed CO adsorption at 2030 cm-1.

The presence of two strongly bound oxygen species on a Ru 
surface has been confirmed by the work of Kim and Winog- 
rad. 16 In their x-ray photoelectric spectroscopic study of a Ru 
surface these authors observe two distinct oxygen peaks, which 
were not removed by a 6 -min Ar+ ion bombardment of the Ru 
surface.

Previous investigators have reported conflicting data on the 
adsorption of CO on supported Ru; thus, we should attempt 
to correlate our results with these earlier studies. Guerra and 
Schulman8 report a complex spectrum of broad bands be­
tween 2050 and 1700 cm-1; these authors found that the in­
tensities and frequencies of these CO bands changed with time 
and CO pressure. We are unable to identify any discrete CO 
adsorption bands in their work. In an infrared study of CO 
adsorption on a 1.5% Ru-silica sample; Lynds7 observed two 
bands at 2143 and 2083 cm-1. He found that the frequencies 
of these bands were independent of surface coverage. We

observe strong bands at 2135 and 2080 cm- 1  when CO is ad­
sorbed on a 6% Ru-silica sample subjected to a high temper­
ature oxygen treatment; furthermore, we find that the 
frequencies of these bands do not change with surface cover­
age. (We do observe a frequency shift from 2 0 1 0  to 2030 cm- 1  

when increasing amounts o f  C O  a r e  a d s o r b e d  on  a red u ced  6 %  
Ru-silica sample.) Thus, it appears that Lynd’s sample was 
oxidized prior to CO adsorption. Kobayashi and Shirasaki9 

reported two bands in the 2100- to 1900-cm-1 region in the 
infrared spectrum of CO adsorbed on a silica supported Ru 
sample suspended in Nujol oil. These authors fail to report 
the frequencies of these CO adsorption bands; however, from 
inspection of the published spectrum, the band positions were 
estimated to be 2040 and 1990 cm-1. The pretreatment pro­
cedures used by these authors are unclear; furthermore, the 
spectrum was recorded using a Nujol oil smear. These varia­
tions in experimental techniques may account for the lower 
frequencies observed for their CO adsorption bands. Unland11 

observed very weak bands at 2 0 7 0  an d  2007  cm- 1  in the in­
frared spectrum obtained after a 5% Ru-alumina sample was 
contacted with CO at 400 °C and cooled to room temperature. 
We find that the Ru-silica samples sinter when heated to 
temperatures greater than 350 °C. The weak CO adsorption 
bands observed by Unland may have resulted from sintering 
of his Ru-alumina sample.

More recently, Dalla Betta10 has suggested that the ap­
pearance of several CO adsorption bands is related to particle 
size. This author reported three CO bands when CO was ad­
sorbed on finely dispersed Ru-alumina samples with particle 
size less than 60 A; however, for CO adsorption on a sample 
with particle size greater than 90 A, only one band was seen. 
We observe a drastic change in the relative intensities of the 
three CO bands when CO is adsorbed on the reduced and ox­
idized forms of Ru. Furthermore, we find that conversion of 
the oxidized form into the reduced form is reversible, i.e., the 
reduced form can be regenerated from the oxidized form by 
a standard 6 -h reduction. If the appearance of high frequency 
CO bands were dispersion dependent, our results demonstrate 
that a reversible reconstruction of the surface must occur after 
a high temperature oxidation. A similar reversible recon­
struction of the surface must occur when C'2 is added to a re­
duced sample with CO adsorbed on the surface. This seems 
unlikely. We suggest that Dalla Betta has observed three CO 
bands on a highly dispersed sample because of incomplete 
reduction. It has been observed that highly dispersed sup­
ported metals are harder to reduce than samples with larger 
particle size. 17 ’18

Our infrared results show that CO is adsorbed differently 
on the reduced and oxidized forms of Ru. When CO is ad­
sorbed on a Ru sample subjected to a 6 -h reduction at 325 °C, 
we observe a strong band at 2030 cm- 1  and two weak bands 
at 2150 and 2080 cm-1. However, when CO is adsorbed on an 
oxidized form of Ru, the intensities of the high frequency 
bands observed at 2135 and 2080 cm- 1  are sharply increased, 
whereas the intensity of the band at 2030 cm- 1  decreases. The 
spectral differences observed for CO adsorption on the re­
duced and oxidized forms of Ru may account for the different 
reactivities that have been reported for the two forms of the 
Ru catalyst.
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COMMUNICATIONS TO THE EDITOR

Effect of Doping on the Sublimation of Ammonium 
Perchlorate
Publication costs assisted by the Indian Institute of Science

S ir : The sublimation of solids under nonequilibrium condi­
tions has been classified in two categories, 1 i.e., (1 ) congruent 
and (2) noncongruent. The main difference between the above 
two classes is the fact that in congruent sublimation, the 
vaporizing substance retains nearly a constant composition 
during sublimation. Solids such as NH4CIO4, NH4CI, CdS, 
etc., fall in this category. Our interest in the present investi­
gation is in this class of solids and particularly in ammonium 
perchlorate (AP). Interest in AP also arises because in this 
solid, decomposition, sublimation, or both can occur de­
pending on experimental conditions. It is widely used as an 
oxidizer in solid-composite propellants. Powdered AP rather 
than single crystal was chosen because it is in the powdered 
form that AP is used as an oxidizer in the solid propellants. 
It is desirable to control the sublimation of AP in the propel­
lant system. A wealth of information is available on the de­
composition mechanism of AP but very little is known about 
the sublimation process in detail particularly from the 
mechanistic point of view. The following important infor­
mation regarding sublimation of AP is available in the liter­
ature: (1 ) Inami et al.2 have experimentally determined the 
latent heat of sublimation and found it to be 58 ±  2 kcal mol- 1  

which agrees well with the theoretically calculated value of 
58 kcal mol-1; (2) the activation energy (E )  for sublimation 
has been the subject of study by several workers. 3-5 Pai Ver- 
neker et al. 3 also deduced E  theoretically and found it to be 
in good agreement with experimental value (18 ±  2  kcal 
mol-1).

Since the effect of doping on the thermal decomposition of 
AP is known,6 it is, therefore, of interest to study the effect of 
doping on the sublimation of AP. It is worthwhile to mention 
at this stage that CdS, which incidentally falls in the congruent 
category, has been studied in detail by Somorjai.7 In this case 
they have shown that, in case of Cu2+ doped crystals and the 
crystals heat treated with Cd and sulfur, the evaporation rate 
is reduced compared to the untreated pure crystal. They have 
explained this behavior on the basis of the rate-limiting step

T TO ------------ •-
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Figure 1. Sublimation endotherm of pure and Ca2+ doped (10 4 mol
%) AP.

which is the diffusion of Cd and S from the bulk to the sur­
face.7 Ca2+ doping in NaCl crystals has been shown to de­
sensitize the sublimation rate.8’9 Most of the studies con­
cerning the effect of doping on the sublimation process have 
been done with systems such as NaCl, KC1, etc., and mostly 
cation dopants have been studied so far.

Kinetics of the sublimation process could be studied either 
by a conventional microbalance or by mass spectrometry. 
Because sublimation is an endothermic process, such a study 
can also be carried out by the DTA technique. Pai Verneker 
et al. 3 have shown that above 20 Torr in air, AP decomposes 
and gives rise to two exotherms following the phase-trans­
formation endotherm at 240 °C. Below 2 0  Torr, the predom­
inant process is the sublimation which gives rise to a broad 
endotherm following the phase-transformation endotherm.

By comparing the amount sublimed at a given temperature 
(provided the particle size and heating rate are kept constant), 
it is then possible to arrive at comparative rates of sublima­
tion. Alternatively, one can compare the temperature for 50% 
sublimation.

The sublimation studies were carried out on a home-made 
DTA assembly as described elsewhere. 10 Additional ar­
rangement was provided by which the sample could be sub­
limed in vaccuo. The pressure inside the assembly was 40 ±  
5 a- The samples were run at heating rate of 11.7 °C min-1. 
The amount of sample in each run was taken to be 50 mg. 
Recrystallized AP was used for doping. AP and the dopant 
(calcium perchlorate, ammonium sulfate, and ammonium
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TABLE I: Sublimation behavior of Pure and Doped AP

Fraction sublimed

Doped AP

Temp,“ Ca2+ SO42- CP
°C Pure AP (1 0 - 2  mol %) (1 0 - 2  mol %) (1 0 ~ 2 mol %)

320 0.383 0.294 0.304 0.341
335 0.685 0.555 0.546 0.631
350 0.973 0 .8 6 8 0.875 0.957

%
sublimed iTemp (°C) for 50% sublimation

50 326 332 332 329

a This is the temperature at which the fraction sublimed (a )  
has been calculated.

chloride) were taken in an aqueous solution in definite pro­
portions and the coprecipitation was done by cooling the 
saturated solution at 70 °C to room temperature. The particle 
size of doped and undoped AP was kept constant. The exact 
amount of the dopant in the AP crystal was not analyzed and 
therefore the amount to which we are referring is in the solu­
tion. SO42- doped samples were subjected to usual conduction 
measurements and the enchancement in conduction is in­
dicative of the incorporation of SO42“ in the crystal lattice 
resulting in vacancies.11

Figure 1 represents typical sublimation endotherms of pure 
and doped ammonium perchlorate. The fractional areas at 
different temperatures and the total area of the endotherm 
were measured with a planimeter. The fraction sublimed (a) 
at different temperatures could then be calculated from the 
ratio of the respective areas. This yielded a plot of a  vs. tem­
perature which was then used to calculate (i) the fraction 
decomposed at a particular temperature and (ii) the tem­
perature for 50% sublimation. The results are given in Table 
I.

It is evident from the data in Table I that the sublimation 
rate is desensitized by Ca2+, S042-, and Cl-  doping. The be­
havior of the Ca2+ and SO42“ dopants (in the low concentra­
tion range) in the thermal decomposition of AP has been ex­
plained on the basis of an ionic diffusion mechanism. 6 In 
thermal decomposition, the Ca2+ doping desensitizes and the 
SO42- doping sensitizes the process. This shows that the 
mechanism of sublimation is different from that of the de­
composition of AP.

Considering the proton-transfer process on the surface to 
be the rate-controlling step, the sublimation mechanism can 
be explained for S042- and Cl-  doped AP in terms of a proton 
trap. 12 A similar explanation based on Herrington-Stavely’s 
(HS) molecular defects13 can also be given, according to which 
the defects which are formed via sublimation reactions will 
dominate near the surface.

Although the above explanation can very well explain the 
sublimation mechanism of SO,(2- and Cl-  doped AP, it ca n n o t  
explain the desensitization observed in case of Ca2+ doped AP 
(Table I). This shows that, although the proton-transfer ba­
sically remains the rate-controlling process, the overall 
mechanistic path through which the sublimation occurs may 
be more than one. Sublimation mechanism can also be ex­
plained in the following ways: (I) Higher bond strength of the 
dopant ion (i.e., Ca2+ and S042-) with counterion on the 
surface compared to the bond strength between NH4+ and

CIO4-  ions. (II) The presence of the dopant ion makes the 
surface nonstoichiometric14 with respect to the number of 
NH4+ and C104_ ions. When the surface becomes nonstoi­
chiometric then obviously the NH4+ or CIO4-  has to come 
from the immediate next layer for compensation and thus the 
su b lim a tio n  p r o c e s s  is slowed down. ( I l l )  T h e  strain in th e  
crystal, caused by doping, may also control the sublimation 
process. Lester and Somorjai have shown that strain in the 
crystal desensitizes the sublimation rate.9 Proof of the strain 
in AP due to doping has been shown from the broadening of 
infrared peaks. 15

Further work is in progress to throw more light on the 
mechanism of the sublima’tion process.ft
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V

Vibration to Translation Energy Transfer from Excited 
Cyclobutane Chemically Activated by Nuclear Recoil 
Reaction
Publication costs assisted by the United States Energy Research and 
Development Administration

S ir : Intermolecular energy transfer studies from thermally 
and chemically activated molecules provide information of 
fundamental and practical importance in chemical dynamics. 
Of particular interest are highly vibrationally excited species 
which transfer relatively large amounts of energy on colli­
sion. 1-6 Previous reports for conventional chemical activation 
systems have shown that the average energy transferred per 
collision is on the order of a few kilocalories per mole, while 
th e  r e la t iv e  e n e r g y  tr a n s fe r  e f f i c i e n c ie s  generally range over 
no more than an order of magnitude in going from simple 
monatomic to complex polyatomic colliders.5,7 The detailed 
mechanism for vibrational energy transfer, however, as yet 
is not understood in complex molecular systems. We have 
measured the vibration to translation energy transfer ef­
ficiencies from nuclear recoil chemically activated cyclobu- 
tane-i to the homologous series of noble gases He, Ne, Ar, Kr, 
and Xe in order to further clarify the mechanism for inter­
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molecular energy transfer from high levels of vibrational ex­
citation.

Experimental details of the general procedure employed 
have been described previously.8 The noble gases from Ma- 
theson Gas Products were used without further purification 
and showed less than 0 .1 % total impurities by mass spectra. 
Excited cyclobutane-i was produced by hot tritium atom re­
action with cyclobutane in gas mixtures scavenged with 2% 
oxygen.9 Separation and analysis of cyclobutane-t and its 
unimolecular decomposition product, ethylene-i, were ac­
complished by radio-gas chromatography.

The pressure dependence of the yield ratio of cyclobutane-i, 
Yc, to ethylene-t, Yg, was measured in order to separate the 
competitive unimolecular product yields from those which 
appear to be derived from noncompetitive reaction channels. 
The basic procedure has been reported earlier and consists 
of fitting the experimental pressure dependence of the YC/Y K 
ratio with the kinetic expression derived from the following 
reaction mechanism:

kd
c2h3t + C2H4

— * c-C4H7T*
or kr

■ c-C4H7T
(1)

+H *■

c-C4H7T + H (2)
F d f C2H3T +  C2H4 (3)

where fe; and k r represent collisional stabilization rate con­
stants with inert additive and reactant species, respectively, 
and Fs and Pa are the fractions of the total yield of cyclobu- 
tane-f plus ethylene-t, which appear to be produced through 
noncompetitive mechanisms under the conditions accessible 
in these studies.8

Pressure dependent data were obtained over the range of 
100-1600 Torr at 80% dilution with the representative inert 
bath gases He, Ne, and Xe. Since the analytical fit to each of 
these three systems produced similar values for F s and Fa with 
good precision in each case, the average values, F a =  0.43 ±  
0.03 and Pa = 0-23 ±  0.04, were used for all bath gases in­
cluding Ar and Kr.

After the competitive contributions to the yields of cyclo­
butane-i, S, and ethylene-i, D , have been established, the 
relative energy transfer efficiencies can be determined from 
the ratio of S/D  as a function of inert gas additive at constant 
pressure. Algebraically for (1)

S  _  k j  + k tR  

D ~  k i

In the limits of infinite dilution with inert gas and reactant, 
respectively

S  =  k £  = k £

a—-o D  fed fed
and

where P  represents the total pressure in the system. These 
limits simply represent the left- and right-hand intercepts of 
the composition dependence of S/D. The technique employed 
here of subtracting the contributions from Fs and Pd before 
determining the limiting ratios of S/D  differs somewhat from 
that reported earlier where the correction was made after 
extrapolating the concentration dependence.8

The ratio of intercepts then can be determined to give the

TABLE I: Relative Energy Transfer Efficiencies from 
Vibrationally Excited C-C4H7T

Bath gas o>i/u)ra Bath gas

C -C J ig 1.00 Ar 0.24
He 0.14 Kr 0.31
Ne 0.23 Xe 0.39

“ Errors in relative values for o> are estimated to be ±15% based 
on standard deviations in the extrapolated values.

equal pressure energy transfer efficiencies of each inert bath 
gas relative to parent cyclobutane, provided the rate constant 
for unimolecular decomposition, fed, does not vary significantly 
in the systems studied. An indication of the validity of this 
approximation is the consistency of the values for P3 and Pd 
found from the pressure dependencies of the several systems 
studied. The relative efficiencies found at constant pressure 
are converted to a per collision basis via the expression: oi;/uiT 
= (fe ¡/fez r) (crr/o-i) 2 1/2 where <r’s represent the collision
diameters, 10 and g’s are the reduced masses of the collision 
partners.

Results for the relative energy transfer efficiencies of the 
noble gases on a collision for collision basis are listed in Table 
I. The trend of increasing efficiency with increasing mass as 
well as the relative values found are consistent with those re­
ported in lower energy chemical activation systems1 ’2 and also 
with results for the few selected noble gases studied near the 
same nonfixed energy range. 1 1 ' 12

The general increasing values of the relative energy transfer 
efficiencies with increasing collider mass suggest factors of 
importance in V-T energy transfer at high levels of excitation. 
The compact nature of the cyclobutane is well suited for 
simplified modeling and exploration of the mass factors in­
volved. If one considers classical collision models involving 
noninteracting hard- or soft-sphere fragments of the cyclo­
butane over the range from a single H atom unit to whole c- 
C4H8 molecules, the energy transfer efficiencies would be 
expected to maximize at some collider species of mass less 
than Kr. However, if a model based on impulsive collision with 
a hard-sphere molecular fragment which vibrationally inter­
acts with the remaining parts of the molecule is considered,13 

the observed trend can be reproduced under certain con­
straints.

For such an atom-pseudo-diatom system, the vibrational 
energy change in a colinear collision can be calculated, for 
example, as

^ab ^bc
where m & is the inert collider, m b  and m c are the partitioned 
fragments of the cyclobutane, Mt is the sum of m a +  m b +  m c, 
(Ft ) is the average initial relative translational energy, and 
(Fv) is the average initial energy assigned the vibration be­
tween fragments b and c. 13 A colinear representation such as 
this excludes collisions occurring perpendicular to the plane 
of the cyclobutane as well as those involving collisional angular 
momentum. While a sizable energy transfer contribution from 
the perpendicular approach is difficult to envision on the basis 
of an impulsive collision theory, the role of larger impact pa­
rameters in general cannot be discounted although large im­
pact parameters with their concurrent angular momentum 
restrictions are not anticipated to favor the heavier noble gas 
colliders.

In order for a steadily increasing trend in energy transfer
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with mass through Xe to be observed, the collision of the inert 
gas must occur with a fragment at least as large as two meth­
ylene groups. In fact, for the case of mass division as C2H4-  
C2H3T, if the 120 kcal/mol average vibrational energy of the 
cyclobutane is partitioned uniformly among 22 of the 30 vi­
brational modes14 and the translational temperature in the 
system is 300 K, the amounts of energy transferred from vi­
bration to translation per collision in kcal/mol are calculated 
to be He, 0.5; Ne, 1.4; Ar, 1.8; Kr, 2.0; and Xe, 2.1. Whereas 
these values are reasonable, such an idealized model is surely 
an over-simplification of the energy transfer process. It does, 
however, suggest that insofar as the collision is impulsive, 
interaction between the inert bath gas and the cyclobutane 
is not localized but involves at least one-half of the mole­
cule.

Nonlocalized collisions also enhance the probability of 
forming transition modes which can serve mechanistically as 
a nonimpulsive channel for statistical redistribution of vi­
brational energy. Such energy transfer through transition 
modes has been suggested previously as a model for high en­
ergy systems since it naturally allows for the relatively large 
amounts of vibrational energy transferred per collision. 15 If 
transfer of vibrational energy through transition modes is 
considered for the cyclobutane-t studied here, it is apparent 
that the total efficiency is dependent on both the number of 
transition modes formed and the magnitude of the attractive 
branch of the collision potential. It appears reasonable then 
that relatively efficient vibration to translation energy transfer 
results from nonlocalized collisions which are influenced 
significantly by long-range intermolecular forces.
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ADDITIONS AND CORRECTIONS

1976, Volume 80

Frederick Peter Sargent and Edward Michael Gardy:
Radical Yields in Irradiated Methanol and Ethanol. An 
Electron Spin Resonance and Spin Trapping Method.

Page 856. Equation 10 should read as follows:
0(1) fe2[CH3OH] |~ | G0(CH2OH)1 Gq(CH2OH)
G(II) fe4[t-BuNO] L G0(CH3O-) J Go(CH30-)

(1 0 )
—F. P. Sargent
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